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HEDP-Theory Collaborative Project on Creating an FPEOS Table of CHON 
[3D-printed capsule material]
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A first-principles EOS table has been constructed for CHON for ICF and HED 
applications

Summary

Ref.: S. Zhang, et al. Phys. Rev. E 106, 045207 (2022)

• We construct a wide-range (0–1044 g/cm3 and 0–109 K) EOS table for a C-H-O-N quaternary compound 
(CH1.72O0.37N0.086). 

• The EOS is generated by calculations and numerical extrapolation based on first-principles approaches: KS-
DFT-MD with T-SCAN-L xc functional and OF-DFT-MD with LKTγTF tunable free-energy functionals.  

• We have made detailed comparisons with model predicted EOS, and with CH on shock Hugoniots, 
thermodynamic properties, and target performances.  

• Radiation hydrodynamic simulations show CHON slightly outperforms CH as the ablator for LDD targets, 
which further prompts TPP fabrication of the CHON shell with a foam layer for laser imprint mitigation.
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Foam ablators* or tailored density profiles† can mitigate laser imprint and 
hydrodynamic instabilities in LDD experiments

Introduction
bation growth due to the surface roughness is physically
equivalent to that produced by the laser imprint. The differ-
ence is only in the initial conditions: in the former case, we
create initial amplitude of the perturbation, whereas in the
latter we supply the perturbation with initial momentum. The
perturbation growth that follows is governed by the same
physics and could be scaled from one case to another. With
tailored density profiles, the same amplitude of surface
ripples would imply a 20-fold difference in the initial mass
variation between targets 1 and 4. Below, we have all the
targets initially uniform, driven by laser pulses with the same
lateral intensity variation, so that the comparison between the
targets is deemed fair. For each target/laser pulse shape com-
bination, we run the code with single-mode perturbation
wavelengths of 15, 30, and 60 !.

Figure 5 is plotted for targets 1"a#, 2"b#, and 1–4"c#
driven by a linearly increasing ablative pressure. Figures 5"a#
and 5"b# show the x-t trajectories of fluid particles, that give
an idea about the motion of the ablation front. We see that at
early time the ablation front in target 1 is indeed decelerated,
as predicted in Sec. II A. Figure 5"c# demonstrates that for all
the other targets, the ablation front is accelerated by the lin-
ear pressure increase from the beginning of the laser pulse.

Figures 6–8 compare the evolution of mass perturba-
tions between targets 1–4, all of them driven by a laser pulse
with linearly increasing ablative pressure, and a 0.2% root-
mean-square "rms# single-mode lateral intensity variation, $
!15, 30, and 60 !m, respectively. Since the unperturbed
motion is different for different targets, we must be careful to
ensure the fairness of comparison. For this reason, the mass
perturbation amplitudes A, normalized by the unperturbed
unablated areal mass (%R)0 , are plotted both vs time &Figs.
6"a#–8"a#' and vs the distance traveled by the ablation front
&Figs. 6"b#–8"b#'. Note that relative variation of %R is what
really matters. While in our case of planar geometry, the
temporal behavior of (%R)0 varies from target to target only
due to difference in the mass ablation rates, in spherical ge-
ometry it would also depend on the difference in conver-
gence. Here, the early time "shock transit# corresponds to the
first 4 ns, whereas the ‘‘late time,’’ when the RT instability
of acceleration develops exponentially, starts somewhere be-
tween 6 and 8 ns.

For all cases, the qualitative behavior agrees with the
predictions of Sec. II B. The mass perturbations tend to os-
cillate, no matter whether the ablation front is accelerated or
decelerated, although for the latter case "target 1# the fre-
quency of oscillations is notably higher, and the amplitude
lower. We even observe some &albeit nonexponential, cf.
Fig. 3"b#' decrease in the mass variation amplitude for the
shortest perturbation wavelength $!15!m, see Fig. 6. Al-
though we have not studied the scaling of oscillation fre-
quencies with the perturbation wavelength &in terms of the
discontinuity model of Ref. 9 and Appendix B, even the
scaling of rD with $ is not known for tailored density pro-
files', one can naturally expect longer perturbation wave-
lengths to correspond to lower frequencies. This is indeed
the case. During the shock transit time, we have multiple
oscillations in target 1 for $!15!m, one full cycle for $

!30!m, and half cycle for $!60!m. For all the other
cases, we have no more than a half cycle.

Eventually, the oscillatory behavior evolves into an ex-
ponential growth for all targets. The RT exponential growth
rates (!!gk are essentially the same for all targets, since
they are driven by the same ablative pressure, have the same
mass, and therefore, experience the same acceleration. There
is, however, a significant difference between the targets in
the amplitudes of these exponentially growing modes. This is
precisely the difference in the seeds for RT discussed above.
Firstly, we notice that the perturbations in the solid target 4
are consistently higher than in the other three. This clearly
illustrates the beneficial effect of decreasing the average den-
sity of the target. The effect has nothing to do with radiative
smoothing of perturbations "recall that to emphasize this
point, we have no radiation transport here#, it is purely hy-
drodynamic, as explained in Ref. 6. Secondly, the perturba-
tions in target 1 containing a tailored density profile are con-
sistently lower than in the other three. Evolution of
perturbations in targets 2 and 3, 4 is differently affected by

FIG. 6. Evolution of normalized areal mass variation A/(%R)0 in targets
1–4 driven by the laser pulse of Fig. 4"b#, with a 0.2% rms single-mode
lateral intensity variation at $!15 !m, shown vs "a# time; "b# distance
traveled by the ablation front. The plots stop at 10 ns for each target.

3290 Phys. Plasmas, Vol. 6, No. 8, August 1999 Metzler, Velikovich, and Gardner

* Hu et al., Phys. Plasmas 25, 082710 (2018); † Metzler et al., Phys. Plasmas 6, 3283 (1999).

Initial density profiles

III. RESULTS AND DISCUSSION

A. Comparison between standard and foam targets

We first compare DRACO simulation results for the
three types of targets shown in Fig. 1. To have a sense of
how laser-imprint–seeded RT-instability growth disrupts the
imploding shell’s integrity, we plot the density contours at
different times when the shells traveled distances of
d¼ 100 lm, 200 lm, and 300 lm in Figs. 3–5, respectively.
A shell’s traveling distance is calculated from the initial
back surface of the CH shell; the time for a type-I foam tar-
get is about 100 ps later than the other two cases since it has
a larger radius and slightly more mass because of the extra
foam layer. For the case of d¼ 100 lm [Fig. 3(a)], one sees
that density perturbations have already developed for the
standard CH target. In contrast, the shell for a type-II foam
target is much smoother, as shown in Fig. 3(c). Since the ini-
tial outer diameter of a type-I foam target (/¼ 954 lm) is
larger than the SG-5 DPP size (optimized for a standard tar-
get of /¼ 860 lm), Fig. 3(b) shows some long-wavelength
perturbations developed from the imperfect laser beam over-
lapping. This can be clearly seen in Figs. 4(b) and 5(b) when
the shell travels farther inward. Roughly speaking, a pertur-
bation mode of k" 16 to 18 is developed because of the
imperfect beam overlapping and CBET.

At a larger traveling distance of d¼ 200 lm, Fig. 4(a)
clearly shows the worst shell integrity for the standard target,
in which the RT growth of the low-density “bubbles” has
reached the back surface of the shell. This degrades the
implosion because it not only puts entropy into the shell
(causing the shell to expand) but also injects shell materials
into the hot spot that can lead to mix and premature stagna-
tion at the end. This laser-imprint damage can be even more
evident at a late stage of the implosion, indicated in Fig. 5(a)
when the CH shell travels a farther distance of d¼ 300 lm.
At this stage, we find that the CH shell has been essentially
“shredded,” resulting in an overall low-density shell. For the
type-II foam target, Figs. 4(c) and 5(c) show a much better
shell integrity, in which the laser-imprint–seeded RT growth
damages only the outer surface. There are no low-density
bubbles penetrating through the CH shell, which will result
in a much better target performance. The overall shell integ-
rity for type-I foam targets, plotted in Figs. 4(b) and 5(b), is
still better than the standard target case. However, the imper-
fect laser overlapping introduced a large bubble growing
near the z axis (the pole), which could be detrimental to the
final target performance (discussed below).

To further analyze why the foam layer helps to mitigate
laser-imprint effects, we plot the ablation velocity (vabl) and
minimum density scale length (Ln) at the ablation front in
Figs. 6(a) and 6(b) as a function of time during the shell
acceleration. Again, we compare the standard CH target ver-
sus foam targets. Overall, we find that the ablation velocities
of foam targets are higher than those of the standard target
(dashed red line) for t< 2.1 ns. For the standard target, the
increases in the ablation velocity at late times (t> 2.1 ns) are
due to the fact that the significant perturbations (caused by
imprint-seeded RT growth) have essentially increased the
shell adiabat. This also relaxes the ablation surface so that
one sees a sharp increase in the density scale length late-on
for the standard target [e.g., Fig. 6(b)]. In fact, that is the
time when the linear RT growth transitions to its nonlinear
saturation stage. In addition to the enhanced ablation, low-
density foam targets also give a longer density scale length
(Ln) at the ablation front, as shown in Fig. 6(b). According to
the semi-empirical formula,64,65 the RT growth rate of a per-
turbation mode (k¼ 2p/k) can be expressed as

FIG. 3. Comparisons of density contours from state-of-the-art DRACO sim-
ulations for the three types of targets, at the same shell-traveling distance of
d" 100 lm from the initial back surface of the CH shell.

FIG. 4. Same as Fig. 3 but for a different shell-traveling distance of
d" 200 lm from the initial back surface of the CH shell.

FIG. 5. Same as Fig. 3 but for a large shell traveling distance of d" 300 lm
from the initial back surface of the CH shell.

FIG. 6. Comparisons of the (a) DRACO-predicted ablation velocity and (b)
density scale length at the ablation front as a function of time for the three
types of targets.
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The current state-of-the-art DRACO simulations of laser-
imprint effects on our standard warm target implosions on
OMEGA have been recently benchmarked with experimental
measurements.14,15 In those studies combining experiments
and simulations, we investigated how laser-imprint–seeded
RT growth decompresses the imploding shell, distorts the hot-
spot formation, and reduces the neutron yield of CH target
implosions on OMEGA. The x-ray self-emission imaging
technique59 was used to simultaneously record the coronal
and hot-spot emissions on framing cameras, which enabled us
to infer both the shell thickness (at the first core emission) and
the hot-spot formation dynamics. Those studies were per-
formed for implosions with different adiabats by changing
only the laser picket intensity. The measurements clearly indi-
cated that the shell thickness dramatically increases as the
shell adiabat a decreases; the core emission and neutron burn
occur earlier with decreasing a; the neutron yields (peaking at
a! 3 to 4) are significantly reduced when compared to their
1-D predictions, and the hot-spot formation can dramatically
worsen if SSD is turned off. These experimental observations
are found to be in good agreement with our state-of-the-art
DRACO simulations,14 which have unambiguously indicated
that laser imprint is the major cause of degradation in low-/
moderate-adiabat warm target performance on OMEGA.

To investigate laser-imprint–mitigation strategies, we
have performed state-of-the-art DRACO simulations to
examine whether or not target modification with foam layers
can improve direct-drive implosion performance. In our
DRACO simulation studies, we consider the three types of
targets shown in Fig. 1. Figure 1(a) is our standard warm tar-
get on OMEGA (outer diameter /! 860 lm), which consists
of an "27-lm-thick CH shell filled with "11-atm pressure
of D2 gas. Two types of foam targets are under consider-
ation: one is to directly add a foam layer to the standard CH
target [shown by Fig. 1(b)], while the other type [plotted in
Fig. 1(c)] is to shrink the CH shell before adding the foam
layer so that it has the same outer-surface radius as the
standard one. We refer to them as type-I and type-II foam
targets, respectively. With a slightly thinner CH shell, the
type-II foam target [Fig. 1(c)] will have roughly the same
mass as that of the standard CH target.

For the two types of foam targets, the density of CH foam
was chosen to be q¼ 40 mg/cm3 so that if fully ionized, such
foam can have an electron density above the critical density
(nc! 9.1$ 1021/cm3) for the UV laser (k! 351 nm) on
OMEGA. Again, this is to prevent a nonuniform laser to
directly “touch/imprint” the real CH target surface. As dis-
cussed above, this mitigation mechanism is different from the
fragile, very low density (q% 10 mg/cm3) foams studied previ-
ously.38,39 For our relatively high density foams, we have used
our CH FPEOS to describe its shock and ablation behaviors.
EOS experiments on this and other foams must be performed
to verify foam-EOS models for future ignition designs,
which can be done with the successful foam-EOS platform
developed on NIKE.60 We chose the foam-layer thickness to
be d! 40 lm, which is motivated by the thought that thermal
smoothing inside the foam layer could reduce dangerous short-
wavelength (k% d) perturbations “propagating” to the real CH
target surface. Apparently, a thicker foam layer might even be
better; however, for an OMEGA-scale target, a thicker foam
layer will further reduce the CH shell radius in the type-II tar-
get, which makes high-convergence implosions more difficult
on OMEGA (too small of a hot spot).

Our DRACO simulations were performed for the three
types of targets, which were driven to symmetrically implode
on OMEGA, with a moderate-adiabat (a! 3) laser pulse
shown in Fig. 2. This pulse shape has been used for our pre-
vious warm target implosions discussed in Refs. 14 and 15.
The laser pulse was composed of a 100-ps single picket and
a step main pulse ("2 ns) with a total energy of "20.7 kJ.
The laser beams were equipped with SG-5 DPPs (fifth-order
super-Gaussian distributed phase plates with 95% of the
energy contained within the initial standard target diameter)
and smoothed by polarization smoothing and SSD. The 2-ns-
long main pulse drove the target imploding to its final veloc-
ity of "230 km/s. The maximum on-target laser intensity
was "4.5$ 1014 W/cm2. This relatively low laser intensity
was intentionally chosen so that fast electrons generated
from the two-plasmon–decay (TPD) instability61–63 could be
avoided. Consequently, the shell decompression and implo-
sion degradation can be attributed to laser-imprint effects
only in these studies. The CH shell surface roughness is
small, typically rrms% 0.05 lm, which does not disrupt
implosions according to simulations.

FIG. 1. The schematic diagrams for the three types of warm targets on
OMEGA being used in our DRACO simulations: (a) the standard warm CH
target, (b) the type-I foam target (a foam layer added onto the standard CH
target), and (c) the type-II foam target with its outer radius reduced to the
standard target size on OMEGA.

FIG. 2. The laser pulse used for our DRACO simulations of moderate-
adiabat (a! 3) warm CH and foam-target implosions on OMEGA.
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III. RESULTS AND DISCUSSION

A. Comparison between standard and foam targets

We first compare DRACO simulation results for the
three types of targets shown in Fig. 1. To have a sense of
how laser-imprint–seeded RT-instability growth disrupts the
imploding shell’s integrity, we plot the density contours at
different times when the shells traveled distances of
d¼ 100 lm, 200 lm, and 300 lm in Figs. 3–5, respectively.
A shell’s traveling distance is calculated from the initial
back surface of the CH shell; the time for a type-I foam tar-
get is about 100 ps later than the other two cases since it has
a larger radius and slightly more mass because of the extra
foam layer. For the case of d¼ 100 lm [Fig. 3(a)], one sees
that density perturbations have already developed for the
standard CH target. In contrast, the shell for a type-II foam
target is much smoother, as shown in Fig. 3(c). Since the ini-
tial outer diameter of a type-I foam target (/¼ 954 lm) is
larger than the SG-5 DPP size (optimized for a standard tar-
get of /¼ 860 lm), Fig. 3(b) shows some long-wavelength
perturbations developed from the imperfect laser beam over-
lapping. This can be clearly seen in Figs. 4(b) and 5(b) when
the shell travels farther inward. Roughly speaking, a pertur-
bation mode of k" 16 to 18 is developed because of the
imperfect beam overlapping and CBET.

At a larger traveling distance of d¼ 200 lm, Fig. 4(a)
clearly shows the worst shell integrity for the standard target,
in which the RT growth of the low-density “bubbles” has
reached the back surface of the shell. This degrades the
implosion because it not only puts entropy into the shell
(causing the shell to expand) but also injects shell materials
into the hot spot that can lead to mix and premature stagna-
tion at the end. This laser-imprint damage can be even more
evident at a late stage of the implosion, indicated in Fig. 5(a)
when the CH shell travels a farther distance of d¼ 300 lm.
At this stage, we find that the CH shell has been essentially
“shredded,” resulting in an overall low-density shell. For the
type-II foam target, Figs. 4(c) and 5(c) show a much better
shell integrity, in which the laser-imprint–seeded RT growth
damages only the outer surface. There are no low-density
bubbles penetrating through the CH shell, which will result
in a much better target performance. The overall shell integ-
rity for type-I foam targets, plotted in Figs. 4(b) and 5(b), is
still better than the standard target case. However, the imper-
fect laser overlapping introduced a large bubble growing
near the z axis (the pole), which could be detrimental to the
final target performance (discussed below).

To further analyze why the foam layer helps to mitigate
laser-imprint effects, we plot the ablation velocity (vabl) and
minimum density scale length (Ln) at the ablation front in
Figs. 6(a) and 6(b) as a function of time during the shell
acceleration. Again, we compare the standard CH target ver-
sus foam targets. Overall, we find that the ablation velocities
of foam targets are higher than those of the standard target
(dashed red line) for t< 2.1 ns. For the standard target, the
increases in the ablation velocity at late times (t> 2.1 ns) are
due to the fact that the significant perturbations (caused by
imprint-seeded RT growth) have essentially increased the
shell adiabat. This also relaxes the ablation surface so that
one sees a sharp increase in the density scale length late-on
for the standard target [e.g., Fig. 6(b)]. In fact, that is the
time when the linear RT growth transitions to its nonlinear
saturation stage. In addition to the enhanced ablation, low-
density foam targets also give a longer density scale length
(Ln) at the ablation front, as shown in Fig. 6(b). According to
the semi-empirical formula,64,65 the RT growth rate of a per-
turbation mode (k¼ 2p/k) can be expressed as

FIG. 3. Comparisons of density contours from state-of-the-art DRACO sim-
ulations for the three types of targets, at the same shell-traveling distance of
d" 100 lm from the initial back surface of the CH shell.

FIG. 4. Same as Fig. 3 but for a different shell-traveling distance of
d" 200 lm from the initial back surface of the CH shell.

FIG. 5. Same as Fig. 3 but for a large shell traveling distance of d" 300 lm
from the initial back surface of the CH shell.

FIG. 6. Comparisons of the (a) DRACO-predicted ablation velocity and (b)
density scale length at the ablation front as a function of time for the three
types of targets.
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LLE has collaborated with UNL to fabricate shell-structured targets with density 
gradient by direct laser writing using two-photon polymerization (TPP)

Introduction

1

HEDP-Theory Collaborative Project on Creating an FPEOS Table of CHON 
[3D-printed capsule material]

LLE-UNL collaborative research
on TPP fabrication of ICF targets

2

Cu Cu

CHON Solid density rho=1.2-g/cc

1

HEDP-Theory Collaborative Project on Creating an FPEOS Table of CHON 
[3D-printed capsule material]

LLE-UNL collaborative research
on TPP fabrication of ICF targets

High-quality equations of state (EOS) of the target 
materials are required to test new ideas and optimize 

designs for relevant ICF and HED experiments

* Stein et al., Fusion Sci. Technol. 73, 153 (2018).



6

Introduction

C16H27O6N1

A snapshot during a KS-DFT-MD 
simulation @ 17.5 g/cc, 1000 K

We construct a high-accuracy EOS for CHON resin based on first principles 
molecular dynamics simulations
• Structure model: based on acrylic resin, 1.2 g/cm3, CH1.72O0.37N0.086, 50-400 atom cell 
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Introduction

C16H27O6N1

A snapshot during a KS-DFT-MD 
simulation @ 17.5 g/cc, 1000 K

• Structure model: based on acrylic resin, 1.2 g/cm3, CH1.72O0.37N0.086, 50-400 atom cell 

• Methods based on KS-DFT-MD (T-SCAN-L), OF-DFT-MD (LKTγTF), and extrapolation (to low ρ and low T) 

• Wide-range EOS: 0–1044 g/cm3, 0–109 K 

We construct a high-accuracy EOS for CHON resin based on first principles 
molecular dynamics simulations
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EOS is compared between different approaches and models at various densities 
and temperatures

Results

• Smooth bridging of KS and OF data at the 
matching condition (P differ by <2.5%) 

• EOS reaches the fully ionized ideal gas values at 
high T (106–107 K) 

• EOS approaches the Fermi degenerate electron 
gas values at high ρ (>103 g/cm3) 

• EOS variations are due to the interplay of ion 
thermal vibration, electron thermal excitation, and 
electron degeneracy. These lead to variations in 
thermodynamic properties (e.g., heat capacity and 
Grüneisen parameter).
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Comparison to CH shows overall similar Hugoniot profiles 

Results

* CH Hugoniot: Hu et al., Phys. Rev. E 92, 043104 (2015).  

10
-1

10
0

10
1

10
2

10
3

 2.5  3  3.5  4  4.5  5

P
re

ss
u

re
 (

T
P

a)

Compression ratio

CHON

CH

• Compared with the Hugoniot of 
CH, CHON is stiffer at up to 10 TPa 
(due to higher ρ0) and has 
narrower and larger (by ~2%) 
compression peak (due to the 
existence of N and O) 
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Comparison to CH shows overall similar Hugoniot profiles and consistency in 
thermodynamic properties

Results

• Compared with the Hugoniot of 
CH, CHON is stiffer at up to 10 TPa 
(due to higher ρ0) and has 
narrower and larger (by ~2%) 
compression peak (due to the 
existence of N and O) 

• A minimum in CV and local 
maximum in γ at 2–3×104 K, 
corresponding to bonded-atomic 
transition 

• A peak in CV and a basin in γ at 106 
K, corresponding to ionization of 
the K shell 

• CV and γ reach the fully ionized 
ideal gas limit at T>107 K

* CH Hugoniot: Hu et al., Phys. Rev. E 92, 043104 (2015).  
* CH thermodynamic properties: Zhang et al., Phys. Rev. E 96, 013204 (2017); J. Chem. Phys. 148, 102318 (2018). 
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LDD targets using CHON ablators outperform CH according to 1D radiation 
hydrodynamic simulations

Results
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• LILAC simulations with OMEGA-scale cryo-DT target and state-of-the-art physics models (CBET, iSNB, first-
principles EOS and OT; collisional-radiative-equilibrium model for the opacity); total UV laser energy ~27 kJ 

• CHON outperforms CH due to slight increase in the laser absorption fraction
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A first-principles EOS table has been constructed for CHON for ICF and HED 
applications

Summary

Ref.: S. Zhang, et al. Phys. Rev. E 106, 045207 (2022)

• We construct a wide-range (0–1044 g/cm3 and 0–109 K) EOS table for a C-H-O-N quaternary compound 
(CH1.72O0.37N0.086). 

• The EOS is generated by calculations and numerical extrapolation based on first-principles approaches: KS-
DFT-MD with T-SCAN-L xc functional and OF-DFT-MD with LKTγTF tunable free-energy functionals.  

• We have made detailed comparisons with model predicted EOS, and with CH on shock Hugoniots, 
thermodynamic properties, and target performances.  

• Radiation hydrodynamic simulations show CHON slightly outperforms CH as the ablator for LDD targets, 
which further prompts TPP fabrication of the CHON shell with a foam layer for laser imprint mitigation.


