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Multilayer coatings on large substrates with
increasingly complex spectral requirements are
essential for a number of optical systems, plac-
ing stringent requirements on the error toler-
ances of individual layers. This issue features
an article (p. 67) describing the method used to
deposit highly uniform thin-film coatings on
nearly meter-sized optical substrates appropri-
ate for the National Ignition Facility (NIF).
Both the cover photo and the photo to the left
show Research Engineer James Oliver inspect-
ing a NIF LM7B mirror on the LLNL-supplied
Bauer photometer. This instrument maps trans-
mission and reflection of an optical component
over its clear aperture for a given angle and
polarization for the standard NIF operating
wavelengths (1053, 527, and 351 nm). When
measuring an appropriately designed optical
coating, the photometer may be used to create
a high-resolution, low-noise map of film-thick-
ness nonuniformities.
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In Brief

This volume of the LLE Review, covering January�April 2003, features �Optimization of Deposition
Uniformity for Large-Aperture NIF Substrates in a Planetary Rotation System� by J. B. Oliver and
D. Talbot (p. 67). For the National Ignition Facility (NIF), coating thickness nonuniformity must not
exceed 0.5% peak-to-valley over a 0.85-m aperture. This article describes the design and performance of
a thin-film-deposition system used to produce multilayer dielectric thin-film coatings with highly
uniform thickness over a full NIF aperture. By using a theoretical model to optimize deposition
parameters, uniformity measurements performed on a mapping laser photometer demonstrate
nonuniformities of 0.45% over a 0.89-m aperture, after discounting a roll-off effect that may be eliminated
by modification of the coating tooling. This result significantly exceeds the uniformity requirement for
the NIF coatings.

Additional highlights of research presented in this issue include the following:

∑ C. Stoeckl, R. E. Bahr, B. Yaakobi, W. Seka, S. P. Regan, R. S. Craxton, J. A. Delettrez, R. W. Short,
J. Myatt, A. V. Maximov along with H. Baldis of LLNL (p. 76) use multiple OMEGA laser beams to
study the two-plasmon-decay instability, which is the predominant source of suprathermal electrons
in direct-drive inertial confinement fusion experiments. The authors show for the first time that the
total overlapped intensity governs the scaling of the suprathermal-electron generation regardless of
the number of overlapped beams, in contrast to conventional theories that are based on the single-
beam approximation.

∑ R. Epstein (p. 81) examines the classical Rayleigh�Taylor instability of the interface separating two
homogeneous inviscid fluid layers undergoing uniform acceleration, giving particular attention to
the effects of uniform isentropic compression of the fluids and geometrical convergence of the
interface and to the role of these effects in the implosion of inertial confinement fusion (ICF) capsules.
The formulation presented makes a formal distinction between perturbation behavior under accelera-
tion and perturbation behavior as modified by compression and by convergence of a cylindrical or
spherical interface.

∑ K. Anderson and R. Betti (p. 91) develop the theoretical basis for laser-induced adiabat shaping in ICF
spherical targets by a technique referred to as �relaxation." In this approach, the density profile of the
capsule�s shell is shaped using a weak prepulse followed by a main pulse with a high-intensity foot.
The required laser pulse shape is easier to implement on current laser systems than the alternate
technique described in the article. Rayleigh�Taylor growth rates are reduced without significantly
degrading 1-D capsule performance.

∑ S. G. Lukishova (The Institute of Optics) and A. W. Schmid (LLE) along with A. J. McNamara,
R. W. Boyd, and C. Stroud, Jr. of The Institute of Optics (p. 97) demonstrate the operation of a single-
photon source�a key hardware element of quantum information technologies�via photon antibunching
in the fluorescence of single terrylene molecules embedded in a cholesteric liquid crystal host. Planar-
aligned cholesteric layers provide a one-dimensional photonic band gap, allowing an enhancement of
the source efficiency.
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∑ B. Yaakobi, T. R. Boehly, F. J. Marshall, D. D. Meyerhofer, R. Epstein, T. J. B. Collins, and
D. Salzmann along with B. A. Remington and S. Pollaine of LLNL (p. 107) study the properties of
compressed titanium due to laser-launched shocks by use of extended x-ray absorption fine structure
(EXAFS). The EXAFS absorption spectrum is produced when backlighting a CH-coated Ti foil by the
spectrally smooth radiation from a CH shell imploded on the 60-beam OMEGA laser system. Fitting
an EXAFS model to the data indicates compression by a factor of 1.3, in agreement with shock-speed
measurements and with hydrodynamic simulations. The rate of decay of the modulation with wave
number is shown to include a significant contribution from static disorder, in addition to thermal
vibration, due possibly to an a-Ti to w-Ti crystal phase transition.

∑ Filling and cooling thin-walled (<3-mm) cryogenic capsules with deuterium�tritium fuel is a critical
phase of operation for providing direct-drive targets. Permeation filling at room temperature to high
pressures subjects the capsules to a buckling force. In addition, during cooling to 20 K, buckling and
burst forces develop due to transient thermal gradients, thermal expansion differences, and changing
permeability of the capsule wall. E. L. Alfonso, R. Q. Gram, and D. H. Harding (p. 118) quantify the
forces on the capsule by modeling the thermal conditions inside the permeation cell. Results of
cooldown cycles of OMEGA cryogenic targets agreed well with the simulation, and a cooling program
was devised whereby the time for a capsule to reach the frozen state was reduced by 30%.

∑ A qualitative understanding of the greenhouse effect has long been available through models based on
globally and time-averaged quantities. L. E. Schmidt (University of Rochester), H. L. Helfer, and
R. S. Knox (LLE and University of Rochester) (p. 128) examine a simple 864-cell climatological
model that reproduces yearly average temperatures obtained earlier from one of these global models
and predicts a locally distributed nonradiative flux when observed temperatures are employed as input
data. The model emphasizes vertical radiative energy transport within each cell and is a useful stepping
stone for learning about radiative energy transfer into and out of Earth�s atmosphere.

Mark J. Guardalben
Editor
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Introduction
Large substrates for precision optical applications require the
accurate, uniform deposition of multilayer thin-film coatings.
Typically, this results in the use of electron-beam evaporation
in a �box-coater� configuration, utilizing either simple or
planetary rotation of the substrates. Simple rotation of the
substrate minimizes the size of the necessary coating chamber
but generally results in films with nonuniformity of 2% or
greater,1 an unacceptable level for the precise requirements of
the National Ignition Facility (NIF). Typical planetary rotation
systems, containing four to five individual substrate holders, or
planets, tend to produce relatively uniform coatings but would
necessarily be quite large in order to process optics of a sig-
nificant size. To process large optics for the NIF, a counter-
rotating planetary geometry was developed and implemented
in a 72-in. electron-beam deposition system.2 Although this
rotation system utilizes planetary motion to reduce the effect of
deposition fluctuations, the large optic sizes relative to the
overall chamber size and geometry result in coatings with a
significant degree of nonuniformity if regions of the vapor
plume are not masked.

To achieve the goal of producing optical coatings with
nonuniformities of approximately 0.5% (peak-to-valley) over
apertures of 0.85 m, a careful model needs to be constructed to
account for deposition sources, planetary configuration, plan-
etary gearing, and uniformity masking. The model assumes
that the chamber and source conditions are quite stable through-
out the length of the deposition, requiring a highly determinis-
tic process. The process uses metallic hafnia for high-index
layers and granular silica for low-index layers to produce
coatings with exceptional resistance to high-peak-power laser
irradiation.3,4 The use of hafnium metal as an evaporant is
ideal due to the smooth melt surface, the low occurrence of
nodular defects in the growing film, and the stable chemical
composition of the melt throughout the length of the deposi-
tion. Silica deposition tends to pose some difficulties, but its
use is necessitated by the lack of a suitable substitute for
precision laser coatings; electron-beam sweep parameters,

Optimization of Deposition Uniformity for Large-Aperture
NIF Substrates in a Planetary Rotation System

deposition rate, and oxygen backfill pressure were optimized
to minimize process variability.

Background
The uniform deposition of a thin film applied over a surface

from a point or surface source can essentially be characterized
as an illumination problem, with the appropriate type of source
characterization. The theoretical equations governing the
amount of material deposited on a given area have been well
established;5�9 therefore the results specific to a given cham-
ber configuration simply become a summation of incremental
thickness contributions as the planet position is indexed through
the chamber. Since the system under study uses electron-beam
sources, the source may be considered to be of the directed
surface source type, with
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where t is the thickness of the film deposited, m is the total
mass of the material emitted from the source, m is the density
of the film being deposited, f is the angle normal to the surface
of the source, q is the angle normal to the substrate surface, and
r is the distance from the source to the point on the substrate
under evaluation (see Fig. 94.1). However, since the primary
concern is uniformity of the deposited film, once the summa-
tion is performed for all of the incremental planar positions,
the relative thicknesses will be normalized over the surface of
the substrates being coated. When the thicknesses are normal-
ized, the constants in Eq. (1) will cancel, resulting in the
simplified expression

t
r

=  
cos  cosf q

2 . (2)

The geometry may be further simplified to reflect that the
source surface is parallel to that of the surface being coated;
such a condition would not be appropriate for a tilted-planet
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rotation but is applicable for a standard planetary with all
surfaces being coated rotating in a plane. In this case,

t
r

=  
cos2q

2 . (3)

This expression is appropriate for an ideal directed-surface
source, but measurements of film uniformity indicate factors
such as the form of the material being evaporated, the electron-
beam sweep parameters, and the proximity of the source to the
walls of the coating chamber possibly affecting the accuracy of
this formula. In practice, the formula may be modified to9
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where n is now a variable allowing the theoretical thickness
distribution to be fit to that of the measured distribution.
Converting this to coordinate geometry,
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where the subscript �p� denotes the point on the planet and �s�
denotes the source. Substitution and simplification then yield
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The coordinates of the source(s), as well as the height of the
substrates, will be measured quantities to be inserted into the
deposition model. The x and y coordinates of a given point
being tracked in the planetary must be calculated, based on
Fig. 94.1. Given the relation as shown, the primary factor in
determining the motion of a point on the planet will be the
relative angular rotation of the planet to that of the revolution
of the system, which is simply a function of the relative gear
sizes for the solar and planet gears. This will be explored in
greater detail later, but the motion of a point on the planet
undergoing planetary rotation will trace out the path described
by
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where R is the radius of the planet orbit, r is the radial position
of the point on the planet, a is the angular position of the planet
in its orbit, and Ns and Np are the number of teeth on the solar
and planet gears, respectively. Since the planets are rotating in-
plane, zp will remain constant and the thickness contribution at
any point in the planetary motion can now be calculated as a
function of only a. A summation of the individual contribu-
tions throughout a number of revolutions, where a is
incremented from 0 to 2p, and for a range of r from the center
to the edge of the planet, will provide an overall uniformity
distribution over the surface of the planet.

Coating efficiency is also of interest when configuring the
planetary rotation system since configurations can be con-
ceived that provide nearly ideal uniformity, but due to signifi-
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Figure 94.1
Basic planetary configuration as substrate undergoes rotations/revolution.
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cant offsets of the source from the center of rotation or
excessive distances between the substrate and the source, the
percentage of vaporized material condensing on the substrates
is negligible. Therefore, since the desired result is to achieve a
high degree of film uniformity while maximizing source ma-
terial utilization, it is necessary to calculate the percentage of
evaporated material being deposited on the substrate.

The  motion of a typical planetary rotation describes an
annulus in the plane of rotation since the planets orbit at a
constant radius without crossing the center of the chamber.
Since the planets in the counter-rotating configuration cross
the center of the chamber, a disk replaces the annulus and the
efficiency becomes the percentage of deposited material within
this disk. The efficiency with which evaporated source mate-
rial is used is equal to the integral of Eq. (4) over the area
defined by the disk, divided by the integral of Eq. (4) over the
hemisphere above the source, i.e., the range of q from 0 to
p/2. The integration over a hemisphere is straightforward,
resulting in a normalization value of p:

Efficiency =  
1
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disc
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The integration of an off-axis source, as shown in Fig. 94.2, is
transformed to that of an on-axis source in order to easily and

accurately express the limits of integration. Performing the
transformation, the efficiency of the source is found to be
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where n is the exponent of the cosine as in Eq. (4), rmax is the
maximum radial extent of the planet, and all other variables are
as shown in Fig. 94.2. The efficiency can then be calculated for
a range of source offsets for a given plantary geometry. The
results of these efficiency calculations are shown for the
counter-rotating geometry in Fig. 94.3.
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Figure 94.3
Efficiency of material utilization as a function of the offset of the source from
the center of the coating chamber. An offset of 0 is for source location (0, 0,
zs) in Fig. 94.1, with increasing offsets representing the movement of the
source along the x axis. While there is a significant reduction in the efficiency
of the material being evaporated, the reduction in the size of secondary
masking may offset this loss.

The efficiency of material utilization may be somewhat
misleading since this considers only whether the material is
available for use, not where the material would condense on
the substrate and its impact on the film uniformity. To make
an informed analysis of the actual material utilization, one
must take into account any masking required to achieve a
uniform deposition.
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Figure 94.2
Deposition efficiency is calculated by transforming the source location to a
position on-axis with the rotation and integrating over the maximum area
described by the planetary motion, a disk with radius R + rmax.
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Measurement of Film Uniformity
Many different coating designs are required for the NIF, but

all use the same evaporant materials with layer deposition
times greater than 4 min, with a planetary revolution period of
approximately 6 s. Therefore, the uniformity of the deposition
process will be qualified for NIF specifications, assuming the
deposition of similar layers will not deviate substantially from
the measured uniformity.

To improve film uniformity, it is first necessary to accu-
rately measure the achieved uniformity. A large-aperture scan-
ning laser photometer installed at LLE is capable of mapping
transmission and reflection performance of a NIF-sized (525 ¥
807-mm) optic (Fig. 94.4). Since this instrument measures
photometric performance at a single wavelength, it is neces-
sary to develop a correlation between transmission of the
coating and film uniformity. Furthermore, to increase the
accuracy of the measurement, the transmitted light should be
highly sensitive to thickness nonuniformities, with a maxi-
mum range of transmitted light.

G5772

Figure 94.4
Scanning laser photometer at LLE. This system is capable of simultaneously
measuring % T and % R over a 525 ¥ 807-mm aperture, from 8∞ to 60∞, at
wavelengths of 1053, 527, and 351 nm. Results are presented as a 2-D
intensity map of the surface, digitized to pixels of 1 to 5 mm.

A modified quarter-wave reflector was designed such that
the edge of the reflectance band is approximately linear with
respect to wavelength (Fig. 94.5). Since the photometer oper-
ates at 1053 nm, a slope of 1% T per nanometer correlates to a
relationship of 1% T per 0.1% thickness nonuniformity. When
a large coated substrate is then mapped on the photometer,
changes in transmittance will indicate the shifting of the
spectral performance of the coating to the left or right in

Fig. 94.5, for higher or lower values of % T respectively. If the
slope of the reflectance band is verified on a spectrophotom-
eter, the precise correlation of transmittance to thickness
change can then be established for a given coating deposition
since the percent wavelength shift of the coating performance
will be equal to the percent change in coating thickness. This
is typically adequate for initial uniformity efforts, although
further reduction of nonuniformity may require coatings that
have a more steeply sloped transmission profile and therefore
are more sensitive to slight film nonuniformities.
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Figure 94.5
Modified quarter-wave reflector with linear transmission with respect to
wavelength over the range l0±2%. Provided the coating is deposited
properly and all nonuniformities are less than 4% peak-to-valley, the result-
ing photometer transmittance map will directly correlate to film-thickness
uniformity.

Planetary Gearing
The essence of a planetary rotation system in a vacuum

coating chamber is that the substrate holder, or planet, will
undergo planetary motion by rotating about its center axis
while revolving about the center axis of the coating chamber.
The planet will continue to move through the vapor plume of
the evaporation source in this manner, allowing the deposited
film thickness to become more uniform by averaging the
different regions of the plume incident on each portion of the
planet. The most basic system is a two-gear system, as depicted
in Fig. 94.1. The center �solar gear� remains stationary, and the
outer �planet gear� rotates while revolving about the center of
the system.

Many thin-film-uniformity calculations assume that a suf-
ficient number of revolutions take place during a layer deposi-
tion that the calculations of thickness uniformity can be reduced
to an integration over the planet radius,7 with the correspond-
ing assumption that the film is �perfectly uniform� for constant
planet radius. This would mean that all film nonuniformity
would be only in the radial direction in a polar coordinate
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system. In reality, the relative sizes of planetary and solar gears
are critical to achieving high degrees of thickness uniformity.
If the solar gear has a number of teeth equal to �Ns� and the
planet gear has a number of teeth equal to �Np,� then the gear
ratio is given by

Gear ratio =  
N

N
s

p
. (12)

This gear ratio determines the number of rotations the planet
will make for each revolution of the planetary fixture, causing
each point on the planet to trace out a cycloid during each
revolution based on Eqs. (8) and (9). Beginning with the
simplest case of a gear ratio equal to 1, it is apparent that
successive revolutions of the planetary will trace identical
circles since each revolution of the planet also corresponds to
a single rotation; this eliminates the benefit of planetary
motion since a given point will travel an identical path through
the vapor plume, failing to average differing plume conditions
[Fig. 94.6(a)]. Typically, the gear ratio is not equal to 1, but
instead, due to planetary geometry, Ns > Np. If the gear ratio is
an integer greater than 1, identical cycloids will be traced out
for each successive revolution, severely limiting the degree of
random motion [Figs. 94.6(b)�94.6(f)]. It has been known for
some time that the gear ratio must be non-integral,5 such that
the cycloid traced out is no longer a closed figure and therefore
will not be repeated with each successive revolution.
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(a) Ratio = 1 (b) Ratio = 2 (c) Ratio = 3

(d) Ratio = 4 (e) Ratio = 5 (f) Ratio = 6

Figure 94.6
Cycloids traced out by an off-center point in a planetary rotation after one
revolution with different integral gear ratios. Note that all figures are closed,
requiring that the point will trace out an identical path for all successive
revolutions.

The limitations on this next level of randomization can also
be expanded by examining how quickly a given cycloid will
be repeated. If the gear ratio is non-integral, this indicates that

the planet will not reach its starting angular orientation at the
conclusion of one revolution of the planetary. Therefore, the
cycloid traced out by the previous revolution cannot be re-
peated in the next revolution since the revolution did not trace
out a closed figure. Each successive revolution will provide an
opportunity for the planet orientation to achieve its starting
position and therefore repeat its path through the vapor plume.
The path will not repeat until

m
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N
ms

p
  an integer       
Ê

Ë
Á

�

¯
� = = 1 2 3, , , ... , (13)

where m is the number of revolutions of the planetary, since this
represents an integral number of rotations of the planet and
therefore closes the figure traced by the cycloid. Since Ns and
Np are both integers, the maximum possible number of revolu-
tions before the system repeats is m = Np. In the event that Np
and Ns have common factors, the ratio simplifies and repetition
of the path through the vapor plume will occur at

m
N

g
p=  , (14)

where g is the greatest common factor of Np and Ns.

The previous condition requiring no common factors is
sufficient to establish unique paths through the vapor plume,
but again it is insufficient to minimize film nonuniformities in
practice. Since the maximum number of paths is equal to Np,
every path will be used exactly once only for those layers of
the appropriate thickness such that the deposition time is equal
to Np multiplied by the period of revolution of the planetary, or
an integer multiple thereof. In practice, this condition is rarely
if ever met due to variations in deposition rate, design layer
thickness, and material being deposited. In this event, paths
that are similar to one another are sufficient to cause greater
degrees of nonuniformity, and the fewer the number of revolu-
tions of the planetary, the greater the observed impact on
uniformity. If the angular orientation of the planet is tracked
and plotted at a fixed point in the revolution, such as the center
of the door of the chamber, it can be shown how the paths relate
to one another. As shown in Fig. 94.7 for the given values of
Ns = 237 and Np = 71, the planet starts with the arrow denoting
its orientation at 0∞. After one revolution, the planet has
undergone 3 full rotations plus an additional partial rotation,
resulting in a change in orientation of 121.69∞. After the second
revolution, the planet will again have undergone 3 complete
rotations plus an additional 121.69∞, resulting in an orientation
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of 243.38∞. The third revolution will nearly return the planet to
its starting orientation, differing only by 5.1∞. This will repeat
for successive revolutions such that, for the given configura-
tion, every 3 revolutions the planet will return to almost the
same orientation. The graphs in Fig. 94.8, I(a)�I(c), plot the
angular orientation of a planet as a function of the number of

revolutions the planetary has undergone for different gear
configurations. Tracking the planet in such a manner, it is
possible to see that the planet assumes approximately the same
angular orientation every 3 revolutions for configuration (a),
every 4 revolutions for configuration (b), and every 13 revolu-
tions for configuration (c). The graphs labeled II(a)�II(c) show
the path traced by a point on the planet through 30 revolutions
of the planetary rotation. Especially when depositing thin
layers, this near-repetition is evident in the symmetry observed
in the measured film uniformity. The surface plots in Row III
of Fig. 94.8 provide experimental evidence of rotational
nonuniformity due to inappropriate gearing, and 3-, 4-, and
13-way symmetries are apparent in the measured film thick-
ness. As higher degrees of symmetry are reached, it becomes
much more difficult to resolve these effects and the uniformity
is significantly improved.

Uniformity Masking
Once a stable deposition system has been configured, with

optimized planetary gearing, the residual thickness non-
uniformities can be removed through the use of masking. Most
planetary rotation geometries will result in the center of the
planet having a thicker film deposited than the periphery;
therefore the mask will be required to obscure a greater
percentage of the center each revolution. There are multiple
methods of masking the vapor plume, including large masks
rotating in the opposite direction as that of the planetary,
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Figure 94.7
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individual masks for each planet that are rotated with the
planetary, and fixed-position uniformity masks. The fixed-
position masking is the lowest-maintenance, highest-mechani-
cal-reliability system so is therefore preferred, provided it is
capable of meeting the nonuniformity requirements of the
coatings. A critical aspect of this masking system is the proper
mounting of the masks in the coating chamber; the masks must
be placed precisely in the position defined by the model, using
a mounting structure that is stable and repeatable and that takes
thermal expansion into account if the effect on mask placement
warrants. Small changes in the mask shape can have a signifi-
cant impact on the film uniformity, and care must be taken to
avoid changes due to poor mounting.

A model was created to sum thickness contributions over
the aperture of a planet as it undergoes planetary rotation,
according to Eqs. (4)�(9) above. The model accounts for the
motion of the planet due to the gearing and relies on plume
shape fitting by varying n in Eq. (4). Masks are projected onto
the plane in which the planet surface moves, providing a binary
multiplier to the thickness contribution at that point. Mask
shapes are determined by evaluating the film distribution and
altering the mask width as needed at the appropriate radii in
the planetary.

We have found that the optimal mask shapes for a standard
planetary rotation system have a very smooth, continuous
shape, providing minimal difficulty in manufacture, installa-
tion, or usage; this also results in an absence of high-frequency,
high-gradient thickness changes. The primary focus of this
work, however, was to improve uniformity over a large-
aperture optic for the NIF laser system suspended in a counter-
rotating planetary, as shown in Fig. 94.9. The fact that the optic
crosses the center of the coating chamber, and may experience
masking effects intended for a different radius on the optic,
poses significant challenges in creating a suitable mask shape.
In spite of this, the basic model is identical to that used for a
standard planetary system, although the aperture over which
the coating must be uniform is significantly larger.

The source placement and characteristics have a significant
impact on the uniformity of the film thickness prior to the use
of masking. As shown in Fig. 94.10, changes in the source
placement can vary the degree of nonuniformity over a range
of 17.6% to 2.4% for source positions of 0 to 90-cm offset
from the center of the planetary, respectively, for a 90-cm-
aperture optic in the counter-rotating planetary. Exact perfor-
mance will be highly dependent upon the geometry of the
particular planetary rotation. A source offset of 90 cm was the

maximum considered since this would correspond to placing
the source in the corner of the 72-in. coating chamber. Some of
the standard arguments against placing the source a signifi-
cant distance off-center in a planetary include the following:

1. The material utilization of the source will be significantly
decreased.

2. The chamber walls will influence the vapor plume, causing
undesirable effects.

3. The higher angles of the vapor plume, which are more
erratic, will be used, resulting in reduced consistency of the
uniformity.

G5789

Figure 94.9
Mask configuration implemented in a 72-in. coating chamber for a counter-
rotating planetary. Multi-point quartz crystal monitoring is installed in the
mask mounts, providing six thickness/rate measurements.
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Theoretical uniformity of film deposition over the radius of the planet versus
offset of the source position from the center of the coating chamber, for
zp-zs = 1200 mm, R = 391 mm, and n = 1.6. By minimizing the nonuni-
formity of the deposited film, the degree of secondary masking may also
be minimized.
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While the material utilization is decreased, as shown in
Fig. 94.3, the decrease in the amount of masking required to
produce a uniform deposition results in an equivalent, or even
improved, material utilization once the masked configuration
is considered. Wall effects are possible, but it was decided to
proceed with the configuration change and experimentally
determine if this effect is significant. As demonstrated in the
uniformity results shown below, as well as by laser-damage
testing, the influence of the wall proximity was not an issue. As
for the possibility of increased sensitivity, thickness unifor-
mity was modeled for differing plume shapes once a masked
configuration was developed for different radial offsets of the
source. The model indicates that the uniformity is actually
more stable for the source positions that are farther off-axis in
the planetary, as shown in Fig. 94.11.
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Figure 94.11
Theoretical influence of source offset on the sensitivity of film uniformity to
changes in the vapor plume distribution. Source distribution modeled as
cos1.6q, with n varying ±0.2. Two significantly different mask designs are
modeled, each with two source offsets, showing that the greater source offset
is actually less sensitive to variations in the vapor plume.

Results
Uniformity masks have been produced for a number of

different chamber configurations, and the experimental results
have been mapped on the scanning laser photometer. First, a
value of n in Eq. (4) is assumed in the model, appropriate
masking is designed to correct the thickness nonuniformities,
and a deposition is performed on a large-aperture substrate.
The transmittance is then mapped on the laser photometer, the
correlation of transmittance to thickness is determined based
on a spectral measurement at one point in the planet, and the
resulting nonuniformity is calculated. In order to improve

upon this result, the variable n must now be adjusted to best-fit
the model to the experimentally determined nonuniformity. All
other quantities, such as the source and substrate locations,
mask shapes and locations, and planetary gearing, are physi-
cally measured quantities known to a high degree of precision.
Once the model accurately predicts the results achieved, the
model may be used to redesign the masks to correct the
remaining nonuniformities, repeating the process until the
degree of nonuniformity is acceptable. Typically, deviations in
the best-fit process were found to be less than 0.1% except at
the extremes of the substrates, where variations could reach
0.15%. Figure 94.12 illustrates the nonuniformity achieved for
a 24-layer coating with layer thicknesses of approximately
l/4 at 900 nm in a 72-in. counter-rotating planetary. Edge roll-
off is evident in the data due to shadowing of the coating
tooling along the edges of the substrate. Typical model perfor-
mance has yielded nonuniformity of less than 1% over the
aperture of interest in one to two masking iterations. The
primary goal�to achieve good uniformity over a full NIF
aperture�was completed in two mask iterations, with a final
film nonuniformity of 0.45% peak-to-valley, after removal of
roll-off. Correction of tilt in the planet would allow this to be
further reduced to 0.30%; while this is a 33% reduction in the
nonuniformity, it is relatively insignificant compared to optic
specifications, and the necessary modifications cannot be
justified.

Conclusions
Highly uniform thin films for large-aperture, high-preci-

sion optical coatings have been deposited with stationary
masking and planetary rotation utilizing the two-gear, counter-
rotating configuration. Impacts on nonuniformity due to plan-
etary gearing have been measured, the causes investigated, and
appropriate corrections applied to minimize rotational non-
uniformities in film thickness. The model developed has been
shown to be effective in designing suitable masks to correct
thickness nonuniformities. While further improvements are
certainly possible through the use of rotating masks, friction-
drive planetary rotation, or three-gear configurations, the sim-
plicity and reliability of the current system make its continued
use highly desirable. Furthermore, the results achieved signifi-
cantly exceed the uniformity requirements for NIF laser coat-
ings, despite the complexities of the counter-rotating planetary.

Further improvements to the uniformity masking model are
planned in two primary areas: (1) a better description of the
vapor plume to more accurately fit the measured results at
higher angles and (2) automated optimization of the mask
shape. The masking concept can also be further improved by
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making the masks asymmetric, to account for differences in the
shapes of the vapor plumes of the individual sources. The
described configuration has been shown to work well for the

deposition of layers >4-min duration, with a planetary period
of approximately 6 s. It is expected that layers with signifi-
cantly shorter deposition times will require higher planetary
speeds or will necessitate the use of additional enhance-
ments to the planetary/masking system, such as the use of
rotating masks.
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Two-plasmon-decay (TPD) instability has long been identified
as a potential source for suprathermal electrons that can pre-
heat the target fuel in direct-drive inertial confinement fusion
(ICF) experiments, potentially impeding the assembly of suf-
ficient fuel areal density for ignition.1�4 TPD is a three-wave
parametric instability in which an incident photon at frequency
w0 decays into two electron-plasma waves (plasmons) with
frequencies near w0/2. Because of the resonant nature of this
process, it is restricted to a small range of electron densities
near the quarter-critical density. The instability threshold in-
tensity is known to decrease and the saturation levels increase
as the plasma density scale length increases.5�8

The basic theory of TPD was developed long ago5,6 along
with a number of numerical simulations;7�13 however, experi-
mental verification has been of a qualitative nature at best.
Quantitative predictions for the suprathermal-electron genera-
tion are only now starting to emerge from simulations but have
not yet been compared with experimental data.13 Even though
some experiments used multiple overlapping beams,1 their
analysis has always been made in the single-beam approxima-
tion. This was based on the belief that the single-beam intensity
dominates the scaling of the TPD instability even in experi-
ments with multiple overlapping beams.

This article presents for the first time clear evidence for
strong overlapping-beam effects on suprathermal-electron
generation in both spherical and planar experiments. TPD
instability was found to scale predominantly with overlapped
intensity, which is defined as the incoherent sum of the inter-
action-beam intensities. The single-beam intensity and the
number of overlapped beams did not significantly affect the
observed scaling. There are several characteristic signatures
for TPD instability: 3w0/2 and w0/2 emission in the scattered
light,4,14 a hard component (>20 keV) in the continuum x-ray
bremsstrahlung spectrum,15 an energetic tail in the suprather-
mal electron spectrum,16 and Ka emission from cold material
due to preheat.17,18 On the OMEGA laser system19 TPD
instability is monitored using a 3w0/2 spectrometer and a time-
resolved, scintillator-based, four-channel hard-x-ray detector

Multibeam Effects on Fast-Electron Generation
from Two-Plasmon-Decay Instability

system.20 The observed hard x rays can be attributed only to
TPD instability since competing production mechanisms such
as stimulated Raman scattering (SRS) are not seen in signifi-
cant amounts in these experiments.21,22 In addition, the elec-
tron temperatures inferred from the hard-x-ray signals are well
above those measured for SRS,23 and the 3w0/2 signature is
seen in all of the reported experiments.

The experiments in spherical geometry used targets of
varying diameters similar to those described in Ref. 24. Gas-
filled CH targets (900- to 1100-mm diameter,  ~27-mm wall
thickness, and 20 atm of D2 fill) were irradiated with 60 beams
at 351-nm wavelength, with 1-ns square pulses and ~23-kJ
total energy. All beams were smoothed by two-dimensional
smoothing by spectral dispersion25 with 1-THz bandwidth in
the UV and polarization smoothing.26 Standard OMEGA
phase plates27 were used throughout with a spot size of
~0.5-mm FWHM and a speckle-averaged peak intensity of
~2 ¥ 1014 W/cm2. The total overlapped intensity on target
varied between 6.0 ¥ 1014 W/cm2 and 8.5 ¥ 1014 W/cm2,
due to the varying target surface area, while the peak single-
beam intensity on target was virtually unchanged. One-dimen-
sional LILAC28 hydrodynamic simulations show a rapidly
growing radial density scale length at a quarter-critical density
that reaches ~100 mm midway through the pulse. This is
followed by a slower growth to ~150 mm at the end of the pulse.
The coronal electron temperature is predicted to be relatively
constant, with a typical value of ~2.5 keV. Figure 94.13 shows
the hard-x-ray and 3w0/2 signatures of the TPD instability
from the spherical experiments as a function of overlapped
intensity. The suprathermal-electron temperature as inferred
from the hard-x-ray spectrum20 changes very little, which is
consistent with earlier observations.2,3 In contrast, the mea-
sured hard-x-ray energy scales exponentially with overlapped
intensity as exp (I14/1.2), where I14 is the intensity in units of
1014 W/cm2. This behavior strongly suggests that the TPD
instability in the OMEGA implosion experiments scales pri-
marily with the overlapped intensity rather than the single-
beam intensity. Even though the overlapped intensity varies by
only 30%, the hard-x-ray signature from the suprathermal elec-
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trons changed by a factor of 10 and the 3w0/2 signature varied
by a factor of 5.

Future direct-drive ignition experiments on the National
Ignition Facility (NIF)29 are expected to generate longer scale
lengths (~500 mm) at a higher overlapped laser intensity (1.3 ¥
1015 W/cm2). Since these conditions are potentially more
vulnerable to suprathermal-electron generation, a set of dedi-
cated planar experiments was carried out at longer scale
lengths closer to those expected on the NIF. The experimental
layout (Fig. 94.14) was similar to that of Ref. 30. CH targets
of 100-mm thickness and 5-mm diameter were sequentially
irradiated with nine primary (P) beams, followed by six sec-
ondary (S) beams and two to six interaction (I) beams. The
interaction beams were incident at ~23∞ to the target normal,
and the P and S beams were at ~62∞ and ~48∞, respectively. The
beam-smoothing conditions were identical to the spherical
experiments. The P and S beams had standard phase plates that
were defocused (~1-mm FWHM) with speckle-averaged peak
intensities of ~5 ¥ 1013 W/cm2. The six interaction beams
used either standard phase plates at nominal focus (~2 ¥ 1014

W/cm2) or high-intensity phase plates (~0.25-mm FWHM) at
8 ¥ 1014 W/cm2. The individual beam energies were varied
between 180 and 360 J, and the laser pulse shape was well
approximated by a 500-ps ramp followed by a 1-ns flat portion.
Two-dimensional hydrodynamic SAGE31 simulations, which

generally replicate these experimental configurations very
well,21 predict typical electron temperatures of ~2.5 keV and
a relatively constant electron-density scale length of ~350 mm
for six overlapped interaction beams with standard phase
plates. For six high-intensity interaction beams, the predicted
electron temperatures rise to ~4.5 keV with density scale
lengths reduced to ~180 mm. Simulations for fewer than six
overlapped beams generally show similar scale lengths at
lower temperatures.
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Figure 94.15 shows the time-resolved hard-x-ray signal
(>50 keV) from a spherical implosion (a) and a planar experi-
ment using six overlapped beams with standard phase plates
(b), with the same overlapped intensity of ~1015 W/cm2. In
both cases the signal is significantly delayed with respect to the
laser pulse and vanishes rapidly at the end of the laser pulse.
This delay is not fully understood, but the difference between
the spherical and planar experiments is probably due to the
pre-existing scale length at the start of the interaction beam for
the planar case. The highly nonlinear scaling of the TPD
instability with intensity can be observed in the strong ampli-
fication of the laser-intensity variations.

E11103a

0

20

40

60

80

6.0 7.0 8.0

Overlapped intensity (1014 W/cm2)

9.0

Thot

3w0/2

0

20

40

60

80

Te
m

pe
ra

tu
re

 T
ho

t (
ke

V
)

Si
gn

al
 (

ar
bi

tr
ar

y 
un

its
)

1100 1050 1000 940 900

Target diameter (mm)

X rays > 50 keV
~ exp (I14/1.2)

Figure 94.13
Signatures from TPD instability observed in a spherical implosion exper-
iment on OMEGA using targets of varying diameter. The hard-x-ray
(>50-keV) signal, the 3w0/2 emission, and the suprathermal-electron tem-
perature inferred from the hard-x-ray spectrum scale with the total overlapped
intensity. The peak single-beam intensity is kept constant.



MULTIBEAM EFFECTS ON FAST-ELECTRON GENERATION FROM TWO-PLASMON-DECAY INSTABILITY

78 LLE Review, Volume 94

Figure 94.16 shows time-integrated hard-x-ray signals for
Ex > 50 keV  (normalized to the total interaction-beam energy
for the planar experiments with both standard and high-inten-
sity phase plates. The pointing accuracy (~50-mm rms) of the
overlapping beams is the dominant contribution to the error for
the overlapped intensity. The measurement error of the hard-
x-ray signal is <10%, about the size of the symbols used. Even
though the plasma conditions vary considerably in both scale
length and temperature, the hard-x-ray signal is primarily a
function of overlapped interaction-beam intensity. The num-
ber of overlapped beams and the single-beam intensity seem to
be of almost no importance. Remarkably all data can be fit to
a universal exponential scaling ~exp (I14/0.7) below an inten-
sity of 1015 W/cm2, even stronger than that observed in
spherical geometry. Above 1015 W/cm2 the scaling of the hard-
x-ray signal with intensity changes significantly and is much
weaker. The fact that the overlapped intensity governs the
scaling of TPD is most easily seen by comparing the signals
from six overlapped beams with standard phase plates at an
intensity of 11.2 ¥ 1014 W/cm2 to those of three beams with
standard phase plates at an intensity of 5.7 ¥ 1014 W/cm2. If
single-beam intensity were to govern suprathermal-electron

generation, three beams would produce the same hard-x-ray
signal per kJ of laser energy as six beams, but actual experi-
ments show >60¥ reduction, which means that the hard-x-ray
signals are actually below the detector threshold.

An absolute measurement of the hard x rays is necessary to
infer the heating of the targets from suprathermal electrons.
Because the absolute calibration of the hard-x-ray detectors is
not very accurate,20 the detectors have been cross-calibrated
with preheat measurements using Ka spectroscopy32,33 on
CH targets with embedded high-Z layers. These layers con-
sisted of 5 mm of titanium followed by 40 mm of vanadium,
covered with 20 mm of CH on all sides to avoid direct laser
interaction. Consequently the generation of suprathermal elec-
trons is the same as in the primary experiments. The titanium
layer absorbs the coronal x radiation without significantly
affecting the suprathermal electrons, which then excite Ka
radiation in the vanadium layer. The total energy in the vana-
dium Ka line observed on the back of the target is a good
measure of the energy deposited by the electrons and thus the
preheat.32 Thus calibrated, the signals from the hard-x-ray
detectors can be used to infer the level of preheat of the CH
planar targets. The inferred fractional preheat (preheat energy
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normalized to incident laser energy) is shown on the right axis
of Fig. 94.16. The uncertainty of these numbers is determined
by the accuracy of the Ka cross-calibration of ~50%. It is
encouraging that the preheat level lies below 0.1% for intensi-
ties around 1.3 ¥ 1015 W/cm2, the peak intensity required for
NIF direct-drive experiments.

In conclusion, experimental evidence from both spherical
and long-scale-length planar experiments shows clearly that
the total overlapped intensity governs the scaling of the
suprathermal-electron production while the single-beam in-
tensity is of lesser importance. Presently no theoretical expla-
nation of this behavior exists, but simulations of the nonlinear
saturated stage of the TPD instability12 suggest that the spec-
trum of the plasma waves broadens considerably, which makes
it conceivable that overlapping beams might act on the same
plasmon. The exponential scaling seen in both experiments at
overlapped intensities below 1015 W/cm2 is even stronger in
the planar case than that observed in the spherical experiments.
This may be due to the presence of a long (>100 mm) and slowly
evolving density scale length right from the start of the inter-
action beam in the planar experiments, which is correlated with
an earlier onset of hard-x-ray emission, as compared to the
spherical experiments. The origin of the consistently observed
change in scaling with intensity of the fractional-preheat levels
above 1015 W/cm2 for all studied plasma density scale lengths
and temperatures remains unclear at this time. There could
potentially be a correlation with the filamentation instability,
which has a similar threshold.34 Nevertheless, this observation
increases the confidence that the preheat levels from supra-
thermal electrons are manageable for direct-drive ignition
experiments on the NIF.
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Introduction
This article considers a simple treatment of the Rayleigh�
Taylor (RT) instability of incompressible perturbations of the
interface between two homogeneous fluids undergoing accel-
eration due to a pressure gradient, including the effects of
uniform compression and geometrical convergence. The growth
rate for incompressible linear perturbations of a planar inter-
face between incompressible fluids is well known from the
work of Rayleigh1 and Taylor2 and has become a classic
textbook result.3,4 When the perturbed interface undergoes
compression or geometrical convergence, such as in the case of
an interface embedded in a collapsing cylinder or sphere, the
perturbation growth is modified. These modifications have
been referred to collectively5,6 as Bell�Plesset (BP) effects.7,8

Both RT and BP effects are known to be important to the
outcome of implosion experiments in inertial confinement
fusion (ICF).9�11 The purpose of this article is to formulate
and analyze BP effects in a simple way that reveals a wide
range of behavior in a variety of geometries.

The term �accelerationless growth� has also been used for
BP effects. This terminology acknowledges that interface
perturbations would evolve due to convergence and compres-
sion in the absence of the buoyant force that drives the RT
instability, but, as will be shown below, the modified RT
growth does not separate naturally into an acceleration-driven
RT contribution and an accelerationless contribution. Never-
theless, the chosen formulation clarifies the physical distinc-
tion between RT and BP effects. To be precise, the term
�accelerationless� will be used below only to denote perturba-
tion growth in the limit of no RT growth.

The description developed in this article is based on the very
similar methods of Bell2 and Plesset,3 combining Plesset�s
treatment of interfaces with an arbitrary density jump, rather
than only free surfaces, and Bell�s inclusion of uniformly
compressible background flow. We also adopt Bell�s choice of
a mass perturbation amplitude in order to obtain perturbation
equations of a particularly simple and useful form. In cases
where the local convergence and compression rates are con-

On the Bell�Plesset Effects: The Effects of Uniform Compression
and Geometrical Convergence on the Classical

Rayleigh�Taylor Instability

stant over useful time intervals, the perturbation solutions
evolve exponentially, and scaling of the perturbation with the
interface density and radius can be derived.

The Background Flow
To begin the perturbation calculation describing RT

growth, we postulate one-dimensional irrotational unperturbed
background flow in planar, cylindrical, and spherical geom-
etries where an interface separates homogeneous fluids of
contrasting uniform densities r1(t) and r2(t). The interface is
at coordinate position R(t), and the subscripts 1 and 2 denote
the half-spaces at coordinate values less than or greater than
R(t), respectively. The fluid motion is fully specified by the
interface history R(t) and the rate of compression gr(t). From
this point on, R(t), gr(t), and other functions of time alone will
be written without explicitly indicating the time dependence.
This rate of compression is assumed to apply everywhere, or,
in other words,

g r r r rr = =ú ú .1 1 2 2 (1a)

Similarly, the convergence rate is written as

g R R R= ú . (1b)

For the cylindrical and spherical cases, R is the radius of the
surface, while for a planar interface, the radius is effectively
infinite, and gR = 0.

The unperturbed flow velocity is

n g rx t x R R, ú( ) = - -( ) + (2a)

in planar geometry,
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2 (2b)

in cylindrical geometry, and
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in spherical geometry. These velocities can be derived from the
velocity potential functions

F Fx t t x R R x R, ú( ) = ( ) - -( ) + -( )0
2 2g r (3a)

in planar geometry,

F Fr t t RR R r r, ú ln( ) = ( ) - +( ) + ( )0
2 22 4g gr r (3b)

in cylindrical geometry, and
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in spherical geometry using

r r
n = -�F.4 (4)

These flows can be obtained from the Euler equation in one
dimension

∂
∂

+ ∂
∂

= - ∂ ( )
∂

- ∂ ( )
∂

n n n
rt x

U x

x

p x t

x

1 ,
, (5)

given the appropriate pressure p(x,t) and external potential
field U(x,t). In planar geometry, it is easy to verify that the
desired flow is obtained from the pressure

p x t p g x R x RP, ú( ) = - -( ) + -( ) -( )0
2 2 2r r g gr r (6a)

and the external potential field

U x t U g xU, ,( ) = -0 (7)

where

g
p R t

xP = - ∂ ( )
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1

r
,

and

g
U R

xU = - ∂ ( )
∂

are the separate components of the fluid acceleration at the
unperturbed interface position due to pressure and the external
potential, respectively. Using

ú , ,R R t= ( )n (8)

the Euler equation gives

úú .R g gU P= + (9)

In cylindrical geometry, the required combination of pres-
sure and potential field is
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and in spherical geometry, the required combination is
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Again, in both the latter cases, Eq. (9) is obtained from the
Euler equation.
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The one-dimensional background flow in planar geometry
conserves mass everywhere according to

r r
� ◊ = -n g r , (10a)

but, for arbitrary convergence and compression rates, a line
source is required for cylindrical flow,

r r
� ◊ = - + ( )( )n g dr ú ,m r2 (10b)

where

ú
,

m

R
Rpr

g g r2 2= + (11a)

and a point source is required for spherical flow,

r r
� ◊ = - + ( )( )n g dr ú ,m r3 (10c)

where

3

4
32

ú
.

m

R
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g g r= + (11b)

The cylindrical and spherical velocities given by Eqs. (2b) and
(2c) can be written simply in terms of úm  as

n
p r

g rr t
m

r

r
,

ú( ) = -
2 2

(12a)

and

n
pr

g rr t
m

r

r
,

ú
.( ) = -

4 32 (12b)

To consider a broad range of BP effects, it is important to be
able to specify the compression and convergence rates inde-
pendently, and this requires the mass source úm  at r = 0.
Imposing úm = 0 restricts the problem to either constant cylin-
drical mass, 2 0g g rR + = ,  or constant spherical mass,
3 0g g rR + = .  According to Eqs. (6), placing a mass source at
r = 0 to create desired background flows introduces unphysical
pressures at r = 0. These flows are unlikely to resemble any
intended application globally, but they suffice for the perturba-
tion calculations if they are reasonably descriptive of condi-
tions in the neighborhood of the density jump because discrepant

flow beyond a few perturbation wavelengths from the density
jump will be largely decoupled from the perturbations.

It is worth noting a curious property of Eq. (6a) for the
pressure driving the planar flow. For planar flow that is either
converging or diverging at a constant rate ú ,g r = 0  the pressure
does not depend on the sign of gr; in both cases, the pressure
driving the flow exerts a diverging force, even if the flow is
converging. In both cases, the distinction between diverging
and converging flow comes from the initial conditions of the
flow, not the pressure.

Perturbation Equations
To obtain the equations of motion for the incompressible

perturbations of these interfaces, we follow the calculation of
Plesset for a spherical interface.8 Following the work of
Bell,7 we generalize Plesset�s method to include cylindrical
and planar geometries and to include compression of the
unperturbed background flow at a spatially uniform rate.

The velocity potential function F describing irrotational
flow with uniform mass density is governed by the Bernoulli
theorem4,12

p
U

tr
n+ + - ∂

∂
=1

2
02 F
, (13)

where all the quantities have been defined above. The velocity
potential includes the potential for the background flow plus
the potential perturbation F Ftotal = + ( )fl

r
x t, . The subscript

l denotes the harmonic order of the perturbation mode corre-
sponding to cos ,2ply L( )  cos ,lq( )  or Y m

l q f,( )  transverse
harmonic dependence in planar, cylindrical, and spherical
geometry, respectively. The perturbation is assumed to be
incompressible, which requires

� =2 0fl . (14)

Imposing vanishing boundary conditions on fl at large dis-
tances from the interface and continuity at the origin, if
applicable, we obtain solutions for each side of the interface
for planar, cylindrical, and spherical geometries:

f pp
l l

lr
l± ±

±( ) = ( ) ( )x t b t e y Lx L, cos ,2 2 (15a)

f ql l
lr

l± ±
±( ) = ( ) ( )x t b t r, cos , (15b)
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and

f q fl l
l l

l
r

± ±
- +( )[ ]( ) = ( ) ( )x t b t r Y m, , .

, 1
(15c)

For the planar perturbation, we have imposed a zero boundary
condition at y = 0 and y = L so that the set of perturbation
modes would form a discrete spectrum with an integer index l,
preserving a unity of notation among the three geometries with
no loss of generality. For planar and cylindrical geometry, we
have disregarded z-dependent perturbations.

The position of the perturbed interface is r = rs(t), where

r t R a t y Ls ( ) = + ( ) ( )l lcos ,2p (16a)

r t R a ts ( ) = + ( ) ( )l lcos ,q (16b)

and

r t R a t Ys
m( ) = + ( ) ( )l l q f, (16c)

for planar, cylindrical, and spherical geometries, respectively.
The interface displacement al is the spatial amplitude of
the perturbation.

Whenever it is clear in the following development that a
coordinate-dependent expression applies to all three geom-
etries, the symbol r will be used to denote the coordinate in the
direction of the unperturbed flow, rather than repeat the exact
same expression using the Cartesian coordinate symbol x for
planar flow.

An ordinary second-order differential equation for al is
obtained from Eq. (13), first by evaluating P on both sides of
the interface in terms of the perturbed velocity potential to first
order in small distances from the unperturbed interface. These
expressions for P are then matched at the interface r = rs. A
required expression for the function bl± in terms of the ampli-
tude al is obtained by equating the interface velocity to the
fluid velocity at the interface:

dr

dt

r t r t

r
s s s= -

∂ ( ) + ( )[ ]
∂

±F , ,
.

fl (17)

This matching of pressures eliminates dpl, leaving an ordinary
homogeneous second-order differential equation for al.

Equations (6) show that one can write a pressure that
produces the desired background flow. For the purposes of
constructing linear equations for flow perturbations near r = R,
the linear approximation

U x t U rg p x t p r R gU p, , ,( ) ª - ( ) ª - -( )0 0 r (18)

suffices. As Eq. (9) for the interface acceleration suggests, the
background flow does not depend on the potential and the
pressure gradients separately, only their sum. The RT growth
rate, however, depends most directly on gp and not gU. In
the absence of pressure gradients gp = 0, the fluid is in a state
of free fall, where there are no buoyant forces to drive the
RT instability.

To begin constructing the expression for pressure continu-
ity at the perturbed interface, we begin by rewriting Eq. (13) as

P r t p
U rg

tU
,

.
( ) + = - + - + ∂

∂
d

r
nl

0
21

2

F
(19)

All quantities are evaluated at r = rs by expanding them to
first order in the perturbation about the unperturbed interface
position r = R. We evaluate the pressures in the fluid half-
spaces r < R and r > R, denoted by subscripts 1 and 2,
respectively. Matching the harmonic components of the pres-
sure perturbation d dp pl l1 2=  gives the perturbation equa-
tions, which are

- +Ê
Ë

�
¯ ( ) = ( )g r g rr

d

dt

d

dt
a al l0

2 , (20a)

- +Ê
Ë

�
¯ ( ) = ( )g r g rr

d

dt

d

dt
a R a Rl l0

2 , (20b)

and

- - +Ê
Ë

�
¯ ( ) = ( )g g r g rr R

d

dt

d

dt
a R a Rl l

2
0
2 2 (20c)
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for planar, cylindrical, and spherical geometry, respectively.
The resulting perturbation equations assume this simple and
transparent form when written in terms of the �mass� ampli-
tude zl, where

z a z a R z a Rl l l l l l= = =r r r,   ,     or 2 (21)

for the three chosen geometries. The interface density r can
be the mean density r r r= +( )1 2 2  or any other fixed linear
combination of r1 and r2. Since a uniform compression rate
applies everywhere, according to Eq. (1a), the only effect of
alternative choices for the interface density is to introduce a
constant factor into the definition of the mass amplitude
[Eq. (21)]. The units of zl are mass only for spherical geom-
etry. They are mass per area for planar geometry and mass per
axial length for cylindrical geometry. In this form, the �driv-
ing� terms are proportional to the RT growth rates g0, where

g
r r
r r0

2 2 1

2 1
=

-( )
+( )k gp , (22a)

g
r r
r r0

2 2 1

2 1
=

-( )
+( )

l

R
gp , (22b)

and

g
r r

r r0
2 2 1

2 1

1

1
= +( ) -( )

+ +( )[ ]
l l

l lR
gp (22c)

for the three geometries. Equation (22a) is the familiar �clas-
sical� RT growth rate for incompressible planar flow. The
spherical results [Eqs. (20c) and (22c)] are equivalent to the
result of Plesset8 for incompressible fluid (gr = 0), even
though they are not easily recognized as such. For the special
case of a free surface (either r1 = 0 or r2 = 0), Eqs. (20) and
(22) become Bell�s7 final result.

The driving terms are easily identified as being the only
terms containing either an acceleration or a density jump, both
of which are required for the buoyant force driving the RT
effect. Compared with alternative formulations,8,11 Eqs. (20)
and (22) display a more physically meaningful isolation of the
RT effect into a single term. Even though the RT effect can be

isolated in this way, the total perturbation growth rates do not
separate naturally into RT and BP contributions. The form of
Eqs. (20) does allow equations governing accelerationless
growth to be obtained by setting g0 = 0, but the acceleration-
less limit cannot be simply combined with the classical RT
growth rate to obtain a correct result.

Equations (20) are easily solved over time intervals where
the compression and convergence rates, gr and gR, respec-
tively, and the RT growth rate g0 are constant. The resulting
solution pairs are exponential in time with constant growth
rates,

g g g gr r± = ± +1

2

1

40
2 2 (23a)

for both planar and cylindrical geometry and

g g g g g gr r± = +( ) ± + +( )1

2

1

40
2 2

R R (23b)

for spherical geometry. Since g 0
2  can be negative, the growth

rates can be complex, giving perturbations exhibiting expo-
nential or sinusoidal behavior, or both. In characterizing an
interface as stable or unstable, Plesset argues that exponential
behavior suggests unbounded growth of one of the solutions,
which indicates instability. Conversely, oscillation suggests
stability. Even though Eqs. (20c) and (22c) are consistent with
the corresponding equations of Plesset,8 one can draw different
conclusions about the criteria for stability based solely on the
inspection of the respective equations. Except for the case of
planar incompressible flow, exponential growth, for example,
does not necessarily imply net growth. Equations (23) can be
a guide in formulating general stability criteria for intervals
where gr, gR, and g0 are constant, but there are other ap-
proaches. In the next section where BP effects in the large-g0
limit are considered, the solutions appear as products of power-
law factors of R and r and a factor that is exponential in g0t. If
one does not regard power-law density and radius scaling
behavior as either stable or unstable, then the question of
stability is simply the question of the sign of g 0

2 , without
regard for BP effects.

Solving fully time-dependent perturbation equations
[Eqs. (20) and (22)] provides a more complete and thus more
correct description of RT growth than the common practice of
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estimating unstable growth from an exponential growth factor,
such as

a t a t dt
t

( ) = ( ) ¢( ) ¢Ú
È

Î
Í
Í

ù

û
ú
ú

0
0

exp ,g (24)

where the positive growth rate is used in the integrand. The
fully time-dependent solution permits specifying amplitudes
with arbitrary initial values and time derivatives, while the
growth factor implies a particular initial condition. For ex-
ample, the solution pair for incompressible planar flow has
equal and opposite growth rates, so a solution with a static
initial amplitude is composed initially of equal parts of the
growing and decaying components of the general solution.
Equation (24), on the other hand, attributes the entire initial
amplitude to the growing component of the full solution. As a
result, the growth-factor solution will become too large by a
factor of 2 if it is used to represent growth of a perturbation that
is initially static. More generally, if the acceleration changes
abruptly from one constant value to another, matching the
solutions before and after the change cannot be done without
considering the fully time-dependent solution. A second ad-
vantage of the fully time-dependent formulation is that
Richtmyer�Meshkov�like13 behavior is obtained for impul-
sive acceleration. For an acceleration with an appropriate
oscillating component, the fully time-dependent formulation
exhibits the dynamic stabilization effect obtained by Betti et
al.,14 another effect that cannot be described by an exponential
growth factor.

Equations (20) and (22) were originally derived for use in
a perturbation growth model for a saturable multimode model
of RT instability16 applicable to simulations of inertial con-
finement fusion experiments.15

Scaling
In this section, we shall examine both the mass and spatial

perturbation amplitudes in two limits where the BP effects
appear entirely as scaling factors with power-law dependences
on the interface density and radius. The first is the
accelerationless limit of small g0, and the second is the limit of
rapid RT growth, relative to the compression and convergence
rates. As will be shown below, the accelerationless BP effects
are different from BP effects occurring in combination with the
RT instability.

In the limit where the interface acceleration vanishes, or
when the density jump at the interface vanishes, g0 approaches

zero. In this limit, assuming constant compression and conver-
gence rates, the pairs of solutions are of the form z t± ±µ ( )exp ,g
where

g g r± = [ ], 0 (25a)

for both planar and cylindrical geometry and

g g gr± = +[ ]R , 0 (25b)

for spherical geometry. The leading-order RT corrections to
Eqs. (25) are second order in g0. From assuming that gr and
gR are constants, we have R tRµ ( )exp g  and r g rµ ( )exp t
and the solution pairs are

z± µ [ ]r,1 (26a)

for planar and cylindrical geometry and

z R± µ [ ]r ,1 (26b)

for spherical geometry. For uniform compression of a constant
cylindrical mass M = rR2 or spherical mass M = rR3, the
solutions zM± are

z RM ±
-= [ ]2 1, (27)

for both cylindrical and spherical geometry. The spatial ampli-
tudes are related to the mass amplitudes according to Eq. (21),
which gives

a±
-= [ ]1 1, ,r (28a)

a R R±
- -= ( )[ ]1 1, ,r (28b)

and

a R R±
- -

= ( )È
ÎÍ

ù
ûú

1 2 1
, .r (28c)
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For uniform compression of a constant cylindrical mass or
spherical mass, the solutions aM± are

a R RM ±
-= [ ]1, (29)

for both cylindrical and spherical geometry.

While the accelerationless limit gives a view of the BP
effects in the absence of RT growth, a more interesting limit is
that of a dominant RT effect or, equivalently, of large l where
we have g0 � gr, g0 � gR, and g g0

2
0� ú .  In this limit, Eqs. (23)

become, to leading order in the small numbers g gr 0  and/or
g gR 0 ,

g g gr± ª ±1

2 0 (30a)

for both planar and cylindrical geometry and

g g g gr± ª +( ) ±1

2 0R (30b)

for spherical geometry. In an imploding sphere, such as in the
deceleration phase of an ICF implosion experiment,17,18 for
example, we estimate the magnitude of the small parameter of
this limit by writing the classical growth rate as

g 0
2 ª lA

R

R

úú
, (31)

where A is the Atwood number

A ∫
-( )
+( )

r r
r r

2 1

2 1
. (32)

For the purpose of characterizing a large-l limit, it is sufficient
to assign a single time scale t to all time derivatives,

úú ~ ,   ú ~ ,   ú ~ ,R R R Rt t r r t2 (33)

so that the small number in this limit is

g g g gr 0 0
1 2~ ~ ,R Al( )- (34)

which is small for the large mode numbers of interest in ICF
implosions.17 In this limit, the solution pairs are

z e t
±

±µ r g1 2 0 (35a)

for planar and cylindrical geometry and

z R e t
±

±µ r g1 2 1 2 0 (35b)

for spherical geometry. For uniform compression of a constant
cylindrical mass or spherical mass, the solutions zM± are

z R eM
t

±
- ±= 1 0g (36)

for both cylindrical and spherical geometry. The correspond-
ing spatial amplitudes are

a e t
±

- ±= r g1 2 0 , (37a)

a R e t
±

- - ±= r g1 2 1 0 , (37b)

and

a R e t
±

- - ±= r g1 2 3 2 0 . (37c)

For uniform compression of a constant cylindrical mass or
spherical mass, the solutions aM± are

a eM
t

±
±= g 0 , (38)

which is an interesting example of a spatial amplitude evolving
virtually free of any BP effects.

In this large-l limit, the BP effects appear separately from
the RT growth factors as scaling factors in powers of r and/or
R that are the same for both solutions of each pair. The fact that
the BP effects are the same for both solutions is a property
unique to the large-l limit. Except in this one limit, Eqs. (23)
predict different BP effects for the two solutions.

Discussion
In the accelerationless limit where g0 = 0, the density and

radius scaling of the perturbation solutions of constant mass
amplitude are readily visualized. These solutions are the sec-
ond solutions of Eqs. (26) and (27) and their spatial-amplitude
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counterparts in Eqs. (28) and (29). The spherical cases are
illustrated schematically in Fig. 94.17, where a layer of fluid is
highlighted to suggest the �peak-to-valley� extent of the per-
turbation. Figure 94.17(a) shows an incompressible spherical
layer thickening as it converges to maintain constant density,
and Fig. 94.17(b) shows the same layer compressing in pro-
portion to the radius of the uniformly compressing homoge-
neous sphere in which it is embedded. It is important to
remember that this solution of constant mass amplitude is
obtained only with appropriate initial conditions. The general
solution for arbitrary initial conditions exhibits a more compli-
cated mixture of behaviors. The fact that the convergence and
compression effects are different for the two solutions in each
pair is the rule, not the exception. It is a unique property of the
opposite limit, where the RT rate is much larger than the
compression and convergence rates, that both solutions exhibit
the same BP scaling with density and radius.

TC4492

(a)
Incompressible shell

(b)
Compressing core

= 0 Æ al µ R�2dr
dt

(rR3) = 0 Æ al µ Rd
dt

Figure 94.17
The cases of a perturbed surface embedded in an incompressible shell and a
compressible sphere suggest, respectively, al µ R-2 and al µ R scaling of
the spatial amplitude in the absence of a Rayleigh�Taylor growth term. Each
of these solutions are paired with another independent solution, however, and
the scaling behavior is more complicated if contributions from these other
solutions are introduced by the initial conditions of the amplitude.

A simple demonstration of the importance of BP effects
and the differences obtained from alternative initial conditions
are shown in Fig. 94.18. The two plots show the growth of the
spatial amplitude of a perturbation of an imploding, decelerat-
ing spherical interface. The implosion parameters correspond
roughly to those of ICF capsule implosions near peak compres-
sion. The surface is assumed to compress by a radial factor of
10 while decelerating uniformly at 2.0 ¥ 1016 cm/s2 from a
radius of 400 mm. The perturbation growth was calculated by
direct integration of Eq. (20c). Each plot shows the amplitude

Figure 94.18
Significant differences in perturbation growth are obtained for different
compressibility cases and with different initializations. Results for perturba-
tions of an incompressible shell (I) and a compressible sphere (C) are shown,
compared with the results of the �classical� Rayleigh�Taylor model, or the
incompressible planar approximation (P), where convergence and compres-
sion effects are ignored. The importance of initial conditions is seen by
comparing results obtained using (a) static initial spatial amplitudes and
(b) static initial mass amplitudes.

growth for an incompressible spherical shell (gr = 0), for a
uniformly compressing sphere (3gR + gr = 0), and for the
incompressible planar limit (gR = gr = 0) with no BP effects.
Figure 94.18(a) shows results obtained by applying a static
initial condition to the spatial amplitude, and Fig. 94.18(b)
shows the same results obtained by applying a static initial
condition to the mass amplitude. The RT growth rate was set
to g 0

2 4= úú ,R R  choosing lA = 4 to create an intermediate case
between the accelerationless and the large-growth limits. The
results show that BP effects vary in importance, depending on
which compressibility assumption is made, and that they are
sensitive to the choice of initial condition. If the amplitude is
initialized as a static mass amplitude, the incompressible shell
growth is particularly large. These results should not be ex-
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pected to conform closely to the scaling results [Eqs. (37c) and
(38)] because the compression, convergence, and RT rates are
not constant and g 0

2  does not occur close to either of the scaling
limits of the previous section, but Eq. (38) does suggest that the
amplitudes from the compressible sphere and incompressible
planar models should tend to agree as they seem to do in both
plots. Also, Eq. (37c) suggests that the BP effect on the
amplitude of a spatial perturbation of a spherical surface
converging by a factor of 10 should increase the amplitude over
the other two cases by about 1.5 decades, which is approxi-
mately what is seen in Fig. 94.18(b).

Actual ICF implosions are, of course, more complicated
than this simple illustration. The deceleration of the compress-
ing core occurs during a brief �deceleration� phase following
a longer �coasting� phase between the period of acceleration
due to the driver and the onset of deceleration by the compress-
ing core. The coasting phase can be characterized crudely by an
incompressible shell in the accelerationless limit (gr = 0 and g0
= 0), and the deceleration phase would resemble, in contrast,
the case of the uniformly compressing sphere (3gR + gr = 0). In
a realistic simulation, the convergence and compression rates
vary continuously, and the true description of an unstable
surface will be somewhere between the limits of an incom-
pressible shell and a uniformly compressible sphere of con-
stant mass.

Overall, BP effects in the accelerationless limit and in the
limit where the RT growth is dominant exhibit distinct differ-
ences in the nature of the effects and in their importance.
Between these two scaling limits, the latter is the more appli-
cable limit when analyzing observations of hydrodynamic
instability in ICF implosion experiments.

The BP effects have been called the �Bell�Plesset instabil-
ity,�6 which is not a correct description. They may be better
described as a scaling behavior, for example, but they are
certainly not a true instability in the sense that the RT instability
is a true instability whose growth is driven by positive feed-
back that grows in proportion to its amplitude.

Summary and Conclusion
A formal description of the BP effects of compression and

geometric convergence on the RT instability has been ob-
tained. Even though the chosen model is restricted to incom-
pressible perturbations of an interface separating homogeneous
fluids and to a spatially uniform compression rate for the entire
fluid, the model is general enough to encompass a usefully
broad range of behavior. Results for three geometries (planar,

cylindrical, and spherical) are presented in parallel, and the
fluid is allowed to compress and converge independently. The
governing perturbation equations [Eqs. (20) and (22)] are only
slightly modified from the classical RT equations as given by
Eqs. (20a) and (22a) for incompressible (gr = 0) planar flow
whose solutions exhibit simple exponential or sinusoidal evo-
lution of the interface distortion. The RT growth rates for the
three chosen geometries are very similar and, as expected,
become identical in the limit of large harmonic order l or k,
where k = l/L. The first of two modifications of the planar
incompressible RT equation that add the BP effects is to write
it in terms of a mass amplitude. It is not surprising that the
perturbation equations would be simplified by writing them in
terms of a mass amplitude because an embedded perturbed
interface would simply compress and converge with the flow,
with the peak-to-valley displacement of the interface demar-
cating a layer of constant mass. The second modification is to
add a first-time-derivative term appropriate for the chosen
geometry, which results in a pair of growth rates that differ by
more than just a sign flip.

With constant compression, convergence, and growth rates,
the simple form of Eqs. (20) leads to BP effects expressible as
power-law scaling with density and radius. These scalings
vary, depending on the underlying geometry, the assumed
interdependence of the compression and convergence rates,
and which limit of either slow [Eqs. (25)�(29)] or rapid [Eqs.
(30)�(33)] RT growth applies. In the limit of slow RT growth
or, equivalently, in the limit of true accelerationless growth,
each solution in a pair has its own distinct BP scaling, and only
one solution of the pair exhibits the constant mass amplitude
expected for an embedded surface. The scaling behavior is
distinctly different for RT growth that is much faster than the
convergence and/or compression. While rapid RT growth
might amount to several e foldings in, for example, an ICF
implosion, the BP effects can be much smaller and still amount
to a significant effect. In this limit, the BP scaling becomes
identical for each of the pair of solutions. While the variety of
scalings among the solutions is simpler where RT growth
dominates, the scaling is neither as intuitive nor as recogniz-
able as the constant mass amplitude solution of the
accelerationless limit. Perhaps the most surprising result is Eq.
(38), indicating no first-order BP effect at all for the uniform
compression of a constant spherical or cylindrical mass.

Even though the underlying assumptions behind the results
shown here are somewhat restrictive, this presentation of a
unified body of results for several geometries and flow charac-
teristics hopefully has conveyed a clearer sense of the origin,
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nature, and the surprising diversity of BP effects and their
tendency to defy any simple characterization applicable over a
wide range of circumstances.
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Introduction
In direct-drive inertial confinement fusion (ICF), a spherical
shell of cryogenic deuterium�tritium is imploded by direct
laser irradiation. As the shell accelerates inward, the outer
surface is unstable due to the Rayleigh�Taylor (RT) instability,
which causes a large shell distortion leading to significant
degradation in capsule performance. Controlling the seeds and
the growth rates of the RT instability during the acceleration
phase is essential for the success of ICF implosions. The main
damping mechanism of the instability growth during the accel-
eration phase is the ablative mass flow1,2 off the shell�s outer
surface since the RT growth rates for cryogenic DT can be
approximated as2 G ª -0 94 2 7. . ,kg kVa  where g is the shell
acceleration, k is the instability wave number, and Va is the
ablation velocity. The latter represents the propagation speed
of the heat front into the imploding shell and is inversely
proportional to the shell density at the ablation front,
V ma a= ú ,r  where úm  is the mass ablation rate per unit area
and ra is the shell density at the ablation front. While the
ablation rate is solely dependent on the laser intensity
ú ~ ,m I1 3( )  the density is related to the local value of the

entropy (also referred to as the �adiabat�) r g
a a ap S= ( )1

,
where pa is the ablation pressure, Sa is the ablation-front
adiabat, and g = 5/3 is the adiabatic index. For a fixed laser
wavelength, the ablation pressure depends on the laser inten-
sity pa ~ I2/3, leading to a scaling of the ablation velocity
V S Ia a~ ,3 5 1 15-  which is almost solely dependent on the
ablation-front adiabat. The ablation velocity increases for
larger values of the adiabat, leading to lower growth rates and
improved stability. The 1-D capsule performance degrades,
however, as the adiabat increases. Indeed, the energy required
for ignition3 in a 1-D implosion is approximately propor-
tional to Sdec

2 , and the shell areal density at stagnation de-
creases for larger Sdec (here Sdec is the in-flight shell adiabat
at the beginning of the deceleration phase).

It is important to emphasize that the 1-D capsule perfor-
mance is affected by the shell adiabat at the beginning of the
deceleration phase (Sdec) only when the laser is turned off and
mass ablation off the outer shell surface has ceased. Since a

Laser-Induced Adiabat Shaping by Relaxation
in Inertial Confinement Fusion Implosions

large portion of the shell mass is ablated off during the
acceleration phase, the 1-D shell performance during the
deceleration phase depends on the adiabat of the unablated
shell. On the contrary, the ablative stabilization during the
acceleration phase depends on the adiabat at the ablation front
(Sa), that is, the adiabat of the ablated portion of the shell. It
follows that a desirable adiabat shape would exhibit a mini-
mum on the rear surface and a maximum on the ablation front.
The idea of adiabat shaping was first introduced in Ref. 4,
where the shaping is induced by the interaction of soft x rays
with an ablator material having multiple absorption lines and
radiation penetration depths. The first target design of such
kind5 makes use of the x rays produced by a thin gold overcoat
and by the carbon radiation in a wetted-foam ablator. Even
though such a clever design4,5 can produce the desired shap-
ing, significant complications arise from the target-manufac-
turing aspect, based on wetted-foam technology.

In this article, we show that it is possible to shape the shell
adiabat with only a minor modification of the laser pulse
without requiring any change to the shell structure. Adiabat
shaping can easily be performed by relaxing the density profile
of the shell with a weak laser prepulse followed by a power
shutoff. The adiabat is shaped when the main pulse is turned on,
driving a strong shock through the relaxed profile. The adiabat
profiles are usually steep, leading to a large increase in the
ablation velocity. We refer to this technique as relaxation (RX).
A good degree of adiabat shaping can also be accomplished by
using a strong prepulse driving a very strong shock in the shell.
When the laser power is lowered, the shock decays, leaving
behind a shaped-adiabat profile. Shaping by a decayed shock
(DS) was first proposed in Ref. 6 by Goncharov et al. and is
described only briefly here for the purpose of comparison. We
refer to Ref. 6 for a more detailed description of the DS
technique. Instead, we focus our attention primarily on the RX
adiabat shaping requiring only a weak prepulse and therefore
easily implementable on current laser systems. Another advan-
tage of the RX technique is that the main pulse starts with a
high-intensity foot leading to a low contrast ratio for the main
pulse laser power, better conversion efficiency, and therefore
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more energy on target. Unlike the DS, the RX-induced adiabat
shape is not unique and can be tuned by changing the laser
prepulse and main pulse. The benefits of RX shaping have also
been confirmed by a series of recent simulations by Perkins7

et al. and may also explain the improved stability observed in
the simulations of Lindl and Mead.8 Furthermore, the use of a
laser prepulse may also lead to a reduced level of imprinting.9

Analysis of Adiabat Shapes
Both the DS and RX techniques require a prepulse (strong

and weak, respectively) launching a decaying strong shock in
the shell. We assume that the prepulse produces a constant
pressure (Pprep) of duration (tprep). The strong shock launched
by the pressure p* = Pprep compresses the shell material to a
density r* � 4 r0 (here r0 is the initial shell density) and sets
the adiabat of the shocked material to a constant value
S p* * *= r5 3 .  After the interval tprep, the laser intensity (and
therefore the applied ablation pressure) is greatly reduced,
causing a rarefaction wave to propagate from the ablation front
toward the shock front. We define with t = 0 the time corre-
sponding to the end of the prepulse and launching of the
rarefaction wave. Since the leading edge of the rarefaction
wave travels faster than the shock, the shock front is overtaken
by the rarefaction wave at time t* � 0.81 tprep corresponding to
an areal density m t p* * * *= g r .  After the shock is overtaken
by the rarefaction wave (t > t*), both the shock strength and
the adiabat of the shocked material decrease. The analysis is
greatly simplified by working in the Lagrangian frame of
reference and by using the areal density m r t drr

r= ¢( ) ¢Ú r ,
0

 as
the spatial coordinate, with r and r0 representing the posi-
tion of the fluid elements and the outermost Langrangian
point, respectively.

For the DS case, it is important to determine the entropy
shape caused by the decaying shock. Using the normalized
variables r r*,  p p* ,  t t* ,  u pg r* * ,  and m m* ,  it is
easy to show that the equations of motion and the initial and
boundary conditions depend only on g, suggesting that the
normalized adiabat �S S S= *  is a universal function of z =
m/m* with a shape depending only on g. It follows that �S z( )
can be determined once and for all from a single one-dimen-
sional simulation. For g = 5/3, the normalized adiabat

a r∫ ( ) ( )P gMb cm2 18 3 5 3
.  is flat for m < m* and follows

approximately a power law for m > m*:

a am m m b m m* < < ª ( )    shsh

1 3.
, (1)

where msh is the total shell areal density and ab is the rear-
surface adiabat that determines the 1-D performance. It is

important to notice that while the adiabat shape is independent
of the prepulse characteristics, the front-surface adiabat
a af b m m= ( )*sh

1 3.
 increases by lowering m*. This can be

accomplished by a short, intense prepulse. After the strong
prepulse, the standard main pulse immediately follows, driv-
ing the shell to the desired implosion velocity.

For the RX case, the prepulse shock is weaker than the DS
case, leading to a negligible entropy variation. During the
power shutoff, the rarefaction trailing edge expands outward
and the shocked material relaxes. Both the pressure and density
profiles develop a monotonically increasing profile up to the
shock front. The adiabat shaping occurs later in time when the
laser is turned on again and the foot of the main pulse starts (see
Fig. 94.19 for a typical laser pulse). At this time (tfoot) a strong
shock is launched and supported by the pressure of the foot of
the main pulse (Pfoot). The shock travels through the relaxed
profiles and initially interacts with the low-pressure material of
the rarefaction trailing edge. Because of the large pressure ratio
before and after the shock front, the shock strength is initially
very high and the shell�s outer surface is set on a high adiabat.
As the shock travels up the pressure (and density) profile, the
pressure of the unshocked material increases and the shock
strength decreases, leading to a lower adiabat. When the shock
driven by the main pulse merges with the shock launched by the
prepulse at the shell�s rear surface, the adiabat acquires the
desired shape with large values on the outer surface and low
values on the inner surface.

30

20

10

0

L
as

er
 p

ow
er

 (
T

W
)

0 21

Time (ns)
TC6141

Prepulse

Figure 94.19
Laser pulse for a flat adiabat (dashed) and for adiabat shaping by relaxation
(RX) (solid).
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The adiabat shape can be calculated analytically for the
two limiting cases: (a) a long prepulse launching a rarefaction
wave that catches the shock just before the shell�s rear surface
(m* � msh) and (b) a short prepulse with a rarefaction wave
catching the shock near the front surface (m* << msh). In case
(a), the relaxed density profile just before the main shock
launch follows a power law of the areal density r ~ m0.75. The
propagation of the main shock through such a profile can be
calculated analytically, leading to the following entropy pro-
file after the main shock:

a aª ( )b m msh
1 25.

. (2)

Observe that the adiabat shape follows a power law similar to
the decaying shock case [Eq. (1)] except for the absence of the
flat-adiabat region for m < m*, therefore extending the large
adiabat profile through the entire shell. In case (b), the relaxed
density profile just before the main shock can also be approxi-
mated with a power law of the areal density but with a higher
exponent r ~ m1.45 for m > m* (here m* << msh). When the
exponent exceeds unity, the hydro equations for the main
shock propagation cannot be solved exactly. Instead, an ap-
proximate solution can be found by assuming that the pressure
profile behind the shock is linear in the areal density. A
straightforward manipulation of the hydro equations leads to
the following adiabat shape behind the main shock:
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Observe that the adiabat profile given by Eq. (3) approaches
the power law a ~ m-2.4 for m* Æ 0 and is quite steeper than
the one produced by the decaying shock [Eq. (1)], leading to
larger values of the adiabat at the ablation front and larger
ablation velocities.

Prepulse Design Formulas
The shock-merging condition on the rear surface is a neces-

sary condition for an optimum RX shaping. Indeed, it is easy
to show that when the two shocks (main and prepulse) merge
inside the shell, the transmitted shock sets the rear surface on

an adiabat that is about five times larger than the desired value.
Furthermore, if the prepulse shock reaches the rear surface
before the main shock, then the back of the shell relaxes and the
main shock travels through a decreasing pressure profile,
acquiring strength and setting the rear surface on a very high
adiabat. The condition of shock merging on the rear surface is
an important constraint for a successful adiabat shaping. As-
signing the rear-surface adiabat and satisfying the shock-
merging requirement are the two conditions needed to deter-
mine the starting time and the intensity (i.e., pressure) of the
foot of the main laser pulse. A dimensional analysis indicates
that four dimensionless parameters can be identified:
� ,T t t= foot prep

� ,P P P= foot prep � ,m m m= * sh  and � ,S S Sb= *
where S p* * *= r5 3  and the * indicates the prepulse hydro-
dynamic variables. Using the two constraints and a set of
numerical simulations in the strong shock regime with differ-
ent prepulse durations and prepulse pressures, we have con-
structed a power-law relation among the dimensionless
parameters ( � ~ � �. .P m S0 26 0 95 and � ~ � �. .T S m0 08 1 76 ), leading to
the following simple formulas:
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Observe that the prepulse characteristics can be arbitrarily
chosen. For a given prepulse (Pprep and tprep) and assigned
shell thickness Dsh, density, and rear-surface adiabat (ab),
Eqs. (4) yield the starting time and initial intensity of the foot
of the main pulse to within 20%.
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Rayleigh�Taylor Growth Rates
1. Analytic Results

The growth rates G of the ablative RT in the presence of
finite shell entropy gradients can be calculated using a sharp
boundary approximation10 that is valid for kLs ~ kd >> 1,
where k = l/R is the mode wave number, R is the in-flight
radius, d is the target thickness, and L S Ss = - ¢  is the entropy
gradient scale length. The main difference from the standard
ablative RT analysis1,2,10 is in the spatial behavior of the
perturbation, which decays slower in the overdense shell as a
result of the finite entropy gradient � ~ �v  exp -( )khx  [instead of
the standard exp (-kx)], where x is the distance from the
ablation front and �h  is the solution to the following transcen-
dental equation:

�
�

.h
g L

khV kL
s

a s

2
21

1
 � -

+( )
+g

gG
(5)

The last term on the right-hand side is negligible for kLs >> 1.
It has been introduced ad hoc to recover the growth rates of
long wavelengths that are not affected by either ablation or
entropy gradients. Observe that the effect of finite entropy
gradients per se is destabilizing � ;h <( )1  however, the overall
effect of adiabat shaping is stabilizing due to the large increase
in ablation velocity. In the limit of kd >> 1, the RT relation
reduces to

A B kV Ck V D kg k V Va a a bG G2 2 2 2 0+ + - -( ) = , (6)

where A h b= +� � ,r B h= +( )1
2� , C h h= +( )� � ,1  and D b= -( )1 �r

with Vb and �rb  representing the blowoff velocity and normal-
ized density as defined in Eq. (6) of Ref. 2. Equations (5) and
(6) must be solved simultaneously to determine the growth
rate. It is important to note that an additional instability
develops for finite Ls. This is a convective instability driven by
the entropy gradients. The convective mode is internal to the
shell and poses a serious threat to shell stability only when it
grows sufficiently fast and develops the eigenfunction of a
wide vortex stretching over a large portion of the shell. Its
growth is typically much slower than the RT growth except for
short wavelengths when G Æ g Lsg . Two-dimensional simu-
lations (below) have indicated, however, that this mode grows
to a very low amplitude simply because wide vortices are not
seeded in the short-wavelength regime. Nevertheless, it is
important to investigate the growth of the convective mode on
a case-by-case basis since some target designs with extreme
adiabat shaping may develop stronger convective instabilities.

2. Simulation Results
The results above are applied to a typical OMEGA cryo-

genic shell with an inner radius of 345 mm and a DT-ice layer
of 85 mm. The shell is driven by a 30-kJ laser pulse (dashed
curve in Fig. 94.19) yielding approximately 5.4 ¥ 1014 neu-
trons on a flat, a � 3 adiabat according to a one-dimensional
simulation performed with the code DRACO.11 We apply
adiabat shaping to the same shell through relaxation, keeping
ab � 3 on the rear surface. We use an 85-ps square prepulse
with a pressure of 20 Mb and derive the corresponding main-
pulse time and foot pressure from Eq. (4), yielding Pfoot ª
25 Mb and tfoot ª 1.2 ns. The pulse in Fig. 94.19 (solid)
shows approximately such characteristics when simulated
with DRACO. The resulting shaped adiabat is shown in
Fig. 94.20 (solid) and compared with the theoretical predic-
tions (dotted) from Eq. (3). The 1-D performances of the flat-
and shaped-adiabat implosions in terms of yield and peak areal
density are within 30% and 7%, respectively. The ablation
velocity during the flattop portion of the laser pulse is shown
in Fig. 94.21 indicating that the shaped-adiabat implosion
exhibits a considerably larger ablation velocity. Figure 94.22
shows the reduction in growth rate versus the mode number l,
as given by a series of 2-D DRACO simulations. The growth
rates are calculated toward the end of the laser flattop when the
growth is clearly exponential. Figure 94.22 also shows a
comparison with the theoretical growth rates from Eqs. (5) and
(6) calculated with 1-D average values obtained from DRACO:
�g� � 345 mm/ns2 and �Va� � 4.2 mm/ns2 for the flat adiabat,
and �g� � 345 mm/ns2, �Va� � 6.4 mm/ns and Ls � 6 mm for the
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Figure 94.20
Flat adiabat (dashed) and shaped adiabat (solid) profiles induced by the
pulses of Fig. 94.19. The dotted curve is the result of Eq. (3).



LASER-INDUCED ADIABAT SHAPING BY RELAXATION IN INERTIAL CONFINEMENT FUSION IMPLOSIONS

LLE Review, Volume 94 95

shaped adiabat. The large reduction in growth rates induced by
the high ablation velocity indicates that adiabat shaping can
significantly improve the stability of imploding shells.

The anomalous behavior of the growth rate in modes l ~ 200
shown in Fig. 94.22 is due to a resonant interaction of the RT
mode with the convective mode. When the vorticities of the
convective and RT modes have the same sign, they add con-
structively, thereby amplifying the growth rate of the surface
perturbation. Figure 94.23 shows radial lineouts of the vortic-

ity for the shaped mode l = 200 case at two times. The first
snapshot (a) is at the beginning of the convective�RT interac-
tion. One can clearly see the RT mode at the ablation front and
a larger amplitude convective mode just inside the ablation
front. The second snapshot (200 ps later) shows a significant
amplification of the RT vorticity as the ablation surface pen-
etrates into the convective cell. This interaction occurs to
varying extents at modes of all wavelengths; however, it is
most noticeable in regimes where neither mode dominates.
Note that under the right circumstance, this convective�RT
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Figure 94.21
Time evolution of the ablation velocities during the power flattop for the
flat-adiabat (dashed) and shaped-adiabat (solid) implosions.
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interaction may also be destructive, leading to lower-than-
expected growth rates.

We have developed the theoretical basis (adiabat profiles,
laser pulses, RT-growth rates) for laser-induced adiabat shaping
by relaxation and have shown that RT growth rates can be reduced
without significantly degrading 1-D capsule performances.
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Introduction
Quantum information in the form of quantum communica-
tions and quantum computing (see Refs. 1�33) is currently an
exceedingly active field. Numerous theoretical concepts prom-
ise powerful quantum-mechanics-based tools34 that, to date,
wait for realization pending the arrival of reliable hard-
ware.1�33 A single-photon source (SPS)35 that efficiently pro-
duces photons with antibunching characteristics36�38 is one
such pivotal hardware element for quantum information tech-
nology. Using an SPS, secure quantum communication will
prevent any potential eavesdropper from intercepting a mes-
sage without the receiver noticing.25,30,39�41 In another imple-
mentation, an SPS becomes the key hardware element for
quantum computers with linear optical elements and photode-
tectors.42�52 Again, its practical realization is held back in part
because of the difficulties in developing robust sources of
antibunched photons on demand. In spite of several solutions
for SPS�s presented in the literature, significant drawbacks
remain. The drawbacks are the reason for current quantum
communication systems being baud-rate bottlenecked, caus-
ing photon numbers from ordinary photon sources to attenuate
to the single-photon level (~0.1 photon per pulse on aver-
age).25,39,41 An efficient (with an-order-of-magnitude-higher
photon number per pulse) and reliable light source that delivers
a train of pulses containing one, and only one, photon is a very
timely challenge. To meet this challenge, several issues need to
be addressed, from achieving full control of the quantum
properties of the source to easy handling and integrability of
these properties in a practical quantum computer and/or com-
munication setup. In addition, in quantum information systems
it is desirable to deal with single photons synchronized to an
external clock, namely, triggerable single photons.53 Polar-
ization states of single photons are also important since they
enable polarization-qubit encoding of information.

The critical issue in producing single photons in another
way than by trivial attenuation of a beam is the very low
concentration of photon emitters dispersed in a host, such that
within a laser focal spot only one emitter becomes excited,
emitting only one photon at a time. In initial demonstrations of

Demonstration of a Room-Temperature Single-Photon Source
for Quantum Information: Single-Dye-Molecule Fluorescence

in a Cholesteric Liquid Crystal Host

resonance-fluorescence photon antibunching,54 SPS�s pos-
sessed a random photon-emission time.54�63 Single photons
�on demand,� i.e., triggerable single photons, were obtained
only recently.53,64�76 De Martini et al.64 used an active micro-
cavity excited by a mode-locked laser. In experiments by Kim
et al.,65 Imamoglu et al.,66 and Moreau et al.,67 a single-
photon turnstile device utilized Coulomb blockade of tunnel-
ing for electrons and holes in a mesoscopic double-barrier
p�n junction. Single photons were generated at the modulation
periodicity of the junction voltage. Michler et al.68 and Santory
et al.69 demonstrated single-photon devices using pulsed-
laser excitation of a single AlGaAs quantum dot. Electrically
driven single photons (also at cryogenic temperatures as in
Refs. 65�69) were obtained by Yuan et al.70,71 Experiments by
Brunel et al.,72 Lounis and Moerner,73 and Treussart et al.74

were based on an entirely different system, namely single dye
molecules embedded at low concentration within organic
single-crystal platelets or covered by a polymer layer. Single
photons were triggered either by a combination of cw laser
excitation and an electronic signal72 or by short-pulse laser
irradiation.73,74 Most of these sources, e.g., Refs. 65�71,
operate reliably only at liquid He temperature�a major im-
pediment to widespread use. To date, three approaches are
known to be eligible for room-temperature SPS implementa-
tion, two inorganic and one organic. The first inorganic, room-
temperature approach involves a mono-/polycrystal diamond
and one of its color centers.59�61,75,76 The second inorganic
approach uses single-colloidal CdSe/ZnS quantum dots
(Michler et al.,77 Lounis et al.,78 and Messin et al.79). The
alternative, organic approach,58,62,63,72�74 based on numer-
ous previous experiments around liquid-He temperature,80�83

uses a vapor-phase-sublimated host crystal of para-terphenyl
doped with an emitting species, terrylene.62,73

As acceptable as these approaches may be strictly on
quantum-optics grounds, all suffer from shortcomings that will
delay quantum information from gaining a technology foot-
hold in the near future. None of these sources is used in
practical, civilian systems. Their specific shortcomings in-
clude the following: (1) Polarization of single photons varies
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from one emitter to another (nondeterministic); (2) single
photons are produced with very low efficiency and polluted
by additional photons at about the same frequency from the
host material;53 and (3) alternatives such as color centers in
diamond and colloidal CdSe/ZnS quantum dots possess unac-
ceptably long fluorescence lifetimes (for instance, the dia-
mond color center has a 11.6-ns and 22.7-ns fluorescence
lifetime in mono- and polycrystal, and CdSe-ZnS quantum
dots have a fluorescence lifetime of ~22 ns).

The organic, room-temperature SPS approach is based on
using a chromophore molecule as the single emitter. The key
advantage of chromophore molecules is that their excited-state
lifetime of only a few nanoseconds permits excitation repeti-
tion rates above ~100 MHz. In amorphous media such mol-
ecules tend to be unstable: they are blinking at various
characteristic time intervals, change their spectral behavior,
and can be easily bleached. Recently, however, single terrylene
molecules have been doped into p-terphenyl molecular crys-
tals (10-11 moles of terrylene per mole of p-terphenyl) pre-
pared by a sublimation procedure that produced tiny
platelets.62,73 In this host, the chromophore is protected from
exposure to diffusing quenchers (such as oxygen) and benefits
from strong phonon emission into the host, preventing rapid
thermal decomposition of the chromophore under intense
irradiation. In Ref. 73 it was found that for �thick� p-terphenyl
crystals (~10 mm), this system becomes extremely photo-
stable, allowing hours of continuous illumination of individual
molecules without photobleaching. It assures long-term spec-
tral stability and reproducibility from one terrylene absorber to
the next.84,85 Pumped by periodic, short-pulse laser radiation,
single photons were generated at predetermined times at pump-
pulse-repetition rates within the accuracy of the emission
lifetime (~3.8 ns). Technical implementation of this system is
difficult because these monoclinic, sublimation-produced mi-
crocrystals are stress sensitive and fragile. In addition, terry-
lene�s molecular dipole moment in the p-terphenyl host crystal
takes on an orientation perpendicular to the platelet�s surface
(i.e., perpendicular to the incident light�s E field).73 This, in
turn, leads to poor coupling with the polarized excitation light,
prompting poor fluorescence emission even at high excitation
intensities (saturation intensity is about 1 MW/cm2 at room
temperature). In spite of the elegance of the terrylene/
p-terphenyl experiments, this technology must be considered
unrealistic for practical application. Its weak point is also a
background from �ordinary photons� from out-of-focus mol-
ecules or Raman scattering because of the very high pumping
intensities required. Emitted photons are not polarized deter-
ministically (there is no known efficient method for aligning

rapidly a multitude of micrometer-sized, monoclinic crystal-
lites relative to one another). Note that noncrystalline, amor-
phous hosts, e.g., polymers,63 neither (1) offer the same spectral
stability in single-molecule emission even in the case of
terrylene, nor (2) provide long-time protection against bleach-
ing. To date, no crystal hosts other than the fragile, sublimated
p-terphenyl flakes have been proposed in single-molecule
room-temperature experiments.

This article describes some new approaches toward imple-
menting an efficient, deterministically polarized SPS on de-
mand: (1) using liquid crystal hosts (including liquid crystal
polymers) to preferentially align the emitter molecules for
maximum excitation efficiency (deterministic molecular align-
ment will also provide deterministically polarized output pho-
tons); (2) using planar-aligned cholesteric (chiral-nematic)
liquid crystal hosts86 as 1-D photonic-band-gap micro-
cavities87�91 tunable to the dye fluorescence band;92�93 and
(3) using liquid crystal technology to prevent dye bleaching.

Cholesteric-Liquid-Crystal, 1-D
Photonic-Band-Gap Materials

In planar cholesterics (Fig. 94.24) that for visualization
purposes can be described as consisting of, but in reality not
comprising, a layered structure, the axes of the molecular
director (far-right set of arrows in Fig. 94.24) rotate monotoni-
cally to form a periodic helical structure with pitch P0.86 With
few exceptions, liquid crystal media are non-chiral and require

Planar-aligned
cholesteric layer

RH helix

Reflected
RH light

Incident unpolarized light

Transmitted
LH light

P0

G5833

Figure 94.24
Transmission and reflection by a cholesteric liquid crystal layer near selective
reflection conditions.
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additives to induce the chiral order. Dependent on the chirality-
inducing additive, the final structure may show either a right-
or a left-handed sense of rotation.

When a solid cholesteric is flipped on its side and inspected
by a high-resolution tool such as an atomic force microscope,
the periodic pitch becomes observable through height varia-
tions along the helical axis. For instance, Fig. 94.25 shows such
a topography for a Wacker cyclo-tetrasiloxane-oligomer cho-
lesteric liquid crystal (OCLC)94 platelet. Periodic stripes in the
image correspond to one-half of the pitch length.
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Figure 94.25
Perspective view of the AFM topographical image of a planar-aligned
Wacker OCLC layer (1.12-mm ¥ 1.12-mm scan).

For liquid crystal thicknesses ≥10 mm, the reflectance of
normally incident, circularly polarized light with electric-field
vector rotation opposite to the rotation of molecules in the
helical structure (Bragg condition) approaches 100% within a
band centered at l0 = navP0, where n n neav = +( )0 2  is the
average of the ordinary and extraordinary refractive indices of
the medium. This is the so-called selective reflection of choles-
teric liquid crystals. The bandwidth is D Dl l= 0 n nav ,  where
Dn = ne � n0. Such a periodic structure can also be viewed as
a 1-D photonic crystal, with a bandgap within which propaga-
tion of light is forbidden. For emitters located within such a
structure, the rate of spontaneous emission is suppressed
within the spectral stop band and enhanced near the band

edge.95 Several groups have reported lasing in photonic band-
gap material hosts, including cholesteric liquid crystals,95�98

with spectral emission features underscoring the validity of
this concept. Generation of strongly circularly polarized pho-
toluminescence from planar layers of glass-forming chiral-
nematic liquid crystals was also reported.92�93 Light-emitting
dopants at 0.2-wt% concentration were embedded in these
liquid crystals. The degree of circularly polarized photolumi-
nescence, i.e., its asymmetry,92�93

G I I I Ie L R L R∫ -( ) +( )2 , (1)

where IR and IL denote the right- and left-handed emission
intensity, respectively (see Fig. 94.26), was found to be equal
to maximum value [~ -2 (Refs. 92 and 93)].
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Figure 94.26
Tutorial schematic of the wavelength dependence between the photonic
stop-band reflectance (solid line), dye photoluminescence intensity (dotted
line), and photoluminescence polarization asymmetry Ge inside the band
(dashed line).

Matching of l0 of cholesteric liquid crystal with a dye-
fluorescence band will be the subject of a future article. In our
current experiments, Wacker OCLC (see Fig. 94.27) with l0
outside the terrylene-dye-fluorescence band was doped with
terrylene (Fig. 94.28) at an extremely low concentration such
that the final sample contained only a few molecules per mm2

irradiation area. Cast from solution on single microscope
cover-glass slips, the samples ranged in thickness from ~50 nm
to several micrometers. In some experiments, we also used
terrylene-doped layers of monomeric cyanobiphenyl liquid
crystal 5CB with chiral additive CB15. The 5CB liquid crystal
layers were placed between two microscope cover-glass slips
separated by glass-bead spacers.
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To minimize false fluorescence contributions by contami-
nants during single-molecule-fluorescence microscopy, rigor-
ous cleaning of glass substrates is mandatory. For this purpose,
the microscope glass slips (Corning, 0.17-mm thickness) were
etched in a piranhas solution and rinsed in deionized water.
Proper terrylene concentration for single-molecule fluores-
cence microscopy was established by iterative trial and error.
In sequential dilution steps of terrylene in chlorobenzene
solvent, solutions were spun onto glass slips, and for each
concentration, confocal fluorescence microscopy determined
the final emitter concentration per irradiation volume. Once
single molecules were predominantly observed, the dilution
endpoint was reached. This final terrylene solution was mixed
with Wacker OCLC starting material (8% weight concentra-

tion of oligomer). For planar alignment, standard buffing
procedures could not be employed at the risk of introducing
dirt particles. Two alternate methods were found satisfactory:
either the film was flow aligned by letting the OCLC solution
run down a vertically inclined glass slip, or a special glass
cylinder was rolled unidirectionally across a spin-coated OCLC
layer heated to the isotropic state. Figure 94.29 shows an
optical microscope image of a planar-aligned OCLC layer with
�oily streak� defects typical for a planar structure of choles-
teric liquid crystals (both monomeric and oligomeric/poly-
meric).99�101 The influence of the oily streak defects on a
single-molecule fluorescence will be considered in future
work. We mention them here to show evidence of a planar
structure of OCLC prepared by our group.
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Figure 94.27
Molecular structure of Wacker siloxane
OCLC (from Ref. 94).
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Figure 94.28
Molecular structure of terrylene dye.
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Figure 94.29
Optical microscopy of �oily streak� defects
of planar-aligned Wacker OCLC layer.
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Experimental Setup for Single-Dye-Molecule
Fluorescence Microscopy and Antibunching
Correlation Measurements

Photon antibunching correlation measurements are carried
out using the setup shown in Figs. 94.30 and 94.31. The
terrylene-doped liquid crystal sample is placed in the focal
plane of a 0.8-N.A. microscope objective (Witec alpha-SNOM
platform). The sample is attached to a piezoelectric, XYZ
translation stage. Light emitted by the sample is collected by a
confocal setup using a 1.25-N.A., oil-immersion objective
together with an aperture formed by the core of a multimode
optical fiber. The cw, spatially filtered (through a single-mode

fiber), linearly polarized (contrast 105:1), 532-nm diode-
pumped Nd:YAG laser output excites single molecules. In
focus, the intensities used are of the order of several kW/cm2.
The collection fiber is part of a non-polarization-sensitive
50:50 fiber splitter that forms the two arms of a Hanbury
Brown and Twiss correlation setup102 (Fig. 94.31). Residual,
transmitted excitation light is removed by two consecutive
dielectric interference filters yielding a combined rejection of
better than six orders of magnitude at 532 nm. The fluores-
cence band maximum of terrylene molecules used in our
experiments lies in a spectral region near 579 nm with a
bandwidth of ~30 nm.

Photons in the two Hanbury Brown and Twiss arms are
detected by identical, cooled avalanche photodiodes in single-
photon-counting Geiger mode. The time interval between two
consecutively detected photons in separate arms is measured
by a 68-ns-full-scale time-to-digital converter using a conven-
tional start�stop protocol. Within this converter�s linear range,
the time uncertainty in each channel corresponds to 25 ps.

It has been proven experimentally (see, e.g., Refs. 62 and
63) that a very good approximation of the autocorrelation
function g(2)(t) comes directly from the coincidence counts
(event distribution) n(t), for relatively low detection efficiency
and therefore low counting rate. That is why we consider that
n(t) is proportional to the autocorrelation function g(2)(t). For
single photons, g(2)(0) = 0, indicating the absence of pairs,
i.e., antibunching.

Experimental Results
1. Single-Dye-Molecule Fluorescence in a Cholesteric

Liquid Crystal Host
Figure 94.32 shows terrylene-dye-molecule-fluorescence

images obtained by confocal fluorescence microscopy:
(a) single terrylene molecules embedded in a Wacker OCLC
host (l0 = 2.2 mm); (b) clusters of terrylene molecules spin

cw laser
532 nm

Microscope
objectives

Sample
Interference

filter

Fiber optical
50:50

nonpolarizing
beamsplitter

Avalanche
photodiodes

Start

Stop

Time-to-digital
converter

G5840

Figure 94.31
Experimental setup for photon antibunching
correlation measurements.

G5839

Figure 94.30
Witec alpha-SNOM microscope with a laser.
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coated from chlorobenzene solution onto a bare cover-glass
slip. For both images, the scan direction is from left to right and
line by line from top to bottom. The scan dimensions are 10 mm
¥ 10 mm. Most single molecules in our samples exhibited
fluorescence blinking in time, with a period ranging from
several milliseconds up to several seconds. In Fig. 94.32, this
�blinking� behavior by single molecules manifests itself as
bright and dark horizontal stripes in image (a). These features
are absent in emission images from clusters (b).

G5841

(a) (b)

Figure 94.32
Terrylene molecule fluorescence: (a) single-molecule fluorescence from the
OCLC host; (b) fluorescent-molecule clusters on a bare surface. Resolution
of the optical system is ~0.5 mm.

Blinking is a common phenomenon and convincing evi-
dence of the single-photon nature of the source. Several mecha-
nisms are suggested to explain the blinking behavior: for
instance, �shelving� (triplet blinking) to the long-living state,
and fluctuations in the photo-physical parameters of the mol-
ecule and its local environment.103 By modeling the molecule
as a three-level system (singlet ground state S0, excited-state
level S1, and triplet state T1) as depicted in Fig. 94.33, �triplet
blinking� can be explained by a population of T1 level that is
often a dark state in fluorescent dyes.

S0
G5842

S1

T1

Figure 94.33
Three-level model for molecular fluorescence.

2. Photon Antibunching Correlation Measurements
Figure 94.34 shows a coincidence-count histogram n(t)

from (a) host-free single terrylene molecules (left) and (b) an

assembly of many uncorrelated molecules within the excita-
tion volume [Fig. 94.32(b)]. The scan speed is ~3 s per line (512
pixels). The left histogram exhibits a dip at t = 0. The measured
signal-to-background ratio of our experiments ranges from 2 to
30, so the probability that a photon from the background
triggers a coincidence with a photon from the molecule is very
low. Because n(t) is proportional to the autocorrelation func-
tion g(2)(t), n(0) ~ 0 means that g(2)(0) ~ 0 in our experiments.
Two fluorescence photons are not observed within an arbi-
trarily short time interval. This fluorescence antibunching is
due to the finite radiative lifetime of the molecular dipole and
is therefore clear proof that we observed the emission of one,
and only one, molecule. The histogram on the right from a
multiple of uncorrelated molecules shows no such dip at t = 0,
i.e., no antibunching.
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Figure 94.34
Histograms of concidence events of single-terrylene-molecule fluorescence
on a bare glass substrate (a) and from an assembly of several uncorrelated
molecules within the excitation volume (b).

To eliminate any potential for leaked excitation light caus-
ing the dip at t = 0, the sample was replaced with a bare
glass slide and one blocking interference filter was removed.
The coincidence histogram for this condition is depicted in
Fig. 94.35(b). No antibunching is observed. Two interference
filters attenuated excitation light so strongly that no counts
other than dark counts of avalanche photodiodes were ob-
served during the same time interval.

Figure 94.36 shows the results of doping terrylene into
liquid crystals. The histogram of coincidence events n(t)
[Fig. 94.36(a)] exhibits a dip at t = 0 indicating photon
antibunching in the fluorescence of the single molecules in the
Wacker OCLC host; no antibunching is observed in the fluo-
rescence from an assembly of several uncorrelated molecules
in the same host, different sample [Fig. 94.36(b)]. The histo-
gram in Fig. 94.36(a) is noteworthy in that it demonstrates that
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several single molecules can sequentially contribute to an
antibunching histogram without loss of t = 0 contrast, as in
practice the long integration time and competing molecule-
bleaching events make obtaining an entire, good-contrast
histogram from only one molecule too much a matter of luck.
When the initial single molecule was bleached, the sample
was advanced to another single molecule while the photon-
correlation count continued. This finding is crucial for future
device implementation.
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Figure 94.35
The histograms of concidence events of the single-terrylene-molecule
fluorescence on a bare glass substrate (a) and of the radiation of excited green
laser beam (b).
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Figure 94.36
The histograms of concidence events of the single-terrylene-molecule
fluorescence in a Wacker OCLC host (a) and of an assembly of several
uncorrelated molecules (b).

3. Preventing Dye Bleaching in Liquid Crystal Hosts
Practical device implementation also depends on photo-

chemical stability of both emitters and hosts. We increased
terrylene fluorescence stability in monomeric liquid crystal
hosts by saturating the liquid crystals with helium in a sealed

glovebox for 1 h. Oxygen, which is mostly responsible for dye
bleaching, is displaced by helium during this procedure. Ground-
state oxygen can form highly reactive singlet oxygen by
quenching a triplet state of the dye. The singlet oxygen can then
react with its surroundings, including dye molecules. Fig-
ure 94.37 shows fluorescence-bleaching results of terrylene
molecules at two-orders-of-magnitude-higher concentration
than in single-molecule experiments in different liquid crystal
hosts: either immobilized in an oligomer cholesteric liquid
crystal or dissolved in monomeric cyanobiphenyl 5CB satu-
rated with helium (both at identical excitation intensity and
identical terrylene volume concentration). Over the course of
more than 1 h, no dye bleaching was observed in the oxygen-
depleted liquid crystal host (upper curve).
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Figure 94.37
Fluorescence bleaching behavior of an assembly of terrylene molecules as a
function of time and in two different liquid crystal hosts.

Dye bleaching is not a critical impairment for an efficient
SPS, but it is an important factor for device simplicity and cost.
When one molecule is bleached, the system can be rapidly
realigned to utilize another isolated dye molecule, allowing
practically continuous source action (see left histograms on
Figs. 94.34�94.36).

Both well-known liquid crystal hosts are photochemically
stable and do not absorb excitation light. In addition, incident
intensities are too low for two-photon absorption processes.
The absorption by a single molecule is insufficient for signifi-
cant host heating.
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Conclusion
A robust, room-temperature single-photon source based on

fluorescence from a single dye molecule (fluorescence
antibunching) was demonstrated for the first time for liquid
crystal hosts. Planar-aligned, 1-D photonic-band-gap struc-
tures in dye-doped cholesteric oligomer were prepared. Avoid-
ing bleaching of the terrylene dye molecules for excitation
times >1 h was achieved by innovative preparation procedures.
Liquid crystal hosts further increase the efficiency of the
source (1) by aligning the dye molecules along a direction
preferable for maximum excitation efficiency; and (2) by
tuning a 1-D photonic-band-gap microcavity of planar-aligned
cholesteric liquid crystal to the dye fluorescence band. Source-
efficiency issues will be addressed in a subsequent article.

Future work will be directed toward increasing the effi-
ciency, life, and polarization purity of the single-photon source
by improved selection of dye, liquid crystal, and the photonic-
band-gap structure matching with the dye-fluorescence band.
A pulsed laser source will be used to create a real quantum
cryptography system with a cholesteric-liquid-crystal, single-
photon source on demand.
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Introduction
Recently, great interest has been shown in the study of dynamic
material response to shocks of high pressure and high strain
rate.1,2 Shocks of up to ~1 Mbar and strain rates of ~107 to
108 s-1 were generated in metals (Al, Cu) by laser irradiation.
The laser intensity in those experiments (~1011 W/cm2) was
high enough to raise the pressure above the Hugoniot elastic
limit (HEL) but low enough for the compressed material to
remain solid. Using Bragg and Laue x-ray diffraction, the
experiments clearly showed the retention of crystallinity dur-
ing the passage of the shock. Silicon under these conditions
was found to compress elastically, i.e., only in the direction of
shock compression. Copper, on the other hand, was found to
compress equally in all dimensions, indicating the transition to
plastic flow. These differences were explained in terms of the
different velocity of dislocation propagation that gives rise to
the elastic�plastic transition.

The goal of this work is to examine the use of EXAFS3

(extended x-ray absorption fine structure) as a complementary
characterization of such laser-shocked metals. EXAFS modu-
lations above an absorption edge are due to the interference of
the ejected photoelectron wave with the reflected wave from
neighboring atoms. Thus, the interference translates into modu-
lations in the cross section for photon absorption above the
edge. The frequency of these modulations relates to the inter-
particle distance, hence the density of the compressed material.
The decay rate of the modulation with increasing photoelec-
tron energy yields the MSRD (mean-square relative displace-
ment) and can thus serve as a temperature diagnostic. EXAFS
had originally been applied to crystalline materials but has
since been widely used to study amorphous,4�6 liquid,7�9

heated,8,10�17 or compressed11,14�16,18,19 materials. In those
steady-state experiments, the imposed temperature is known
independently and the main emphasis is on studying the
chemical structure. In this experiment the emphasis is on
measuring the compression and temperature of the shocked
material through the EXAFS spectrum itself. There is an
important difference between the diffraction experiments and
the present EXAFS experiment: EXAFS, which depends only

EXAFS Measurements of Laser-Generated Shocks
with an Imploded Target as a Radiation Source

on short-range order, does not require the use of single-crystal
samples, as was the case in the diffraction experiments. In this
experiment we use polycrystalline Ti foils in which the number
of crystalline grains under the laser focal spot is very large.
Thus, the shock direction is randomly distributed with respect
to the atomic planes. It is known that the same stress can cause
elastic or plastic deformation in the same crystal, depending on
the orientation of the shock direction with respect to the crystal
planes.20 Since the transition to plastic flow depends on the
propagation of dislocations along slip planes, we can expect a
plastic response in some or most of the crystalline grains. Like
in the shock experiments in silicon and copper cited above,1,2

the shock pressure in our experiments (~0.4 Mbar) is much
higher than the Ti HEL.21 The assumption of three-dimen-
sional compression, required to relate the EXAFS-determined
inter-atomic distance to the density, can be tested by compari-
son with the measurement of shock speed, which yields the
compression (through the known Hugoniot).

Most EXAFS experiments are performed with a synchro-
tron radiation source, and the spectrum due to a sample in
steady state is slowly scanned. In laser experiments22�24 the
entire spectrum is recorded simultaneously during the short
pulse (~ns) of the laser. This makes it challenging to obtain an
EXAFS spectrum of high signal-to-noise ratio. In a previous
paper25 we have shown that a CH shell imploded by a multi-
beam laser system constitutes a source of an intense and
smooth spectrum of x-ray radiation, suitable for EXAFS mea-
surements. The high source intensity enables us to work with
a thick Ti foil (attenuation ~e-3 above the K edge), which
increases the relative modulations in the observed signal.
Using the 60-beam OMEGA laser,26 the intensity from im-
ploded shells around 5 keV was sufficient to obtain a good
EXAFS spectrum above the K edge of Ti at 4.96 keV. Fitting
a theoretical model to the measured EXAFS spectrum yielded
the inter-particle distance and temperature in agreement with
synchrotron results.27,28 Those absorption experiments were
performed on cold, unshocked Ti foils in order to test the
reliability of the present method, which is here extended to the
shocked case.
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Titanium was chosen because of the following consider-
ations: The EXAFS spectrum from a low-Z absorber, because
of the high attenuation in our experiment, would be dominated
by the second-order crystal diffraction (whose attenuation is
much smaller). In Ti the second-order radiation (around
~10 keV) is too weak to affect the results. On the other hand,
for a higher-Z absorber the imploding-target emission at the
corresponding higher photon energy would be too weak.
Titanium behavior is complicated, however, by phase transi-
tions:29 at normal conditions Ti crystallizes as hexagonal close
packed (a-Ti); as the pressure rises, it transforms to a hexago-
nal phase (w-Ti) at low temperatures, or to a body-centered
cubic (b-Ti) at high temperatures. For shocked titanium a
transition from a-Ti to w-Ti has been shown30 to occur at a
pressure of ~0.12 Mbar; this value varies with the sample
purity but it is clearly much lower than the pressure in this
experiment (~0.4 Mbar). Following this transition there may
be an additional transition of w-Ti to b-Ti, but the Hugoniot
shows no additional discontinuity up to ~1.2 Mbar31 and static-
pressure studies showed no such transition for pressures as
high as 0.87 Mbar.32 Recently, a new Ti phase (g) has been
discovered33 but it is reached at a higher pressure (~1.1 Mbar)
than relevant to this experiment. We next address the question
of the time constant t0 for the (a-Ti) to (w-Ti) phase transition.
Although previous phase transitions in Ti have been observed
with much lower strain-rate shocks, a pressure dependence of
t0 has been determined34 that can be extrapolated to the
pressure (~0.4 Mbar) in this experiment. In the range of 0.05 to
0.09 Mbar, the time constant decreases exponentially with the
pressure; extrapolating to P = 0.4 Mbar yields t0 <<1 ns. The
phase transition a-Ti to w-Ti entails a 1.9% decrease in
volume,33 much smaller than the implied volume change due
to the compression. However, the change in crystal structure
strongly affects the EXAFS spectrum as the geometry of the
nearest neighbors is now more complex.35

The theory of EXAFS3 yields an expression for the normal-
ized modulations c m mk k k( ) = ( ) ( ) -0 1,  where m(k) is the
absorption coefficient (or opacity) and m0(k) is the absorption
of the isolated atom (i.e., without the EXAFS oscillations).
m0(k) can be obtained by passing a smooth curve through the
EXAFS oscillations. k is the wave number of the ejected
photoelectron and is given by the de Broglie relation
h2 2 2k m E EK= - ,where E is the absorbed photon energy
and EK is the energy of the K edge. For low disorders and
polycrystalline materials, the basic EXAFS theory,3 assuming
single-electron scattering and plane electron waves and ne-
glecting multiple scattering, yields the following expression
for the normalized modulations c(k):
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2 2 2
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where Nj is the number of atoms surrounding the absorbing
atom at a distance R (N1 = 12 in Ti). The sum over j relates to
successive shells of atoms around the photo-absorbing atom.
Only the first coordination shell will be of interest here because
it suffices for determining the density; also, in the shocked
material the contribution of higher shells essentially disap-
pears. R is the interparticle distance, and the factor s2 (Debye�
Waller factor) accounts for thermal vibrations, derived from a
harmonic potential. s2 can also include static disorder
s s stotal vibration disorder

2 2 2= +( ),  corresponding to a Gaussian
distribution of pair distances. The backscattering amplitude
F(k) and phase-shift factor f(k) for titanium were calculated by
Teo and Lee.36 McKale et al.37 have improved these calcula-
tions by removing the assumption of photoelectron plane
waves; their results differ from those of Teo and Lee, primarily
for k £ 3. We have averaged the results of McKale et al. for
scandium and vanadium (their calculations apply to every
other element) and have made a minor adjustment to fit the Ti
results of Teo and Lee at high wave numbers. The mean free
path of the ejected electron for inelastic collisions in titanium,
l(k), was taken from Blanche et al.27 The vibration amplitude
s2 and the interatomic distance R are treated as adjustable
parameters in fitting Eq. (1) to the experimental EXAFS
spectrum. In addition, the adjustable constant S0

2 1<( )  ac-
counts for multi-electron effects such as relaxation of the core
hole and excitation of other than the ejected photoelectron.3

Finally, an adjustable energy shift DE is applied to the experi-
mental points to account for uncertainties in chemical-bonding
and core-relaxation effects. The edge energy (k = 0) is initially
determined by the inflection point, i.e., the energy for which
the derivative of the falling intensity above the edge is maxi-
mal. The distance R can yield the density of the absorber. The
temperature can be found from the s2 value, which depends
also on the density. Beni and Platzman38 have calculated s2 as
a function of temperature using the Debye model for the
phonon density of states, including correlation between the
motions of the central and neighboring atoms. We use the first
term in their result (including a factor-of-2 correction10),
neglecting the correlation term. Greegor and Lytle10 have
compared the results of Beni and Platzman38 to their measure-
ments (in copper) and have shown that neglecting the correla-
tion term increases s2 by about 20%. We therefore reduced the
uncorrelated results for Ti by 20%. As a check, we compared
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the measured values7 of s2 for Zn in the temperature range of
0.01 to 0.06 eV with those calculated by the procedure de-
scribed here, and they agree to within a few percent. s2

depends on the density through the Debye temperature. Using
an empirical model39 we calculate the density dependence of
the Debye temperature (in eV) as

QB s s= - + ( ) + ( )14 79 50 39
2

. . ,r r r r (2)

where r is the density and rs is the solid density. We show in
Fig. 94.38 the calculated s2 for Ti as a function of temperature
and density. As seen, compression increases the amplitude of
the EXAFS signal because of the decrease in s2. This is in
addition to the increase because of the explicit 1/R2 depen-
dence in Eq. (1). On the other hand, compression reduces the
EXAFS signal because l(k) in Eq. (1) depends on the density
r as 1/r.
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Figure 94.38
Calculated s2 due to thermal vibrations for Ti from the model of Beni and
Platzman38 making use of the density dependence of the Debye temperature
from Ref. 39. Correlation was accounted for by reducing the first, uncorrelated
term in Ref. 38 by 20%.

Although advanced EXAFS models have been devel-
oped,40�42 the use of Eq. (1) is adequate for our experiments:
curved-wave effects are included in the calculations37 of phase
shift and backscattering amplitude, multi-electron effects are
accounted for by the S0

2  factor, and multiple scattering is
negligible for the first coordination shell,43 the only one of
interest here.

Experiment
Figure 94.39 shows a schematic view of the target used to

measure EXAFS spectrum in laser-shocked targets. Fifty-
seven beams of the OMEGA laser, of  ~21-kJ total energy, are
focused on an empty CH shell whose implosion generates the
radiation source for measuring the absorption spectrum in Ti.
The three remaining OMEGA beams are stacked and used to
irradiate and launch a shock wave in Ti. The laser pulse shape
was 1 ns square; thus the three stacked beams formed a 3-ns-
long square pulse; these beams were focused onto the plane
target in a 3.8-mm-diam focal spot, giving an irradiance of
0.5 TW/cm2. A delay time for the three stacked beams with
respect to the rest of the beams was adjusted so that peak
implosion of the spherical target occurred when the shock had
just traversed the Ti layer. The spherical target had a diameter
~940 mm and a thickness ~20 mm. The planar target consisted
of 10-mm-thick polycrystalline Ti, coated on both sides with
17 mm of CH. The purpose of the front CH layer was to prevent
laser heating and ablation of the Ti. The purpose of the back CH
layer was to prevent the shock unloading at the back Ti surface.
The thickness of the Ti layer d was the highest (m0d ~ 3) that
still yielded significant x-ray signal after K-edge absorption. A
thicker absorber yields higher EXAFS modulations in the
observed intensity I since D DI I d( ) ( )( )~ .m m m0 0 0  From the
point of view of signal-to-noise (S/N) ratio, the optimal value
of m0d depends on the source of noise: for photon noise (~I1/2)
it can be shown to be 2. When the noise is proportional to I, the
S/N ratio continuously increases with m0d. We found the latter
to be the case here. The CH thickness and laser pulse length
were chosen to minimize nonuniformity in the Ti properties in
the direction of the shock (see Fig. 94.43 later in article).

The heat shield (0.5-mm-thick CH foil) minimizes the
heating of the Ti layer due to radiation from the imploding
spherical target. It attenuates the EXAFS-producing radiation
at ~5 keV by a factor of ~2.5 while very strongly attenuating the
softer radiation, which can heat the Ti foil. The functioning of
the heat shield was tested (see below) by measuring the
EXAFS spectrum when the three shock-launching beams were
not fired.

Two x-ray spectrometers measured the spectrum on cali-
brated film.44 One x-ray spectrometer (XRS-I) measured the
EXAFS spectrum, the other (XRS-II) the incident spectrum I0.
A typical I0 spectrum is shown in Fig. 2(a) of Ref. 25. To cross-
calibrate the two spectrometers, a 10-mm-thick Ti foil was
placed on some shots in front of XRS-II, and its EXAFS
spectrum was compared with that obtained in XRS-I without
launching a shock. The spectral resolution of the spectrometer
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is limited by the source size. The FWHM size of the core seen
at 5 keV (Fig. 1 in Ref. 25) is D ~ 100 mm; this translates to a
spectral resolution D QE ED tg L= ( )B ,  where L is the distance
from the target to the film and QB is the Bragg angle. This
yields a resolution of ~5 eV, much smaller than a typical
EXAFS modulation period (~60 eV).

Although the EXAFS measurement is time integrated, a
meaningful shock diagnosis can be obtained without streaking
the spectrum in time because the x-ray pulse width is very
short. We previously showed25 that the emission from the
spherical target above the Ti K edge (~5 keV) comes mostly
from the compressed core, whereas the emission from the
laser-absorption region is much weaker. This was seen in both
the time-resolved spectrum as well as the space-resolved
spectrum. The former showed that the pulse width of the x-ray
emission at ~5 keV was only ~120 ps [Fig. 2(b) in Ref. 25],
much shorter than the shock transit time through the Ti (~2 ns).

The implosion of the spherical target has to be timed so as
to probe the Ti layer after it is traversed by the shock. This is
because the EXAFS spectrum of a partly shocked foil is
dominated by the low-temperature region ahead of the shock
front. The delay of the shock-launching beam with respect to
the implosion beams is given by the difference t (implosion) -
t (Ti), where t (implosion) is the compression time of the

spherical target and t (Ti) is the shock arrival time at the back
of the Ti layer. Both these times have been measured; they are
also known from simulations by the hydrodynamic code
LASNEX.45 The implosion time is determined by streaking the
soft-x-ray emission from the spherical target. Since the emis-
sion above the Ti K edge (~5 keV) is completely dominated by
the compressed core, in order to see the coronal emission
during the rising part of the laser, we streak the spectrum at the
softer energy of ~3 keV (see Fig. 94.40), where the com-
pressed-core emission is completely saturated. The indicated
compression time is ~1.7 ns.

The time t (Ti) is determined experimentally by the method
of active shock breakout (ASBO).46 Figure 94.41 shows the
corresponding experimental configuration and a sample result.
An EXAFS target (Fig. 94.39) was irradiated at the same
intensity as in the EXAFS experiment. A frequency-tripled
YAG laser, synchronized with OMEGA, irradiated the back-
side of the target and interfered with the reflected beam. Fig-
ure 94.41 shows the interference fringes measured by a streak
camera, viewing the central portion of the focal spot. Also
shown is a series of simultaneously recorded fiducial time
pulses marking the time scale; the time t = 0 corresponds to the
start of the laser pulse. Initially, the laser is reflected from the
backside of the Ti foil. When the shock reaches this surface [at
time t (Ti)], the reflection is seen to be disrupted. This is the
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Schematic view of the target. The imploding spherical target serves as a radiation source for EXAFS measurements. X-ray spectrometer I measures the EXAFS
spectrum; x-ray spectrometer II measures the incident spectrum I0. The heat shield minimizes the heating of the shocked Ti layer due to radiation from the
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optimal time for EXAFS probing. Subsequent to this, a weaker
reflection from the backside of the CH layer is seen; when the
shock reaches that surface, at time t (CH), ablation sets in, the
laser is strongly absorbed, and reflection disappears. It is not
mandatory to know t (Ti) with great precision in setting the

delay between the shock-launching beam and the backlighter
beams. This is because we repeat the experiment for different
time delays around the expected optimal value; when the
shock arrives at the back surface of the Ti layer, the EXAFS
spectrum clearly changes into a lower-intensity, faster-decay-
ing spectrum.

The ASBO data can also be used to determine the shock
velocity, i.e., the shock strength. Since the time t (Ti) includes
the time of shock travel through the front CH layer, we can use
the difference t (CH) - t (Ti) to find the net transit time through
the Ti layer. For that we assume that the travel time through the
two CH layers is the same. This was verified by code simula-
tions to be correct to within a few percent. For an irradiance of
0.5 TW/cm2 (the case analyzed by EXAFS below) the shock
velocity in the Ti layer was found to be ~6.3 km/s, which,
according to the Ti Hugoniot,31,47 corresponds to a pressure of
0.4 Mbar and compression of 1.28. An agreement of the density
as measured by EXAFS and the density derived from the shock
speed through the Hugoniot (as is the case below) is a confir-
mation of the assumption of 3-D compression.

 Finally, the ASBO data show the velocity nonuniformity
across the shock front to be ±10%, which, according to the
Hugoniot of Ti, translates into a nonuniformity of ±4% in the
pressure as well as in the density. LASNEX runs show that the
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average density variation during the probing time interval
(~120 ps) is less than 2%, as is the density variation along the
shock direction (Fig. 94.43). These uncertainties are much
smaller than the change in density due to the compression, as
shown below.

Hydrodynamic Simulations
To determine the expected shock strength and the properties

of the shocked Ti for a given laser irradiation, the hydrody-
namic code LASNEX was used for one-dimensional simula-
tions. It includes the �quotidian� equation of state39 (QEOS),
based on the Thomas�Fermi equation of state with empirical
corrections. As an indication of its validity at low temperatures
we compare in Fig. 94.42 curves of QEOS pressures at constant
Ti compression with experimental points33 obtained recently
for Ti in a diamond anvil cell at room temperature and the same
compressions. The agreement is quite good; however, the
curves also show the low sensitivity to the temperature, which
reduces the precision in the temperature prediction.
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QEOS curves for two compression values in Ti. Experimental values ob-
tained in a diamond anvil cell at room temperature for the same compression
values are also shown.33

The LASNEX-calculated profiles of density, pressure, and
temperature for a laser irradiance of 0.5 TW/cm2 are shown in
Fig. 94.43 at the time of arrival of the shock at the rear surface
of the Ti layer, namely 3.5 ns. These simulations correspond to
the experimental results discussed below. The profiles, par-
ticularly that of the density, are seen to be quite uniform
throughout the Ti. The average value of density within the Ti
(~5.6 g/cm2) and the average value of pressure (~0.4 Mbar) are

consistent with the measured31,47 Hugoniot of Ti. As will be
shown in the next section, the measured EXAFS spectrum at
about the time 3.5 ns yields a compression of 1.3 (assuming
three-dimensional compression), as compared with a com-
pression of 1.25 in these simulations. Code runs with an initial
temperature higher than room temperature showed that the
temperature due to radiation preheat can simply be added to the
calculated temperature profiles.
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LASNEX-calculated profiles of (a) density and pressure and (b) temperature
for a laser irradiance of 0.5 TW/cm2 at the time of arrival of the shock at the
back surface of the Ti layer, namely 3.5 ns. The laser is incident from the right.

Results and Analysis
1. Radiation Heating

The extraction of the experimental c(k) to be compared with
Eq. (1) follows the standard procedure.3 First, the absorption
coefficient m = ( )log I I0  is computed from the measured
intensities. As explained before, no correction for the finite
spectral resolution (~5 eV) was required. Likewise, higher-
harmonic contribution to the crystal diffraction could be ig-
nored: the spectrum emitted by the implosion had a characteristic
temperature ~1 keV; thus the second-order radiation at 10 keV
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was weaker than the first order by a factor of ~e5, in addition
to its lower crystal reflectivity. The normalized EXAFS spec-
trum c(k) was calculated using the McMaster adjustment:48

c m m m m mk k k k k( ) = ( ) - ( )[ ]{ } =( ) ( )[ ]0 0D D Dth th , (3)

where Dm is the measured jump at the K edge and Dmth(k) is
the theoretical net K-shell absorption.

To study the effect of shocks on the Ti metal, the effect of
radiation heating should be minimal. This was verified by
measuring the EXAFS spectrum with the target of Fig. 94.39
but without launching a shock. Figure 94.44 shows the mea-
sured normalized EXAFS spectrum c(k) for such a shot. Next,
the c(k) due to the first coordination shell is extracted as
explained in Ref. 25: kc(k) is Fourier transformed to the real
space and the first peak is filtered and transformed back to the
k space. We use kc(k) to de-emphasize the low-k region, where
the theory is imprecise. We next fit Eq. (1) to the filtered
spectrum while varying R, s2, S0

2,  and DE0. Figure 94.45
shows the best fit. Before performing the fit, the theoretical
profile was subjected to the same Fourier filtering as the
experimental spectrum (in particular, using the same k range);
this increases the quality of the fit. The best fit was obtained
with R = 2.93 Å, s2 = 0.011 Å2, S0

2 0 86= . , and DE = 13 eV.
The value of s2 corresponds according to Fig. 94.38 to T =
40 meV. Thus the radiation heating above room temperature
amounts to only ~15 meV. As shown below, this is much

smaller than the shock heating. Since the incident x-ray inten-
sity in successive shots is not entirely reproducible, we normal-
ize the heating in each shot by the corresponding intensity of
x-ray emission at 5 keV. The explanation of the fitting and the
calculation of the error bars are explained in the Appendix.

2. Shock Compression
Shock-compression experiments using the 3-ns, 0.5-TW/

cm2 laser irradiation have been performed by varying the
shock probing time, given by the delay between the shock-
launching beams and the compression beams. The appropriate
shock probing time for a 3-ns laser pulse, an irradiation of
0.5 TW/cm2, and the target described above was found to be
~3.5 ns, both through ASBO measurements and LASNEX code
simulations. In successive shots we probed the shocked Ti both
before and after that time. At around a probing time of ~3.5 ns
the EXAFS clearly changed to a faster-decaying spectrum: the
number of clearly visible modulations dropped from ~6 to ~3.
The results at a probing time ~3.5 ns indeed show a compres-
sion of the Ti layer. To illustrate the compression directly we
compare in Fig. 94.46 the measured absorption spectra (before
Fourier filtering) for two probing times: before the shock
enters the Ti layer (marked �before shock arrival�) and when
the shock has just traversed the Ti layer (marked �after shock
arrival�). The lengthening of the EXAFS period of modulation
in the after-shock case is evidence of compression. The two
shots were identical except for the different delay time. The
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curve marked before shock is shifted by 5 eV toward higher
wave numbers for a clearer demonstration of the lengthening.
The effect of the shock is also seen in increasing the damping
rate of the modulations. Figure 94.47 shows the fitting of
Eq. (1) to the Fourier-filtered experimental spectrum. The
value of R for the best fit is (2.68±0.05) Å, which is smaller by
a factor of ~1.1 than the value R = 2.92 Å for an unperturbed
Ti. The difference between the two values is much larger than
the uncertainty in R. Assuming the compression is three-
dimensional, this corresponds to a volume compression by a
factor of ~1.3 or a density of 5.8 g/cm3. This agrees with the
compression value derived above from the measured shock
velocity (1.28) as well as with the average compression (1.25)
of the profile calculated by LASNEX (Fig. 94.43). This agree-
ment supports the assumption of three-dimensionality, which
was also postulated above, based on the fact that a polycrystal-
line Ti sample was used in this experiment.

The value of s2 (namely, 0.033) is much higher than in the
unshocked case (Fig. 94.45). According to Fig. 94.38, this
value would correspond to a temperature of ~0.24 eV, much
higher than the value ~0.09 predicted by LASNEX (Fig. 94.43).
We conclude that s2 has a contribution from static disorder
in addition to thermal vibrations, due possibly to the a-Ti to

w-Ti phase transformation. A large s2 value has also been
found in EXAFS measurements applied to various disordered
systems.5,6,15,17 In particular, it has been shown15 that a Ge
crystal transformation from diamond type to white-tin type at
0.11 Mbar is accompanied by a quadrupling in the value of
s2. Similarly, a doubling in the value of s2 was found17 to
accompany the order�disorder transition in CuI; finally, we
cite measurements16 on compressed Ga close to room tem-
perature where, because of phase transformation, values of s2

comparable to the result of Fig. 94.47 have been measured. It
should be emphasized that the increase in s2 cannot be due to
melting. First, the melting temperature of Ti at normal condi-
tions is ~0.17 eV, but at a compression of 1.3 it rises to ~0.3 eV
as calculated by the Lindemann law,49 thus certainly higher
than the temperature in the shocked Ti. Moreover, experiments
have shown that melting does not cause an increase in s2

beyond that associated with the increase in temperature.9

In the initial a-Ti crystal each atom is surrounded by 12
atoms at a distance of 2.92 Å. In the more-complex w-Ti
geometry35 the arrangement of neighboring atoms is of two
kinds, described as site A and site B. For every atom in site A
there are two atoms in site B. Site-A atoms have 14 nearest
neighbors at a distance of 2.92 Å. Site-B atoms have three
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neighbors at a distance of 2.667 Å, six neighbors at a distance
of 2.845 Å, and two atoms at a distance of 3.023 Å. Thus,
there is a spread of ~0.3 Å (or ~10%) in the first-shell distances.
This has the effect of adding a disorder term to the thermal
disorder due to crystal vibration. The different distances trans-
late to EXAFS modulation of different frequencies. The beat-
ing of these frequencies when calculating the total EXAFS
spectrum gives rise to a decreasing amplitude. Thus, EXAFS
spectra can be used to study dynamic a-Ti to w-Ti phase
transformation in shock compression. On the other hand, to
reliably extract the temperature value from the EXAFS spec-
trum, a metal that does not undergo a phase transformation
should be used. For example, in vanadium no phase transfor-
mation has been found up to pressures of 1 Mbar.29 A smaller
s2 value in a comparable shocked vanadium experiment would
support the conclusion that a phase transformation in the
titanium experiment has actually taken place.

To assess the observability of EXAFS in future titanium
experiments we plot in Fig. 94.48 the contours of max c( ) in
the compression-temperature space. We divide the contour-
value scale into three regions: (a) max . ,c( ) > 0 05  termed
high; (b) 0 03 0 05. max . ,< ( ) <c  termed marginal; and
(c) max .c( ) < 0 03, termed low. EXAFS can readily be mea-
sured in the first region and only marginally in the second [for
solid titanium at room temperature max ~ .c( ) 0 06]. To show
what part of the compression-temperature space can be ac-

cessed by shocks we superimpose on the contours in Fig. 94.48
the values along the principal Hugoniot of Ti.31,47 As seen,
strong shocks are not readily measurable with EXAFS. On the
other hand, isentropic (low-temperature) compressions of
metals are much more suitable for EXAFS measurements.
Figure 94.48 also shows the calculated isentrope that passes
through the Hugoniot point corresponding to the present ex-
periment (Fig. 94.47). It was obtained by using the Cowan
model for the density dependence of the Gruneisen (g ) of Ti,39

normalized to the experimental value (~1.17) at solid den-
sity.30 Obviously, even a near-isentropic compression will be
much easier to diagnose with EXAFS than a shock of compa-
rable compression.

Further understanding of high-strain-rate shock compres-
sion of metals can be gained in future experiments by (a) per-
forming similar experiments on single-crystal samples and
comparing EXAFS and multidirectional diffraction measure-
ments, (b) employing a target material that does not undergo
phase transformation below ~1-Mbar pressure (e.g., vana-
dium29), and (c) performing near-isentropic compression ex-
periments where higher densities at lower temperatures can
be achieved.
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Appendix A:  Fit Optimization and Error Analysis

The fitting of the model [Eq. (1)] to the experimental
EXAFS spectrum is achieved by minimizing the C2 (chi
squared) function. To determine the uncertainty in the EXAFS
fitting parameters R and s2 we use the inverse-Hessian
method.50 We actually vary two other parameters in the fitting,
DE0 and the amplitude multiplier S0

2,  but since we are mainly
interested in the uncertainty in R and s2, we simplify the error
calculation to the latter two parameters. The adjustment of S0

2

and DE0 is done by trial and error, and then the best values of
R and s2 are determined by minimizing the two-dimensional
C2. We make use of the definition
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The Hugoniot for Ti31,46 is shown as well as the isentrope, both passing
through the point corresponding to the present experiment.
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where d is the mean root square of the noise in the data. The
film data are digitized into a 2-D array of pixels sij. The signal
is the average of m rows si in the direction of dispersion. As in
Fig. 5 of Ref. 25, the noise is obtained by the average over the
differences between adjacent pixel rows:

s noise = -( )-
=
Â s s mi i
i

m

2 1 2
1

2

. (A2)

Here the random components of the measured signals add up,
whereas the net signal cancels out. The two-dimensional
matrix C2(R, s2) is used to find the best values of the param-
eters R and s2 as well as to derive the Hessian matrix
H a aik i k= d c d d2 2 ,  where a1 = R and a2 = s2. The standard
deviation in the parameters is obtained from C, the inverse
matrix of H R C:D = ( )11

1 2
 and Ds 2

22
1 2= ( )C .  For the

unshocked case (Fig. 94.45) we find DR = ±0.013 Å or a
relative error of ~0.5% and Ds2 = ±0.002 Å2 or a relative error
of ~20%. This is in line with reported uncertainties in synchro-
tron experiments. The actual uncertainty in R can be higher
because of imprecision in the x-ray wavelength scale, which is
~1%. This is of no concern here, however, because the interest
is in shock-induced changes in R, which are of the order of
~10%.

To illustrate the error-calculation results we show in
Fig. 94.49 the variation of C2 with R for the optimal value of
s2 and with s2 for the optimal value of R. The minimum value
of C2 is close to 1, which indicates that the errors in the
experimental points are random. The vertical lines show the
brackets of uncertainty derived from the two-dimensional
Hessian analysis. For shocked-Ti experiments the uncertain-

ties are higher: R = 2.66±0.05 Å or a relative error of ~2% and
s2 = 0.033±0.008 Å2 or a relative error of ~25%. The poor fit
in Fig. 94.47 (mainly in R) indicates the inadequacy of Eq. (1)
for the shocked result. Because of the large disorder contribu-
tion sstat (due possibly to a phase transition in Ti), a detailed
EXAFS calculation relevant to the crystallographic structure
of shocked Ti should be carried out.
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Introduction
High-quality targets must be provided to achieve successful
results from OMEGA cryogenic experiments.1 One type of
target is a thin-walled polymer capsule with a fuel layer of solid
deuterium (D2) or deuterium/tritium (DT) ice, approximately
100 mm thick, uniformly distributed on the inner wall of the
capsule.2 To create the fuel layer, the capsule is placed in a
room-temperature pressure vessel and slowly pressurized,
filling the capsule by permeation through the polymer wall.3

The capsule is slowly cooled to the critical point (~38.3 K for
D2) to first liquefy the gas, and then further cooled to freeze it.
The mass of ice is made uniform through layering techniques.4

Because of the capsules� fragile nature and the great amount of
time required to fill them, the cooling process is a critical phase
of operation for providing cryogenic targets.

The filling and cooling of the capsules takes place in the
permeation cell. The permeation cell is a pressure vessel
constructed of A-286, a high-strength Ni-based superalloy,
which contains an insert bearing the capsules called the target
rack. The permeation cell contains two parts: (1) an outer
surface that carries the mechanical load designed to contain up
to 1500 atm and (2) an inner surface that is the outer wall of the
pressure vessel. This inner surface has a heater and silicon-
diode temperature sensors bonded to it. The outer surfaces are
actively cooled by helium gas at 8 K flowing through a tube
wound around the outside of the permeation cell. The tempera-
ture inside the permeation cell is measured by silicon tempera-
ture sensors imbedded at various locations and is maintained
by regulating the helium flow and the power to the heater on the
core around the target rack. The capsules are fixed in �C-
mounts� between four threads of spider silk and placed into the
target rack, which is inserted into the center of the permeation
cell.5 The target rack is designed to minimize free volume
around the capsule and is constructed of high-conductivity
copper to minimize temperature gradients.

This article presents the results of both a steady-state
analysis and a transient analysis of the pressure differences
across the wall of a thin-walled capsule during the cooling

Modeling Temperature and Pressure Gradients During
Cooling of Thin-Walled Cryogenic Targets

process. The analyses were separated to quantify the effects
that each phenomenon contributes. The steady-state contribu-
tion to the pressure difference arises from two sources: (1) the
different thermal contractions of the materials that comprise
the permeation cell and capsule and (2) the room-temperature
volume of gas in the line connecting the permeation cell to the
isolation valve. An optimum value for the room-temperature
volume has been found that minimizes the burst and buckle
pressures and allows for 1- and 3-mm-wall capsules to be filled.
The transient analysis considered the pressure differences
across the capsule wall that arise from temperature changes
to the permeation cell. A 3-mm-wall capsule can withstand
changes of 1 K at warmer temperatures, while a 1-mm-wall
capsule should not be subjected to sudden temperature changes
of more than 0.1 K. A cooling program that incorporates
permeability at higher temperatures and safely maintains the
capsule within the critical burst and buckle pressures allows
the time to reach the frozen state to be reduced by over 30%.

Effect of Thermal Contraction and
Room-Temperature Volume

Targets to be filled with D2 or DT are held at room tempera-
ture while the pressure is raised at a slow, steady rate, typically
to 1000 atm. The pressurization rate is based on the permeabil-
ity of the capsule wall and its strength against buckling. To
assure the capsule�s survival, the pressurization rate is kept
below Pbuckle t ,  where Pbuckle is the buckling pressure and t
is the permeation time constant. For a glow discharge polymer
(GDP) capsule of 920-mm diameter with a 3-mm wall, Pbuckle
@ 1 atm and t @ 30 s, which allows a 1000-atm fill in 11 h. It
is assumed, for safety, that the fill proceeds 30% more slowly
than the maximum rate. If the wall thickness is 1 mm, Pbuckle
@ 0.1 atm and t @ 10 s, which requires 36 h for a similar fill.
When the GDP capsules are fabricated, modifying the deposi-
tion conditions for the GDP6 can result in increased Pbuckle
along with higher permeability, which should allow slightly
more rapid filling. After filling, a valve is closed, which
isolates the permeation cell from the compressor, and the
permeation cell is slowly cooled. The cooling proceeds slowly
in order to (1) minimize thermal gradients in the permeation
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cell and (2) allow some permeation through the capsule wall in
response to a pressure differential that develops during the
cooling process.

The pressure differential across the capsule wall arises
partly because of a small room-temperature volume connected
to the permeation cell, and partly because of differences in the
thermal contraction between the polymer capsule wall and the
metals of the permeation cell. The small room-temperature
volume formed by the isolation valve and the tube connecting
this valve to the permeation cell exists because of the unavail-
ability of a suitable cryogenic valve. This room-temperature
volume generates an external pressure on the capsule because
the increasing density of the gas, as it cools, draws some of the
less-dense room-temperature gas into the permeation cell.
Simultaneously, the thermal contraction of both the polymer of
the capsule wall, which is nearly four times greater than the
contraction of the stainless steel of the permeation cell, and the
copper of the target rack tends to create an excess internal
pressure in the capsule.

To assess these competing effects, the pressure across the
capsule wall during the cooldown is calculated for various
values of room-temperature volume. These calculations use
the NIST equation of state for deuterium,7 which expresses
pressure as a 24-term function of density and temperature.
Starting with room-temperature volumes for the permeation
cell, the copper target rack, and the small external volume, the
molar content is calculated, assuming a 1000-atm fill. At each
reduced temperature, the volumes of the cooled elements are
recalculated based on the thermal contraction values for cop-
per and stainless steel.8 The portion of the connecting tube
between the room-temperature volume and the permeation cell
that has a thermal gradient on it�one-quarter as large as the
room-temperature volume�is treated as being part of the
room-temperature volume. While varying the temperature of
the permeation cell, the pressure and density in the cell are
determined by solving three simultaneous equations: (1) con-
servation of the sum of the molar content of the permeation cell
and the room-temperature volume, taking thermal contraction
into account; (2) equating the pressure in the permeation cell
with that in the room-temperature volume; and (3) applying the
deuterium equation of state.

To calculate the pressure in the capsule during the cool-
down, a temperature is arbitrarily selected below which the
capsule is assumed to be impermeable. This strategy is justi-
fied by the sharp decrease in permeability with temperature
generally exhibited by polymers, following the Arrhenius

relation. The activation energy for this process has not been
measured for the GDP shell material, so the temperature at
which the shell becomes effectively impermeable is unknown;
however, comparison to polystyrene,9 which has a similar
value of room-temperature permeability, suggests this tem-
perature is in the range of 160 K to 240 K, depending on wall
thickness and cooling rate. Within this temperature range, the
permeation time constants of capsules with wall thicknesses of
1 to 3 mm range from 10 to 60 min. At lower temperatures, no
significant permeation occurs with practical rates of cooling,
such as 0.1 K/min. Vapor-deposited polyimide, which is less
permeable,10 becomes effectively impermeable in the tem-
perature range of 220 K to 290 K, if it is previously unstrained.
The thermal contraction of GDP is estimated by scaling the
polystyrene data9 with a contraction value measured for a GDP
sample cooled from room temperature to 77 K. The length of
this flat sample was found to decrease by 0.99% when im-
mersed in liquid nitrogen, compared to 1.32% for the polysty-
rene data. To estimate the GDP contraction as a function of
temperature, the polystyrene data are multiplied by 0.75, the
ratio of the GDP value to the polystyrene value at 77 K.

The results of these calculations are shown in Figs. 94.50�
94.53. In Fig. 94.50, it is seen that if the room-temperature
volume is zero (i.e., if there was a cryogenically cooled
isolation valve), a substantial bursting pressure is generated. It
is also seen that if there was no shell contraction, the pressure
differential generated would be external�a buckling pressure.
Comparing Fig. 94.51 to Fig. 94.50, it is seen that adding a
relatively small room-temperature volume of 0.3 cc changes
the result from a strong bursting pressure to a strong buckling
pressure. In Fig. 94.52, an effective compromise between these
cases is shown. Reducing the warm volume to 0.11 cc yields a
tolerable buckling pressure that a thin-walled capsule should
survive and a similarly modest bursting pressure. This conclu-
sion seems to hold regardless of what temperature in the range
160 K to 240 K best represents the effective point at which
the capsule becomes impermeable. Other values of warm
volume were tried, and 0.11 cc was found to be an optimum
value. The volume actually achieved, however, after insertion
of volume reducers is estimated to be 0.17 cc. Figure 94.53
plots the pressure differential across the capsule as a function
of temperature for various temperatures at which the capsule
could become impermeable. A positive pressure differential
exceeding 1.5 atm develops, easily buckling a capsule with a
1-mm wall.

The expected buckling pressures shown in Fig. 94.53 for
capsules with 1-mm and 3-mm wall thickness are calculated
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Figure 94.50
The calculated pressure differential across a capsule wall (assumed inelastic)
is plotted for the case of zero room-temperature volume. The capsule is
permeated with 1000 atm of D2 and then cooled slowly to 25 K or lower. The
dashed lines indicate the excess external pressure (buckling pressure) that
would occur if thermal contraction of the permeation cell is taken into
account, but not thermal contraction of the capsule. The solid lines include
capsule contraction and show a large bursting pressure. If the capsule
becomes impermeable at 240 K, a very large burst pressure is generated, while
permeability at temperatures down to 160 K, followed by impermeability at
lower temperatures, produces more-modest internal pressures.
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Figure 94.51
The calculated pressure differential across a capsule wall is plotted for a
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5 cc. The dashed lines ignore thermal contraction and the solid lines include
it. An excess pressure external to the capsule arises that would cause any thin-
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The calculated pressure differential across a capsule wall is plotted for a small value
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using values of Young�s modulus inferred from measuring the
buckling pressures of a group of GDP capsules at various
temperatures. It is found that Young�s modulus increases
significantly upon cooling, reaching a value at 10 K of 2.5¥
the value at room temperature.
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Figure 94.53
The calculated pressure differential across an inelastic capsule wall is plotted
for an achievable room-temperature volume of 0.17 cc for various tempera-
tures at which the capsule could become impermeable. The dashed lines show
the buckling pressures for capsules with 1- and 3-mm walls. The thicker-
walled capsules would survive, while the thinner-walled ones would not.

Effect of Shell Elasticity
The preceding calculations do not take into account the

expansion or shrinkage of the capsule due to internal or
external pressure. Taking into account dimensional change due
to elasticity reduces the resulting differential pressure on the
capsule wall,11 rendering it less vulnerable to bursting or
buckling. The calculations assume the capsule wall is perfectly
spherical, uniform in thickness, and homogeneous. The frac-
tional change in the radius r is given12 by

D Dr

r

r P

Ew
= -( )1

2

n
, (1)

where DP is the pressure differential across the wall, n is
Poisson�s ratio of the capsule material (the polystyrene value,
0.35, is used here), E is Young�s modulus, and w is the wall
thickness. While deuterium at the densities of a typical target

fill is far from an ideal gas, it is useful to consider the functional
dependence of the pressure differential on elasticity for the
ideal gas case. If a pressure differential DPi is applied across a
capsule wall, which thereupon undergoes elastic expansion or
contraction, the final pressure differential is readily found to
be, in the ideal gas case, for Dr << r,
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where P is the initial pressure inside and outside the capsule.
This solution is useful as a check on the non-ideal-gas solution
at its low-pressure limit.

To calculate DP resulting from a change in the pressure
external to the capsule for the non-ideal-gas case, Eq. (1) is
solved by applying the deuterium equation of state along with
the requirement that the molar content of the capsule is un-
changed. The result, dependent on temperature and wall thick-
ness, is shown in Fig. 94.54 for the case of a 0.1-atm change in
the external pressure. Applying this method to the pressure
differential that results from thermal contraction and a room-
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temperature volume, the data in Fig. 94.53 are transformed
into Fig. 94.55. For a room-temperature volume of 0.17 cc, the
maximum pressure differential is reduced from 1.6 atm to
0.5 atm but is still enough to buckle a shell with a 1-mm wall.
The buckling problem could be solved by reducing the warm
volume to 0.11 cc or by adjusting thermal gradients in the
permeation cell. These calculations, showing reduced vulner-
ability to failure due to capsule elasticity, assume the capsule
is perfectly spherical and of uniform wall thickness, and have
not been tested experimentally.
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Pressure differential across an elastic capsule (GDP) wall of 1-mm thickness
and 920-mm diameter, and a room-temperature volume of 0.17 cc. The
capsule�s buckling pressure (dashed line) is also plotted. While the maximum
external pressure is reduced by more than a factor of 3 from the case of
the inelastic shell (Fig. 94.53), the capsule�s buckling pressure would still
be exceeded.

Modeling the Transient Cooling Phase
A computational fluid dynamics (CFD) program is used to

calculate the temperature profiles and heat flows inside the
permeation cell. Only through modeling can the thermal con-
ditions and the forces on the capsule during the transient
cooling phase be quantified. When cooling is enacted, the
thermal gradients change inside the permeation cell and there-
fore across the capsule wall. This temperature difference
creates a pressure difference that leads to either a burst or
buckling pressure on the capsule. Exceeding the material
properties causes the capsule to fail by either bursting or
collapsing. As stated previously, the failure pressure of thin-
walled capsules is small, and significant pressure differences
can occur during transient cooling processes if the cooling rate

is too large. The CFD simulation is used to calculate the
resulting pressure difference across the capsule wall caused by
cooling steps throughout the temperature range from 294 K to
40 K. These results are used to determine a cooling program
that could successfully cool capsules until the fuel freezes
while avoiding a pressure difference that may destroy the
capsule. Reducing the typically lengthy cooling time increases
target production and saves operator effort. A maximized
cooling rate is much more important when filling with DT;
reducing the cooling time will minimize He3 buildup and
capsule deterioration.

The permeation cell and its components are recreated as a
two-dimensional axisymmetric model, shown in Fig. 94.56.
The model is comprised of the A-286 superalloy body, lid, and
core, the copper target rack, and deuterium gas in the space
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A two-dimensional axisymmetric representation of the permeation cell. The
properties of the temperature-dependent materials are accounted for in the
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surrounding the capsule and target rack. The capsule is located
in the center of the deuterium gas space in the notch of the target
rack. The solutions are generated using FLUENT computa-
tional fluid dynamics software.13

The following solution procedure is used to determine the
pressure difference across the capsule wall. Temperature bound-
ary conditions are set on the outer surfaces of the model (on the
lid and body) and on the heater, as shown in Fig. 94.56. The
permeation cell is initially considered isothermal. This as-
sumption is applicable for deuterium�not DT, which gener-
ates heat�and is an approximation of the actual conditions.
The solver uses the temperature-dependent material properties
of the components and gas, which are listed in Table 94.I.
These properties span a wide range over the temperature range
from 294 K to 40 K. To commence the simulation, the tempera-
ture setting on the silicon diode is lowered to enact a cooling
step. The temperature in each volume element is recorded as
the simulation progresses, and a temperature profile in the
permeation cell is generated. The simulation is run until a
steady-state final temperature profile develops. This is as-
sumed when the average capsule temperature reaches a steady
value. From the instantaneous temperature in each volume
element of the model, the time instantaneous and volume-
averaged temperatures on either side of the capsule wall are
calculated. These average temperatures are converted into
average gas pressures from the deuterium equation of state.
The average internal and external pressures of the capsule yield
the bursting pressure as a function of time.

Cooling steps in increments of 0.125, 0.5, and 1 K are
performed at temperatures through the temperature range from
294 K to 40 K. The size of the increments was chosen due to the
accuracy of the sensors and the magnitude of actual cooling
increments. (The temperature resolution of the sensor is 1 K at

300 K and 0.5 K at 100 K.) After a cooling step is made, the
temperature of the gas inside the capsule lags behind that of the
external gas and the magnitude of the difference depends on
the temperature-dependent physical properties of the gas. The
thermal diffusivities of the steel and deuterium are plotted in
Fig. 94.57. The gas, which has a thermal diffusivity one to two
orders of magnitude less than that of the metals, responds more
slowly to temperature changes, and the difference increases at
lower temperatures. The difference (DT) between the average
external (to the capsule) and internal temperatures for three

Table 94.I:  Temperature-dependent properties of materials in the permeation cell model.

294 K 100 K 40 K

Cp k  Cp k Cp k

Steel 503 16.3 216 9 40 3

Copper 381 388 253 500 60 1000

Deuterium
(1000 atm @ 294 K)

7790 0.32 8900 0.15 14300 0.098

Cp = heat capacity (J/kg K)

k = thermal conductivity (W/m K)
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Figure 94.57
The thermal diffusivities of the steel and deuterium as a function of temper-
ature are plotted. The gas, which has a thermal diffusivity one to two orders
of magnitude less than that of the metals, responds more slowly to tempera-
ture changes, and the difference between the thermal diffusivity of the gas
and steel increases at lower temperatures.
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different cooling steps is shown as a function of time in
Figs. 94.58(a)�94.58(c). The largest average DT of about
-0.2 K for a temperature change of 1.0 K occurs about 10 to
20 s after the change is made, depending at which temperature
it occurs. As the temperature of the gas external to the capsule
equilibrates, DT approaches zero in less than 100 s. The values
of DT shown in the figures are negative for the case of cooling.
It is possible, however, that DT becomes positive if the perme-
ation cell was warmed (for example, a cooling power fluctua-
tion or a control error).

The calculated temperature profiles are converted to pres-
sure differences (DP) across the capsule wall. For temperature
changes made in increments of 0.125, 0.5, and 1.0 K, the
temporal pressure difference at temperatures through the cool-
ing cycle are shown in Figs. 94.59(a)�94.59(c), respectively.
Since the external temperature is less than the internal tempera-
ture, and likewise for the pressures, a burst pressure develops
inside the capsule. The pressure gradient reaches a maximum
DPmax before dissipating as the temperatures across the wall
equilibrate and/or permeation takes place. In all three cases,
more severe pressure gradients occur at lower temperatures.
This is explained by the increase of heat capacity and decrease
of thermal conductivity of deuterium at reduced temperatures.
The gas responds more slowly to thermal changes as the
thermal diffusivity decreases. Therefore, as the difference

between the external and internal temperatures increases, so
does the pressure difference. As shown, the induced burst
pressure approaches 0.9 atm for a temperature change of 1.0 K.
This is well within the limits of thin-walled plastic capsules. As
mentioned in the previous paragraph, it is possible that DP
becomes positive if the permeation cell was warmed. If this
occurs, a buckling pressure would be applied on the capsule.
For a 1-mm-wall GDP capsule, Pbuckle is ~0.1 to 0.2 atm, and
a warming of 0.125 K causes a buckling pressure very near the
failure limit. It is therefore essential that 1-mm capsules are not
warmed suddenly by more than 0.1 K.

No single cooling step of 1.0 K causes a pressure difference
that would burst a capsule of these dimensions. A series of
temperature changes, however, in which the next step occurs
before the pressures equilibrate can cause DP to exceed its
bursting pressure. After each cooling step, an amount of time
elapses before DP vanishes due to temperature equilibration
(assuming no permeability). The equilibration times, shown in
Fig. 94.60, increase at the colder temperatures of the cooling
program. This effect is also attributed to a lower thermal
diffusivity of the gas. This suggests that greater consideration
must be taken in this temperature regime, namely a slower
cooling rate. Likewise, the cooling rate (and associated depres-
surization rate) may be increased in the initial stages of the
cooling program where temperatures are higher.
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Figure 94.58
The difference (DT) between the average external (to the capsule) and internal temperatures for cooling steps of (a) 0.125 K, (b) 0.5 K, and (c) 1.0 K is plotted
as a function of time for various temperatures. The largest average DT of nearly -0.2 K for a temperature change of 1 K occurs about 10 to 20 s after the change
is made, depending at which temperature it occurs. As the temperature of the gas external to the capsule equilibrates, DT approaches zero in less than 100 s.
The values of DT shown in the three figures are negative for the case of cooling. It is possible, however, that DT becomes positive if the permeation cell
was warmed.
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The permeability of the capsule material affects the pres-
sure gradients across its wall. As time elapses, the pressure
difference between the external and internal gas will be re-
duced as the temperatures equilibrate and permeation occurs.
Permeation through a polystyrene capsule is temperature de-
pendent and permeability follows the Arrhenius relation:9

K Tp = ¥ -( )-1 18 10 153512. exp ,

where Kp is in units of mol/m s Pa and T is in K. The permea-
tion time constant t of deuterium through polystyrene is given
by the equation

t = wD K RTp6 ,

where w and D are the capsule�s wall thickness and diameter,
respectively, and R is the gas constant. (Vapor-deposited
polyimide capsules can be less permeable.) Since the gas
outside the capsule cools first and reduces pressure, an over-
pressure inside the capsule occurs for each temperature change.
A succession of cooling steps can be viewed as a depressuriza-
tion rate on the capsule. The maximum-allowable depressur-
ization rate a capsule may experience is expressed as
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The difference (DP) between the external (to the capsule) and the internal gas pressures that arise from cooling steps of (a) 0.125 K, (b) 0.5 K, and (c) 1.0 K
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temperatures. The values of DP shown in the three figures are negative for the case of cooling. It is possible, however, that DP becomes positive (representing
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with a 1-mm-thick wall would easily buckle from positive temperature changes of 0.5 K and 1 K and are near the limit for temperature changes of 0.125 K.
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The amount of time required for the pressure difference to equilibrate across
the capsule wall after a cooling step, assuming no permeation, as a function
of temperature. Curves for the three different cooling steps are shown. The
time increases at lower temperatures due to the increase in thermal diffusivity
of the gas.



MODELING TEMPERATURE AND PRESSURE GRADIENTS DURING COOLING OF THIN-WALLED CRYOGENIC TARGETS

126 LLE Review, Volume 94

~ ,Pburst t( )  where Pburst is the capsule�s bursting pressure.
The capsule would fail if the bursting pressure was reached
while depressurizing at this rate. Assuming a 920-mm-diam
capsule with a 3-mm-thick wall and material properties of
GDP, the capsule�s bursting pressure is ~5.7 atm. Since t is
inversely proportional to temperature and permeability, the
maximum-allowable depressurization rate decreases at lower
temperatures; thus, cooling should be slowed to prevent cap-
sule breakage. A plot of allowable depressurization rates

dP dt*( )  is shown in Fig. 94.61, where, as a safety concern,
dP dt*( )  is one-half the maximum value. At the temperature

at which the capsule becomes impermeable, dP dt*( )  ap-
proaches zero because t approaches infinity. However, low
depressurization rates (~0.1 K/min) are possible because the
capsule never reaches Pburst before the pressures are balanced
by temperature equilibration.

Currently, gas-filled capsules are cooled at a rate of 0.1 K/
min from room temperature until the fuel liquefies. Thus, it
takes about 45 h to complete the process. A faster cooling
program may be achieved by analyzing the pressure differ-

ences on the capsule via modeling. From the cooling-induced
pressure differences shown in Figs. 94.59(a)�94.59(c), the
maximum pressure difference occurs ~10 to 20 s after the
cooling step. From the initial descent portion of each curve
(until DPmax), one can calculate the depressurization rate of
the gas outside the capsule that arises from a temperature
change. The goal then is to make cooling steps that maintain the
depressurization rate below the allowable value dP dt*( )
shown in Fig. 94.61 at each temperature. As shown in
Fig. 94.59(c), from 294 K to 255 K, a cooling step of 1 K can
be made, which results in DPmax of 0.48 atm in 10 s. This gives
a depressurization rate of 2.9 atm/min, which can be converted
back into a cooling rate. To minimize the total cooldown time,
a subsequent cooling step should be made at the time DPmax is
reached, about 10 s for the 294-K curve in Fig 94.59(c). Thus
a cooling rate of 5 K/min can be performed safely. According
to Fig. 94.61, in the temperature range from 255 K to 240 K, it
is required that dP dt*( )  be less than ~2 atm/min. From the
294-K curve in Fig. 94.59(b), a cooling step of 0.5 K causes
DPmax of 0.24 atm at 11 s. The use of the 294-K curve at these
temperatures is justified because the initial slopes of the 294-
K and 200-K curves (the latter is not shown) that cover this
temperature range are essentially similar. This corresponds to
a depressurization rate of 1.31 atm/min, which is safely within
the limit. If another cooling step is made at 11 s (the time when
DPmax is reached), then the subsequent cooling rate is 2.7 K/
min. This procedure was continued in a likewise fashion to
further choose temperature changes below 240 K that maintain
the depressurization rate below dP dt*( )  as cooling progresses.
These calculations yield an acceptable cooling program to 40
K, shown in Fig. 94.62, where the minimum rate of 0.1 K/min
is used below 200 K. For comparison, the cooldown program
used in actual experiments of 0.1 K/min throughout the entire
temperature range from 294 K to 40 K is also plotted in the
figure. With the revised cooling program, which takes into
account permeation at higher temperatures, the total cooling
time has dropped from 2450 min to 1670 min, a savings of over
14 h (34% of the total time).

When considering the buckling pressure caused by the
steady-state effects described earlier (thermal contraction mis-
match and room-temperature gas volume) and the burst pres-
sure caused by transient cooling, it is conceivable that one
could balance these contributions to develop a faster cooling
program. Note that capsules are more susceptible to buckling
than bursting. As shown in Fig. 94.55, a dangerous buckle
pressure of about 0.2 to 0.5 atm arises while cooling from
100 K to 50 K. In this regime, a cooling step of 0.5 K, which
causes a burst pressure of about 0.3 atm, may be used to offset
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Allowable depressurization rates dP dt*( )  for a 920-mm-diam, 3-mm-thick-
wall capsule as a function of temperature. The allowable rate was one-half
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generally similar Arrhenius behavior of polymers and the similar values of
permeability of polystyrene and GDP at room temperature.
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buckling pressure. If a step is made every minute, allowing for
the pressure to equilibrate, it is plausible that the total cooling
time may be halved to ~1200 min, as shown in Fig. 94.62.

Summary
An analysis of the temperature and pressure gradients in the

permeation cell that occur during the cooling of thin-walled
cryogenic targets has been presented. Both steady-state and
transient effects may cause the capsule to fail during cooling.
The steady-state contribution to the pressure difference arises
from three sources: (1) the thermal contraction of the materials
that comprise the capsule and the permeation cell, (2) the
room-temperature volume of gas in the line connecting the
permeation cell to the isolation valve, and (3) elastic deforma-
tion of the capsule. An optimum value for the room-tempera-
ture volume has been found that minimizes the burst and
buckle pressures. The transient analysis considered the pres-
sure differences across the capsule wall that arise from tem-
perature changes to the permeation cell. A 3-mm-wall capsule
can withstand changes of 1 K at warmer temperatures, while a
1-mm-wall capsule should not be subjected to sudden tempera-
ture changes of more than 0.1 K. A cooling program that
incorporates permeability at higher temperatures and safely

maintains the capsule within the critical burst and buckle
pressures allows the time to reach the frozen state to be reduced
by over 30%.
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Figure 94.62
Temperature program for cooling a gas-filled capsule to freezing. Three
different programs are plotted: (1) the currently used experimental rate
(0.1 K/min), (2) a faster rate that accounts for permeation at higher tempera-
tures to offset pressure differences, and (3) a proposed faster rate that
accounts for permeation at higher temperatures and allows cooling-induced
burst pressures and steady-state-effect buckle pressures to counterbalance
each other.
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Introduction
The recent gradual increase in Earth�s average temperature1 is
generating intense interest in both public and scientific circles.
It is important that physicists understand the basic energetics
in climatology. While excellent climatology texts such as
Hartmann�s2 exist, materials generally available to the under-
graduate physics major and instructor lack a systematic physi-
cal treatment and an unavoidable terminology barrier exists.
The comprehensive and readable work of Peixoto and Oort,3

written by and for physicists, is at a level too demanding for
introductory study. We concentrate solely on some aspects of
the basic energy transfer to establish a level suitable for under-
graduate teaching; more sophisticated treatments do exist.4�7

Despite the complexities of the real atmosphere, the global
average temperature of 288 K (Ref. 2, p. 2) may be estimated
with remarkably few modifications of the classic homoge-
neous blackbody model of Earth.2,8�11 One purpose of devel-
oping this article has been to build on our earlier elementary
model9 as realistically as possible, retaining both a physics
style and a reasonable mathematical and computational level.
We thought it would be of interest to see whether the two-layer
model of the energy fluxes could be employed on a regional
basis, for which we consider Earth�s surface covered by a layer
of 864 noninteracting cells. Here we will show that it does
appear to be a consistent theory that can provide certain
insights. In particular, we find that the cellular radiative energy
transports clearly dominate the cellular nonradiative energy
flux. We show that this flux has a strong systematic dependence
on latitude and time of year. Thus, for this article we wish to
avoid using a more precise radiative model of the atmosphere.
Also, all heat transmission through the earth�s surface is
neglected. This precludes a quantitative prediction of the phase
difference between the cyclical variations of the solar flux and
the surface temperature.

We first briefly review the two-layer model in order to set
up notation. In our earlier work9 the two layers of the Arrhenius
model were called, informally, the atmosphere and the surface.
Except for one nonradiative flux SNR, all energy transfers were

Development of an Elementary Climate Model:
Two-Layer Cellular Case

modeled as radiative. The model makes use of the fact that the
incoming solar radiation and the outgoing terrestrial radiation
occupy distinct spectral regions called respectively, for conve-
nience, UV and IR. The upper layer, at temperature TA, has a
UV reflectivity and absorptivity, rA and a, respectively, and an
IR absorptivity e. The symbols a and e are used here in place
of f and g in the original article but all other notation is
preserved. The surface, at temperature TE, has a UV reflectivity
rS and is assumed to absorb all incident IR. The solar radiation
has a flux S0 = 342 W/m2 when averaged over time and over
the surface of the earth. When the UV radiation hits the upper
layer, a part rA is reflected and the part that enters the layer is
(1-rA). Of this part, a(1-rA) is absorbed. In this first pass, the
surface therefore receives (1-rA)(1-a), of which rS is re-
flected, leaving (1-rA)(1-a)(1-rS) as the fraction of original
incident solar flux to be absorbed at the surface. Following this
logic, a diagram can be constructed showing all the fractions of
absorbed and reflected radiation including the term SNR for
nonradiative energy transfer (Fig. 94.63). When multiple re-
flections are included, a factor k r rM A S= -( )-1

1
 appears in

terms involving reflections between the surface and atmo-
sphere. The nonradiative flux SNR, which served as an arbitrary
model parameter in the global calculation, will be seen to play
a much greater role in the current work.

The energy-balance equations for the upper and surface
layers take the form

2 0e eS S AS SA E- = + NR (1a)

and

- + = -eS S BS SA E 0 NR, (1b)

respectively. These equations express net incoming UV and
nonradiative flux on the right-hand sides and net outgoing IR
flux on the left. Here SA and SE are defined as the ideal Stefan�
Boltzmann fluxes S TA A= s 4  and S TE E= s 4 , where s = 5.67 ¥
10-8 W/m2 K-4. The quantities A and B correspond to the
fractions of S0 ultimately absorbed by the atmosphere and
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surface, respectively,

A a r ak r a rA M A S= -( ) + -( ) -( )1 1 1
2

(2a)

and
B k r r aM A S= 1 1 1-( ) -( ) -( ) (2b)

Global and time averages of all the parameters are inserted, and
Eqs. (1) are easily solved for SA and SE, from which tempera-
tures TA and TE are then obtained. This original model was used
to investigate broadly the effect of non-solar-related energy
sources at the surface.

The following sections (1) extend the model by introducing
coarsely grained surface features and locally time averaged
fluxes in 864 noninteracting cells; (2) compute and discuss
zonal (latitudinal) averages; and (3) summarize and discuss
the limitations of the model and possibilities for its
further development.

Cellular Model
1. Rationale and Design

We choose the grid scheme used by Hansen et al.12 in which
the earth�s surface is divided into 864 cells of dimension 8∞ ¥
10∞ (latitude by longitude). We then assume that Eqs. (1) are
satisfied within each cell. The next step is to extend the
computations from globally time-averaged to locally time-

averaged parameters. For each of the 864 cells, the land
fraction and the annually averaged parameters for observed
total cloud cover fraction, calculated incoming annual average
solar radiation, and land and sea reflectivities are stored. All
parameters are determined at the center of the cell, and the
values are applied to the entire area of the cell. The energy-
balance equations are then solved at each location. For com-
parison to global values, the local values are weighted by
fractional cell area and summed. Our model does not take into
account changes in atmospheric components, the parameters�
temperature dependence,11 or any geothermal variations.

All programming is done using MATLAB�, an array-based
language with simple commands. In the MATLAB environ-
ment, each computation is performed simultaneously on each
cell in an identical manner. A very useful source for MATLAB
programming styles is the Appendix of a text by Borse.13

Before solving the energy-balance equations for the tem-
peratures and emissions of the two layers, the input parameters
must be specified. These values have been gathered from
different sources. The land fraction fland(n) is taken directly
from Hansen et al.12 It is shown by the contours in Fig. 94.64,
which establishes the scale and resolution of subsequent maps.
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Figure 94.63
Movement of radiative and nonradiative energy in the two-layer scheme.
Horizontal arrows indicate deposition in the layer. Lighter arrows represent
radiation that is either reflected or passed through a layer unabsorbed.
Multiple reflections of UV radiation are accounted for by the factor kM in
Eqs. (1a) and (1b) in the text. The factors ap, A, and B are the overall frac-
tions of S0 that are reflected, absorbed by the upper layer, and absorbed by the
lower layer, respectively. Other symbols are defined in the text.
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The 18-year-average annual cloud fraction coverage was taken
from data collected by satellites from 1983 to 2001 under the
International Satellite Cloud Climatology Project.14 Similarly,
surface reflectivities (rS) were estimated by using the ISCCP
surface reflectivities in coordination with Table 4.2 in
Hartmann.2 Hartmann specifies albedo ranges and typical
values for distinct land types. Table 94.II shows the land types,
albedo ranges, and typical albedo values. The estimates of rS
are shown in Table 94.III.

It might appear that a serious approximation is being made
in neglecting net annual lateral transport of energy. Lateral heat
flows, however, will be effectively redirected into a vertical
heat flux; the quantity SNR will contain this contribution.
Consider, for example, a horizontal wind, carrying water vapor
from one cell to the next. When the vapor precipitates in the

Table 94.II: Land types and their associated albedo ranges (in percentages) deduced from
a map [Fig. 5.14, by Dickinson (Ref. 18); Table 4.2 by Hartmann (Ref. 2)].

Land type
(Dickinson)

Land type
(Hartmann)

Albedo
range

Typical
value

Tundra and desert Dry soil/desert 20–35 30

Grass and shrub Short green vegetation 10–20 17

Crop Dry vegetation 20–30 25

Wetland and irrigated Short green vegetation 10–20 17

Evergreen tree Coniferous forest 10–15 12

Deciduous tree Deciduous forest 15–25 17

Table 94.III: Corrected values for land and sea reflectivities in the high latitudes (see text). A negative
latitude corresponds to the southern hemisphere. For -76∞ to -89∞ rland is set at 0.6 because of
the year-round Antarctic ice. The latitude -68∞ reflectivity is set slightly lower than Antarctica
as a result of a lack of permanent ice. In latitudes 68∞ to the north pole, r gradually increases,
taking seasonal snow and ice into account. rsea at 60∞ and -60∞ is set at 0.3 to avoid a sharp
jump from water set at 0.1 in the mid-latitudes to the higher polar values for ice and snow cover.
These values are rough estimates for partial and seasonal snow and ice cover. Fresh snow can
have an albedo up to 0.9, old, melting snow up to 0.65, and sea ice without snow cover up to 0.4
(see Ref. 2, Table 4.2, p. 88). Values not shown (—) are longitude dependent and are taken
directly from satellite data in detail.

Latitude

(∞)

-89 -84 -76 -68 -60 -52 to 52 60 68 76 84 89

r (land) 0.6 0.6 0.6 0.55 — — — 0.4 0.5 0.55 0.6

r (sea) 0.6 0.6 0.6 0.55 0.3 — 0.3 0.4 0.5 0.55 0.6

form of rain, it releases latent energy. That energy release
contributes to the vertical energy balance in the (receptor) cell.
This energy enters �horizontally� into the cell. Similarly, in
some nearby cell, some vertical energy flux went into evapo-
ration, and that cell suffers an energy loss if the water vapor is
transported out of the cell. Since our cells are large, we do not
expect the horizontal energy transport to cover more than one
or two cells, for local disturbances. Consequently there may be
a correlation between a loss of SNR in one cell and a gain in SNR
in a nearby cell. The annual latitude dependence of SNR, which
will be discussed in the last section, may well be made up of
such transport contributions. A less obvious but very signifi-
cant assumption is that the theory continues to work at latitudes
having long periods of low solar irradiance, when cloud cover
may vary significantly between polar winter and summer
periods. This requires negative values of SNR to maintain flux



DEVELOPMENT OF AN ELEMENTARY CLIMATE MODEL:  TWO-LAYER CELLULAR CASE

LLE Review, Volume 94 131

balance. Negative values of SNR may represent fluxes from a
missing reservoir layer, which is planned for a future refine-
ment of the model.

2. Cellular Values of Parameters
The value of a parameter g that depends on the choice of

cell will be written g(n), where, unless otherwise specified, n
is an arbitrarily assigned cell number. To calculate the incom-
ing solar radiative flux to a cell, we use astronomical defini-
tions and notations to track the sun�s position relative to a
cell�s midpoint every two weeks throughout the year. The
incident radiation is the solar radiation at the distance to the
earth, 1368 W/m2 multiplied by the sine of H(n), where H(n)
is the angle of the sun from the horizon of the surface area in
cell n,

S n H n t t0
21368( ) = ¢( ) ( )-sin , , .Wm (3)

Here (see Appendix and Ref. 2, pp. 29�31 and 347�349)

sin , , sin sin cos cos cos ,H n t t t n t n t¢( ) = ¢( ) ( ) + ¢( ) ( )d b d b (4)

where b is the latitude, d is the sun�s declination angle, t� is the
time elapsed since the vernal equinox, and t is the hour angle.
During the average over 24-h periods, the angle t is limited by
sunrise and sunset conditions, i.e., there is no contribution
when sin H is negative. The annual average of S0 as a function
of latitude computed from Eq. (3) is plotted in Fig. 94.65,

along with the observed SE and TE. Equation (3) is adequate
for the purposes of our average annual model. Monthly aver-
ages require a slight correction resulting from Earth�s orbital
eccentricity (see, e. g., Hartmann2). The annual average solar
irradiance ranges from a minimum of 176 W/m2 at the poles
to 416 W/m2 at the equator, with a global annual average of
342 W/m2.

The UV parameters A and B [Eqs. (2a) and (2b)] also
become cell dependent. There are three relevant cell-varying
parameters, the UV reflectivities and the absorptivity of the
cloud layer. The surface reflectivity rS(n) of cell n is taken from
sea and land reflectances weighted by the corresponding sur-
face-type fractions,

r n f n r f n rs ( ) = ( ) + - ( )[ ]land land land sea1 . (5)

This formula was used only in high-latitude regions (�lat� ≥
60∞). Remaining reflectivities came from ISCCP data.14,15

The atmospheric reflectivities are similarly found to be

r n f n r f n rA( ) = ( ) + - ( )[ ]cloud cloud cloud clear1 , (6)

where the clear air albedo (rclear) can be assumed as 0.15
(Ref. 2, page 75). The planetary albedo aP(n) is the fraction of
original incident UV that leaves the system. On our model [see
Ref. 5, Eq. (B3)] it is given by

aP A M A Sn r n k n a n r n r n( ) = ( ) + ( ) - ( )[ ] - ( )[ ] ( )1 1
2 2

, (7)

which depends upon two unknowns: a(n), the atmospheric UV
absorptivity, and rcloud [through rA, Eq. (6)]. For absorptivity,
the expression corresponding to (6) is

a n f n a f n a( ) = ( ) + - ( )[ ]cloud cloud cloud clear1 . (8)

If we assume that clear air absorbs no UV radiation, we have

a n f n a( ) @ ( )cloud cloud . (9)

To determine rcloud and acloud, we impose a set of reasonable
planetary albedo values [Ref. 2, Fig. 2.9(a), p. 33] as a con-
straint upon Eq. (7). Values of rcloud and acloud were varied at
intervals of 0.01 until we had the greatest number of matches
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Figure 94.65
Average annual insolation (lower curve, right-hand scale), outward infrared
flux at the surface (solid curve, right-hand scale), and surface temperature
(upper curve, left-hand scale) as a function of latitude. The latter two are
latitude averages based on satellite data.15
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with the known aP(n). With this bare minimum of free param-
eters, a match to observed values occurred in 711 of the 864
cells. Most of the unmatched (meaning more than 15% differ-
ence from the Hartmann) values were near the poles. The
resulting rcloud = 0.27 and acloud = 0.06 are in reasonable
agreement with the parameters found in Ref. 9. These produce
not only a good localized match but also give the commonly
accepted global planetary albedo of 0.30 when averaged. Once
adopted, these values of rcloud and acloud are not changed in
the course of the calculations.

The cellular IR absorptivity e(n), which is also the cellular
IR emissivity, is taken to have the same form as the UV
absorptivity, Eq. (8). Parameters used were ecloud = 1 and
eclear = 0.90.

Application of the Model
1. Predicting TE(n)

We now generalize Eqs. (1a) and (1b) to the cellular case:

2 0e eS n S n A n S n S nA E( ) - ( ) = ( ) ( ) + ( )NR (10a)

and

- ( ) + ( ) = ( ) ( ) - ( )eS n S n B n S n S nA E 0 NR . (10b)

A(n) and B(n) are given by equations identical to Eqs. (2a) and
(2b) in which certain parameters are made cell dependent, as
discussed above.

Our first attempt with the cellular model was a direct 864-
cell extension of the methodology of the earlier one-cell or
one-dimensional two-layer model. We refer to this application
of the model as �TE predictive.� We allowed the annual aver-
age value of SNR(n) to depend on land and sea fraction and took
it to be proportional to the solar input, as follows:

S n f n f n S nNR land sea( ) = ( ) + ( )[ ] ◊ ( )0 03 0 16 0. . . (11)

From the solution of each pair of Eqs. (10a) and (10b) for SE(n),
TE(n) was calculated on the basis of the assumed SNR(n). The
numerical coefficients in Eq. (11) were chosen by an extensive
search of parameter space to produce the observed global
average temperatures (TE = 288 K, TA = 250 K). This flux has
a global average of 42.3 W/m2, an improvement on the one-
dimensional model9 in that the latter had been unable to

accommodate any non-zero average SNR without compromis-
ing other assumed input parameters. We emphasize that the
only completely arbitrary parameters in the fit were the two
numerical coefficients in Eq. (11). We consider this remark-
able; it endorses the general reasonableness of the elementary
two-temperature model for individual cells. The form of
Eq. (11) also suggests a global asymmetry in the distribution
of SNR. We will return to this later.

The preliminary cell results are shown in Fig. 94.66(a)
and are compared with measured values [satellite data;15
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(a) Computed �TE-predictive mode� surface temperatures (in K) using a
direct cellular extension of the elementary model of Ref. 9, as described in
the text. The average nonradiative flux is 40 W/m2 and the average surface
temperature is 288 K. (b) Observed surface temperatures, defined as
those obtained by satellite,15 with an average of 288 K. (See the caption of
Fig. 94.64 for the key to the axes.)
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Fig. 94.66(b)]. These diagrams show how a set of calculated
locally determined temperatures [Fig. 94.66(a)] having the
correct global average may disagree significantly from ob-
served local values [Fig. 94.66(b)] having the same global
average. While this is not the least bit surprising, a comparison
of the two parts of Fig. 94.66 provides a qualitative evaluation
of the errors that occur in the making of simple models. The
agreement is closer than one might reasonably expect from
simplistic models but the determined set is far from unique.

2. Predicting SNR(n)
Because of the difficulty choosing the coefficients of

Eq. (11) to produce a match with observations [Figs. 94.66(a)
and 94.66(b)], we made a major change in operational proce-
dure. The linear Eqs. (1a) and (1b) or (10a) and (10b) lend
themselves equally to computing any two of the quantities
SNR, SA, and SE, given the third one and S0 as an input.
Therefore, instead of adjusting the value of SNR to predict
observed local surface temperatures, we did the opposite:
taking TE(n) as a known input parameter from ISCCP satellite
data11 and S0(n) from Eq. (3), we used the balance equations to
calculate SA(n) and SNR(n). This �SNR-predictive� mode of
calculation is accomplished most easily by combining the two
flux Eqs. (10a) and (10b):

S n A n B n S n S nENR ( ) = ( ) + ( )[ ] ( ) - -( ) ( )2 20 e . (12)

Recall that S n T nE E( ) = ( )s 4.  Eliminating SE from (10a) and
(10b) results in the companion equation for SA:

e e

e e

2

10

-( ) ( )

= ( ) + ( )[ ] ( ) + -( ) ( )

S n

A n B n S n S n

A

NR . (13)

The results for the annual average of SNR(n), calculated from
the observed surface temperature TE(n), are shown in
Fig. 94.67(a). SNR(n) and SA(n) have global averages of 64 and
236 W/m2 (the latter corresponding to TA = 254 K), respec-
tively. In the earlier noncellular model,9 the highest value of
SNR that could be obtained without unreasonable parameters
was 40 W/m2, and in the above TE-predictive mode it was
42.3 W/m2, so the SNR-predictive mode result 64 W/m2 repre-
sents a further improvement. The generally quoted global
average of SNR is 102 to 105 W/m2.16,17 SNR(n) appears to be
most negative at the higher latitudes and most positive near the

equator. A negative value of SNR(n) corresponds to nonradiative
energy transfer from the atmospheric layer to the surface layer
or a lateral flow into the cell, as discussed earlier.

A distinctive feature of our results is the prominent drop
of SNR in the regions of the Sahara and Saudi Arabia
[Fig. 94.67(a), at matrix elements (20�25, 14�16)]. Its cause is
a confluence of strong effects on the two terms in Eq. (12):
relatively high surface reflectivity and low cloud cover, which
reduce the first term, and relatively high temperature,
which increases the absolute value of the (negative) second

(a)

(b)
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(a) Computed �SNR-predictive mode� nonradiative flux SNR(n) (in W/m2)
using the cellular model but with surface temperatures as input. (b) dSNR(n),
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of latitude [see Eq. (16)]. The one region of large residuals corresponds to the
Sahara desert region. (See the caption of Fig. 94.64 for the key to the axes.)
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term. A similar but milder dip appears in the eastern region
of Australia.

Figures 94.67 and 94.68 reveal a possible smooth depen-
dence of SNR(n) on latitude. Figure 94.67(b) shows the resi-
dues dSNR(n) after latitude averages are removed, as discussed
in the next section.

3. The Zonal Average of SNR
�Zonal� averages are made over cells lying within zones

having the same latitude. Following convention,18 we denote
zonal averages by angular brackets �...�. If the area of cell n =
(p,q) is A(p,q), where p is the latitude cell index and q is the
longitude cell index, we have, for example,

S p
A p

A p q S p q
q

NR NR( ) = ( ) ( ) ( )Â1
, , , (14)

where A(p) is the total area of zone p,

A p A p q
q

( ) = ( )Â , . (15)

For convenience the latitude index p will be converted into
the latitude b, measured in degrees, at the center of the cell and
we will write, again for example, S S pNR NRb( ) = ( ) .

The zonal averages SNR(b) are shown explicitly in
Fig. 94.68, where a very regular latitude dependence emerges
clearly. Indeed, SNR(b) can be represented to within ±9 W/m2

by

SNR
fit b b b( ) = + +( ) -40 80 2 10 6cos sin ,D (16)

with D = 5∞. In Fig. 94.68 the residuals between SNR(b) and its
fit are also shown. When this zonal average is removed from
the cellular results of Fig. 94.67(a), the residuals [Fig. 94.67(b)]
are obtained. They are noteworthy for their general smooth-
ness and for their relatively small size, which is of the order of
5%�10% of the solar input at the surface.

It is not surprising that SNR(b) has an asymmetry between
the northern and southern hemispheres. In retrospect we see
that the ad hoc form, Eq. (11), used in the TE-predictive
calculation, was biased toward the southern hemisphere, where

the sea fraction is dominant. Figure 94.69 shows the 18-year-
average surface reflectivity in months 1 and 7 (Ref. 10), giving
further insight into the peculiarities of SNR. The reflectivities
are slightly higher in the northern temperate zone than in the
southern. In the polar regions, the times of greater solar
irradiance may not occur when the surface reflectance is at its
average value. Indeed, the polar regions are generally rather
anomalous. We have not concerned ourselves too much with
them because the model, generally limited to dealing with
annual averages, lacks the ability to describe accurately the
effect of Arctic and Antarctic nights in which S0(n) = 0. There
is some seasonal variation in the cloud cover data, which may
be responsible for the fact that the interesting term -10 6sin b
does not hold in the polar regions. One is tempted to speculate
on the origin of the sinusoidal term: the insolation does not
have a pure cosb dependence because of the inclination of
Earth�s axis to the plane of its orbit, and Hadley cells19 may
play a role in it.

The existence of extensive databases provides the student
an opportunity to explore many other effects through the
medium of this theory. As an example, we have used data from
ISCCP14 consisting of averages of the measured parameters  at
each month over an 18-year period. For each month, the
average SNR(b,t) was calculated and compared to SNR(b) by
looking at the difference between the two. This difference also
appears to follow a trend that is most clear in the region
between latitudes -60∞ and +60∞. For this region the difference
is approximately linear and oscillates about b = 0∞ with a period
of one year. The difference itself can be fitted well to
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DS t tNR b b, sin( ) = - ( ) ( )◊ ◊285 60 30o o (17)

(where t = 0, September 15; t = 1, October 15; etc.).

Now, we have shown that the annual average SNR follows
Eq. (16), and the difference between monthly and annual
values follows Eq. (17), so the monthly SNR can be written as

S t

S t

NR
fit

NR

b

b b b

,

cos sin ,

( )

= + +( ) - + ( )40 80 2 10 6D D (18)

in the specified region -60∞ £ b £ +60∞. For the month of
January, the values of SNR calculated directly from the data are
compared to those given by Eq. (18) in Fig. 94.70. The fitting
is very close to the calculated values in the region -30∞ £ b £
+45∞. The discrepancies of up to 50 W/m2 outside this region
are most likely due to the hemispheric asymmetry of SNR. This
asymmetry was ignored in Eq. (17), which is antisymmetric
about b = 0∞ and uses a perfectly sinusoidal maximum value for
b = ±60∞. The calculations from data, however, show that
during the southern summer, SNR(-60∞,t) increases to close to
400 W/m2, but in the northern summer SNR(+60∞,t) does not
even reach 300 W/m2. Also, at any month, the value of
SNR(60∞,t) does not equal SNR(-60∞,t), as in Eq. (17), leading
to an over- or underestimation of SNR from Eq. (18).
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A sample determination of nonradiative flux SNR for the month of January
(18-year average). Diamonds: values determined from our model calculation.
Squares: values determined from the fitting function, Eq. (18). The fit is
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Finally, in Fig. 94.71 we compare averages of SNR over two
months in succession (February and March 1995). The 18-year
average for the respective months has been subtracted, and the
polar regions have been omitted from the diagram because
average monthly variations in reflectivities and cloud cover
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may be large. Deviations of the order of 50 W/m2 show the
presence of large-scale, persistent nonradiative �weather sys-
tems,� each of which is composed of about 20 independent
cells. These systems produce deviations in SNR much larger
than those shown in Fig 94.67(b). The figures serve to illustrate
east�west nonradiative energy transport. Only when averages
are taken over the 18-year database do the smooth results given
by Eqs. (17) and (18) and Figs. 94.68 and 94.70 result.

Summary and Discussion
The two-level global model of Ref. 9 has been applied

locally; that is, each cell in a grid has been assumed to have
annual average temperatures and the fluxes have been deter-
mined by the cell�s own parameters and average insolation.
The observed local planetary albedo is used as a control on the
modeled surface and atmospheric reflectivities. In the model�s
more successful (SNR-predictive) implementation, the set of
surface temperatures is used as input; the nonradiative flux
from the surface SNR and the ideal atmospheric radiative flux
SA are the principal outputs. The globally averaged SNR is
predicted to be about 64% of its usually quoted global value of
102 to 105 W/m2, an improvement over TE-predictive models
using assumed nonradiative fluxes, where values of only
0%�40% were possible.

The value of the globally averaged atmospheric radiative
flux SA is 236 W/m2, adequate to maintain overall radiative
balance with an effective atmospheric radiative temperature of
TA = 254 K (recall that the emissivity is taken as 0.89, as in
Ref. 9). Since our model assigns only this one temperature to
the atmosphere, it is constrained to predict that the downward
IR flux is identical to the upward flux. In the real atmosphere,
a temperature gradient exists and the lower layers most effec-
tive in radiating downward are at a higher temperature. The
downward flux should thus be greater than eSA, as is ob-
served.18 We are developing a three-temperature version of our
model, to be the subject of a future article in the series, and
according to preliminary estimates, an appropriately larger
value of SNR will be obtained that will balance the extra
downward IR.

Having noted a correlation between SNR(n) and latitude, we
examined its zonal average. A clear asymmetry resulted be-
tween the northern and southern hemispheres, illustrating the
effect of asymmetry of the hemispheric land masses and the
differences in reflectivity parameters resulting from the nature
of the Arctic and Antarctica. Fittings of other data sets to
develop formulae for individual components of SNR are dis-
cussed by Budyko.5

We emphasize the accessibility of both the data and our
model representations to students interested in applying the
elementary aspects of climatology to real data. As suggestions
for future workers: (1) It would be interesting to use databases
averaged over different periods of time to see if long-term
differences in the form of Eqs. (17) and (18) result. (2) A study
of the form, structure, and persistence of these large-scale

Figure 94.71
(a) The monthly values of SNR for February 1995 minus the 18-year average
value of SNR for February, for the temperate zones. Large deviations,
~50 W/m2, in large-scale �weather� patterns are seen. (b) Similar to (a), for
March 1995. Comparing with February, it can be seen that some nonradiative
�weather cells� (indicated by shading) persist for at least a month and some
(indicated by stippling) are more ephemeral. The largest features cover 10
to 20 cells, each computed independently.
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List of symbols and abbreviations. [Note:  symbols of the form TA(n) are not included.
The meaning of such a symbol is “the value of TA in cell n.”

A UV atmospheric input parameter [Eq. 2(a)] rsea Reflectivity of the sea portion of a cell

A(p) Area of a band of cells of latitude index p S0 Solar constant averaged globally and over
time, 342 Wm-2

A(p,q) Area of a cell of latitude index p and
longitude index q

SA Ideal radiative flux in the atmosphere or upper
atmosphere layer, s TA

4

a Atmosphere’s absorptivity in the UV SE Ideal radiative flux in the surface layer, s TE
4

aclear Absorptivity of cloudless air in the UV SNR Net nonradiative flux upward from the surface

acloud Absorptivity of air with clouds in the UV t Solar hour angle (see Appendix)

B UV surface input parameter [Eq. 2(b)] T� Time elapsed since the vernal equinox

fcloud Fraction (of a cell area) consisting of cloud TA Effective radiative temperature of the upper
model layer, representing that of the
atmosphere

fland Fraction (of a cell area) consisting of land TE Temperature of the lower model layer,
representing that of the surface of Earth

H Horizon angle of the sun UV Refers to that part of the spectrum of the sun
that is absorbed by the atmosphere; roughly
wavelengths shorter than 600 nm

IR Refers to that part of the spectrum with
wavelengths longer than 600 nm; largely
not absorbing the sun’s spectrum but
absorbing much of Earth’s

aP Planetary albedo

kM Multiple reflection parameter b Latitude associated with a set of cells

n Cell label, also in matrix style p, q d Solar declination angle

p, q Latitude and longitude cell indexes,
respectively

D Fitting parameter (phase shift); see Summary
and Discussion.

rA Reflectivity of the atmosphere in the UV e Atmosphere’s absorptivity (and emissivity) in
the IR

rclear Reflectivity of clear air eclear Clear air absorptivity (and emissivity) in the
IR

rcloud Reflectivity of the cloud portion of a cell ecloud Cloud absorptivity (and emissivity) in the IR

rland Reflectivity of the land portion of a cell s Stefan–Boltzmann constant, 5.67 ¥ 10-8

Wm-2 K-4

rS Reflectivity of the surface in the UV

monthly �weather patterns� during an El Niño cycle should
be informative.
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Appendix A:  Spherical Astronomy Fundamentals
The altitude H of the sun can be found by applying the law

of cosines20 to the observer�s spherical triangle DZNS, where
Z is the observer�s zenith, N is the north celestial pole, and S is
the sun. Then arc ZS is 90∞�H; arc NZ is 90∞�b, where b is
the latitude; and arc NS is 90∞�d, where d is the declination of
the sun, available from a table lookup in, e.g., Ref. 21.
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The angle �SNZ is called the sun�s hour angle H; instead of
being measured in degrees, it is measured in time units from
12:00 noon (1 h = 15∞). It is negative (positive) when the sun
is in the eastern (western) half of the sky. These quantities are
related by the spherical law of cosines:

sin sin sin cos cos cos ,H t= +b d b d (A1)

At sunrise, H = 0; the equation determines the time at sunrise
t = -t0. At sunset, again H = 0 and t = +t0. The length of daylight
is then 2t0.

The declination of the sun can also be approximated. The
sun moves along a great circle, called the ecliptic, which is
inclined at an angle i = 23.44∞ to the celestial equator. At the
vernal equinox (~March 21) the sun is at a point V, one of the
two intersections of the celestial equator and the ecliptic, and
is moving from negative to positive declination. Let the point
P be on the celestial equator, with arc NSP = 90∞. Consider
the spherical triangle VSP. The angle �SVP = i and the angle
�SPV = 90∞. The arc VS is approximately Wt�, where W =
360∞/1 yr and t� is the time elapsed since the vernal equinox.
From the spherical law of sines for VSP one has

sin sin sin .d = ¢i W (A2)

Since the sun moves slightly faster (slower) on the ecliptic
than average when we are at perihelion, January (aphelion,
July), this is only an approximate relation.
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