Direct-Drive Implosion Experimentswith
Enhanced Beam Balance on OMEGA

Introduction

Laser-driven, direct-drive inertial confinement fusion (ICF)
is accomplished by near-uniform illumination of spherical
fuel-bearing targetswith high-power laser beams. 13 A goal of
ICF is to achieve thermonuclear ignition and gain, which
requires symmetric compression of the fuel to high tempera-
tures (=4 keV) and high areal densities (=0.3 g/lcm?). Both
target imperfections and departures from symmetric laser
illumination contribute to degradation of target performance.
Low-mode(/ < 10) perturbationsof theintensity, generally due
to beam-to-beam variations, can cause distortions of the core
at stagnation; whereas small-scale imperfections in the target
layers and in the single-beam intensity profiles contribute to
higher-mode (¢ = 10) perturbations, which lead to Rayleigh—
Taylor unstablegrowth, target breakup, and mixing of material
from the shell and from the gas fill. Both can degrade target
performance by reducing the peak temperature and areal den-
sity of thefinal fuel region.

Direct-drive ICF implosion experiments are currently be-
ing performed on LLE’s OMEGA laser system.* The goal of
these experiments is to attain near-ignition conditions in the
compressed fuel region. Implosion experiments are being
performed with both surrogate cryogenic targets®8 (where the
shell actsasthe main fuel layer) and actual cryogenic targets’
(wheretheshell isprincipally solid fusionfuel). The cryogenic
targets are being prepared by the newly implemented Cryo-
genic Target Handling System® using D, asthefuel layer. The
eventual goal isto demonstrate optimized implosions of cryo-
genic DT-fuel targets. Studies of the performance of surrogate
fuel targets have shown that the smoothness of the individual
beams has ameasurabl e effect on target performance; 6 how-
ever, the effect of beam balance on the target performance has
not been quantified.®

This article presents a method that measures the beam-to-
beam intensity variations at the target and then uses these
measurements to correct the beam intensities, thereby mini-
mizing the variations. The beam-to-beam UV intensity varia-
tionsat thetarget areinferred from measurements of the x-ray
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flux produced by each of the 60 beams of OMEGA seen
separated on a 4-mm-diam, Au-coated spherical “pointing”
target. Up to eight x-ray pinhole camera (XPHC) images are
electronically recorded per shot from which variations in
intensity are determined, taking into account view-angle
effects and x-ray conversion efficiency dependence on inten-
sity. The observed variations are then used to correct the beam
intensities to produce more-uniform irradiation (or enhanced
beam balance). The enhanced beam balance condition is in
contrast to the standard beam balance condition arrived at by
balancing the output of the laser as measured by 60 cross-
calibrated full-beam calorimeters. As applied to imploding
targets, the enhanced balance condition consistently yields
improved symmetry of the imploding shell as observed by
multiple-view x-ray imaging diagnostics. Thisis evidence of
a more-uniform final fuel layer in the imploding target, an
important goal for eventual attainment of ignition and gain.

M easurement of On-Target I ntensity
Using X-Ray Imaging

To accurately determine the intensity of a beam striking a
laser target, it is necessary to be able to measure the full-beam
intensity and/or energy beforefocusing and thento account for
all losses incurred in transporting the beam to the target. In
addition, thebeam profileat itsfocusmust beknown. OM EGA
uses distributed phase plates and spectrally dispersed fre-
guency modulation to produce atime-averaged intensity pat-
tern at the target, which is smoothed in space [smoothing by
spectral dispersion (SSD].° The SSD version currently in use
on OMEGA smooths the beam in two dimensions with an
effective bandwidth of 1 THz and is enhanced by the use of
polarization smoothing (PS).1% The smoothed beam instanta-
neously has a so-called super-Gaussian shape given by

lov(r) = 1uy (0) x € 79)" )

where | ;y/(0) is the intensity at the beam peak, and r and o,
are in units of distance from the beam center. Typical values
for OMEGA 1-THz-SSD-with-PS beamsare o, = 300 um and
n=25.
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Sincetheintegral of Eq. (1) over time and space yields the
beam energy, it is easy to see that for beams of equal size
(i.e, equal o, and ) a measurement of the beam’s peak
intensity is sufficient to measure the beam energy. Here,
advantageis being taken of the high UV-absorption efficiency
of Au at high intensities (>90% for intensities below 1013
W/cm?). 1! Inverse-bremsstrahlung-heated Au plasmasreradi-
ate most of their energy in the soft x-ray range (1 to 10 keV),
making it possible to image the emission and, with knowledge
of thex-ray conversion efficiency, toinfertheUV intensity that
produced the observed x-ray flux. Phenomenologically, the
x-ray flux resulting from an incident intensity I, can be
expressed as

Iy =Cuv-x % | v » 2

where Cy_ IS a constant dependent upon the x-ray band
(energy range) and detection method utilized (see Subsec-
tion 3).

Spherical targets coated with Au have been used to verify
beam alignment on OM EGA since target experimental opera-
tionsbegan.12 Thismethod can determine the beam placement
to an accuracy of ~10 yum. It has been noted for some time that
although beam energies have been made to be nearly equal at
the output of the laser, intensities on target appear to differ
significantly. Figure 91.20 shows an x-ray image from a
pointing target recorded by a charge-injection-device (CID),
x-ray-sensitivecameral3at theimageplane of anx-ray pinhole

TIM 6 pinhole Beam 4-2

cameraimage
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camera. (The pinhole cameras use 10-um-diam pinholes at a
distance of 164 mm and a magnification of 4.0. The CID
cameras have 38.5-um-sq pixels, giving a resolution at the
target of ~12 um.) The pinholes themselves are covered with
a 101.6-um-thick Be foil with an additional 50.8 um of Be
between the pinhole and the detector acting as a vacuum
window and alight shield for the camera. The camerasensitiv-
ity and window transmission provide for an effective energy
band with aminimum of ~2 keV and falling sensitivity above
4 keV (seeRef. 13 for further details). Two of the beams at the
center of the image have been highlighted (beams 4-2 and
4-4), and lineouts through the images are shown. Despite the
fact that the beam energies are reported to be nearly equal, the
peak x-ray intensities are seen to differ by afactor of ~2. This
suggests that either the reported energies are in error or other
factors, such asbeam size on target or unaccounted-for losses,
differ significantly for these two beams. (These two beams
were chosen since from this view the beams are at the same
angleto the view direction normal; any angular effects on the
observed intensity should therefore be equal.) The following
method is suggested by images obtained on beam-pointing
shots: Measure the beam intensities on target using a set of
cross-calibrated x-ray cameras; correct the observed intensi-
ties for view-angle effects and conversion-efficiency depen-
dence. The incident-beam-intensity variations can then be
determined. Once these corrections are determined, the beam-
to-beam intensity differences can then bereduced, resultingin
more nearly spherical implosions. This technique and its
application and results are the subject of the remainder of
this article.

ADU’s (103)
OO P N W b~ O

T Figure 91.20

(@) TIM (ten-inch manipulator)-based pinhole
cameraimage of a4-mm-diam, Au-coated pointing
R target taken with a CID camera. Beams 4-2 and 4-4
4-2 are shown in enlarged insets. (b) Lineouts through
thex-ray beam spots showing thedetected intensities
in analog-to-digital units (ADU’s). Despite nearly
equal reported energies, the peak x-ray intensities

600 800 differ by about afactor of 2.

Distance (um)

Reported UV-on-target
OMEGA shot 21568

Beam 4-2 =353.3J
Beam 4-4=351.2 J
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1. The View-Angle Effect on the Observed X-Ray Intensity

The effect of view angle on observed intensity has been
determined by uniformly illuminating a 1-mm-diam, Au-
coated sphere (Fig. 91.21) at an intensity equal to the mean
intensity on a pointing shot (~1014 W/cm?). Since all beams
now overlap, theindividual beam energiesare ~6 times|ower.
The azimuthally averaged radial lineout of the x-ray image
[Fig. 91.21(b)] isseen to closely match that expected from an
optically thin plasma shell, as characterized by

Ix(r) = 1x(0) * (ro/a)

x%/(l+Ar/ro)2 ~(r/r0)? -Jl—(r/ro)zg 3

where1,(0) istheintensity observed at the center of theimage
(face-on), r isthe distance in the target plane from the center
of the image, rq is the plasma emission radius, and Ar is the
plasma thickness. The profile of Fig. 91.21(b) is best fit by
values of ro =500 ym and Ar = 113 pm.

2. Camera Cross-Calibration

Up to eight x-ray cameras are used on a pointing shot,
producing different views of the beams on target. To compare
beam imagesfrom two cameras, the view-angle effect must be
removed, leaving only the differencein collection solid angle
(pinhole area) and camera gain. Figure 91.22 shows one such
comparison of beam peak intensities seen from two cameras
after correcting for the view-angle effect using Eg. (3) and

targets). The observed intensities follow a straight line with a
zerointercept and aslope equal to theratio of the sensitivity of
the two cameras.
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Figure 91.22
View-angle-corrected beam peak intensities as viewed by two x-ray pin-
hole cameras. The straight-line correlation demonstrates the validity of the
view-angle correction and determines the cross-calibration factor for the
two cameras.

3. Conversion-Efficiency Dependence and Determination

of On-Target Beam-to-Beam Variation

An estimate of the power-law conversion of UV to x rays
was determined by varying a single-beam energy, yielding a
value of yin Eq. (2) of ~3.7. This preliminary value was then
used when fitting values of the observed beam shapes. Com-
bining Egs. (1) and (2) yields

using the best-fit parameters as determined from the results 0 neY
showninFig. 91.21 (Ar = 113 um, whereasrq =2 mmfor these I (r) =14(0) = (o) 3 4
(@) CID image (H6 view) (b) Radial profile
4 T T
2 -
5 ro=500um Figure 91.21
_§ 3F Ar=113um - (a) An x-ray pinhole camera image of a uniformly
I~ L -~ illuminated, 1-mm-diam, Au-coated sphere used to de-
.,;:’ oL ;Pé%?eu i termine the angular effect on the observed surface flux
B density. (b) The azimuthally averaged radial profile of
% the uniformity target. Regions of the target not covered
c 1 — by gold (at points of support during coating) were
g excluded from the azimuthal averaging.
O | |
1-mm-diam 0.0 0.5 1.0 15

Au-coated sphere

E11296
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where

y

Ix(o) =Cyv—x X [IUV (0)] ©)

Figure 91.23 shows afit of a single beam (4-4) to Eq. (4).
The peak values are determined in thismanner for every beam
by using up to eight pinhole cameras.
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Figure 91.23

Fit to a single-beam x-ray intensity profile using a super-Gaussian with
power-law x-ray conversion efficiency [Eq. (4)].

With a set of cross-calibrated cameras, variations from
beam to beam can be determined for all 60 beams of OMEGA.
During laser system operation, some beam-energy variation
occurs due to variations in amplification and input beam
(driver line) energy. System calorimeters [e.g., high-energy
diodes (HED’s)] are used to account for these variations. If
beam-energy variations are accounted for by variationsin the
HED-measured beam energies, then beam-to-beam variations
not dueto beam-energy variations should remain the same and
show up as differences on target. Thisis seen in aplot of the
ratio of the normalized inferred peak UV intensity IGV de-
rived from x-ray imaging to the normalized HED determined
UV intensity Iy, for all 60 beamson oneshot ascompared with
theaverageof thesamefor seven shots(Fig. 91.24). Thevalues
are seen to be stable despite large variations in beam energy.
Using the average values of theseratios, R; is given by

R =1uv. /Ebv, - (6)

where IBVi isthenormalized x-ray-inferred UV peak intensity
and Eyy, isthe HED-determined normalized UV energy on
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target (both for theith beam). Applying these correctionstothe
HED-measured energies allows for a more accurate determi-
nation of the power-law conversion parameter y [Eq. (4)].
A best-fit value of y= 3.42+0.13 is seen to fit the observed
x-ray to UV variation (Fig. 91.25).
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Figure 91.24

Valuesof theratios of the normalized x-ray-inferred beam peak intensitiesto
the normalized HED-inferred beam energies for all 60 beams determined
from one pointing shot versus the same values averaged over seven shots.
Each data point represents a different beam. The beam energies were pur-
posely varied from ~250 to 440 J, resulting in little change in these ratios
despite nearly 100% changes in the peak x-ray intensity.
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Figure 91.25

The observed peak x-ray intensities corrected for view-angle effect as a
function of the corrected beam energies. The dependence follows a power
law of y=3.42+0.13.
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Enhanced On-Target Beam Balance

In the standard balance technique, the gainsin the amplifi-
ers by stage, and the losses by stage (primarily in the split
regions), are adjusted to produce equal beam energies at the
system output calorimeters. The UV energies on target are
inferred from continuous-wave (cw) laser measurements of
the losses incurred in each beam by the mirrors, lenses,
diffracting optics, vacuum windows, and debris shields from
the system output calorimeters to the target (i.e., from the
transport to the target). Variations of these losses are kept to a
minimum by replacement of the poorest-performing elements.
In contrast, the enhanced bal ance techni que usesthe measured
x-ray intensitiesat thetarget to determinethegain of thelast IR
amplifier required to produce equal intensities (x-ray and,
hence, by inference UV also) at the target. An agorithm has
been developed by which abeam’s desired UV energy output
can be achieved with avariation in the capacitor-bank voltage
of the final disk amplifier.

Using the measured values of R;, it is possible to further
minimize on-target variations by iteration. From Eq. (6) it
follows that

luy; =R * Eyy; - (7

Thenormalized beam energiesarevariedto attempt tomake
all values of If_,vi equal to 1. The adjustments are made by
changing the capacitor bank voltageof thelast amplifier and by
observing the resultant change in output energy. The response
follows the equation

Euv = EiR X Gamp(Vbank) X €uv - (8)

where Eyy is the inferred UV energy, E g is the input IR
energy, Gamp isthe gain of the laser amplifier for a capacitor
bank voltage of Vg, and gy is the efficiency of the UV
conversion crystals, which is also afunction of Gy and Ejg.

Figure 91.26 shows a comparison of a standard balance
pointing shot (in which IR variations are minimized) to an
enhanced bal ance pointing shot (inwhich peak-intensity varia-
tionsareminimized). Thestandard balanceshot [Fig. 91.26(8)]
has a small variation in the HED-determined energies
[Orms(Euy) = 2.8%], but a large varigtion in the inferr
normalized UV beam peak intensities |oms|lUy ) = 6.6% .
Conversely, the enhanced balance shot [Fig. 91.26(b)] has a
larger HED-determined variation [ oyy,s(Eyy) = 6.0%], but a
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smaller variation in the inferred normalized UV beam peak
intensities [Urms(| GV) = 2.2%] . The beam-to-beam variations
have been reduced by about afactor of 3.

Orms Orms
HED's 2.8% HED’s 6.9%
XPHC's 6.6% XPHC's 2.2%
15 T T T T T T

- @ (b)
2 10+ 4 F .
2
L 5r 1 r 7

0 I I
08 09 10 11 1208 09 10 11 12

Normalized intensity Normalized intensity

E11298

Figure 91.26

The inferred UV beam peak intensity distribution for all 60 beams of
OMEGA determined on (a) a standard balance pointing shot and (b) an
enhanced balance pointing shot.

Enhanced-Balance Implosion Experiments

With the enhanced-bal ance-correction constants R; deter-
mined, the beam peak intensities can be inferred from the
HED-determined beam energies corrected by the enhanced-
correction constants R;. Figure 91.27 shows x-ray microscope
images of aset of implosionsperformed with standard balance
and enhanced balance. Three pairs of targets were used. All
were 930-um-diam, 18.5-um-thick CH shellsfilledwith 15, 7,
and 3 atm of D, gas, respectively. A clear differenceisseenin
the shape of the core apparently due to the change in direct-
drive illumination uniformity. [The two cases had average
values of Urms(| DV) =6.0% for the standard balance condi-
tion and 2.2% for the enhanced balance condition.] Fig-
ure 91.28 shows another comparison of core shape for a
different shell thickness (27 um) andfill pressure (20 atm D).
All enhanced balance implosions show more-symmetric
cores; however, small-scal e structureiscommonto both cases.

Analysis of the angular dependence of the illumination
uniformity demonstrates the effect on the implosion. The
calculated overlapintensity showninFig. 91.29isdisplayedin
an Aitoff projection for the standard-balance, 15-atm-filled
case (shot 24119, see Fig. 91.27). The overlap intensity cal cu-
| ation assumes HED-measured beam energies corrected for by
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Figure 91.27

Direct-drive implosion experiments performed on
OMEGA with 18.5-um-thick CH shellsfilled with 15, 7,
and 3 atm of D2 gas. All shotswerewith ~23 kJ of UV on

target in a 1-ns square pulse, using 1-THz SSD with PS.

The enhanced balance implosions show a more-uniform
spherical stagnation region. The calculated convergence
ratios for these implosions (initial fuel—shell interface
radius divided by final radius, CR) are indicated.

15-atm-filled 7-atm-filled 3-atm-filled
Standard ' ’ ,
balance =
567m
Enhanced .
balance

CR=14 CR=23

E11299

the enhanced balance analysis[Eqg. (7)] with all beams having
the same super-Gaussian profile (ro = 300 um and n = 2.5).
Absorption is modeled by a simple cosine dependence on the
angle the rays make with the target normal. The individual
peaks seen are at the overlap of five or six beams and are due
to the imperfect overlap of the OMEGA beamswith the given
target size, number of beams, and beam shape (~1.5% peak to
valley for perfect beam balance). Also shown is a lineout
through the computed intensity pattern as would impinge on
the limb of the target as seen from the x-ray microscope. The
intensity pattern hasan ~7% peak-to-valley variation with two
minimaat 40° and 220° and maximaat 120° and 290°, where

@ 100 um (b)

E11807

Figure 91.28

Comparison of KB (Kirkpatrick—Baez) microscope-imaged implosion cores
for apair of 27-pm-thick CH shellsfilled with 20 atm of D, (&) with standard
balance and (b) with enhanced balance. The enhanced balance implosion
again shows a more spherically shaped core.

CR=38

the angle referred to is clockwise with respect to the vertical.
After applying enhanced bal ance, the intensity variations due
to beam balance are reduced to less than 2%.
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Figure 91.29

(@) The calculated overlap intensity on a standard balance implosion
(OMEGA shot 24119) presented asan Aitoff projection of theentirespherical
surface. The measurements from the pointing shots infer a peak to valley of
7%. (b) Thelineout through thelimb of the target as seen from the KB micro-
scope used in Figs. 91.27 and 91.28.
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An ORCHID 2-D hydrocode simulation was performed
using the calculated intensity on the target limb from phase
angle40° to 220° for theaxisymmetriclaser illumination. Rad-
iation transport isnot included in thissimulation. The effect of
radiation losses, however, was accounted for by lowering the
effectiveincident intensity. By itsnature, a2-D simulation can
only simulate axisymmetric flow. Figure 91.30 shows the
result of the simulation near the time of maximum shell
compression showing aslightly distorted corewith an elliptic-
ity e = 1.08. Shown as an inset is the observed x-ray image
with the axis of the minima in the calculated intensity indi-
cated. The ellipticity of the coreimage and the simulation are
in good agreement, confirming that the main effect is ex-
plained by ameasurablebeamimbal ance. Correcting thebeam
imbalance nearly removestheresidual ellipticity asaresult of
the more-uniform illumination by the 60 beams of OMEGA.

KB3 dlipticity = 1.08

40°
OMEGA shot 24119
100 —
> ORCHID
50 um Isodensity contours
=3 r=19ns
S Ellipticity = 1.08
8
8
B
&)
0 |
11809 Distance (um)
Figure 91.30

Isodensity contours from an ORCHID 2-D hydrocode simulation of the
implosion of an18.5-um-thick, 15-atm-filled CH shell (OM EGA shot 24119).
The time of this snapshot is 1.9 ns from the start of the laser pulse (near the
time of maximum shell compression). The input intensities used were those
calculated for this experiment and occurring on the limb of the target as
observed from the KB microscope. The corresponding imageis shown asan
inset with the symmetry axis of the 2-D simulation indicated.

The symmetry of the implosions appears to correlate with
the beam balance. To determine the effects on other measures
of target performance, aseries of implosion experimentswere
performed with 1-THz SSD smoothing with PS and 1-ns
squarepulses. Thetargetsranged from 18t0 25 uminthickness
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and were filled with 3 or 15 atm of D, gas. Figure 91.31(a)
shows the ratio of the measured D-D neutron yield to the
LILAC hydrocodel>—predicted yield [yield over calculated
(YOQ)] for these experiments. This measure of target perfor-
mance is used as a means of comparison to account for
differencesin energy ontarget and shell-thickness differences
from shot to shot. The enhanced balance target implosions
were performed with slightly less energy (typically 21 kJon
enhanced balance shots and 23 kJ on standard balance shots)
since after correction for imbalance, some beams could not be
raised to sufficiently high levels, necessitating all othersto be
lowered. Theresultsare seentofollow theincluded trend lines
(dashed) with little obvious difference due to balance condi-
tion. Figure 91.31(b) showsthe measured ratio of D-T neutron
secondary yield to D-D neutron primary yield in these same
experiments. [The only difference between the two balance
conditions is the apparent larger variation in the standard bal-
ance values of the 15-atm-filled target implosions. Despite a
definite change to more-symmetric shell stagnations, the pri-
mary and secondary neutron yield measurementsindicate little
dependence of target performance on balance condition (at |east
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Figure 91.31

Measurements of the fusion yield's dependence on balance condition from
a set of 3- and 15-atm-Dy-filled CH shell implosions: (@) the ratio of the
measured to the simulated primary D-D neutron yield; (b) the ratio of the
measured secondary DT neutron yield to the measured primary D-D
neutron yield.

LLE Review, Volume 91



with these measurements).] Wheress, it has been shown in past
experiments that these measurements show a dependence on
single-beam smoothing.>6.10

Additional measurements of the directional dependence of
thetotal pRat thetime of peak fusion production haverecently
been reported by Séguin et al.16 Their measurements are
derived from the slowing down of 14.7-MeV D-He3 fusion
reaction-generated protons observed from different directions
around thetarget. They find that the observed pR asymmetries
are significantly different for the two balance conditions re-
ported in thiswork (standard and enhanced). Although asym-
metries still exist, they appear to be lower when the optimum
x-ray-inferred enhanced balance condition is imposed.

Conclusions

A method for determining and optimizing the beam-to-
beam intensity variation of the 60 beams of the OMEGA laser
system, as configured for direct-drive illumination (with
1-THz SSD and polarization smoothing), has been devel oped.
Thismethod infersthe beam-to-beam energy balanceby direct
observation of x rays emitted by Au plasmas produced by
OMEGA's focused high-power laser beams. The UV energy
balance is determined from the observed x-ray balance by
taking into account x-ray conversion efficiency and view-
angle effects in a semi-empirical manner. Optimized or en-
hanced balance is achieved by removing the precisely
determined beam-to-beam energy variation by adjusting the
gainof thelast amplifier. Themethod hasachieved athree-fold
reduction in the beam imbalance, from an inferred level of
~6% (rms) to ~2% (rms).

Direct-drive implosions with enhanced beam balance con-
sistently show more spherically shaped stagnation cores. A
2-D hydrocode simulation of an uncorrected (standard bal-
ance) implosion showsthat the magnitude and direction of the
resulting core distortion are consistent with arising from
beam imbalance. In contrast there is little effect on the YOC
ratio or fuel areal density.

The small differences in beam-to-beam energy (<10%)
have not been explained by repeated measurements of trans-
port losses in the mirrors, lenses, diffracting optics, and win-
dows. Itislikely that thedifferencesaredueto scattering losses
not accounted for by the spatially integrating techniques em-
ployed to measure transport and can be determined only by a
technique, such as described in this work, that measures the
intensity at the target with calibrated imaging diagnostics.
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