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About the Cover:

The highlight of thisissueisan article about thefirst cryogenic implosions of Do-filled targets on the 60-beam OMEGA laser. Thisisamajor
milestonein the program that will eventually lead to direct-drive, high-gain implosionson the National I gnition Facility. A tremendous amount
of preparatory work must bedoneto carry out theseexperiments. Thetargetsmust befilledwith D, gasintheFill/Transfer Station (FTS), slowly
cooled to below 18.72 K, and then gently heated with an IR laser. This produces auniform layer of D, ice on theinner surface of the capsule.
TheFTSisnot connected to the OM EGA target chamber, so thetarget must betransported to the chamber in a2300-kg moving cryostat transfer
cart (MCTC) supported on air bearings. The upper |eft photo shows Senior Technical Associates Karl Lintz and Sal Scarantino beginning the
transfer process by undocking the MCTC from the FTS. In the upper right photo, they carefully maneuver the MCTC through the hallway. In
the experimental area (lower |eft photo), under the target chamber, thelevel of auxiliary support isevident. Umbilical cablesand hoses supply
electricity and compressed air to the cryostat while Technical Associates Dale Guy and James Sailer monitor the status of the instrumentsthat
keep the temperature of the target within 0.5 mK* of the triple point of D,. Once the MCTC is positioned under the target chamber, avacuum-
to-vacuum connection must be established (lower right photo). Then the target can be lifted into the target chamber and imploded by the
60-beam OMEGA laser (center photo).
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either side of the target are the berylium stalks used to stiffen the target
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lines (above and below the target) glowing in the incident laser light.
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In Brief

Thisvolume of the LLE Review, covering January—March 2002, features“ First Resultsfrom Cryogenic
Target Implosions on OMEGA” by C. Stoeckl et al. (p. 49). This article describes initial results from
direct-drive spherical cryogenic target implosions on the 60-beam OMEGA laser system. These
experiments are part of the scientific base leading to direct-drive ignition implosions planned for the
National Ignition Facility (NIF). Results shown include neutron yield, secondary-neutron and proton
yields, thetime of peak neutron emission, and both time-integrated and time-resol ved x-ray images of the
imploding core. The experimental values are compared with 1-D numerical simulations. The target with
an ice-layer nonuniformity of oy =9 um showed 30% of the 1-D predicted neutron yield. Theseinitial
results are encouraging for future cryogenic implosions on OMEGA and the NIF.

Additional highlights of research presented in this issue include the following:

e T.J.B.Collinsand T. R. Boehly (p. 57) present atheory that model s equati on-of-state measurements
of porous materials. Experiments have been performed on OMEGA as part of the Stockpile
Stewardship Program to investigate the equation of state of carbonized resorcinol foam, a porous
material. Using the impedance-matching method, the foam Hugoniot was calculated from the well-
known equation of state of aluminum and from measured shock speeds over the range of 100 kbar to
2 Mbar.

e A second article by T. R. Boehly and T. J. B. Collins (p. 68) describes the perturbation of a target
by nonuniformities in the drive laser. Drive lasers, with known, single-mode modulations, produce
nonuniform shocksthat propagateinto CH targets. Anoptical probebeamisusedto measurethearrival
of these modulated shocks at various surfaces in the target. Experiments at moderate laser intensities
(<1013 W/cm?) exhibit behavior that is predicted by hydrocodes and simple scaling laws. This
technique may be used to observe various dynamic effects in laser-produced plasmas and shock-
wave propagation.

e A. Sunahara, J. A. Delettrez, C. Stoeckl, R. W. Short, and S. Skupsky (p. 73) describe the time
dependence of electron thermal flux inhibition in direct-drive laser implosions. They calculate the
nonlocal electronthermal conductionindirect-drive CH target impl osionswith square pul sesby aone-
dimensional Fokker—Planck solver combined with a hydrodynamic code. The results show that the
electron thermal flux inhibition at the critical surfaceistime dependent, confirming that alarger flux
limiter must be used for shorter-duration pulses. Also, the growth of the Rayleigh—-Taylor instability
for short-wavelength perturbationsis shown to be smaller due to the longer density scale length.

e L.J Waxer and J. H. Kelly (p. 79) have demonstrated precision spectral sculpting of broadband FM
pulses amplified in a narrowband medium. Amplification of broadband frequency-modulated (FM)
pulsesin high-efficiency materials such as Y b*3:SFAP resultsin significant gain narrowing, leading
to reduced on-target bandwidths for beam smoothing and to FM-to-AM conversion. These effects
were compensated for by applying precision spectral sculpting, with both amplitude and phase
shaping, before amplifying the broadband FM pulses in narrowband gain media. The spectral
scul pting, for center-linesmall-signal gainsof 10%, produced amplified pul sesthat have both sufficient
bandwidths for on-target beam smoothing and temporal profiles that have no potentially damaging
amplitude modulation.



e T.Z.Kosc, K. L. Marshall, S. D. Jacobs, J. C. Lambropoulos, and S. Faris (p. 83) describe electric-

field-induced motion of polymer cholesteric liquid crystal flakes in a conductive fluid. Polymer
cholesteric liquid crystal flakes suspended in a fluid with non-negligible conductivity can exhibit
motion in the presence of an ac electric field. The platelets have a strong selective reflection, which
is diminished or extinguished as the flakes move. Flake motion was seen within a specific frequency
bandwidth in an electric field aslow as 5 mV ,,¢/mm.

X.Zheng, Y. Xu, R. Sobolewski, R. Adam, M. Mikulics, M. Siegel, and P. Kordos (p. 88) discussthe
femtosecond response of a freestanding LT-GaAs photoconductive switch. A novel, freestanding
LT-GaAs photoconductive switch has a femtosecond response time. The switch was formed by
patterning a 1-mm-thick layer of asingle-crystal LT-GaAs into a 5-um by 15-um bar The bar was
separated from its GaAs substrate and placed across agold coplanar transmission line deposited on a
Si wafer. Theswitchwasexcited with 110-fs-wideoptical pul ses, and its photoresponsewas measured
with an electro-optic sampling system. Using 810-nm optical radiation, 470-fs-wide electrical
transients (640-GHz bandwidth) were recorded.

William R. Donaldson
Editor



First Resultsfrom Cryogenic Target Implosionson OMEGA

Introduction

The base-line direct-drive ignition target design for the Na-
tional Ignition Facility (NIF)lisathick cryogenic DT-icelayer
enclosed in athin CH shell.23 In direct-driveinertial confine-
ment fusion (ICF)# aspherical target isilluminated by alarge
number of laser beams to provide a spherically symmetric
implosion. Target implosions with cryogenic DT fuel are
planned using the 60-beam OMEGA laser system® to validate
the theoretically determined® levels of laser and target unifor-
mity required to achieve direct-drive ignition and gain on the
NIF. The OMEGA cryogenic target designs are energy scaled
from the NIF ignition designs.23 In particular, the OMEGA
cryogenic targets, driven by an energy-scaled ignition pulse,
are designed to be as “hydrodynamically equivalent” as pos-
sible to the ignition capsule designs. In this context, the
constraints placed on the OMEGA cryogenic target designs
include peak shell velocities, hot-spot convergence, in-flight
aspect ratio, and stability propertiessimilar to those of the NI F
designs. To compare igniting and non-igniting target designs,
we use the hot-spot convergence ratio, defined as the ratio of
the radius containing 90% of the yield when propagating burn
was deactivated compared to the initial ice—gas interface. In
addition, the principle sources of nonuniformity on OMEGA,
which lead to adegradation in target performance, are similar
tothe NIF. For direct-drive | CF these sources are single-beam
nonuniformity (“laser imprint”), drive asymmetry, inner ice
surface, and outer-surface roughness.

Ignition with direct-drive | CF relies on the generation of a
“gpark” in the compressed “hot spot” to begin the nuclear
burn.® The hot spot is a high-temperature, low-density region
surrounded by a low-temperature, high-density region into
which the burn wave propagates, |eading to significant energy
gain. Target and laser illumination nonuniformities lead to
distortionsinthe hot spot dueto secular (linear intime) growth
of low-order (¢ <10) modes, shell breakup, and mix duetothe
Rayleigh-Taylor (RT)”8 growth of high-order (¢ > 10)
nonuniformities. Previous cryogenic target experiments®13
have used ice layers that were formed only by S-layering, but
not thoroughly and carefully characterized. The targets gener-
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ally performed poorly (the reported neutron yields did not
exceed 0.2% of the 1-D predictions!9), and the results could
not be used to validate detailed multidimensional numerical
simulations because of the missing information on the inner-
ice-surface nonuniformity spectrum.

This article describes first experiments with layered and
characterized cryogenic targets on OMEGA. These experi-
mentshavevalidated thetechnology tofill, layer, characterize,
and shoot cryogenictargets. Thefollowing sections present the
OMEGA cryogenic target designs, describe the results of the
characterization of the inner-ice-surface quality of the cryo-
genic targets, review the results from the first cryogenic D,
campaign on OMEGA, give an outlook on future improve-
ments, and present conclusions.

OMEGA Cryogenic Target Designs

The basis for the OMEGA cryogenic designs is the NIF
direct-drive, o= 3ignitiondesign, which consistsof a340-um-
thick DT-ice layer encased in athin (3-um) plastic capsule of
1.69-mm outer radius.3 The laser pulse required for the igni-
tion design is a 9.25-ns shaped pulse consisting of a 10-TW,
4.25-nsfoot risingtoa450-TW peak drivefor 2.5 ns. Although
higher one-dimensional gains can be achieved for lower-
adiabat implosions, the highest multidimensional gains for
NIF energy and uniformity levelsare predicted to be achieved
for implosions driven on an adiabat between 3 and 4. One-
dimensional hydrodynamic scaling arguments!#4 have been
used to design the cryogenic targets for OMEGA. It has been
shown415 that the energy, time, and | aser power scalings are

(E~R3,t~R,and P~R2).

The NIF is designed to provide 1.5 MJ of energy with the
o = 3 pulse shape, while OMEGA is capable of delivering
30 kJ. Thus, the radius of an OMEGA capsule should be
approximately 0.3 timesthe NIF design, i.e., 0.46 mm, with a
100-um DT-ice layer inside a 1-um-thick plastic shell. The
equivalent OMEGA o = 3 pulse consists of a 0.75-TW foot
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rising to a33-TW peak with an overall pulselength of 2.5 ns.
Figure 90.1 shows a comparison between the NIF and
OMEGA targetsand pul se shapes. One-dimensional hydrocode
cal culationspredict again of 45 (neutronyield Y, =2.5x 1019),
ahot-spot convergenceratio of 28, and apeak fuel areal density
PRpeak = 1300 mg/cm? for the NIF ignition design. A neutron
yieldof Y,, = 1.8 x 1014, ahot-spot convergenceratio of 20, and
apeak fuel areal density pRoeq =300 mg/cm? arepredicted for
the scaled OMEGA cryogenic DT design.3 The “classical”
definition of convergenceratio (theratio of theminimumtothe
initial fuel—shell radius) isinappropriate for cryogenic targets
sincetheinner icelayer formspart of the hot spot; thereforewe
use the hot-spot convergence ratio as defined in the introduc-
tion. A detail ed analysi s'® showsthat the energy-scal ed targets
exhibit similar 1-D behavior of the shock timing and fuel
adiabat astheignition designs. Theshorter density scalelength
of the OMEGA target leadsto alower laser energy absorption
of 40% compared to 60% for theignition design. Consequently
the energy-scaled target has a slightly higher adiabat and a
lower hot-spot convergence ratio of 20 compared to 28 in the
ignition design.

TheRT instability can degradetarget performanceby break-
ingthespherical symmetry of theimplosion. TheRT instability
occurstwiceduring theimplosion: at theouter ablation surface
as the shell accelerates inward and at the hot spot/main fuel
layer interface as the capsule decelerates at the end of the
implosion. The RT instability is seeded by single-beam laser

€Y
NIF
CH —> 1.69 mm
.35 mm
OMEGA
0.46 mm
0.36 mm pRpeak ~ 1300 mg/cm2
<T>,~30keV
Y, ~2.5x 1019

TC5086

nonuniformity, drive asymmetry, feedout from the inner ice
surface, and outer-surface roughness. Detailed 2-D ORCHID
simulations® have established the maximum levels of these
nonuniformity sourcesto achieveignitionand gainontheNIF.

Theanalysisof theseresultsshowsthat, for an outer-surface
roughness of <115 nm and an inner-ice-surface roughness of
<1 um rms, individual beam smoothing by two-color-cycle,
1-THz, 2-D SSD with polarization smoothing (PS), and an on-
target power imbalance of <2% rms, again of 30 is predicted
for the NIF (70% of 1-D). The OMEGA design has been
shown315to be more sensitiveto the nonuniformity seedsthan
theNIF. Thisisattributedtothesmaller hot spotintheOMEGA
design, which can be more easily disrupted by the penetration
of the cold spikes from the main fuel layer. For the same
uniformity conditions as described for the NIF, the OMEGA -
scaled o = 3 design is predicted to give 30% of 1-D yield.1>

Target Layering and Characterization
Tocreateal00-umicelayer, the~3-um-thick, high-strength
CH shellswerefilledwith~1000 atm of D, inapermeation cell
insidethe Fill/Transfer Station (FTS).16 The process of filling
these capsules takes ~24 h because the gas pressure can be
incremented only in very small steps (0.7 atm/min) to avoid
buckling of thethin shell dueto the pressure gradient between
higher pressure outside and lower pressure inside the targets.
The targets are cooled very slowly (~0.1 K/min) to below the
triple point of D, (18.72 K) to avoid bursting from the higher

(b)
103 T T T T
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Power (TW)
T

100 | OMEGA

10—1 I | ] 1
0 2 4 6 8

=
o

Time (ns)

Figure 90.1

TheNIFand OMEGA capsuledesigns (a) and pul se shapes (b). Theradiusof the OMEGA designisapproximately 0.3 timesthat for the NI F. The pul se duration
shrinks from 9.25 ns with a peak power of 450 TW to 2.5 ns with 32-TW peak power.
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pressureof thewarmer gasinsidethetargets. After transferring
the targets from the FTS to the moving cryostat transfer cart
(MCTC), thetarget assembly isinserted into the characteriza-
tion station, where the targets are viewed using a high-magni-
fication, high-fidelity optical systemduringthelayeringprocess.
The layer is formed and maintained using an IR laser at
3.16-um wavelength, which is preferentially absorbed in the
D, ice. Thiscreatesatemperature gradient between the cooled
layering sphere, which surrounds the target, and the gas/ice
interface inside the target. Thicker parts of the ice layer are
heated preferentialy, increasing the sublimation rate in the
hotter parts, whilethe gas preferentially refreezes at the colder
parts of the ice layer. Thisresultsin anet layering effect that
leads to an equal ice-layer thickness over the entire sphere.

This IR layering scheme uses more than one order of magni-
tude more heating power than S-layering of DT-filled cryo-
genic targets can provide, which suggests that active layering
might be necessary even for DT targets.

The inner-ice-surface nonuniformities are characterized
using a shadowgraphic technique as shown in Fig 90.2. The
parallel raysfromalight sourcearerefracted at the plastic shell
and reflected by total internal reflection from the inner ice
surface, thusformingavirtual brightring. Thebrightringinthe
recorded image is unrolled using the center of the shadow of
theplastic shell asareferencepoint, providing agraph withthe
distance of theinner ice surface from the center of the shell as
afunction of angle. Thedifferencein the measured distance of

(@ Reflection from ice surface (b)
Reflection from ice surface Virtual bright ring
(0) (d)
10.0 [ =
480 . Orms = 9 M ]
\EE o
360 < I ]
o
—_ =
g 20 g 10p E
- % C E
5 r
1 =
]
0 0.1
0 60 120 180 240 300 360 0 10 20
@ (°) Mode
E11675
Figure 90.2

Shadowgraphiclayer characterization: (a) Thetargetisilluminated by collimated whitelight. (b) Internal total reflection at theice/gas surface producesavirtual
bright ring in the image. (c) The image is unrolled around its center, mapping the distance of the ice/gas interface as a function of angle around the target.
(d) The difference of the measured distance from a perfect circle is decomposed into cosine mode amplitudes.
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the ice surface from a perfect circle is then decomposed into
cosine modes, resulting in a nonuniformity spectrum of the
inner ice surface. These measurements provide only a 2-D
representation of the inner-ice-surface nonuniformity along
one circular cut through the sphere. Several such measure-
ments, along different lines of sight, can be performed to fully
map the 3-D nonuniformity spectrum.

Cryogenic Target Implosions

The cryogenic targets used in these first experiments were
~930-um-diam, ~3-um-thick shells of high-strength CH with
100-um-thick Do-ice layers. The targets were characterized
along onelineof sight and showed aninner-ice-surface rough-
ness of oyms =9 um, with the most power (~90%) in the three
lowest modes. A 1-ns sgquare pulse at ~24-kJ laser energy was
used with the best single-beam smoothing available [distrib-
uted phase plates (DPP);17 polarization smoothing (PS) with
birefringent wedges;18 2-D, single-color-cycle, 1-THz
smoothing by spectral dispersion (SSD)9] and optimized
energy balance (<3% beam to beam).20 The calculated time-
dependent, on-target overlapped nonuniformity (¢ = 1 ~ 500)
dueto single-beam nonuniformity, assuming perfect beam-to-
beam power balance for 1-THz SSD with PS, isless than 1%
after 300 ps.21 When beam overlap on target is included, the
on-target nonuniformity due to beam-to-beam energy imbal-
anceislessthan 1% (¢ < 12). Thislevel of single-beam laser
nonuniformity and drive asymmetry is close to that specified
above; however, the current level s of inner-ice-surface rough-
ness (oyms= 9 um) significantly exceed the design goal (o
<1 um). A 1-ns square pulse was used to make the implosion

less sensitive to instability growth than the o = 3 design in
Fig. 90.1. This pulse puts the target on an o = 25 adiabat and
leads to a predicted hot-spot convergence ratio of approxi-
mately 10. One-dimensional LILAC?2 simulations predict a
neutron-averaged areal density of ~40 mg/cm?, an ion tem-
perature of approximately 2 keV, and a neutron yield of 1.0 x
10, Five target shots were successfully performed in a two-
week experimental campaign. All targets showed good neu-
tron-yield performance (up to 3.5 x 1019), ranging from 4% to
30% of the clean yield, denoted as yield over clean (YOC),
predicted by 1-D LILAC hydrodynamic simulations.

Table 90.1 summarizes the performance measured by neu-
tron and particle diagnostics of two target shots, 24089 and
24096, having ice-layer nonuniformities of o;y,5= 19 um and
Orms= 9 um, respectively. The performanceis compared with
1-D clean calculations. Secondary in-flight fusion reactions of
thetritium (T) and helium (He3) ionsproduced inthe D, fusion
reaction can beused toinfer fuel areal densities.23-26 Theareal
density of the hot neutron-producing core <pR>p (T 2
0.5 keV) isinferred using theratio of the secondary proton to
the primary neutron, Y,,/Y,, from the in-flight fusion of He3
(Ref. 27). Dueto the very short range of He3 in the colder fuel
(<1 mg/cm? at T, < 0.5 keV),28 the secondary proton produc-
tionis confined to the hot parts of the core, if the electron and
ion temperatures are assumed to be equal. This measurement
saturatesat about 10 mg/cm?2for aplasmael ectron temperature
closeto 3 keV, whichis consistent with the measured neutron-
averaged ion temperatures <Ty,>,. The inferred values of
<pR> ot =5 mg/lcm? and < pR> .o, = 7 mg/cm? for target shots

Table 90.I: Target performance measured by neutron and particle diagnostics and compared to 1-D clean
calculations for the two best-performing target shots: 24089 and 24096.

1-D 24089 24096
Roughnessi(m) 19 9
Neutron yield 1.0x 1011 (1.26:0.1) x 100 (3.05:0.1) x 1010
Yield compared to 1-D 16% 30%
<Tion™n (keV) 2.1 2.90.5 3.50.5
Bang time (ns) 1.8 1.1 1.#0.1
Yor!Yr, 9.0x 1073 (8.0+0.4)x 1073 (9.0+0.5)x 1073
Yoo/ Y 1.2x 1073 (0.6+0.1)x 1073 (0.8+0.1)x 1073
<pR> 1ot (Mg/cn?) 14 51 7+1
<PR> 1o (Mg/cn?) 40 20-30-58 12-25-38
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24089 and 24096, respectively, are well below the saturation
level. Thepredicted areal density of the hot neutron-producing
core<pR>p; (T; = 0.5 keV) at pesk neutron productionin the
1-D clean calculations is 14 mg/cm?. The total areal density
<pR>ntg is measured using the downshift of the secondary
proton spectrum.2’ A relatively large spread isseeninthe data,
recorded by five proton detectors located in different ports
around thetarget. Table90.1 showstheminimum, average, and
maximum values inferred. The predicted 1-D <pR>y iS
given by the neutron-averaged areal density. The measured
average total areal densities are more than 60% of the 1-D
clean predictions. The ratio of the secondary neutron to the
primary neutron, Y,,/Y,,, canalsobeusedtoinfer thetotal areal
density.2>27 However, secondary neutron ratios are also sen-
sitive to the temperature profile through the slowing down of
the primary triton of the D, fusion reaction and the energy-
dependent cross section of thereaction. Inthese experimentsit
ismost probably saturated, giventherelatively high < pR>;q4
asinferred from the downshift of the secondary proton spec-
trum. Inaddition, secondary neutronratioscloseto 1 x 102 are
seeninthismodel only if al the fuel has atemperature higher
than 1 keV,2>28 which is a highly unlikely scenario in these
experiments. The measured and predicted bang timesare very

Shot 24089

1 mm 1 mm

Shot 24096

Target shadowgram Time-integrated x-ray

pinhole cameraimage
E11249
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close, indicating that the laser absorption and hydrodynamic
response of thecryogenictargetsareaccurately modeledinthe
1-D clean calculations. The experimental data show that the
YOC and < pR>,; are most sensitive to the inner-ice-surface
nonuniformitiesandimprovesignificantly asthenonuniformity
decreases. The neutron-averaged iontemperature and the bang
time exhibit little sensitivity to the ice nonuniformity. Fig-
ure 90.3 shows static x-ray pinhole camera (XRPC) images
and snapshotstaken by an x-ray framing camera (XRFC) with
an exposuretime of 40 psat peak compression compared with
shadowgraphicimagestaken beforethetarget shot. The XRPC
images display the entire implosion from the thin plastic shell
lighting up on the outside of the target at the beginning of the
pulse to the formation of a core in the center of the image. A
comparison of the two experiments clearly shows that shot
240096 startswith lower inner-ice-surface nonuniformitiesthat
carry over into a more integral and symmetric core. Neutron
data confirm this behavior with shot 24096 achieving 30%
Y OC while shot 24089 had 16% Y OC. This should be com-
pared to noncryogeni cimpl osion experimentson OM EGA that
have achieved YOC of ~30% for targets with acceleration-
phase-stability properties similar to thefuture o= 3 cryogenic
implosions described earlier.20

Figure 90.3

Shadowgraphic images of the targets for shots
24089 and 24096 shown in comparison with
static x-ray pinholecamera (X RPC) imagesand
x-ray framing camera (XRFC) snapshots. The
XRPC images show the lighting up of the thin
plastic shell on the outside of the target and the
formation of a core in the center of the image.
The XRFC images are recorded at peak com-
pressionwith an exposuretimeof 40 ps. A clear
correlation of the layer quality in the shadow-
graphic images and the core quality in the
XRPC and XRFC images can be seen.

100 m

X-ray framing
camera snapshot
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Both the nuclear and x-ray dataindicate that at the present
level of inner-ice-surface nonuniformity, the target perfor-
mance as measured by the YOC, the areal density of the hot
neutron-producing core, and theintegrity and symmetry of the
X-ray core image are strongly affected by the quality of the
inner ice layer. The other nonuniformity sources including
laser imprint and drive asymmetry, which did not vary signifi-
cantly during the experimental campaign, appear to be less
important in these experiments.

Near-Term Developments

Recent layering studies have produced a much better layer
quality (oyms= 3 um), with most of the amplitude in the two
lowest-order modes. Figure 90.4 shows a shadowgraphic im-
age of such a layer, together with the mode-amplitude spec-
trum. If the two lowest-order modes of the inner-ice-surface
nonuniformity are caused by nonuniformitiesin the tempera-

ture profileinside the layering sphere, they arerelatively easy
to improve by minor changes in the layout of the layering
geometry.29 Other sources of ice-surface nonuniformity, like
enhanced thermal resistivity at the plastic/ice interface, are
under activeinvestigation. Future experimentswill use lower-
adiabat pulse shapes like the ramp-to-flat pulse shown in
Fig. 90.5 together with targets with recently improved ice
layers, to achievehigher areal densities. Whenthelayer quality
reachesthedesign goal of 6,,,s< 1 um, low-adiabat pulseslike
the v = 3 pulse will be used to obtain peak areal densities of
more than 200 mg/cm? using D-ice layers. Table 90.11 sum-
marizes the cal culated clean 1-D performance and adiabat for
thethreedifferent pul se shapes. Future cryogenic experiments
using DT-ice layers, which are more massive than pure-D,
layers, should extend the accessible parameter space to peak
areal densities of ~300 mg/cm?.

(b)
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Table 90.1I: Calculated clean 1-D performance o Bryogenic target for three pulse shapeshwit
different predicted fuel adiabats. The hot-spot convergence ratio is defined as thé ratio o
the radius containing 90% of the yield compared to the initial ice interfaca whe

propagating burn was deactivated.

Pulse Adiabat | Energy (kJ pii\’>peak D, yield Hot-spot CR
(mg/cn?)
1-ns square 27 24 43 10101 10
Ramp to flat 17 18 63 1.210!1 11
a=3 3 30 212 8.& 101 20
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Laser power history (a) for three different OMEGA pulse shapes and (b) the corresponding fuel-adiabat trajectories.
Conclusion ACKNOWLEDGMENT

The first experiments with the recently commissioned
OMEGA Cryogenic Target Handling System have been de-
scribed. The cryogenic target design is energy scaled from the
direct-drive ignition designs for the NIF. The major goal of
these experiments is to study the various sources of
nonuniformity and their influence on target performance.
Similar one-dimensiona behavior and stability properties of
the OMEGA and NIF cryogenic target designs will facilitate
the extrapolation of the cryogenic target studies on OMEGA
to NIF targets. In particular, NIF direct-drive ignition targets
will beless sensitivetoinstability growth because the hot spot
in the NIF design is bigger than in the OMEGA cryogenic
targets. The first cryogenic targets, using 1-ns square pulses,
achieved 30% of 1-D yield and morethan 60% of the predicted
neutron-averaged areal density with an inner-ice-surface
nonuniformity of o,,s= 9 um. Atthepresent level of inner-ice-
surface nonuniformity, the target performance is strongly
affected by the quality of the inner ice layer. Recent improve-
ments in the layering technique make it possible to produce
much better ice layers, oy, = 3 um, with the prospect of
achieving the design goal of 1 um in the near future. Targets
with improved inner-ice-surface quality will be used with
lower-adiabat pulses to substantially increase the fuel areal
density. In summary, these very encouraging initial resultsare
amajor step on the path leading to high-density compressed
cores in direct-drive target implosions on OMEGA and to
direct-drive ignition on the National Ignition Facility.
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Equation-of-State M easurements of Porous Materialson OMEGA:
Numerical Modeling

Introduction

The equation of state (EOS) of materials at high densities and
pressures is of wide interest to inertial confinement fusion
(ICF), planetary physics, and astrophysics. The EOS at these
conditions often involves a mixture of atomic, ionic, and
molecular species, making ab initio theoretical modeling pro-
hibitive. Experiments to constrain EOS models have been
performed using static methods such as diamond-anvil cellst
and at higher pressuresusing dynamic methods, such asshocks
generated by light-gas guns,? lasers,® and even nuclear explo-
sions. 4 Of these methods, laser-driven shocks currently pro-
vide the best method available for not only accessing the high
pressures of interest, but performing accurate measurements
necessary to determine the EOS.

The Hugoniot of a material is the set of thermodynamic
states, e.g., pressure and density, that can be reached after the
propagation of shock waves of various strengths through the
material. The measurement of a Hugoniot represents only a
finite number of points along a single line through pressure—
density space. Whilethisby no meansuniquely determinesthe
EOS, it may constrain it. If the experimental data are deter-
mined to agreat enough precision, they may even (asishoped
for in the impedance-matching measurements of deuterium)
rule out competing EOS models.® Even though Hugoniot data
may not constrain all regions of the EOS, the principal and
secondary Hugoniots are of primary interest in applications
relevant to ICF, since the gain of target designsis sensitive to
the timing of two shocks for most direct-drive designs and as
many as four shocks for indirect-drive designs.

Foamsplay akey roleintheso-called above-ground experi-
ments of the Stockpile Stewardship Program (SSP).” In sup-
port of the SSP, a series of experiments designed to study the
EOS of foamshbegan inthe past year at LLE. In addition, high-
gain, direct-drive |CF target designs have been proposed that
use foams, making their properties of interest in ICF as well.
For instance, in the designs of Colombant et al.,8 foam is used
asablator material, in conjunctionwith anouter layer of ahigh-
atomic-number material such asAu. Inthesedesigns, thefoam
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is preheated by radiation from the outer layer and has substan-
tially higher ablation vel ocities, resultinginamorestableouter
surface. In other “wetted-foam” designs,® the higher atomic
number of thefoam resultsin greater absorption and increased
laser energy coupled into the target, allowing more fuel to be
used, producing higher gain. The models of both Colombant8
and Skupsky? use foam to increase the target performance, in
contrast to earlier foam designs, which proposed the use of
foam only as a matrix to contain liquid DT or as a means to
reduce imprint.1911 Direct-drive |CF target designs usually
use a pulse that drives two main shocks into the target. The
performance of these targets depends in part on the timing of
these shocks, making determination of the wetted-foam
EOS essential.

Severa laser-driven shock experiments have been per-
formed to determine the Hugoniot of foams of various densi-
ties and constituent materials. Benuzzi et al.12 and Batani
et al .13 determined the shock speed and post-shock pressureas
afunction of initial foam average density for valuesfrom 5 to
over 1000 mg/cc, for TMPT [trimethylol propane triacrylate
(C15H200g)]. Koenig et al.14 subsequently determined the
pressure as a function of density for arange of initial TMPT
foam densities, comparing their results to a Hugoniot calcu-
lated with the SESAME EOS, and inferring the amount of
preheat necessary for agreement. The experiments performed
at LLE complement these by focusing on carbonized resorci-
nol aerogel foam (CRF), acarbonized derivative of resorcinol
formadlehyde (RF).1® Aerogels are generally of interest be-
cause of their ultrafine cell and pore sizes (smaller than
1000A ; by comparison, TMPT hasporesizes~1 um).Also, the
carbonized derivative CRF has the benefit of greater material
strength. CRF isheing studied specifically because of itsusein
the Stockpile Stewardship Program. Unlike RF, CRF is opti-
cally opague, potentially complicating the characterization
that is necessary for application in |CF wetted-foam targets.
For this reason, RF, TMPT, CH, and other foams similar to
TMPT (such as divinyl benzene and ethyleneglycol
dimethacrylate) are of potential interest for | CF target designs.
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Because of their porosity, shocked foams exhibit behaviors
not found in continuous materials: For example, if the porosity
islarge enough, it is possible for the shocked foam to have a
lower density than that of its composite material. Probing the
properties of shocked foams providesthe potential for greater
understanding of the structural physics of porous materials.

Thisarticle describes ongoing effortsat LLE to investigate
the propertiesof CRF at high pressuresand densities, focusing
on the theoretical design of the experiments. In the following
section the method used to determine the Hugoniot of foam
samples is described as well as the resulting sensitivity to
experimental uncertainty. Following that, the procedure used
to calculate the Hugoniot is presented. The simulationsused to
design the experiments are then described, as well as the
reguirementsplaced onthetarget and pul sefor ahigh-accuracy
Hugoniot measurement experiment. These are followed by a
discussion of the results.

The Impedance-M atching M ethod

When a sound wave encounters an interface between two
materials, the strength and properties of the reflected and
transmitted waves are determined by the acoustic impedance
pc, where p is the density and ¢ the sound speed, in the two
materials: if the acoustic impedance is continuous across the
interface, the wave travels from one material to the other
without changing speed; otherwise awaveisreflected aswell
as transmitted. As a sound wave is essentially a weak shock
wave traveling at the sound speed, the behavior for a strong
shock is similar: The acoustic impedance is replaced by the
product of the density with the shock speed, pUy. If the shock
encounters an increase in this quantity at a material interface
between two materials, a shock is reflected back into the first
material as well as transmitted into the second; otherwise a
shock is transmitted and a rarefaction wave reflected. (A rare-
factionwaveisapropagating regionthat growsintime, inwhich
the density and pressure drop as the material is accelerated.)

The impedance-matching method!6 uses the interaction of
ashock wave with an interface between materials of different
“hardness” (pUg) to determineamaterial’sHugoniot using the
EOS of areference material. A shock is sent through alayer of
material of known EOSinto alayer of thematerial under study
(e.g., foam) in contact with the known material. Al is used as
a reference material since it has been well characterized in
previous studies at the pressures of interest here.1” In these
experiments the shock is generated by laser-driven ablation.
The Rankine—-Hugoniot (RH) jump equationsfor pressure and
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density provide two equations for the post-shock conditions
(pressure p and density p) in the foam in terms of the known
initial conditions (pressure pg and density pg), the shock speed
Uy, and the post-shock particle speed Uy, These conditionsare
applied across the shock front in both the Al and the foam,
giving four equations in eight unknowns. Assuming that no
gap forms between the Al and the foam, the pressure and the
post-shock speed are continuous across that interface, provid-
ing an additional two constraints. Thus, measurement of the
shock speedsinthetwo materialsissufficient tofully describe
the system. (The shock speed is assumed to be equal to the
average shock speed.) Measurement of the shock-breakout
timesfromtheAl and foam using the VISAR interferometerl8
allows determination of the average shock speed in each
layer. The particle speed in the foam is inferred from the
measured average shock speed in the Al, combined with
knowledge of the Al EOS. This process is described in detail
in the next section.

The reason the impedance-matching method was chosen
for these experiments can be seen by examination of alternate
methods. Other methods that have been used to determine a
material’sHugoniot includethefollowing: (1) The symmetric
method, involving colliding two planar samples, where both
the sampl e speed before contact and the resulting shock speed
are measured. This method has the advantage of not relying
upon knowl edge of the EOS of astandard material. It requires,
however, that the material speed be measured, for instance
with side-on radiography. It also requires that the sample
withstand being driven by the laser without bowing or loss of
structural integrity. (2) The reshock method, which is similar
to the impedance-matching method, except that the shock is
sent first through the unknown sample, and subsequently into
the material of known EOS. Asinimpedance matching, mea-
surement of the shock speedsin both materialsallowsdetermi-
nation of the shocked state of the material of unknown EOS,
given knowledge of the EOS of the standard. Because the
former is shocked twice, this method allows access to higher
pressuresthan theimpedance-matching method. Computation
of the Hugoniot, however, isless accurate. (3) A modification
of the impedance-matching method has been suggested!® in
which afoot pulseis used to raise the entire target to a higher
initial pressure (given by the ablation pressure) after whichthe
intensity isincreased and amain shock islaunched and tracked
using side-on x-ray radiography. Thismethod allowsaccessto
still higher pressures but also requires that the laser pulse be
sufficiently long for pressure equilibriumto bereached, which
may be prohibitively long. (These methods and other methods
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for experimentally ascertaining EOS propertieswithout deter-
mining the Hugoniot are discussed in Refs. 16 and 20.)

In addition to the standard impedance-matching method,
the experimentson OMEGA will explorethedirect method, in
which both the shock speed and the (post-shock) particle speed
are measured using side-on radiography (e.g., see Ref. 21).
This method replaces the error introduced by using a known
EOS to determine the particle speed with the uncertainty,
whichmay belower, of determiningtheinterfacepositionfrom
side-on radiography.

Calculation of the Hugoniot and Sensitivity to Measure-
ment Uncertainty

Asmentioned above, the Hugoniot of thefoamiscal culated
using the known Hugoniot and isentrope of the reference
material. For the data shown here, a quotidian-equation-of-
state (QEOS)?? table for Al was used.?3 In principle, any
reference EOS may be used to determine the conditions (pres-
sure, density, fluid speed) in the foam after the passage of the
primary shock. When the primary shock enters the foam from
the Al (which has a higher acoustic impedance), ararefaction
wave (RW) is sent back into the Al. This RW has the effect of
equalizing the pressure and velocity in the Al and foam. This
isshown schematically in Fig. 90.6, which contain plots of the
pressure and density near the Al/foam interface (the dashed
linein Fig. 90.6) before[(a) and (b)] and after [(c) and (d)] the
shock haspassed fromtheAl intothefoam. Assuming thereare
no gapsbetween theAl and thefoam, thevel ocity and pressure
on either side of theinterface (that is, regionsi and ii) must be
equal. Thus, the post-shock pressure and velocity in the foam
areequal tothevaluesintheAl after the passage of the RW. In
Fig. 90.6(c) and 90.6(d) thisis shown by the continuity of the
pressureacrosstheinterface. Sincethe EOSof theAl isknown,
these conditions (in region ii) may be used to determine the
conditionsintheAl beforethe RW, but after the passage of the
primary shock (i.e., regioniiii).

This process is shown graphically in Fig. 90.7. The RH
jump conditions for mass, pressure, and energy are given by,
respectively,

p(US_Up)ZPO(US_UO)'

P—Po= PO(US _UO)(Up —Uo):
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S T

wherep isthedensity, pisthepressure, Eistheinternal energy,
V = 1/p, zero subscripts refer to pre-shock values, Ug is the
shock speed, and U, is the post-shock speed.1® The Al stan-
dard EOSisused in aform tabulated by isotherms. The states
that lie on the Hugoniot may be determined for a given
isotherm using the RH equation for energy. For the strong
shocks considered here, the initial pressure and energy are
much smaller than their post-shock valuesand may betakento
be zero. Combining the RH equations for mass and momen-
tum, and setting Uy—0 (as is the case in the experiment), the
shock speed is given along the Hugoniot by

The point along the Hugoniot (the solid line in Fig. 90.7)
corresponding to the state of theAl just after the passage of the
primary shock is that for which Ug is given by the measured
shock speed Up,.

€Y (b)
o Shock > | Shock
< ‘B
i 2
T : - Foam Al
Foam ! Al :
x' X
(c) (d)

o >
7 2 Rare-
& o | faction
: wave
X X

TC5915

Figure 90.6

A schematic representation of the pressure and density near the Al/foam
interface (represented by adashed line) before[(a) and (b)] and after [(c) and
(d)] passage of the shock from the foam into the Al. When the shock passes
into the foam, a rarefaction wave is sent back into the Al, equalizing the
pressure and velocity in the two materials. Notice that while the density
changes across the interface, the pressure is continuous.
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Assuming radiative losses are insignificant, the RH equa-
tions are satisfied, and the states reached by the RW lie along
thereleaseisentrope (the dashed linein Fig. 90.7) intersecting
the shocked Al state determined above. The release isentrope
may be calculated simply by finding, for each isotherm, the
statesfor which the entropy isunchanged. The entropy change
isgiven in terms of temperature and density changes by

ds:cvd_T_@ d_g

T dT p P

(see, eg., Ref. 24). The particle speed along the release
isentrope is computed using the relation (seg, e.g., Ref. 20)

\%

P 2
Up=] cslp)dinp=- (_@) av.
; ),

0
Vo

The final state along the isentrope reached by the RW is that
intersected by the Rayleigh line given by the RH momentum
equation in the foam (again, where Uq = 0), p = pgUsgamUp.

Finally, once the post-shock pressure and particle speed in

the foam are calculated, the post-shock foam density may be
found from the RH mass equation

Pfoam = POUfoam/(Ufoam -u p)-

Uncertainty in the calculated Hugoniot is due to both the
uncertainty in the measurement of the shock speeds and the
calculation of the post-shock pressure and density inthefoam.
Thefinal uncertainty 6P inthepressure, for instance, giventhe
measured uncertainties U, and Usqay iN the shock speeds,

isgiven by
2
JoP oP
oU T —
\/(aUAI Al j ' (aufoam

and likewise for the uncertainty Uy, in the foam post-shock
particle speed. The necessary partial derivativesare calculated
numerically by calculating AP(AU |, AUsoqm ), in the limit
that AUp; — 0 or AUsgam — 0. The values of the calculated
partial derivatives are required to converge in these limitsin
order to calculate the final uncertainty. The uncertainty dp in
the density is given by the chain rule:

SP=

_ 9Pfoam

- sU
U,

PoYsoam
2

dp
foam (Ufom _u p)

U, = o

Ascan beseen fromthisexpression, the closer the shock speed
is to the particle speed in the foam, the more uncertain the
determination of the foam post-shock density. For example,
consider an experiment with shock speeds of 28 um/nsin the
Al and 40 um/ns in the foam. The corresponding post-shock

12 T T T T I T T T T I T T T T I T T T T T T T T T T T T
- Initial state — .
from|[Up | inAl \
10~ ( ) \, Intersection yields
- ‘\\ P and Up 7
8k . inthesample -
§ L i Figure 90.7
e 6 7 A graphical representation of the process used
z B Aluminum Hugoniot Vo ) g _ to determine the foam Hugoniot from the mea-
£ (known standard) 0 ) Release 1  sured shock speeds.
4+ =P . isentrope
i Y . (known std.) |
Rayleigh linerepresenting ™.
2 the possible shock states _
- in the sample -3
0 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1
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Particle velocity, Uy, (um/ns)
E10904a
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conditionsin the foam are p = 0.59 g/cc and p = 1.3 Mbar. To
achievean uncertainty of even 0.1 g/cc (17%) inthecalcul ated
density, the measured uncertainty in the shock speeds (assum-
ing they are equal) must be less than ~2%. The corresponding
uncertainty in the pressure is ~13%.

The preceding procedure to determine the Hugoniot may
be performed, for purposes of estimation, entirely analytically
if alinear relationship is assumed between the shock and
particlespeedsintheAl, U, = C+sU, (see, e.g., Ref. 20). For
the Al SESAME table?® these constants are given approxi-
mately by C ~ 5.35 km/s, s~ 1.34 for shock speeds between
10 and 30 km/s. In this case the uncertainties may also be
estimated analytically.26:27

Target Design

As described above, only average shock speeds are mea-
sured experimentally. To accurately determine the Hugoniot,
the target and pulse must be designed so that the shock is
steady. The primary shock will remain steady in the Al and
CRFonly if itisnot overtaken by secondary rarefaction waves
and shocks generated by the passage of the primary shock
between different material layers.

Atleast threeother factorsconstrainthe design of thetarget:
First, the uncertainty in the measured average shock speed is
less for athicker layer, sinceit is based on a determination of
the breakout time of the shock. Second, at the end of the laser
pulse ararefaction wave (RW) is sent into the target. It can be
shown?® that the RW always moves faster than the primary
shock because the post-shock fluid speed plusthe sound speed
inthe post-shock material isgreater than the shock speed. The
duration of the pul se must be sufficient so that the RW does not
reach the primary shock beforeit breaks out of thetarget. (For
a single-layer target, the RW catches the primary shock at
about a time equal to twice the pulse duration.2%) Third, the
ablator layer(s) must be of a sufficient optical thickness to
prevent radiation from the corona from preheating the sample
layers. Preheat not only changesthe initial conditions seen by
the shock but nonuniformly altersthetemperature and density,
affecting shock steadiness. The effects of radiative preheat are
discussed further in the next section. (For afurther discussion
of preheat effects see Ref. 30.)

Figure 90.8 shows a space-time diagram from a LILAC
simulation3! of a sample target. (All LILAC simulations de-
scribed here use the SESAME EOS.32) A schematic of the
target is shown in Fig. 90.9. The 1-D simulation represents a
dlice parallel to the x axis, which cuts through the thin side of
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theAl step and thefoam. Thelocations of the shocksand RW’s
inFig. 90.8 aredetermined fromthelocal variationsininverse
pressure scale length ‘L‘l‘ = | dln p/ax| (inum1), wherepis
the pressure and x is the distance into the target. For clarity in
identification of shocksand RW's, thetarget in thissimulation
isdriven by asteady 3.5-ns, 200-TW/cm?laser pulse. The RW
launched from the ablation surface at the end of the laser pulse
may be seen in the neighborhood of 3.6 ns, 100 um. Note that
thereflected RW fromtheAl/CRFinterfaceresultsinasecond,
inward-traveling shock when it reaches the ablation surface.

To predict shock steadiness and compare the results of
simulations with experimentally measured shock speeds, the
shock position and velocity must be determined from LILAC
simulations. The former isfound by determining the location
of the local maxima of L=1. These correspond to abrupt
changes in the pressure, due to both shocks and material
interfaces. Some of these maximamay be ruled out by requir-
ingthat L >0. Two additional criteriaaid inlocating the shock:
First, sincethe global maximum of L~1isoften therear surface
(farthest fromthelaser) of thefoam, thelocal maximum closest
to the front (or laser side), in most targets, corresponds to the
shock. Second, the shock may also be identified as the maxi-
mum nearest to alocal maximum inthederivativedT/dt of the
electron temperature T, with respect to time t, allowing the
shock position to be unambiguously identified numerically.

Once the cell containing the position of the shock is deter-
mined as afunction of time, the shock speed is computed: the
location of the shock within acell isapproximated by fitting a
parabolato L=1(x), using the value of L-1in the cell, combined
with 9L71/ax in the two neighboring cells. Due to the finite
time resolution of the simulation, the shock velocity deter-
mined by differentiating the shock position isnoisy. The noise
has a time scale comparable to Az/Ug and, by choosing grid
spacing Az, can be made much smaller than the time scale for
physical changesin Ug (dueto, for instance, secondary shocks
and rarefaction waves, and temperature and density gradients
due to preheat). This noise is then removed by performing a
linear regression at each time using n previous and subsequent
values of the velocity. Thisleast-squaresfit acts asalow-pass
filter, removing fluctuations in the shock speed having fre-
quencies higher than f ~ (2nAt)~1, where At is the time inter-
val for simulation output. (Notethat At istypically muchlarger
than the simulation time step.) Asaresult, thetimeinterval for
simulation output must be chosen to ensure that no hydrody-
namic behavior of interest is removed during the smoothing
process. A plot of the shock speed versus time for a typical
target is shown in Fig. 90.10.
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Figure 90.8

A space-time diagram from a LILAC simulation of a standard target. The location of the shocks and rarefaction waves (RW’s) are determined from the local
variationsininversepressurescalelength | dlnp/ox | (inum=1), where pisthe pressureand x isthe distanceinto thetarget. Notethe RW’ sand secondary shocks

that are generated when the primary shock reaches each material interface.

CH ablator
CHBr shield

Figure 90.9

The structure of a standard target used in
the EOS experiments on OMEGA. The
target consists of a CH ablator, a CHBr
radiation shield, astepped Al layer, and a
foam layer. Some of the targets also have
a“witness plate” of, for instance, plastic,
which is transparent to the VISAR laser.
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Figure 90.10

The primary shock speed as calculated from the LILAC simulation corre-
sponding to Fig. 90.6. Therapid drop in the calculated shock speed at 7.2 ns
correspondsto the breakout of theshock fromthe CRF. Inthisand other shock
plotsin this article, oscillations with periods of tens of picoseconds are due
to numerical noise.
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The targets used in these experiments initially consisted
of a 20-um-thick CH ablator, a 30-um-thick Al layer (and
100 um on the thick side of the Al step), and a 100-um-thick
foam layer. The resulting shock speed was found to be less
steady than desired. Following Glendinninget al ., 33 an 80-um-
thick brominated-plastic layer was added after the CH ablator
to serve as a radiation shield to prevent preheat. Radiative
preheat causes a continuous change in the pre-shock tempera-
ture, density, and pressure. The speed of the primary shock
changes as a result of the varying pre-shock conditions. In
Fig. 90.11 a comparison of the computed shock speeds shows
the improved shock steadiness when the CHBr radiation pre-
heat shield is used. The steadiness of the shock may be
measured by the standard deviation of the shock speed. (The
steadiness o is then given by atime-weighted average of the
steadinessin the Al and the foam.) Without the CHBr preheat
shield, o~ 1.75 um/ns, and with the shield, o ~ 0.37 um/ns.

T T T
With CHBr layer

-40
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> \
i |
& \
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g |
5 | |
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\
|
ol | L |
0 2 4 6
TC5018 Time (ns)
Figure 90.11

The shock speed for targets with (solid) and without (dashed) an 80-um
CHBr preheat shield, showing its effectiveness at reducing radiative preheat
and the resulting increase in shock steadiness.

In addition to affecting shock steadiness, even a small
amount of preheat may alter the Hugoniot for moderate and
low pressures. Figure 90.12 shows the Hugoniot for CRF as
calculated from QEQS, assuming 0.0252-eV (room tempera-
ture), 0.4-eV, and 1-eV initial temperatures. The room-
temperature curve show awell-documented feature of porous
materials, namely a Hugoniot that curves to lower densities
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for higher shock pressures. This behavior occurs because, for
strong shocksinthisregime, thethermal pressuresproducedin
crushing the foam can become very large, resulting in lower
densities. Note that whilethe final density p islower than that
of the constituent (p. ~ 1 g/cc for aCH foam, for instance), it
is still higher than the average initial foam density py, so that
ps < p < pe. This anomalous behavior is described in Ref. 16
and hasbeen observed in other materialsaswell.> Thisanoma-
lous behavior is not seen in the 0.4-eV and 1-eV curves,
indicating that at small preheat values the foam begins to
behave more like a continuous solid. Impedance-matching
experiments by Koening et al.1* also found that agreement
between the experimental and theoreticall EOS's could be
obtained only by assuming a small amount of preheat.

10t
® 100
o] £
é 3
g

102
0.0 0.5 1.0 15
TC5919 Density (g/cm3)
Figure 90.12

The Hugoniot cal culated from the QEOS, for aroom-temperature CRF foam
(solid), a0.4-eV foam (dashed), and al-eV foam (dashed—dotted). Noticethat
the Hugoniots for the heated foams do not show the anomal ous behavior of
decreasing density with increasing pressure.

Becausethe ablation pressure scaleswith thelaser intensity
asp o< 1% where a = 2/3 (Ref. 34) and because the pressureis
proportional tothe squareof the shock speed for strong shocks,
atemporal intensity perturbation would be expected to result
in a shock speed perturbation of 8U/Uq = (1/3)61/1o. How-
ever, thelaser driveiscoupled to the post-shock target material
through the conduction zone. As aresult, the system behaves
likeadriven, damped harmonic oscillator, and perturbationsin
the drive of sufficiently high frequency have no significant
effect on the primary shock. This may be seen in the shock
speeds from simulations of a typical target in which 10%
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amplitude modulations with 250-ps and 1-ns periods are im-
posed on aflattop pulse (see Fig. 90.13). (These pulsesinclude
a 100- to 200-ps rise and fall taken from a typical measured
pulse.) These periodswere chosen as characteristic of thetime
scalesfor variationsobservedintypical shotson OMEGA. The
amplitude modulations launch a sequence of shocks (alter-
nated with rarefaction waves) into thetarget, causing jumpsin
the shock speed when they catch up to the primary shock. For
a20-TW/cm? pulse, which produces a 440-kbar shock in the
foam, the 1-ns modulation results in o ~ 3.7%, while the
0.25-ns modulation perturbs the shock speed in the foam by
only o ~ 1%.

—30 T T T T T
Steady pulse

. 250-ps period
(%)
c \
E B ¥ .
% /
g 20 H
% 1-ns period

_15 | | | | |

0 2 4 6 8 10
o550 Time (ns)
Figure 90.13

Shock speed for three simulations: onewith aperfectly flat pulse (thick solid)
and two with 10%-amplitude-modul ated pulses with periods of 250 ps (thin
solid) and 1 ns (dashed). All three pulses have arealistic 100- to 200-psrise
and fall taken from atypical measured pulse. Pressure modul ations from the
modulated pulse steepen into distinct shocks by the time they reach the
primary shock, resulting in abrupt jumps in shock speed, as at 8 ns.

The o for arange of perturbation periods and amplitudes
is shown in Fig. 90.14. These data were computed using an
array of LILAC simulations, with periods of 250 ps, 0.5ns, ...,
3.5 ns; amplitudes of 5% (1 TW/cm?), 10%, 15%, 20%; and
compared to a simulation with aflattop pulse.

Because the shock speed as a function of time in the Al
and foam is not steady, it is possible (though unlikely) for a
perturbed pulse to result in decreased standard deviation of
the shock speed about the mean. For this reason, we have
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aso computed the standard deviation o not about the mean,
but with respect to the shock speed of a flattop pulse (see
Fig. 90.15).

For comparison, the discrete Fourier transforms of 32
pulses, with arange of average intensities from 4 TW/cm? to
amost 100 TW/cm?, from two experimental campaigns per-
formed on OMEGA in October and November 2001, were
computed (see Fig. 90.16). The contour lines associated with
an average spectrum (heavy solid curves) aswell asabest and
worst (dashed curves) (using linear interpolation for non-
integral mode numbers) for this set of shots are shown in
Figs. 90.14 and 90.15. These figures show that for a typical
OMEGA pulse, the unsteadinessof the shock may beexpected,
from 1-D simulations, to be below 1.5%.

o (%)

e

00 10 20 30 40 50 60

Amplitude (%)

Period (ns)

TC5921

Figure 90.14

Thestandard deviation o about the mean of the shock speed, during the shock
transit through the Al and foam. The steadinessis shown as afraction (in %)
of the mean shock speed. For comparison, the average discrete Fourier
transform of 32 shotsfromtwo EOS experimentsisal so shown (solid), aswell
as a best and worst spectrum (dashed). The sharpness of the contour lines
reflectsthefinite number of simulationsused. Notethat because the period of
the perturbations can be comparable to the hydrodynamic time scale, the
phase of the perturbations can beimportant for larger amplitudes, creating the
local extremain o[and in ofin Fig. 90.15 (see below)].
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Figure 90.15
The standard deviation, as in Fig. 90.14, but computed with respect to the
shock speed for a steady pulse, rather than with respect to the mean.
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Figure 90.16

The pulses used in the comparisons shown in Figs. 90.14 and 90.15. Before
computing the Fourier transforms, the rise and fall of the pulses were re-
moved (dotted).
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The preceding conclusion is based on the assumption that,
since the amplitudes of the modulations are small, the modes
remain linear. An additional simulation that was performed
using an average pulse shape (of the normalized measured
pulses) resulted in a pulse unsteadiness ¢ of 1.44%, to be
compared to the 0.95% of the perfectly flattop pulse. This
supports the conclusion that the typical pulse steadiness on
OMEGA will in general, for this intensity, result in shock
steadiness of |ess than ~1.5%.

Dueto 2-D effects, such as shock curvature and transverse
radiative transport,3® defocusing of the beam by the corona,33
and lateral plasma flow,3¢ 1-D simulations systematically
overestimate the shock speed. Fortunately, determining the
foam Hugoniot requires only the EOS of Al, along with the
measured shock speeds, and does not depend on precise
agreement between thesi mulated and measured shock-breakout
times. A comparison of experimental results with 1-D simu-
lated shock speeds, in which the intensity was reduced to
account for 2-D effects, is shown in Fig. 90.17. For this shot
(27174) a 20% reduction was needed. In general, a sufficient
margin is built into the 1-D target designs to allow for the
systematic decrease in shock speed due to 2-D effects.

300F T T T T T
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e c
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8 7 30 3
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0 100 g
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—200
=0
Nanoseconds

E11614
Figure 90.17

A comparison of the measured (dashed) and simulated (solid) shock speeds
for shot 27174. Tomodel 2-D effects, theintensity of the measured pulsewas
uniformly decreased by 20%. Thistarget consisted of 20 um CH, 5 um glue
(modeled by CH), 80 um CHBr, 5 umglue, 40 um Al, and 140 um quartz. The
transparent quartz layer was used to determine shock speed as a function of
time, for comparison with simulation. Because the density of quartz is close
tothat of Al, it also provides an indication of the typical shock speedsin the
thick portion of the Al step. The measured shock speed was determined from
the motion of the ASBO/VISAR fringes, which are also shown. The simula-
tion and experiment were synchronized to the time of shock breakout into
the quartz.
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Discussion and Conclusions

A description of the theoretical tools used in the design of
targets has been presented here, including the constraints
presented by the requirement of minimal radiation preheat
and shock steadiness. Even asmall amount (0.4 eV) of preheat
can alter the Hugoniot at pressures of less than 1 Mbar for
100-mg/cc CRF foam, potentially constraining the amount of
allowable preheat. It has also been shown that the pulse
steadiness of typical pulseson OMEGA issufficient to ensure,
on average, shock steadiness of less than 1.5% (for a typical
20-TW/cm?, 3.5-nspulse). If the measured shock speeds have
an error of 1.5%, the resulting uncertainty in the density and
pressure will be ~6.6% and ~2.4%, respectively, for a shock
generated by laser illumination of this intensity. While this
result does not rule out the effects of pulse steadiness, it
suggests that other aspects of the experiment should be im-
proved aswell. Future experiments will also focus on the use
of the “direct method,” in order to reduce the uncertainty in
the computed density by providing a direct measure of
target compression.
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Observations of M odulated Shock Wavesin Solid Tar gets
Driven by Spatially Modulated Laser Beams

Introduction

Shock waves produced by |aser-driven ablation are an impor-
tant part of studies of inertial confinement fusion (ICF),12 the
equation of state of materials (EOS),3° laboratory astrophys-
ics,%7 and other high-energy-density sciences. In ICF,
nonuniformities in the drive laser can produce nonuniform
shocks that create mass perturbations in the target.? These
perturbations can be amplified by the Rayleigh-Taylor (RT)?!
instability to a sufficiently large enough level to disrupt the
implosion and reduce its performance. The propagation of
these modulated shocks is determined by the physics of the
laser-interaction region and stabilization processes;8° hence,
their measurement providesinformation about theintervening
processes. Modulations in drive intensity can also be used to
verify the scaling of shock strength (velocity) with drive
intensity to better understand coupling efficiency and its scal-
ing with intensity.

This article reports on novel experiments in which targets
are driven with a laser beam having a single-mode, spatial-
intensity modulation. Theresultant ablation-pressure modul a-
tions produce shocks with spatially varying strengths (and
velocities). The arrival times of the shock at various surfaces
inthetarget areusedtoinfer differencesinthe shock velocities
and therefore the pressures produced by the modulated drive
intensity. By placing an embedded layer within the target, the
shock arrival at two surfacesismeasured, thereby providing an
added opportunity to observe the evolution of the modulated
shock as it traverses the target. This evolution can be used to
study dynamic effects in laser-produced plasmas, namely
stabilization by dynamic overpressure.®

Experimental Results

In these experiments, 20-um-thick CH (p = 0.92 g/cm?)
targets were irradiated with 351-nm laser light at average
intensities of 6 x 1012 W/cm?2. A 0.5-um-thick Al layer was
embedded at the center (10 um deep) of the target. Thislayer
provided an intermediate surface where the shock arrival was
detected. Modulationsin driveintensity of ~5:1 produced ~3:1
modulations in shock pressure. Hydrodynamic simulation of
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these experimentsisin good agreement with theaverage shock
speeds, their modulations, and the resultant breakout times.

These experimentswere conducted on the OMEGA10 |aser
using a single drive beam having a distributed phase plate
(DPP)M that producesamodul ated intensity pattern at itsfocal
spot. The phase plate was designed and fabricated to produce
aone-dimensional irradiancedistribution onaflat target placed
in the quasi far field of the OMEGA laser beam. One-quarter
of the Talbot cycle (the transition from only phase modulation
to only intensity modulation) was used to achieve asinusoidal
irradiancedistribution, with flat phase, fromasinusoidal phase
distribution, with flat irradiance, in the near field of the laser.
Photolithographic and ion-etching techniques were used to
place a surface relief in fused silicall As the laser beam
traverses the etched-glass plate, it acquires the needed phase
distribution from the etched pattern to produce a sinusoidal
intensity distribution at thefocal plane. Thefocusing lenswas
positioned to obtain a spatial wavelength of 60 um at the
target plane.

Thisbeam wasincident onthetarget at an angle of 23°. The
modulations were oriented so that obliquity distortions were
negligible in the modulation direction. The arrival of the
shock front at the rear and embedded surfaces was detected
using the active-shock-breakout (ASBO) diagnostic.12 It uses
a 532-nm (doubled Nd:YAG) probe laser directed onto the
back of the experimental targets to detect shock velocity or
breakout times.

Figure 90.18 showsthe experimental arrangement with the
UV drivelaser incident fromtheleft onto thefront of thetarget
and the ASBO probelaser incident from the right, probing the
rear side of thetarget. The ASBO diagnostic normally usesthe
time-resolved displacement of VISAR (velocity interferom-
eter system for any reflector) fringest?13 to detect shock
velocity. In the case of opaque materials, the ASBO probe
beam does not detect the shock wave within the material but
recordsthedisruption of therear-surfacereflectivity produced
thereby thearrival of theshock. (Thereleaseof therear surface
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produces an expanding plume of material that quickly absorbs
the laser energy.) The shock speeds are deduced from the
known material thickness and the shock transit time as mea-
sured by this breakout.

Figure 90.19(a) shows an optical image of the drive-laser
intensity distribution obtained with a charge-coupled-
device (CCD) camera placed at an equivalent target planel4
for the OMEGA laser. The distributed phase plate described
above produced the modulations in the laser focal spot. The
focal position was chosen to produce modulations with a
wavelength of ~60 um; the resultant spot was about 800 um
in diameter.

Figure 90.19(b) isaplot of the intensity distribution in the
vertical direction along the center of the image. The intensity
modulations range between 5:1 and 3:1, depending on which
areaof thefocal spotisanalyzed. Thisvariation occursbecause
the nonuniformities in phase and irradiance of the laser beam
are comparable to those that produce the sinusoidal pattern.
(These effects can be compensated for in future designs.) The
absolute values for the on-target intensity were obtained by
normalizing the total distribution of intensitiesto the incident
laser power for shot 245609.

Figure90.20isapinhole-cameraimageof thex raysemitted
from an Autarget irradiated by thisbeam [Fig. 90.19(a)] at an
averageintensity of ~102W/cm?. Thisintensity ishigher than
that used to drive the targets but is used to produce sufficient
x rays for imaging purposes. At this intensity the x rays are
predominately from n-shell Au emission. The lower apparent
modul ation amplituderesultsfromthe nonlinear conversion of
the UV to x-ray energy.

The opague layer (0.5 um of Al) embedded in the target
provides an internal surface at which the shock arrival is
detected. The depth of that imbedded layer was 10 umfromthe
irradiated surface; another 10 um of CH was coated ontherear
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Probe laser (532 nm)
delivered through
multimode fiber

Figure 90.18

The experimental arrangement in the OMEGA target chamber.
The UV drive laser isincident from the left, and the green probe
beam isincident from the right. The incident beam has a DPP that
produces sinusoidal intensity modulations at the focal plane. The
reflected probe beam is directed to an optical streak camera.

side. The heat front did not penetrate the front 10 um of CH to
the Al layer while the laser was on.

Figure 90.21 shows the time-resolved ASBO data for two
shots, depicting the signal reflected from targetsirradiated by
the intensity distribution shown in Fig. 90.19. (The series of
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Figure 90.19

(a) Anoptical imageat an equivalent target planefor the OM EGA laser. These
modulationsin drive intensity are created by a DPP placed in the beam and
are used to create modulated shocks in the target. (b) A lineout of intensity
aong the centerline of the image.
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dots across the bottom of the figures are temporal fiducial
pul ses, each separated by 0.548 ns.) For theseexperiments, one
leg of the VISAR interferometer was blocked, producing a
simple probe beam, giving a continuous spatial record of the
shock-breakout time. The ASBO probe beam penetrates the
rear portion of thetarget (10 um of transparent CH) and reflects

E11495

Figure 90.20
An x-ray pinhole-camera image of the x rays emitted from a Au target
irradiated by the beam shown in Fig. 90.19(a).

Distance (um)

Time (ns)
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Figure 90.21

Streak records of probe beam reflection from (a) shot 24566 and (b) shot
24569. The dark signal from approximately —1 nsto+1 nsisthe probe beam
reflection of f the unshocked Al layer within the target. The transition to the
lighter area occurs when the shock arrives at the Al layer, reducing its
reflectivity. The cessation of that light area (later in time) is caused by the
arrival of the shock at the rear surface. The modulations in each of these
transition regions result from different arrival times of the modulated shock
in the target.
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off the embedded Al layer. This reflection is seen as the dark
portion of the image that extends from less than —1 to ~1 ns.
(The horizontal streaks seen in these signals are due to the
spatial speckle of the probe laser.) The drive laser began at
0 ns. At about +1 ns, the shock arrives at the Al layer and
changes the layer’s reflectivity, signaling the arrival of the
shock at that surface. At that point, the signal to ASBO
decreases but does not compl etely disappear. Thisreductionin
signa results from either reduced reflectivity of the Al or
reduced transmissivity of therear CH section. Both are caused
by the shock’sarrival at the Al layer. The contour of changein
reflectivity (dark to light transition) is modulated at the same
spatial frequency astheincident laser modulations. Theearlier
occurrences of this transition represent the arrival of faster
portions of the shock (shorter transit times) and later occur-
rences the slower portions (longer transit times). The lighter
region persists until about 1.5 to 2 ns, then it disappears
completely. This total loss of signal occurs when the shock
arrives at the rear surface and that surface unloads, no longer
reflecting the probe laser. Note that the extinction time of this
light areais also modulated and it isin phase with the dark-to-
light transition at ~1 ns. Thesetransitionsin target reflectivity
mark the arrival of the shock front at each surface and can
therefore be used to infer shock velocities and modulationsin
those velocities.

Analysis

Figure90.22 showsaplot (solid curves) of theshock arrival
times(attheAl layer and therear surface) asafunction of space
as deduced from Fig. 90.21(b). Using these data and the
thickness of theintervening target material, the shock speed as
a function of space can be inferred. In the lower curve, the
earliest times (corresponding to intensity peaks) occur at
~0.97 ns, and the latest times (intensity troughs) occur at
~1.15ns. Therespectivetimesfor the upper curvesare 1.47 ns
and 1.95 ns, wheret = 0 isthe start of the laser pulse. Each of
these values represents the average of three peaks or troughs.
(The trend to later times at the right end of these plots likely
results from the finite size of the laser spot. Its edges have
dlightly lower intensity and hence produce slower shocks that
arrive at the surfaces later in time.) Using the 10-um distance
for transit timesat the peak and trough of the modul ated shock,
we find that the minimum shock speed is 12.5 um/ns and the
maximum is 20 um/ns. The errorsin velocity are expected to
be <5% and arise mainly from uncertaintiesin target thickness
(0.1 um) and determination of shock arrival time (~£10 ps).
Using the Hugoniot datafor CH from SESAME tables,1° these
shock velocities correspond to pressures of 2.85and 0.97 Mb,
respectively. In a similar shot with an identical target, the
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shock speeds were dlightly higher but the modulations of
similar size. Table 90.111 liststheresultsfor the two shots. The
breakout times (tp and t1 for peaksand troughs) at either 10 um
or 20 uminthetarget wereaveraged over three spatial periods.
V_isthe shock velocity given by the distance (10 um) divided
by the difference between later breakout times (troughs of
shock); V, isthe velocity associated with the earlier breakout
times (peaks of shock). The pressures P_and P, are inferred
from the shock velocities V_ and V. using the SESAME
equation-of-statetables. 1./l _istheratio of intensity calcul ated
from the pressure ratio P,/P_ using the intensity scaling for
pressure as given below.

OBSseRVATIONS OF MODULATED SHock WAVES IN SoLID TARGETS DRIVEN BY SPaTIALLY MODULATED LASER BEAMS

reduction in intensity should produce a 0.9-Mb shock. These
numbers are in good agreement with the observed pressure
changesasinferred from the modul ationsin shock vel ocity, as
shown in Table 90.111. Note that the pressure modulations are
similar for the two shots, despite the differences in absolute
pressure. Thisis because the sinusoidal intensity distribution
wasthe same for both shots. The absolute pressureis different
because the laser power (pulse shape and laser energy) was
different (by afactor of ~5) for the two shots: 6 x 1012 W/cm?
and 1.5 x 1012 w/cm?.

Figure 90.23 shows a contour plot depicting density from a
2-D hydrodynamic simulation of this experiment using the
computer code ORCHID.19 Thelaser isincident from the left,

2.5 T T T T T
and the shock (propagating to theright) can be seen asthefirst
2.0 - contour. A portion of the embedded AL layer (indicated in the
figure) hasbeen displaced by theshock. Thelaser intensity was
215 - 6x 1012W/cm? (average) in asinusoidal intensity distribution
g with 60-um wavelength and intensity modulation (peak-to-
= 10 .
05F . 30 Density
(g/co)
0.0 1 1 1 1 1
0 50 100 150 200 250 300 2.74
Distance (um) . 20
E11497 E 206
3
Figure 90.22 - 10 137
The shock arrival times versus space for shot 24566 [Fig. 90.21(b)]. The
upper curverepresentsthe contour of theshock arrival timeat therear surface; 0.69
thelower curvefor thearrival at the Al layer embedded at 10 um. The dashed
lines are the simulated arrival times of the shock at those surfaces. 0 0.00
The dependence of pressure on intensity has been estab- E11517
lished by considerable |CF research as P(Mbar) = 40 (1/1)%3
(Refs. 16-18), where A is the laser wavelength in um and | Figure 90.23

is laser intensity in 1015 W/cm?2. It is expected that for the
intensities in these experiments, plasma instabilities are not
important and this scaling law should be valid. At 6 x
1012 W/cm?, the pressure should be ~2.7 Mb; a factor-of-5

Table 90.11l: Experimental results.

Density contours (at 1.39 ns) in a 2-D hydrocode (ORCHID) simulation of
these experimentswith an embedded Al layer as shown. The modul ated laser
(12 cycle of the sinusoidal modulation is shown) is incident from the | eft.
The curved shock propagates to the right.

Trough Peak Velocity Pressure Modulation
Shot # (Wiem) |t | trio | 2o | o | Vo | Ve | P_ | Py | PJP_ | LJI
24566 6x 1012 162 | 1.06| 1.15| 0.813 178 296 218 6.45 2.96 5.09
24569 1.4x10'2 | 195 | 1.15| 1.47| 0973 125 20 0.97 2.85 2.94 5.04
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Time-Dependent Electron Thermal Flux Inhibition
in Direct-Drive Laser Implosions

Electron thermal conduction playsanimportant roleininertial
confinement fusion (ICF):1 it transports the laser energy ab-
sorbed near the critical surface into the overdense region and
thereforedirectly affectstheablation process, thelaser absorp-
tion, and implosion dynamics. Theflux-limited Spitzer—Harm
(SH) model? has been widely used to calculate the electron
thermal conduction. In this model, the flux limiter f (typical
value is 0.06)3 is introduced to limit the SH electron thermal
flux? and is given by

0e = Min( foes, dsy ), 1)

where g isthe electron thermal flux, gggisthefree-streaming
thermal flux defined as Grg = NeTe(Te/Me Y2, g isthe elec-
tron number density, T, isthe electron temperature in energy
units, me isthe electron mass, and f is the flux limiter, respec-
tively; gy isthe SH electron thermal flux.* Because the flux
limiter is empirically determined from the comparison be-
tween thenumerical simulationsand theexperimental results,®
it depends on the experimental conditions and the experimen-
tal uncertainties.

More-general approaches to calculating the electron ther-
mal transport include aMonte Carlo method® and solving the
Fokker—Planck (FP) equation. Many authors have reported
that nonlocal electronthermal conductionisimportant, leading
to aflux inhibition in |aser-produced plasmas.”12 Thisarticle
shows that the flux inhibition is time dependent for square
pulses, which affects CH target implosions.

When the mean free path of the electronsisgreater than the

typical temperature and gradient scale lengths in the plasma,
the transport is nonlocal. To calculate the nonlocal thermal
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conduction and to study its effect on the target implosions, a
FP code was devel oped and combined with aone-dimensional
hydrodynamic code (LILAC3). In our code, the electron
velocity distribution function isexpanded up tothe ¢ = 3 mode
by L egendre polynomialsof the direction cosinesof theveloc-
ity vectors:14

Zeroth order:

of d d
Bt b))

2w
15v2 OX oV

(vgfz)zcee+sj; (2

First order:

Wy, A, o
ot ox ov

+§{%%(x2fz)—%a%(v3f2)}

U 20U 1 9/ .24 2 a(flj
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Second order:
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Third order:
dofy 3| dfy 20 (f .
¥+g{v§—axv a—v(v—z =—6vg f3; ©)

where f, f1, fp, and f3 are the ¢ = 0 (isotropic part), 1, 2, and 3
modes of the distribution function, respectively. For the clo-
sure of these coupled equations, we use the simplified f3
equation without the correction terms for hydrodynamic mo-
tion and nonplanar geometry; fzisreset to O at the beginning of
every time step because f3 << f, but Af3# 0.

In the above equations, Cq is the electron—electron colli-
sion operator,2® which is determined from the interaction of
fowithitself only; v, istheelectron-ion collision frequencyl2
given by

Ve = 04r neZ*e4 InA/mg v3,

which effectively includes the corrections of higher-order
terms neglected in the electron—electron collision operator,

¢= (z* +4.2) / (z* +o.24).
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The effective charge Z" is defined by Z" =(z2)/(Z), where
<ZZ>.<Z> are the square of the charge and charge averaged
over theion species, respectively; eistheelectron charge; In A
is the Coulomb logarithm,16 and U is the ion velocity. The
acceleration termisdefined as a, = eE, /My, wherethe elec-
tric field E, is obtained from the current-free condition
j= 47re/3j5° dw® f; = 0. §isasource term that accounts for
the change in the Maxwell distribution function

fm = ne(me/27rTe)3/2 exp(—mevz/ZTe),

i.e, § = d(fyy), due to changes in the electron density and
temperature fromionization, radiation transport, laser absorp-
tion, and PdV work calculated by the hydrodynamic code
before the FP calculation. The friction term n limits the
temperature changeduetothethermal conductionaccordingto
the real gas heat capacity per electron c,,. For area gas, nis
given by 1= 2¢,e/3, where ¢, is obtained from the hydro-
dynamic code. After the FP calcul ation, the effective electron
temperature, defined as T = 27/ Mg jg’ f0v4dv, isreturnedto
the hydrodynamic code. This is equivalent to solving the
electron energy equation in the hydrodynamic equations.

We simulated the implosion of a polystyrene CH shell of
900-um diameter and 20-um thickness filled with 15 atm of
D, gas. The 0.35-um-wavelength laser pulse was a 1-ns-
duration square starting at t = 200 ps with a rise time (0 to
maximum) of 200 ps and a constant power of 25 TW from
0.4 nsto 1.4 ns. Theirradiation intensity on the target was 9 x
1014 W/cm?2. Figure 90.24(a) shows the laser profile and the
calculated electron thermal flux at the critical surface,

Uep = 27rme/3j5°v5f1dv,

normalized by the free-streaming thermal flux at the critical
surface, ggs. The ratio gep/geg can be defined as the flux-
inhibition factor f if ggp is assumed to be g, the “actua”
flux when fgeg < qgy in EQ. (1). We observe that f increases
until 400 ps and then decreases with time. This shows the
time dependence of the flux-inhibition factor inan ICFimplo-
sion. Thistime dependence of the flux inhibition is explained
by the properties of the SH model and the nonlocal nature of
the transport.

For the first explanation, we consider the time dependence

of the relation between ggg and qgy, described by the SH
model. At the critical surface gggisafunction of the electron
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temperature only, and qgy is written in terms of Aq/Lt and
the free-streaming flux as Qg :16«/§ﬂ_1/2(10/LT)qF5,
where A is the electron mean free path for 90° collision
scattering® given by

Ao= v{‘;,/[4¢7rnez*(e2/me)2 InA},

wherevy, isthethermal velocity defined by vy, = (2Te / me)j/z.
Lt is the temperature gradient scale length defined as
Te/(9Te/0xX). Figure 90.24(b) shows Ag/Lt and electron ther-
mal fluxes grs, Ogy, and gep at the critical surface. Ag/Lt
increases during the rise time of the laser pulse when Tg
increases rapidly. It then decreases as Lt increases faster than
Ag after 400 ps, at which time the constant laser pulse starts.
Also, grgincreases gradually with timein Fig. 90.24(b) asthe
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Figure 90.24
(a) Ratio of theqrp and grs measured at thecritical surface; (b) ratio of Agand
L. grsand gsy are calculated from the ne and Te obtained by FP calculation.
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electron temperature increases gradually. This leads to gg
being almost constant after 400 pssincetheincreasein gegand
the decreasein Ag/L cancel each other in contributing to ggyy.

The relation between ggy and gep is determined by the
nonlocal transport. As seen in Fig. 90.24(b), the FPflux hasa
trend similar to that of the SH flux: the ratio gep/0gy Stays
between 0.5 and 0.6 during the constant laser power. Yet,
during that time, because Ay/Lt decreaseswithtime, wewould
expect the flux to be less constrained. The fact that the ratio
Orp/0sy Stays constant indicates that flux inhibition from the
SH flux due to the nonlocality of the electron transport in-
creases with time.

From the time development of the flux-inhibition factor f
and the absorbed laser power |5, the absorbed laser power—
averaged flux-inhibition factor, (f)=J fladt/[Iadt, is esti-
mated to be 0.075 for the sharp-cutoff flux-limited SH for-
mula of Eq. (1). We also calculated (f) with the harmonic
mean flux-limited SH model, which is given by

det = (fops) ™+ agh.

For thismodel, {f) is0.15.

The validity of our Fokker—Planck calculation is checked
by comparing the calculated neutron burn history with both
experimental results and results of the flux-limited SH model.
The experiments were performed on the 60-beam OMEGA
laser systeml” with the best smoothing conditions.1® The
neutron burn history was measured with the neutron temporal
detector, which has a temporal accuracy of +50 ps.19 All the
calculationswerecarried out withthereal laser pulseand target
conditions. In Fig. 90.25(a), we show three neutron rates
calculated by FPand by SH with flux limitersof 0.07 and 0.06.
Theseresultsare for 15-atm-D,, gas pressure and 20-um shell
thickness irradiated by a 1-ns-duration square pulse. The
resultsof both FPand SH with aflux limiter of 0.07 show good
agreement with the experimental result. The results shownin
Fig. 90.25(b) for afuel gas pressure of 3 atm also agree well
with the experimental result for a flux limiter of 0.07. The
difference in amplitude between the theoretical and experi-
mental observed rate of neutron production or thereduced burn
history is believed to be caused by the shell-fuel mix during
the decel eration phase due to the Rayleigh-Taylor (RT) insta-
bility.18 Resultsin Figs. 90.25(a) and 90.25(b) are consistent
with the previous results shown in Fig. 90.24(a), where FP
calculation gives (f) of 0.075. In Fig. 90.25(c), we show the
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Figure 90.25

Comparison of the calculated neutron rate with results from the experiment for FP and SH with a flux limiter of 0.07 and 0.06: (a) 15 atm of D fuel gas and
1-ns square pulse; (b) 3 atm of D2 fuel and 1-ns square pulse; (c) 20 atm of DT fuel and 0.4-ns square pulse.

neutron ratefor the case of a0.4-nssquarepulse (20atm of DT
inasimilar target). In this case, the FP bang time agrees with
that of the flux-limited SH for a flux limiter of 0.09. The
experimental bang time is between SH with a flux limiter of
0.08 and FP. Thisindicates that alarger flux limiter is needed
for short-pulse cases. In this case, () wasfound to be 0.087,
which is larger than 0.075 for the 1-ns square pulse. Thisis
consistent with the fact that a large flux-inhibition factor is
needed to match the flux-limited SH flux to FP early in the
pulse, as shown in Fig. 90.24(a). For all the cases shown in
Figs. 90.25(a)—90.25(c), FP gives neutron temporal profiles
about 50 ps ahead of these experiments. This discrepancy is
withintheexperimental error bar. A stricter treatment of §;and
1 in Eq. (2) might reduce this discrepancy.

Next, we show the effects of the time dependence of the
flux-inhibition factor on the absorption and the stability of the
shell during the implosion. Due to the larger flux-inhibition
factor early inthe pulse, FPgivesalarger thermal flux than SH
with aflux limiter of 0.07, asshownin Fig. 90.24(a), resulting
inalarger electron-density scalelength, L, = ng / (ane /ax), at
the critical surface as seenin Fig. 90.26, where we also show
that FP and SH with f = 0.07 give almost the same electron
temperature T, at the critical surface. The larger density scale
length of FP at the critical surface early inthe pulse givesrise
to alarger absorption fraction by inverse bremsstrahlung than
in the SH case as shown in Fig. 90.27, where we plot the
temporal evolution of thelaser absorption cal culated by FPand
by SH with flux limitersof 0.07 and 0.06. Thelaser absorption
for FPislarger early in the pulse, while later in the pulse, FP
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gives alower laser absorption than SH with aflux limiter f of
0.07. Thetotal absorption fraction is0.83 for FPand 0.76 and
0.68 for SH with f of 0.07 and 0.06, respectively. FP gives a
larger laser absorption fraction than that of the SH with 0.07
and 0.06 by about 7% and 15%, respectively.

The effect of the FP transport on the growth of the RT
instability during the acceleration phase was investigated
using the Betti-Goncharov formula2® In the acceleration
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Figure 90.26

Ln and Te for FP and SH with a flux limiter of 0.07, measured at the
critical surface.
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The absorbed laser power for FP and SH with flux-limiter values of 0.07 and
0.06. For reference, the incident power is also shown.

phase, the averaged ablation density {p,) and the averaged
mass ablation rate (M) are 3.3 g/cm3 and 1.35 x 106 g/cm? s
for FPand 3.9 g/lcm3 and 1.53 x 10° g/cm? sfor SH with aflux
limiter of 0.07, respectively. Here, FP gives {p5) and {m)
about 15% lower than that for SH. The averaged minimum
density-gradient scale length <Lm> is 1.47 um for FP and
1.06 um for SH. Thislarger (Ly,) in FPleads to stabilization
of the growth of the RT instability of short-wavelength pertur-
bations during the acceleration phase. The obtained o and 8
in the Betti—-Goncharov formula?® are 0.90 and 1.5, which are
almost the same for both FP and SH.

Conclusion

Flux inhibition for square-pulse CH implosions has been
shown to be time dependent. The thermal flux at the critical
surface early in the pulsein the FPsimulation islarger thanin
the flux-limited SH with a flux limiter equivalent to the
averaged value calculated from the FP calculation. This was
confirmed by comparing the neutron burn history from FP
simulations with the experimental measurementsfor different
fuel gas pressure and laser pulse durations. A larger flux
limiter is required in simulations of implosions driven by
shorter-duration pulses. The increase in the density scale
length at thecritical surfaceincreasesthelaser absorption. The
longer scale length at the ablation region also leads to aslight
stabilization of the Rayleigh-Taylor growth by short-wave-
length perturbations.
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Precision Spectral Sculpting of Broadband FM Pulses
Amplified in a Narrowband Medium

Solid-state laser systems envisioned for inertial fusion energy
(IFE) applications will require both high efficiency and high
single-beam, on-target uniformity. High efficiency isachieved
by diode pumping, and on-target uniformity is achieved by
beam-smoothing techniques. One of the most-promising gain
media for these high-efficiency lasers is ytterbium-doped
strontium fluorapatite (Yb*3:SFAP).1 While this material is
ideal for efficient diode pumping, its gain bandwidth is rela-
tively narrow. Thishasimplicationsfor theamount of on-target
beam smoothing that can be achieved with techniques such as
smoothing by spectral dispersion (SSD),2 which requires
bandwidths of the order of 1 THz in the ultraviolet3 or roughly
0.333 THz (330 GHz) in the infrared part of the system.*
Since this bandwidth is comparable to the gain bandwidth
of Yb*3:SFAP, significant gain narrowing can be expected in
the laser system.

Gainnarrowinginthiscasedoesmorethan limittheamount
of on-target bandwidth available for beam smoothing. The
techniqueof SSD impressesfrequency-modulated (FM) band-
width on the laser and disperses it with gratings in order to
smooth speckle on target. Gain narrowing modifies this FM
spectrum, leading to amplitude modulation (AM) or FM-to-
AM conversion in the temporal profile of the pulse. The AM
occurs primarily at the high-peak-power output of the laser
system, significantly increasing the risk of laser damage.

In this article, the application of spectral sculpting to FM
pulsesis presented. Specifically, spectral sculpting is used to
precompensate the effects of gain narrowing in narrowband
solid-state amplifiers. The technique of spectral sculpting has
previously been used to compensatetheeffectsof gain narrow-
ingin ultrafast amplifiersby spectrally shaping theinput pulse
prior to amplification® or by the use of an intra-amplifier
spectral filter.6 In these examples, the primary goal was to
increase the width of the amplified output spectrum. For FM
pulses, however, any modification to the original spectrum
leads to AM; thus the effects of gain narrowing must be
precisely compensated to ensure that the amplified output
spectrum matches exactly the original, unamplified FM spec-

LLE Review, Volume 90

trum. We experimentally demonstrate complete gain-narrow-
ing compensation for small-signal, center-line gains of the
order of 10% and FM bandwidths that are comparable to the
linewidth of the amplifying medium.

Theconcept of spectral sculptingisillustratedin Fig. 90.28.
The spectrum of an FM pulse and its corresponding smooth
temporal profile are shown in Fig. 90.28(a). Asillustrated in
Fig. 90.28(b), a spectral mask that attenuates the line-center
sidebands, which experience high gain, and wholly transmits
the distant low-gain sidebands is applied to the pulse at the
input to the laser system. After spectral sculpting, this low-
energy input pulse no longer hasapurely FM spectrum and is
thus heavily amplitude modulated [Fig. 90.28(b)]. As the
pulse is amplified through the system, the sculpted spectrum
evolves toward a purely FM spectrum. At the output of the

M / S
Y e A,
(© f \

Frequency Time

Gb5413

Figure 90.28

(@) Unamplified FM spectrum and associated smooth temporal profile.
(b) Sculpted, unamplified FM spectrum. The associated temporal profile
shows significant AM. (c) Sculpted, amplified FM spectrum. The amplified
output has the original FM spectrum and a smooth temporal profile.
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system, precisely where the energy, fluence, and concomitant
damagerisk are highest, the purely FM spectrumisrecovered,
with no AM [shown in Fig. 90.28(c)].

A schematic of the experimental setup is shown in
Fig. 90.29. The FM bandwidth was generated by double
passing a monochromatic, temporally shaped pulse through a
LiNbO3 phase modulator.” This pul sethen entered the spectral
sculptor. After sculpting, the pulse was injected into a
narrowband, cavity-dumped, multipass Nd:YLF amplifier.
Nd:YLF snarrower gaintransition servesasasurrogatefor the
Yb*3:SFAPwith aproportional reduction in input bandwidth.
Thetotal number of round-tripsthrough the cavity, and thusthe
overall gain experienced by the pulse, was adjustable. After
amplification, the spectral profile of the sculpted, amplified
pulse was measured with a custom-built spectrometer with a
resolution of ~0.1 A. To assess the magnitude of post-amplifi-
cation AM, thetemporal profile of these pulseswas character-
ized with an LLE-built streak camera with a 15- to 20-ps
temporal resolution.

Thedesign of the spectral sculptor isbased on aconfigura-
tion known as a zero-dispersion pulse compressor with a
pulse-shaping mask.8 In this configuration, the sidebands of
the FM-modulated incident pulse arefirst angularly dispersed
by agold-coated diffraction grating. A lensthen transformsthe
angular dispersion of the sidebands into a spatially separated
array of individual sidebands located at the back focal (Fou-
rier) plane of the lens. A mask, placed in this plane, performs
the actual scul pting. The second half of the sculptor isamirror
image of the first part, producing a spectrally sculpted pulse
whose individual FM sidebands are overlapped in space.

Temporally -
shaped pulse

10-GHz
FM modulator

To spectrometer Nd: YLF optica Spectral
& streak camera g amplifier | scul ptor
G5414 \"""-""""-/

Figure 90.29

Schematic of the spectral sculpting setup.
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The specific layout of a particular Fourier-plane mask
dictates the optical design of the sculptor. Many types of both
fixed and programmable masks might be used to shape the
spectrum of apulse.? The programmable mask used here (from
CambridgeResearchInc.) ishased ontheliquid-crystal-modu-
lator (LCM) light valve developed by Wefers and Nelson.10
Thediscrete nature of the FM spectrumisideally suited to this
pixelated light valve, and thus our sculptor was designed so
that thespatial separation between each sideband inthe Fourier
planematched exactly the LCM pixel separation. For agrating
groove density of 1740 grooves/mm, a center wavelength of
1.053 mm, an FM sideband spectral separation of 10.384 GHz,
and a LCM pixel separation of 100 mm, the required focal
length of the lenses was 775 mm. Since the required focal
length was so long, each lensin the scul ptor was replaced with
athree-lens, telephoto system (designed by D. Weiner), result-
ing in a60% reduction in the overall length of the sculptor.

The LCM light valve provides control of both the trans-
mission and relative optical phase of each FM sideband. This
is done by applying a computer-controlled voltage to each of
two liquid crystal layers in each LCM pixel. The sculpting
mask canthusbetail ored to compensateavariety of conditions
in the amplifier. An algorithm was devel oped that adjusts the
transmission of each LCM pixel until the power spectrum of
the amplified, sculpted pulse matches a given, desired refer-
ence spectrum.

The reference spectrum, which is the original pure FM
spectrum generated by the phase modul ator, was measured by
sending the output of the sculptor, with the transmission of
each LCM pixel set to 100%, directly to the spectrometer (see
thedashedlineinFig. 90.29). Oncethereferencespectrumwas
taken, the unscul pted pulse wasthen amplifiedinthe Nd:YLF
amplifier and sent into the spectrometer. The power spectrum
of the amplified pulse is given by

Eanp(1) =[En(1 )0 ) (1)

where |Ein(l )|2 isthe spectrum of theunamplified, unscul pted
pulse (the reference spectrum) and |g(/ )|2 isthegain spectrum
of the Nd:YLF amplifier. Given this measurement of the
amplified power spectrum, a compensating mask function
M(/') wasthen cal culated and sent tothe LCM. Whenthe LCM
isused only asatransmission mask, this mask function can be
expressed as

LLE Review, Volume 90



2
Einl/ 1

|Eanp (! )|2 o/

The now-sculpted pulse was amplified, and the resulting
spectrum was again measured and compared to the reference
spectrum. This procedure was repeated until the amplified,
sculpted spectrum matched the original reference spectrum
|Ein(1)". This comparison of spectra was accomplished by
calculating the relative difference in energy between corre-
sponding sidebands in the reference and amplified spectra.
When the rms average difference among all of the sidebands
was|essthan 4%, the spectrawere considered to be equival ent
and the scul pting procedure ended.

Figure 90.30(a) shows the measured reference FM spec-
trum, containing ~29 sidebands with a bandwidth of
~220 GHz. Sincethe spectral width of the Nd:YLF gain curve
is approximately two-thirds the width of that of Yb*3:SFAP,
we used an FM bandwidth that was two-thirds of that required
for aY b*3:SFAP-based | FE laser system using SSD for beam
smoothing. The pulse temporal profile corresponding to the
reference spectrum in Fig. 90.30(a), as measured with the
streak camera, is shown in Fig. 90.30(b). Without precom-
pensation, as shown in Fig. 90.30(c), the amplified (gross
small-signal, center-line gain ~9100) FM pulse spectrum is
significantly narrowed. The temporal profile of this gain-
narrowed, amplified FM pulse shows nearly 100% AM
[Fig. 90.30(d)]. Due to the fact that gain narrowing leadsto a
symmetric distortion of the original FM spectrum, the pre-
dominant frequency of theAM is~20 GHz, whichistwicethe
phase-modulation frequency.

Beginning with the unsculpted, amplified spectrum in
Fig. 90.30(c), the sculpting algorithm iterated, as described
above, until the sculpted, amplified spectrum matched the
reference spectrum. For gains of ~10%, four to five iterations
were typically required. The resulting amplified and sculpted
spectrum is shown in Fig. 90.30(e). This power spectrum
shows that precompensating the effects of gain narrowing
produces an amplified spectrum that matches the original
unamplified FM power spectrum, thusproviding the necessary
bandwidth for on-target smoothing. As discussed above, the
scul pting technique must also produce amplified pulseswith a
minimum amount of AM. As can be seenin Fig. 90.30(f), the
applied spectral sculpting mask used to generate the spectrum
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in Fig. 90.30(e) has significantly reduced the AM at the ampli-
fier output; however, some residual 20-GHz AM remains.

To better understand the source of thisresidual AM, amodel
that usesthe experimentally measured power spectrato calcu-
late the expected temporal pulse profile was devel oped. These
simulations showed that the relative amplitude errors in the
sidebands (which weretypically of the order of afew percent)
were not sufficient to cause the observed residual AM. It was
thus concluded that the scul pting algorithm successfully pro-
duced the correct amplified FM power spectrum, and that the
residual AM was not caused by errors in the sculpted ampli-
tudes of the individual amplified sidebands.

The simulations described above were then expanded to
includetheeffectsof errorsinthe phaserelationship amongthe
sidebands that comprise the amplified FM spectra. Two pri-
mary sources of phase error in the experiment were material

2L
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Figure 90.30

(a) Unamplified FM pul se spectrum (reference spectrum); (b) streak camera
measurement of thetemporal profile of the pulse whose spectrumisshownin
(a); (c) gain-narrowed, amplified FM spectrum; (d) temporal profile corre-
sponding to the gain-narrowed spectrum shownin (c); (e) amplified, scul pted
FM spectrum; (f) temporal profile corresponding to the amplified, sculpted
spectrum shown in (e).
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dispersion and imaging errors in the sculptor. These sources
primarily produce aspectral phase whose magnitude varies as
the square of the frequency difference among the sidebands.
Introducing this quadratic spectral phase dependence into our
simulationsproduced FM pul seswith amplitudemodul ation at
thefundamental modulation frequency (i.e., 10 GHz). Whilea
small amount of 10-GHz modulation can be observed in our
data, the primary residual modulation frequency was 20 GHz.

Another source of spectral phase error in this setup is that
associated with the narrowband Nd:YLF gain transition. As-
suming that the gain profileof Nd:Y LF isLorentzianin shape,
the spectral phase associated with this transition can be ex-
pressed as!!

F(w) = Gas(we) 2(w- w)/Dw

868 1+[2(w- w)/Dw]® ©

where Ggg(W) is the center-line gain in decibels, w; is the
center frequency of the Nd:YLF transition, and Dw is its
spectral FWHM. Simulations showed that the addition of a
phase function of thisform to an FM spectrum, using param-
eters that matched our experimental conditions, produced
20-GHz temporal modulationwith anamplitude similar to that
observed in the data.

Using our LCM sculptor, the amplitude mask used to
produce the FM spectrum in Fig. 90.30(e) was combined with
a phase mask whose functional form is the inverse of the
function described by Eqg. (3), with the overall gain, transition
center frequency, and transition width being adj ustabl e param-
eters. These parameters were iterated to minimize the ampli-
tude modulation in the streak camera measurements. The
resulting experimental temporal profileisshowninFig. 90.31.
Comparing this figure with Fig. 90.30(f), it is clear that by
using phase compensation in addition to amplitude shaping,
the residual AM in the amplified temporal pulse can be com-
pletely eliminated.

Conclusion

This article has presented what is believed to be the first
demonstration of spectral sculpting applied to the amplifica-
tion of broadband FM pulses in a narrowband gain medium.
Because of FM-to-AM conversion, spectral scul pting for these
pul sesrequiresboth precision amplitude and phase compensa-
tion of narrowband gain effects. Spectral sculpting for
narrowband, center-line small-signal gains of 10* has been
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Temporal profile of an amplified FM pul se whose spectrum was both phase
sculpted and amplitude scul pted.

demonstrated, producing amplified pulses that have both suf-
ficient bandwidth for on-target beam smoothing and temporal
profiles with no potentially damaging AM.
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Electric-Field-Induced Motion of Polymer Cholesteric Liquid
Crystal Flakesin a Moderately Conductive Fluid

Polymer cholesteric liquid crystals (pCLC'’s) are commonly
limited to passive applications as thin films reflecting a spe-
cific wavelength and polarization of light dueto their inherent
selectivereflection properties. SomepCL C'sinthestateabove
their glasstransition temperature can be used for active appli-
cations, but duetotheir highviscosity, switchingtimesarelong
compared to low-molar-mass liquid crystals with a similar
structural composition. New possibilities for pCLC applica
tions emerged in 1994 when Faris proposed fracturing pCLC
filmswith Grandjean texture (the helical axisof the molecular
structureisnormal tothefilm surface) intotiny particlescalled
“flakes.”1 Initial research on pCLC flakes, performed by
Korenic et al., focused on cyclic polysiloxanes? exhibiting
selective reflection in the visible. The flaking process was
refined, and passive optical effectswerestudied. By character-
izing the selective reflection effect for both films and flakes,
Korenic showed that bulk propertieswere preserved. Colorim-
etry of pCLC flakesin various drying binders (e.g., glues and
adhesives) |eadsto the devel opment of new paint and pigment
concepts for potential applicationsin both the decorative arts
and document security.3# Optimization of the vivid selective
reflection effect for passive applications was found to depend
on particle concentration, the use of arestricted particle size
range (e.g., ~90 to 180 um), and immersion in adrying binder
with comparable refractive index (~1.6).

Theuseof an electricfield to control the motion of particles
has been investigated for decades. The prospect of electro-
phoreticimage displays® replacing cathode ray tubeswasvery
realisticintheearly 1970suntil liquid crystal displaystook the
lead in devel opment. Particledisplaysremained anovelty until
recent advancesinvolving particleencapsul ation and the novel
concept of amechanically flexible display that emerged from
work with polymer-dispersed liquid crystal technology in the
1980s.5 An el ectrophoretic display based on the encapsul ation
of hundreds of micron-sized charged particles that migrate
back and forth inside a 50- to 200-um capsuleis being devel-
oped by E-Ink®.7 A second leading particle display technol-
ogy, Gyricon® 8reliesonindividually encapsul ated bichromal,
25- to 200-um spheres with oppositely charged hemispheres
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that rotate with the application of a suitable electric field.
Response times for these technologies, currently ~200 to
300 ms, are judged to be sufficient for applications such as
electronic books, commercia advertising signs, or personal
data assistants (PDA’s). Achieving color with these technolo-
giesiscomplex and requiresthe addition of color filtersor the
development of multichromal spheres,® respectively. A new
concept that involves ~10-um birefringent polymer nematic
liquid crystal spheres!® may also have applicationsin particle
display technology. These spheres were shown to reorient
within 100 to 200 usin an electric field due to the negative
dielectric anisotropy of the polymer nematic material. Crossed
polarizers would be necessary to observe optical effects.

Here we report an extension of the pCL C flake technology
fromentirely passiveoptical applicationstoaninvestigation of
motion in an electric field.1112 Commercial polycyclosilox-
aneflakes, 13 typically 6 um thick, with an arbitrary shape and
aselectivereflection peak at 1o =520 nm (green) were sieved
and dried? to obtain batches with sizes between 20 and 50 um
[Fig.90.32(a)]. ThepCL Cflakesweresuspendedin propylene
carbonate (PC) (Aldrich, 99.7% HPL C grade), ahost fluid that
istransparent, chemically compatiblewith the pCLC material,
of acomparabledensity, and hasanon-negligible conductivity
of ~5 x 106 siemens/cm (Table 90.1V). Test cells were con-
structed using pairs of 25 x 25 x 3-mm indium tin oxide
(ITO)-coated glass substrates.1* A mixture of 41+3-um-diam
sodalime glass spheres (Duke Scientific Corp.) dispersedina
UV-curing epoxy (Masterbond UV 15-7TK 1A) wasappliedin
four cornersof one substrateto set the cell gap. Cellswerethen
filled by capillary action and sealed with epoxy (Devcon
5-Min®). Basic observations were made using a polarizing
microscope (Leitz Orthoplan). A digital camera (Panasonic
Digital 5100) withatimer wasused torecord flakemotionwith
atimeresolution of 100 ms. Dataon flake motion occurring on
a sub-second timescale was obtained by detecting the light
reflected from the rotating flake surface using a photomulti-
plier tube (PMT) (Hamamatsu R905) coupled to the micro-
scope ocular by means of afiber optic mounted in aprecision
fiber coupler (Newport Corp.). The PMT signal wasdisplayed
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on one channel of an oscilloscope (HP 54520A) and directly
compared with the field applied to the cell displayed on the
second channel. A function generator (Stanford Research
SystemsDS345) provided thesinusoidal driving voltagefor ac
fields. Flake motion was observed as a function of the
waveform’s magnitude and frequency. Rotational behavior
was easily detected under near-normal illumination through a
10x objective (N.A. = 0.2). Brightly reflecting flakeslying in
the plane defined by the substrates [Fig. 90.32(b)] darkened
substantially after reorienting [Fig. 90.32(c)].

Experiments concentrated on investigating ac sine wave—
driven devices. Using the polarizing microscope and the
digital camera to track flake motion, we found that pCLC
flakes responded to electric fields by rotating approximately

Flake

Figure 90.32

Dimensions of atypical irregularly shaped pCLC flake are depicted in (a). Flakes
lieapproximately parallel to cell substrateswhen no electricfieldisapplied (b) and

appear green due to selective reflection caused by the helical molecular structure

of cholestericliquid crystal's, asdepicted by theenlarged flake. Flakesreorient with
one long axis parallel to the applied field (c). They appear dark since light is no

longer reflected off their flat surfaces.

Table 90.1V: Properties of CLC520 flakes and host fluid.

Property at 26C Wacker polysiloxanes CLC520  Propylene Carbdfate
Index of refraction @ 589 nm 1.57%Ref. 4) 1.428)
Dielectric permittivity @ 1 kHz ~@ 699
dc conductivity (S/cm) - ~5x10°
Dynamic viscosity (Pa-s) Solid 2x01073()
Density (g/cnd) ~1.1() 1.189°)

*Average index of refraction.

All materials were used as received without further processing.

(@Measured with an impedance meter (253 Electro Scientific Instruments)
(b)Measured by a water displacement technique
(©Sigma-Aldrich-Fluka Catalog (2000)

(@High Purity Solvent Guide, Baxter Diagnostics Inc., Burdick & Jackson Division (1990)
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90° about one axis, typically the longest one [Fig. 90.32(c)].
Flakemotion wasseenin electricfieldsaslow as5mV ,,J/um
(0.21 Vo) Within aspecific frequency bandwidth defined as
the range where the flake response time increased by afactor
of 3 from the fastest response detected. In atypical set of data
for oneflake (shownin Fig. 90.33) theflake'sfastest response
a 5 mV,Jum required 47 s at 130 Hz. The freguency
bandwidth extended from 45 Hz to 500 Hz for this very low
magnitude field. As the magnitude of the driving field in-
creased to 30 mV,,,Jum, the frequency range for motion
broadened to extend from approximately 25 Hz to 1000 Hz.
Thissixfold increasein voltage greatly reduced the reorienta-
tiontimefor theflaketo lessthan 1 s. Many other flakeswere
seen to behave in a similar manner.

o 5mV,Jum
» 10 MV, Jum
1000 | | " 20 MV, Jum
¢ 30 MV, Jum
w A e
E; 100 \A,A \‘.o\.‘. .././' /A
N o .
E 10 LN \A\A\A . ) X ./’
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g \ \-\.h././ ‘/
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8100 Frequency (Hz)
Figure 90.33

The characteristic timeresponse of arepresentative pCL C flakeasafunction
of frequency at specificelectricfield values. Linesaredrawnto guidetheeye.
Similar behavior was observed for dozens of flakes.

Thereorientation timesof flakesinthefield of view imaged
onto the digital camera (2 mm x 1 mm) were examined as a
function of incremental voltage increases of a 50-Hz electric
field. Attention wasdirected to two typesof flakes: (1) “small”
flakes with the largest dimension of the order of 25 um
(typically squareor triangular) and (2) “large” flakeswitha35-
to 50-um dimension that tended to be rectangular. The small
flake' sresponsecurvein Fig. 90.34 showsaninversequadratic
dependence on thefield (R? = 0.98); however, for fieldslarger
than approximately 30 mV ,d/um (1.3 Vo) the large flakes
consistently reoriented more quickly than the small flakes.
Inertial terms are small enough to be neglected in this system,
so it is possible that at higher voltages these flakes carried a
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proportionally larger induced dipole moment dueto their size
and (typically) rectangular shape, thereby causing theseflakes
to reorient more quickly than smaller flakes.
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Figure 90.34

The average response time of several flakes has an inverse quadratic depen-
dence on the applied voltage. The standard deviation of 10% is of the order
of the size of the data points.

Usingthesignal fromthe PMT to detect light reflected from
asingletypical flake, we found that the actual time necessary
for a flake to rotate was less than the reorientation time
measured with the digital camera through the microscope
eyepiece (Fig. 90.35). In the presence of a 40-mV,,,J/um
(1.7 Vs 100 Hz) field there was a delay time D; of 420 ms
for the flake to initiate movement after the field was first
applied. The flake then completed the full reorientation, as
determined by its reflectivity shifting from a maximum to a
minimum value, with a fall time R, of 560 ms. The total
reorientationtimewasthereforejust under 1s. (Herewedefine
the reorientation time of aflake as the sum of the D; and the
R;). We attribute D; to the time necessary for an insulating
pCLC flake to acquire a dipole moment.

Themotion of pCL Cflakeswasnot bistable, but thissystem
showed “memory” or hysteresis. Flakesrelaxed to their initial
positionintheplaneof thecell several minutesafter thedriving
field wasturned off. There was also a gradual, approximately
linear increasein responsetimefor suspended flakesinthe PC
host for over 48 h.

Electrophoresis can be discounted asapossi ble mechanism
because pCL C flakes are not charged initially, but acquire an
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Flakemotionina40-mV me/um (1.72-Vms) field at 100 Hz was studied with
a PMT detecting light reflected from the flake surface. Initialy, the flake
reflected brightly but little light was detected upon reorientation. The result-
ing contrast ratio, with no attempt to eliminate light from other flakes and
sources of scatter, was approximately 15:1.

induced polarization that is presumed to come from migrating
charges. Since the electric fields applied to test cells were
uniform to within £3%, dielectrophoresis, which requires an
electric field gradient, can also be eliminated as a possible
effect contributing to flake motion. The mechanism leading to
flake reorientation in host fluids with non-negligible conduc-
tivity is most likely the orientational effect described by
Jones. 15 This effect is caused by an induced dipole, with a
quadratic dependence on the electric field, brought about by
the difference in the conductivity and dielectric constant be-
tween the flake and the host fluid. The responsetime for flake
motion isdetermined by solving the equation of motionfor the
system, which includes the torques due to the induced dipole
and the viscous retardation, while the moment of inertia is
neglected. Calcul ations show that the flake response time will
have an inverse quadratic dependence on the electric field, as
was experimentally observed. A closed-form solution in two
dimensions was obtained, and time response calculations
corresponded well with the experimental observations in
Fig. 90.33.A numerical solution, based on Okagawa' swork,16
was found for flake motion in three dimensions.

Summary

In summary, we have observed the reorientation of pCLC
flakes suspended in propylene carbonate, a moderately con-
ductive host fluid. Flakes align with one axis parallel to the
electric field. Motion has been observed in applied fields as
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low as 5 mV .,/ um. Reorientation time decreased, while the
frequency rangefor motionincreased withtheapplied voltage.
We have observed 90° flake rotation in times R; as short as
hundreds of milliseconds. We envision much faster response
timesindevicegeometrieswheretheflakerotationisrestricted
to a few degrees. The response time, which has a inverse
quadratic dependence on the applied field, is also dependent
upon flake shape and size as well as various material charac-
teristics. Though flake motion is not bistable, it hasamemory
effect that needs to be explored further. Controlling flake
orientation can lead to both commercial and scientific applica-
tions. Display applications with the capability for color are
envisioned, as well as optical filters, polarizers, and spatial
light modulators.
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Femtosecond Response of a Freestanding LT-GaAs
Photoconductive Switch

The use of semiconductor photoconductive devices to gener-
ate picosecond and subpicosecond electrical signals has been
the subject of intense research for the last two decades, prima-
rily motivated by the fast-growing demand for ultrafast, inte-
grated optoelectronic photoswitches and photodetectors.
Photoconductive devices based on ion-implanted InP12 ion-
implanted silicon-on-sapphire,3 amorphous silicon, low-tem-
perature-grown GaAs (LT-GaAs),*’ as well as metal-
semiconductor-metal diodes,® have been studied thoroughly.
Unfortunately, dueto either their nonstandard active material
or the need for nanolithography, it is difficult to integrate any
of the above devices into advanced optoel ectronic systems or
high-performance digital electronicscircuits (conventional or
superconducting) fabricated on Si substrates. The existing
semiconductor photoswitches usually require hybrid integra-
tion, which drastically reduces their intrinsic multigiga-
hertz bandwidth.

Thisarticlereportson anew method of making afreestand-
ing LT-GaAs photoconductive switch that can be placed at
virtually any point on any circuit containing a coplanar strip
(CPS) transmission structure. Our device is characterized by
<0.5-psresponse time and ~23-V/W responsivity (typical for
Si or GaAs photodetectors) for 810-nm radiation.

The fabricating process of freestanding LT-GaAs photo-
conductive devicesis described in detail elsewhere.® Briefly,
1-um-thick LT-GaAs films were grown by molecular beam
epitaxy on semi-insulating GaAs substrates covered with a
layer of AlAs, at atemperature range of 200°C to 250°C and
at a growth rate of 1 um/h.1% The 0.5-um-thick AlAs etch-
stop interlayer was grown first to enable the separation of the
LT-GaAs film from the substrate. After the growth, wafers
with LT-GaAs layers were annealed in situ at 600°C for
10 min under local As overpressure.

The multiple-step process was used to lift and transfer the
LT-GaAs layer from the GaAs substrate.®1! First, LT-GaAs
wascovered with aphotoresi st, and thephotoswitch structures,
approximately 5 um wide and 15 um long, were defined by
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photolithography. Next, the wafer was placed into the diluted
HF solution (HF:H,0 = 1:9) for selectiveAlAsetching, which
led to separation of the LT-GaAs film from the substrate. The
separated LT-GaAs switch was then placed gently on aprede-
termined spot on the Si substrate. Special care was taken to
ensurethat the contacting surfaceswere exceptionally clean so
the LT-GaAswould adhere to the Si through molecular bond-
ing. Inthefinal step, the 10-nm/300-nm-thick, Ti/AuCPSlines
were fabricated on top of the switch, resulting in the structure
shown in the inset in Fig. 90.36. The final two steps could be
easily reversed, i.e., in many fabrication runs the Ti/Au CPS
lineswerefabricated first, and the switch was placed on top of
them, again attached by molecular forces.

The femtosecond response of our LT-GaAs photoconduc-
tive switches was measured with an electro-optic (EO) sam-
pling system,12 using a Li TaOj5 total-internal -reflection (TIR)
probe, 41314 as shown in Fig. 90.36. The TIR configuration
allowed usto position the excitation and sampling spots only
~10 um away, eliminating the signal distortion caused by
propagation effects and enabling the measurement of close-to-
intrinsic electrical transients. A commercial Ti:sapphire laser
with arepetition rate of 82 MHz was used to generate 110-fs-
wide, 810-nm-wavelength optical pulses. Both the excitation
and sampling beams were focused to ~5-um spots with a
single 10x, long-focal -length microscope objective. The same
objective also collected the sampling beam reflected by the
TIR probe.413.14

Thetime-resolved photoresponse signals of our freestand-
ing LT-GaAs photoconductive switch, dc biased at 30 V and
illuminated by the average optical excitation power Pg, of
2.7mW, 3.2mW, 3.9mW, and 4.6 mW, respectively, areshown
in Fig. 90.37. The transient amplitudes were normalized to
demonstrate that although measurements for each Pg, were
optimized separately, theresponsewasvery reproducible, with
a 470-fs full-width-at-half-maximum (FWHM) pulse width,
arise time (10% to 90%) of 340 fs, and a fall time (90% to
10%) of 460fs. Small rippleson top of the~5-ps-long shoul der
after the main peak were also present in each measurement.
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Following Ref. 14, we believe that these ripples were caused
by electrical signal reflections of the interfaces of our
>50-um-thick LiTaO5 crystal at the bottom of the TIR probe.
Thelatter was confirmed by measuring thetransientswhen the
sampling spot was moved ~100 um. Inthiscase, the measured
pulse was broadened to a FWHM of 1.1 ps (due to the CPS
dispersion), and post-pulse ripples were shifted in time with
the respect of main pulse.
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FemTosecond Response oF A FREESTANDING LT-GAAS PHOTOCONDUCTIVE SMTCH

The electrical transient generated by the photoconductive
deviceresultsfrom thetemporary increase of conductivity due
to photogenerated free carriersin theilluminated region of the
semiconductor. The signa’s intrinsic rise time is limited by
how fast the optical energy isdelivered, which correspondsto
the integral of the laser pulse (in our case, ~120 fs). Our
measured, 340-fsrisetimeisbroadened by the EO systemtime
response g, which includes such factors as the finite spot size
of the sampling beam, the thickness of the LiTaO5 crystal, and
the equival ent lumped-element circuit parameters.” Thevalue
of 74 can be estimated as

g = V340 —120% =~ 320 fs.

Owing to the existence of a very large concentration of
deep-level trapsin LT-GaAs, which originated in the fabrica-
tion procedure, the signal’s fall time is limited by the free-
carrier lifetime. Knowing that the measured fall timeis460 fs
and taking into account 7, we can derivethecarrier lifetimeas

7 =+460% - 3202 ~ 330 fs.
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Figure 90.36

Schematics of the electro-optic TIR probe placed on top of the Au CPSline
fabricated on a Si wafer (the figure is not to scale). The inset shows the
micrograph of an actual LT-GaAs freestanding switch and the positions of
the excitation and sampling beams.

Figure 90.37

A 470-fs FWHM electrical photoresponse of our freestanding LT-GaAs
photoconductive switch biased at 30 V and excited by 810-nm radiation, for
severa values of the optical excitation power. The optical power was
measured at the sample plane, including all the optics and the TIR probe.
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This latter value fits very well with the literature data on LT-
GaAs, measured usingthe EO systems, e.g., 7<400fsreported
by Gupta et al.6 We note that the all-optical, pump/probe
experimentstend to givemuch shorter, 7= 150fs, values.1®We
must remember, however, that for all-optical experiments, the
probe beam tests dynamicsof very hot carriers, at much higher
optical frequencies, as compared to the voltage response,
measured by the EO sampling.

Figure 90.38 shows the dependence of the photoresponse
amplitude on P, when the bias voltage V,, was set at 30 V.
We observe alinear dependence for moderate Pg, valueswith
a slope of ~23 V/W, which can be interpreted as the voltage
responsivity of our photoconductivedevice. For Pg, > 4.5mW,
the signal amplitude saturates. The photoresponse amplitude
versus Vy,, measured at Pg, = 4.6 mW, isalso linear (inset in
Fig. 90.38), with a few volts offset at low biases, apparently,
due to nonohmic contacts at the Au/LT-GaAs interface.

The photoswitch behavior presented in Fig. 90.38 is ex-
pected. With no light incident on the device, the resistance of
the LT-GaAs bar is above 40 MQ; thus, we can safely assume
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Figure 90.38

The amplitude of the photoresponse signal asafunction of Pey for the fixed,
30-V switchbias. Theinset showsthesignal amplitudeversusthebiasvoltage
for Pex = 4.6 mW.
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that the measured signal is entirely due to photogenerated
carriers inside our 1-um-thick sample (optical penetration
depth of 810-nm photonsis 0.86 um). The background signal
recovered to 0 V after each pulse, which indicated that the
underlying Si substrate with its long recombination time was
not being excited. With the gradual increase of Pg,, more and
more electron-hole pairs are generated, increasing conductiv-
ity and leading to the proportional increase of the electrical
response. Above a certain excitation level, however, all avail-
able carriers (for a given photon energy) are excited, so the
further increase in P, does not produce more carriers and the
signal reaches saturation. Similarly, for a given Pg,, the in-
crease of the switch V,, leads to the linear (due to the Ohm'’s
law) increase of the amplitude of the photocurrent.

To provide more quantitative interpretation and to check if
our experimental data are consistent with theoretical predic-
tions, we calculated the amplitude of the photocurrent pulse
generated in our experiment as | = VJ/Z,, where Vg is the
voltagepulseamplitudeand Zy = 30 Q isthe CPScharacteristic
impedance. For Pg, = 3.9 mW, the measured Vg is 70 mW,
leading to I = 2.33 mA. Taking into account that the signal
FWHM is 470 fs, the total number of carriersinvolved in the
transient photocurrent pulseis N = 7 x 103. This value can be
inserted into the theoretical formula,” which returns the num-
ber of carriers generated in a semiconductor by alaser pulse
and collected by the photoswitch electrodes, to see if the
measured data is consistent with reasonable values of the
guantum efficiency:

N=n- RE(i-ep(od] = urd, ()

where 1 is the quantum efficiency, R is the reflectivity, Egis
the laser energy per pulse of 7w photons impinging on the
LT-GaAs layer, o is the optical absorption coefficient at the
excitation wavelength, d is the thickness, i isthe mobility of
the LT-GaAs layer, and | is the spacing between the CPS
electrodes. Substituting into Eq. (1) parameters relevant for
our experimental situation, namely, Eq= 68 pJ(corresponding
to Pey = 3.9 mV), Vy, =30V, | =10 um, a (810 nm) =
1.16 um™1,d =1 um, 7= 330fs, and estimating R = 0.4 and
1~ 100 cm?/V-s, we finally obtain  ~ 0.1. We also note that
Eq. (1) predicts experimentally observed (Fig. 90.38) linear
dependencesfor both Pg, (Pey ~ Eg) and V. For Pg, = 4.6 mW,
the number of photogenerated carriers corresponds to a total
carrier density of ~1018 cm=3, which isareasonable value for
LT-GaAs near the saturation (see Fig. 90.38).
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