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In Brief

Thisvolume of the LLE Review, covering April-June 2001, features“ A Self-Calibrating, Multichannel
Streak Camera for Inertial Confinement Fusion Applications’ by Dr. W. R. Donaldson, R. Boni, R. L.
Keck, and P A. Jaanimagi. This article (p. 109) describes the 60-beam streak camera system used on
OMEGA and focuses on the hardware and software calibration techniques that maximizeits utility. The
system can diagnose each of the beams on every target shot and can measure beam energies with 8%
accuracy and timing at 7 ps rms. Beam-to-beam power variations of less than 5% can be detected.

Additional highlights of research presented in this issue include the following:

e V.A.Smayuk, V. N. Goncharov, J. A. Delettrez, F. J. Marshall, D. D. Meyerhofer, S. P. Regan, and
B. Yaakohi (p. 122) present modeling and shot data showing the evolution of shell modulations near
the point of peak compression in spherical, direct-drive implosions. The effect of two different levels
of beam smoothingisdescribed. Both the model and the experiment show that modul ationsin the shell
areal density decrease during compression and increase during decompression.

o W.Seka, H.A.Baddis, J. Fuchs, S. P. Regan, D. D. Meyerhofer, C. Stoeckl, B. Y aakobi, R. S. Craxton,
and R. W. Short (p. 128) report on the first multibeam laser—plasma interaction experiments with a
critical density surface present at all times. These plasma conditions are tailored to resemble future
direct-drive laser fusion implosions on the NIF. The results show strong evidence of electromagnetic
(EM) wave seeding of SBSbackscatter aswell asevidence of strongly driven, common, symmetrically
located ion waves. The expected SBS scattering levels for NIF direct-drive ignition experiments are
well below 1%. This gives confidence that good direct-drive target performance will be achieved.

e A.D.Semenov,G.N.Gol’tsman, and R. Sobolewski (p. 134) survey themainaspectsof nonequilibrium
hot-el ectron phenomenain superconducting films. Various theoretical models developed to describe
the hot-electron effect are presented. The article describes anumber of radiation-sensing devicesthat
have been fabricated and tested and demonstrate significantly improved performance over conven-
tional implementations.

e K. Anderson, R. Betti, and V. N. Goncharov address the issues associated with determining the
minimum drive energy needed to achieveignitionininertial confinement fusion implosions (p. 153).
A new model that consistently incorporatestwo competitive scaling approachesis devel oped. Topics
covered in this article include hot-spot dynamics, two approaches to shell modeling, derivations of
ignition scaling, and verification of initial assumptions. Good agreement with other published results
is shown.

Thomas H. Hinterman
Editor






A Sdlf-Calibrating, Multichanne Streak Camera
for Inertial Confinement Fusion Applications

Introduction

The OMEGA laser at LLE uses 60 symmetrically aimed laser
beams to compress direct-drive inertial confinement fusion
(ICF) targets.k The ICF targets are, typically, deuterium-tri-
tium (DT)-filled microballoons. The laser beams heat and
compress the target, causing the DT fuel to undergo nuclear
fusion, which releases energy intheform of neutrons. Thefuel
must be highly compressed for this process to proceed effi-
ciently.? The shape of the laser pulse, which typically has a
length of 1 to 3 ns, can be adjusted to optimizethe compression
and produce a hot core of DT fuel;3 however, optimal com-
pression will happen only if the driving force imparted by the
lasers beams to the spherical target is uniform. If one laser
beamismore energeticthanitsneighbors, it can seed hydrody-
namic instabilitiesthat can prevent the formation of the highly
compressed core.# Because these hydrodynamic instabilities
can be seeded in about 100 ps, it isnecessary to ensure that the
driving force imparted by the laser be uniform on the 100-ps
time scale. This defines the period over which power balance
must be achieved. To achieve the best target performance, the
OMEGA laser must ultimately achieve 1% irradiation unifor-
mity during each 100-pstimeslice of the pulse. Achieving this
goal is aided by the fact that several different beamlines
illuminate any single point on the target. The averaging effect
of theoverlapping beamsreducestherequirement for beam-to-
beam power balance to 5%.°

Several factors affect power balance: Intheory, if al of the
optical components and all of the electrical power-condition-
ing unitsineach beamlineareidentical, every beamline should
havethe same energy and pul se shape. In practice, not all flash
lamps are equal and not all optical components are equal,
especially after being exposed to many shots at high optical
fluences. Theresultisthat whenthelaser isfired, thebeamsare
currently energy balanced on target to 3% rms.

Equalizing the beam energies does not guarantee equal
pulse shapes. The gains and losses of each beamline must be
equal if the system is to be power balanced, which is not
necessarily true for energy balance because the system is
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nonlinear. For example, increasing the gain in an amplifier
farther downstream can compensate for a poorly performing
opticinabeamline. Althoughthiswould allow the systemto be
energy balanced, it will likely changethetemporal shapeof the
optical pulse. Power balancerequiresthat the pul se shapeof all
60 beamlines be measured.

Another major factor affecting the pul seshapeisthespatial -
smoothing technique employed on OMEGA. Smoothing by
spectral dispersion (SSD) is used to rapidly shift the speckle
pattern produced at the focus of the laser.® The rapid shifting
of the speckle pattern produces a uniform, time-integrated
illumination profile on the | CF target. SSD worksby modul at-
ing thelaser frequency acrossthe spatial and temporal profiles
of the beam. Each frequency propagates at aslightly different
angle with respect to the optic axis of the laser. The speckle
pattern produced at the target then shifts rapidly in time.
Misalignment of the SSD system, however, can cause the
frequency modulation (FM) of the laser pulseto be converted
into amplitude modulation (AM) at SSD drive frequencies of
3 and 10 GHz as well as at the harmonics and sum and
difference frequencies. The AM can damage optical compo-
nents as well as adversely affect power balance.

All of thesefactors can be adjusted, but only if their impact
ismeasured. Any system that is used to measure pul se shapes
on OMEGA must meet severa stringent requirements. The
temporal bandwidth must be ableto detect temporal featuresin
the pulse shape with frequencies as high as 10 GHz. The
bandwidth is high for two reasons: First, the recorded pulse
shapesarefedinto theoretical model sof theimpl osion dynam-
ics. Higher-bandwidth signals allow more-faithful models of
the implosion dynamics. Second, the 10-GHz bandwidth al-
lows us to see any FM-to-AM conversion, which could be
specific to asingle beamline. The recorded signal should span
a range of pulse intensities of over 1000:1. Much of the
interesting implosion physics happensduring theinitial “foot”
portion of the pulse, which isat 27% of the peak for atypical
shaped optical pulse (as shown in Fig. 87.1). The recorded
intensity range should be sufficient to measure the pul se shape
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with an accuracy of afew percent at the peak and within about
10% in the foot. The longest pulse that can be generated with
theOMEGA laser isabout 4.5 ns, with 1-nsto 2-nspul sesheing
the most typical. The instrument record length should be
dlightly longer to allow us to handle the case of deliberately
delayed beams, so thetotal record length should be about 6 ns.
The OMEGA laser operates at a wavelength of 351 nm; this
defines the wavelength at which the streak cameras must
operate. Since there are 60 beamlinesin the OMEGA system,
the acquisition system must support 60 simultaneous data-
acquisitionchannels. Thisdatamust berecordedonall OMEGA
system shots, which occur on a 1-h shot cycle, so reliable
operation as well as the ability to recover from equipment
failure on a1-h shot cycle is essential.
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Figure 87.1
A typical shaped pulse used for ICF experiments has an initial, low-energy
“foot,” followed by the more-intense main part of the pulse.

Two possible alternatives were considered for a measure-
ment system that would meet these requirements. The first
alternative was to use photodiodes and transient digitizers.
When the OMEGA laser was first activated, the UV pulse
shape was measured with a Tektronics SCD5000 transient
digitizer and a Hamamatsu photodiode. The temporal resolu-
tion of this system wasabout 4 GHz, which wasinsufficient to
seethemodulation dueto SSD, asshowninFig. 87.2. Wehave
also found that photodiodes, which are optimized to measure
high-bandwidth pul ses, experience adroop in the signal when
measuring long pulses. With a cost approaching $70,000 per
channel, thiswas an inappropriate option for a 60-beam laser.
By way of comparison, the National Ignition Facility (NIF) at
LawrenceLivermoreNational Laboratory isplanningto moni-
tor the 192 beams of the NIF with vacuum photodiodes and
transient digitizers.” The NIF will use temporal and power
multiplexing to reduce the number of digitizers and detectors
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Figure 87.2

A comparison of a4-GHz diode/digitizer to a10-GHz streak camera. (a) The
photodiode (dashed trace) was unable to reproduce the high-frequency
structure measured with the streak camera (solid line). (b) One of the
problemswith the transient digiti zer and diode measurement system (dashed
trace) isatendency for the signal to droop when measuring long pulses. This
results in a distorted pulse shape as compared to the streak camera data
(solid line).

to 48. The multiplexing scheme is designed to achieve a
dynamic range of 5000:1 at 1 GHz with a cost per channel of
$6200. Such a system would not meet the requirements of the
OMEGA laser system as stated above.

The second aternative, which is the one described in this
article, uses six streak cameras to measure the UV pulses
shapesin each of the 60 OM EGA beamlines. The photocathode
of each streak cameraisilluminated by a small portion of the
light fromten OM EGA beamlines. A typical imageisshownin
Fig. 87.3. This system can measure all 60 beams of OMEGA
with abandwidth of 10 GHz and a per-beam dynamic range of
over 103:1. The cost per channel is about $12,000, plus in-
house labor.
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Figure 87.3

The corrected image of the cluster 5 streak camera showing ten multiplexed
beams and two fiducial traces. All of the beams are actually nominally co-
timed. The apparent delays are due to differences in the fiber OPD to the
cameras. Thestriationsaredueto FM-to-AM conversion of the 10-GHz SSD.

The System

Multichannel streak cameras are not new. A number of
research groups have used them for a variety of measure-
ments.8-10 What is unique about this system is the enhanced
signal-to-noise ratio (SNR) of the recorded data and the suite
of autocalibration modules. Theseallow accurate, photometri-
cally calibrated measurements over a period of months.
OMEGA's pulse-shape-measurement system is composed of
six major subsystems: thefiber launcher assembly, the optical-
fiber bundles, the fiber-bundleimaging optics, the streak tube,
the tube electronics, and the charge-coupled-device (CCD)
camera. Each of these subsystems (illustrated in Fig. 87.4)
must be optimized to meet the specifications listed above.
Figure 87.5 shows the layout of the streak camera.

Each OMEGA beamline can deliver about 550 J of 351-nm
light to thetarget. An uncoated glass surface (4% reflection) is
inserted into each beam for diagnostic purposes. After three
additional 4% reflections, part of the diagnostic energy is
delivered to the streak camera’s fiber launchers. One conse-
guence of SSD isthat each beamisabout 300 timesdiffraction
limited with an instantaneous spatial profile that has 100%
speckle modulation. It isimpossible to couple this light into
the UV gradient-index fibers available at the time the system
wasconstructed. Thetime-varying specklecoupled with angu-
lar deviation of each frequency wouldresultin coupling |l osses,
which would manifest themselves asAM at the output of the
fiber. To overcome this problem, a system of lenses and dif-
fusers was used to uniformly sample the spatial profile of the
beamwith aseven-fiber bundle. Thelight passesthrough alens
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with a20-cm focal length, then immediately passes through a
precision diffractive-optics diffuser, which spreads the light
into a2° cone angle. A second diffuser, witha0.5° coneangle,
is placed at the focus of the first lens. Finaly, a 1-cm lens
focuses the light into the fiber bundle. This arrangement
produces aweakly modulated 2-mm-FWHM Gaussian profile
at the fiber input plane at a wavelength of approximately
351 nm.

To accurately reproduce the waveform, the beam must be
sampled at several pointsover the central portion of the 2-mm
spot. The use of a 1-mm-diam-core, step index fiber would be
incompatiblewith the required bandwidth of the system, so an
alternative method wasused. The351-nmlight must propagate
through the 15 m of fiber from the launcher to the streak
camera. Thel5mallowsfor equal optical pathlengthsfromthe
pickoff tothecamera, aswell astransport through theradiation
shield wall that surrounds the target chamber. To maintain the
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Figure 87.4

The OMEGA pulse-shape-measurement system consists of six streak cam-
eras, each measuring asingle cluster. Optical fiberstransport asmall portion
of the energy from each beamline to the streak cameras.
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highest-possible bandwidth, a 100-um-core UV fiber was
chosen. This high-bandwidth, UV-transmitting, graded-index
optical fiber was developed by the Vavilov State Optical
Institute, St. Petersburg, Russia, for useinlaser diagnosticson
the National Ignition Facility.}! Thisfiber has a dispersion of
1 ps/m at 351 nm, giving a maximum bandwidth of 11 GHz.
Since one fiber is inadequate to sample the entire beam, a
bundle of seven fibers is used with six fibers hexagonally
packed around a seventh fiber. The fiber lengths are matched
such that broadening dueto optical path differences(OPD’s)in
the bundle is negligible. To verify that the OPD’s were the
same, the output of a single fiber, injected with a 20-ps pulse
at 351 nm, was compared with the output of a fiber bundle
injected with the same pul se. Themeasured pulselengthswere
28 and 29 ps, respectively. The impulse response of the input
fiber is therefore 21 ps, assuming the broadening and pulse
width add in quadrature.

When the light emergesfrom the fiber bundle, it is coupled
into ahomogeni zer bar, which producesauniform rectangul ar
spot from the seven-fiber hexagonal bundle by multiple sur-
face reflections. This maximizes the fill factor on the photo-
cathode. Ten bars are arranged in a linear array as shown in
Fig. 87.6. At either end of the array aretwo additional homog-
enizer bars, which are fed by a fiducial laser operating at
527 nm. Thefiducial laser is co-timed with the UV pulsefrom
the OMEGA laser and consists of eight pulses separated by
548 ps. Thefiducial pulsesenablecross-timing betweenthesix

UV streak camerasand other diagnosticsinthesystem. An off-
axis Offner triplet is used to image the optical signalsonto the
linear photocathode, as shown in Fig. 87.7. The mirrors are
metallic, thus reducing chromatic defocus. This particular
arrangement was chosen so that a variety of illumination
fixtures could be placed on a computer-controlled motorized
stage and individually selected to be focused onto the photo-
cathode. The other illumination fixtures are used for in-situ
calibration of the streak camera, which will be described |ater.

The streak tube is a standard commercia tube—a Philips
P510—with an S-20 photocathode at the input. The electron
optic terminals were biased as follows: photocathode —15 kV,
dot —12.5 kV, and focus —14.5 kV. These voltages were
adjusted for eachtubeto producethesharpestimageinthetime
dimension of the photocathode at the CCD with the sweep
voltages held at 0 V. Figure 87.8 shows that at best focus the
FWHM of the photocathodeimage varies asafunction of both
position onthe photocathode and signal intensity. A low signal
near the center of the image induces a broadening that has an
equivalent effective bandwidth of 13.5 GHz. At the other
extreme, an intense signal near the edge of the photocathode
induces a broadening equivalent to 10.5 GHz. The intense
signal result represents the worst possible case. The signal
level was near the CCD’s full well capacity. The bandwidth
was limited by both saturation of the CCD and diffusive
scattering in thefiber-optic coupling of thelight into the CCD.
Thissignal level isten timeswhat isused in normal operation.
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Thelayout of theself-calibrating, multi-
channel streak camera employed on the
OMEGA laser.
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A mechanical translation stage allows
several different illumination heads to
beplaced at the obj ect plane of the Offner
triplet. Layoutsof twoillumination heads
areshown here. Multiplereflectionsfrom
the edges of the glass homogenizer bars
produce a uniform illumination source.
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Figure 87.7

Theoptical input to the streak camerauses an Offner triplet
to image the fiber bundle onto the streak tube photocath-
ode. The streak tube window is curved, and afield-flatten-
ing lens is attached to it with index-matching fluid.
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240

Figure 87.8

In focus mode, the image of the photocathode is adjusted to give the sharpest line
at the CCD. The width of the line varies with position and intensity. The solid line
shows the best focus at the center on the streak tube axis at low intensity. The
FWHM is2.5 superpixels (binned 2 x 2) giving abandwidth of 13.5 GHz. Off-axis
and with an intense signal, the line width degrades to 3.4 pixels, corresponding to
abandwidth of 10.4 GHz.
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The output fiber-optic faceplate of the tube has a P20
phosphor screen, which is reasonably well matched to the
spectral sensitivity of the back-thinned CCD used to acquire
theimage. To match the image size at the P20 phosphor to the
CCD camera, al.3:1 fiber-optic taper isused. Index-matching
fluidisused at the mating surface between thefiber-optic taper
and the streak tubeto prevent the formation of Newton ringsin
theimage recorded by the CCD camera. The CCD cameraisa
Roper Instruments Series 300 with a fiber-coupled 1024 x
1024 CCD array using aback-thinned SITeD03AB chip. There
areonly passiveoptical componentsbetween the phosphor and
the CCD; no image intensifiers are used in the system. The
largeformat of the array allowsusto keep theimage compres-
sion ratio of the fiber taper small, which reduces transport
loses. Typically the output of this cameraisbinned 2 by 2 to
giveab12x 512 image. Thisallowsarapid, low-noisereadout
of the array without compromising the data. At the best focus
of the electron optics, the width of the photocathode imageis
about 2.5 superpixels wide; thus we gain no additional infor-
mation by unbinning the pixels. For the remainder of this
articlethese superpixelswill be used asthe standard CCD row
and column unit.

The electronics for controlling the streak tubes were de-
signedat L L E. Each camerahasfour interchangeable modul es.
Themodulescontrol the high-voltagebias, the sweep voltages,
triggering, and external communications. The external com-
munications module uses a RS-232 serial port to tell the
onboard processor to read and set voltage levels, optical head
positions, and sweep speeds. The high-voltage bias module
setsasinglehigh-voltagelevel that biasesthecathode, slot, and
focusing electrodes of thetubethrough aresistivedivider. The
electron opticsof thetubeare such that thefocusing conditions
are relatively insensitive to the absolute magnitude of these
three voltages but very sensitive to their ratios. Thus, small
variations in the power supply do not significantly affect the
final image quality. In normal operation, the deflection plates
of the tube are driven by afilter network, which, in turn, is
driven by a MOSFET/avalanche transistor stack.1? This ar-
rangement produces a ramp that sweeps the electron beam
across the phosphor screen in 6 ns and has a deviation from
linearity of lessthan 12%. Thisisthe standard operating sweep
speed for these cameras; however, three additional sweeps of
2-ns, 20-ns, and 45-ns duration can be selected electronically.
It is also possible to sweep the electron beam very slowly by
ramping the voltage with a high-voltage digital-to-analog
ramp. The slow ramp is used for the flat-field and geometric-
distortion corrections, which are discussed in the next section.
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Calibration

The six streak cameras that measure OMEGA's 60 beams
are essential to acquiring datareliably onal-h shot cycle. If a
camera should fail, the modular design of the electronics
allows us to rapidly repair the camera before the next shot.
Simply acquiring data, however, is not sufficient. The data
must be well calibrated and give meaningful results. In-situ
calibration fixtures facilitate rapid recalibration of the streak
cameras. It isinsufficient to calibrate the streak cameras only
at installation time. To ensure valid measurements at the 1%
level, the streak cameras are recalibrated weekly.

A uniquefeature of thestreak cameraistheability to slowly
and uniformly ramp the electron beam across the phosphor in
about 1 s. The slow ramp was designed to facilitate the acqui-
sition of flat-field images with alarge signal-to-noiseratio at
very low tube currents. The slow ramp is also used to acquire
images that are used to correct geometric distortions.

Several sources of geometric distortion exist in the streak
camera images. The system has a set of severa optic or
electron-optic axes defined by the fiber-bundle array, the
photocathode-€l ectron optics, and the CCD camera. |deally all
of theseaxesshould bealigned, but variationsintube construc-
tion cause misalignment in the electron optics. The CCD is
aligned such that theimage of the photocathodein focus mode
(no voltage on the sweep plates) isparallel to the column axis.
Whenvoltageisappliedtothestreak plates, thestreaked image
may not move parallel to the row axis of the CCD. Fringing
fields at the edges of the sweep electrodes cause pincushion
distortion in the image. Also, the electron optics produce a
curved imagethat isrecorded on aflat phosphor screen. These
effects must be removed from the image.

To correct these distortions, the motorized translation stage
in the input optics assembly is set to the geometric distortion
position. In this position, afiber array, fed by alight-emitting
diode (LED), is coupled to a homogenizer bar that uniformly
illuminates the photocathode (see Fig. 87.6). A uniform wire
mesh in front of the homogenizer modulates the light in the
spatial direction. Inthisconfiguration, theslow rampisusedto
sweep the electron beam. It takes about 1 s for the signal to
sweep acrossthe CCD. During thistime, thecurrenttotheLED
is modulated with a 30-Hz square wave. The resulting image
consists of auniform grid of bright rectangles (Fig. 87.9). The
rectangles should be uniformly separated in space and time;
however, the distortion mentioned above causesirregularities
in the grid. A deconvolution algorithm is used to find the
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position of each of the rectangles in the image. Next, an
indexing routine assigns each rectangle its correct location in
a uniform grid. The indexing of approximately 2000 points
defines amapping from the distorted to the undistorted image.
Using standard i mage-processi ng techniques, the mapping can
be described as an nth-order polynomial.13 This procedure
does not use the Jacobian of the coordinate transformation to
conserve the total CCD analog-to-digital units (ADU) count.
Future software upgrades will include this feature; however,
when atypical geometric distortion correction is applied, the
total ADU count between the corrected and uncorrected image
differsby lessthan 0.5%, which givesacceptableresultsfor the
current implementation. Polynomial fitsup to the fourth order
are calculated for each mapping. The undistorted images are
cross-correlated with anideal grid to determinewhich polyno-
mial degreegivesthebest distortion correction. Theundistorted

(b)

E10829

Figure 87.9

Calibration image produced by the geometric distortion source and the slow
sweep. (@) The electron optics produce a skewed and distorted image at the
CCD. (b) Themodulation in the distorted imageisremoved by atransforma-
tion that maps the image to aregular grid.
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image consists of uniformly spaced rectangles in vertical
columns and horizontal rows.

Once the geometric-distortion correction has been calcu-
lated, the streak camera can be flat fielded. A traditional flat
field of aCCD isinsufficient because we are mapping alineto
a 2-D image. Each point on the photocathode maps to a
trajectory on the CCD. The geometric-distortion correction
maps the trajectory of a single point on the photocathode to a
singlerow of pixelsintheundistortedimage. Variations of the
photocathode efficiency and the homogenizer mean that dif-
ferent rows are essentialy illuminated with different light
sources. It is important to correct the geometric distortion
before correcting the flat field to guarantee that the entire row
derivesfrom the samepoint on the photocathode. Each pixel in
arow issubjectedtovariationsinthephosphor screen, thefiber
taper, and the sensitivity of each CCD element, so the first
operation in calculating the flat-field image is to normalize
each pixel with respect to all the other pixelsin the row. Next,
the sum of the pixelsin each row isnormalized to al the other
rows. This procedureignoresregions of theimageilluminated
by the edges of the photocathode where the sensitivity of the
systemdropsdowntothenoiselevel. Theflat-fieldilluminator
is similar to the geometric-distortion fixture, but the light
source is continuous and the wire grid is removed. The slow-
ramp module is used to sweep the electron beam across the
phosphor. In this configuration, the illumination level can be
adjusted so that only afew (<10) photoel ectronsarein thetube
at any time during the sweep. As aresult, the electron current
will not distort the electric field of the focusing optics, and the
signal can be collected at a larger fraction of the CCD’s full
well capacity than is possible in pulse mode.

Aberrationsin the electron optics cause some vignetting of
theelectron beam at the ends of the aperture. Thiscausesaroll-
off of about 20% to 30% in the sensitivity near the edges of the
sweep, asshown by thelineout of asinglerow (seeFig. 87.10).
Theslight upturn at thevery edgeisdueto scattered photoel ec-
trons in the tube when the beam is outside the viewing area.
Thiscreates an uncalibrated region at the edges of the tube, so
trigger timing should be set to keep the signal away from the
edges of theimagein normal operation. The high signal levels
provided by the calibration source give excellent signal to
noise in the flat-field image. Additionally, the signal to noise
is enhanced by averaging 120 flat-field images. These flat-
field images are acquired automatically in 10 min, so the
volumeof calibrationdatagreatly exceedsthevolumeof signal
data. The slow sweep isvulnerable to stray magnetic fields at
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the power linefrequency, which causesarippleat the 1%l evel.
Since the sweeps are not synchronous with the power line
frequency, the ripples are averaged to zero when the 120 flat
fields are averaged. In normal operation these stray fields are
not a problem because their oscillation period is 108 times
greater than the duration of the sweep. When the camera is
operated in the fast-sweep mode, these stray fields would
manifest themselves as a small, uniform dc offset in the flat
field. A planned upgrade to these cameras will include the
addition of p-metal shielding to the cameras to decrease the
susceptibility to magnetic fields.
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Figure 87.10

Theflat-field correction factor is an image the same size as the CCD image.
After geometric-distortion correction, each row in theimage can be mapped
to asingle point on the photocathode. A lineout of one of the flat-field rows
isshown. Theroll-off toward the edgesisdueto thefocusing opticsobscuring
part of the electron beam. The high-spatial-frequency structures are corre-
lated with adjacent rows and are associated with dead spotsin the hexagonal
grid of the fiber-optic taper.

Next, the sweep speed must be calibrated. A square optical
pulse is modulated with a 1.824-GHz sine wave to produce a
train of eight pulses separated by 548 ps. The pulse train is
injected into afiber, and, using a 1:16 commercial fiber-optic
splitter, itisdivided into 12 fibersthat feed athird calibration
illuminator head on the streak camera. When this illuminator
isplaced at the object plane of the Offner triplet, the pulsetrain
isfed to all 12 channels of the streak camera. Approximately
120 images are acquired with different trigger timing delays.
The midpoint of each pulse pair in the image is assigned the
derivative At (ps)/Ax (pixel), which gives about 700 indepen-
dent measurements of the sweep speed for each channel
distributed over the 512 pixel positions. The sweep speed
cannot be calibrated at points within 274 ps of the edges. A
best-fit interpolationisused to calculatedt/dx. Thisfunctionis
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integrated to determine time as a function of position in the
CCD image. The constant of integration is chosen to assign a
time of 60 nsto the center pixel. Thispreventstheuncalibrated
region near theendsof the sweep from affecting beam-to-beam
timing for all sweep speeds. The sweep speed is calculated
independently for each channel. The geometric-distortion cor-
rection ensuresthat the sweep speed for each channel deviates
from a linear fit by less than 20 ps over 5 ns, as shown in
Fig. 87.11. Thedistortion correction should al so guaranteethat
the sweep speeds of all the channels are identical; in practice
this is not the case. Residual errors are due to uncorrected
higher-order geometric distortions, resulting in slightly differ-
ent sweep speeds for each channel. Finally, the sweep speed
dataisusedto correct therecorded pixel valuesfor theelectron
beam'’s dwell time (dt/dx) on the pixels by dividing the re-
corded CCD analogtodigital units(ADU) by therelativedwell
time on each pixel.
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Figure 87.11

Thesweeprate of astreak camerachannel typically hasabout a10% variation
from perfect linearity. Roughly 40 channels at either end of the trace cannot
be calibrated properly because of the spacing of the fiducial pulses used to
calibrate the system. Most of thisuncalibrated region liesin the dead zone of
the flat-field image.

Operational Considerations

Once the streak cameras are calibrated, they are approved
for operation during OMEGA system shots. The calibration
procedures listed above are carried out with specific voltage
levels applied to the various el ectrodes within the streak tube.
If those voltages change, the calibrationisno longer valid. To
guarantee that the streak cameras remain in calibration, all of
the voltages applied to the streak tube are recorded at the time
of the laser shot. The image acquired on the shot is stored in
Hierarchical Data Format (HDF). This format allows the
image, voltage settings, and background framesto be saved in
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the same platform-independent computer file. We have ob-
served that the on-shot voltagesdo changewithtime. Typically
they exhibit a slow drift, which appears to be associated with
the aging of components. While a feedback loop partially
compensates for this drift, weekly recalibrations are still re-
quired to keep the on-shot voltage values within 1% from the
average valuesrecorded during the calibration measurements.
The acceptable range is arbitrarily set at 1.5 standard devia-
tionsof thevariationsrecorded during the calibration measure-
ments. If more than a week elapses since the last calibration,
this condition may not hold and the software will report the
voltages as being out of specification.

Two positions of the motorized illumination fixture can be
used to acquire streak optical data. The first illuminates the
entire photocathode with the light from a single optical-fiber
bundle. Thesecondisthestandard configuration, whichwill be
discussed exclusively in the remainder of this article. The
standard configuration has ten OMEGA beamlines multi-
plexed onto each camera along with two fiducial pulsetrains,
as shown in Fig. 87.3. The fiducial laser pulses serve two
purposes:. First, they verify theintegrity of thecalibration. The
fiducial laser signal consists of eight pulses evenly spaced in
time. On each shot, we can measure the fiducial spacing and
verify that time-axiscalibration iswithin acceptablelimits. On
a typical shot, the average measured period of the fiducial
pulsesover all six streak cameraswill be550 pswith astandard
deviation of about 8 ps. The average time displacement be-
tween two binned 2 x 2 superpixelsis 12 ps. Thus, thetiming
of events with separations of the order of 0.5 ns can be
determined with subpixel resolution. If, for some reason, the
voltages on a streak camera go out of specification on a shot,
the streak waveforms from that shot can be rescaled along the
time axis by theratio of the averagefiducial period to thetrue
fiducial period. Thishasbeen found to reducetiming errorson
the distorted streak traces by 60%.

The second function of the fiducial pulse train isto deter-
mine the timing of the OMEGA beamlines. A separate instru-
ment is used to guarantee that all beams are co-timed at target
chamber center to within 10 ps. The instrument utilizes a cw
mode-locked laser to check the path length of all the OMEGA
beamlines and cannot operate when the main laser is fired.
Datafrom aseriesof laser shotsare acquired, and thetiming of
all the beams relative to the fiducial pulses is determined.
Typically thermstiming difference between any onebeamand
the fiducial laser isabout 15 ps averaged over 20 laser shots.
Once this on-shot calibration has been completed, the streak
cameras become the primary diagnostics for determining the
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delay between beams and the fiducial. The OMEGA laser is
often shot with some beamlines intentionally delayed. The
streak cameras allow the fine adjustment of the delay. The
fiducial pulseisalso fed to many other target diagnostics such
as x-ray streak cameras. By cross-timing with respect to the
ultraviolet streak cameras, the absolute timing of any signal
with respect to the laser pul se can be determined for consecu-
tive system shotsto about 10 ps rms. Over a period of several
months, the jitter between the UV streak cameras and any
instrument using afiducial isless than 50 ps.

One of the primary uses of the streak cameras on OMEGA
ismonitoring power balance on the system, i.e., to ensure that
al of the beams have the same instantaneous power.> A
separate diagnostic, using a calibrated pickoff, measures the
energy in each beamline to +1% precision.}4 The integral
under the power curve measured on the streak cameras is
normalized to equal the measured energy of the beamline. A
plot of the streak-integrated CCD ADU versus measured UV
energy isastraight line over the usable operating range of the
streak camerasasshowninFig. 87.12. Thisshowsthat not only
are the streak cameras photometrically calibrated, but the
response is linear over the range of typical signal levels
measured on the OMEGA system. If the images show signifi-
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Figure 87.12

Theresponses of the streak cameras are photometrically calibrated. Thetotal
number of CCD counts associated with channel 59 is plotted against the
measured UV energy in the beam in joules. The total number of countsis
multiplied by the installed filtration. The response is linear up to 500 J UV
(x’s) over many different pulse shapes. The points above 500 J were 1-ns
square pulses (triangles). The filtration on these shots was insufficient to
prevent distortion of the streak cameraimage. The amount of distortioninthe
image depends on the number of active beams. The two points denoted by
squaresillustrate that the photometric calibration depends on the total streak
tube current.
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cant distortion, the linearity of the response breaks down, as
indicated by the pointsdesignated with triangles. Theambigu-
ity of the maximum-allowed signal level isillustrated by the
two pointslabeled with squares at the 500-Jlevel, which differ
by about 10%. On both shots, the signal level in the channel
exceeded themaximum-allowed counts. Inonecase, tenbeams
were active on the cameraand theimaged wasdistorted. Inthe
other case, only one beam was active for that shot and the
image showed no distortion. The linearity of the sensitivity
wasalso preserved inthelatter case. Thus, it ispossiblefor the
local current density extracted from the photocathode to ex-
ceed thethreshold for distortion aslong asthe average current
density for distortion is not exceeded.

The measurablerange of signal levelsisdetermined by the
optical filtration placed in front of the optical-fiber launchers.
In addition to the fixed filters, two filters are on removable
shuttles. These filters have attenuations of 1.75 and 5.75 and
can be inserted separately or jointly, giving four possible
intensity levels at the photocathode. The filtration level is
chosen to get the maximum performance from the streak
camera. The peak signal detected at the CCD cameraislimited
by the current in the electron tube. Asthe number of electrons
in the tube increases, the image at the phosphor becomes
distorted. Initially thedistortion manifestsitself asaspreading
of the signal in both the space and time directions. As the
distortion becomes more severe, the image starts to compress
and bend. The maximum-acceptable level of distortion has
been arbitrarily set in terms of the crosstalk between the
channels in the spatial direction. When all beams on a given
cameraare active, the signal in the interstitial region between
channels should not exceed 5% of the signal in the channel.
This guarantees that the interchannel crosstalk is approxi-
mately 1% to 2% in the pixels adjacent to interchannel dead
space and decaysto zero in less than one-third of the channel
width. Of course, this limit is flexible. If only one beam is
present on a camera at a given signa level, the crosstalk
distortion will belessthan if all ten beams were present at the
samelevel. Thedistortion is affected by both thelocal current
density and total current in the tube. The 5% level was chosen
to accept signals with 1% to 2% crosstalk between adjacent
channels. At thislevel, the crosstalk isdominated by the decay
characteristicsof the streak tube phosphor and not the electron
optics. Although most of the phosphorescencegenerated by the
electron beam arrives at the CCD within a few hundred
milliseconds, the phosphor will continue to emit light for as
long as10s.9 To achievethehighest optical transfer efficiency,
the coupling betweenthe CCD and the phosphor isafiber taper.
This precludes putting a shutter between the phosphor and the
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CCD. Thus, astheimageinthe CCD shiftsfrom row to row, it
acquires an exponentially decaying tail from the phosphor
decay. The last channel to be read is most affected because it
has been shifted through all residual images of the other
channels. We have limited this effect by choosing long expo-
sure times, which give the phosphor time to decay before the
image starts to shift, but dark current in the CCD limits
exposure times. The compromise of a 3-s exposure time
generates a crosstalk of 1% to 2%.

Within these limitations the useful range of the streak
camerahasbeen quantified. Each of the 12 channelsisdefined
by 512 individual measurements. Theinput opticsarearranged
such that each channel illuminates a 24-pixel-high column on
the CCD with approximately uniform intensity; thus, each of
the 6144 (=512 x 12) individual intensity measurementsisthe
average of 24 individual pixel measurements. Therefore, an
average, standard deviation andthesignal-to-noiseratio canbe
calculated for each point inthe waveform. Figure 87.13 shows
the standard deviation plotted against the average signal for a
single image on the cluster 2 camera on alog-log scale. The
solid lineisfit to the dataat signal levels greater than the read
noiseof the CCD. It hasaslopeequal t00.4996+0.0574, which
impliesthat the noi se equal sthe squareroot of thesignal times
again factor. Thus, we are measuring a quantity that follows
Poisson statistics, i.e., the photoelectrons in the streak tube.
The x axis has units of CCD ADU. The dashed line is what
would be expected if the streak tube photoelectrons were
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Figure 87.13

Thestandard deviation for 24 x 1 pixel regionson thecluster 2 streak camera.
At signal levels above about 30 ADU, the signal obeys Poisson statistics.
Below that level, the noise is dominated by aconstant read noise in the CCD
electronics. The solid line is afit of the form In(std. dev) = AelB In(signa)],
where B ~ 0.5, implying Poisson statistics. This represents the expected
standard deviation if gain is removed from the system.
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measured directly. Theratioor horizontal shift betweenthetwo
linesisthe gain of the system from streak tube photoel ectrons
to CCDADU. Inthiscasethegainis19.2 ADU/photoel ectron.
In operation the optical signal was adjusted using the filters
mentioned above to produce the maximum tube current that
would not introduce distortion at the peak of the optical pulse.
Under these conditions, the peak tube current produced 9000
CCD ADU per pixel on the cluster 2 camera. Inserting this
valueinto thefitted equation, wefind theratio of the signal to
the standard deviation at the peak to be 36. Since 24 pixelsare
averaged, the signal-to-noiseratio, defined asthe signal times
the squareroot of the number of averaged pointsdivided by the
standard deviation, isabout 100. The signal-to-noiseratio and
the peak current varied somewhat from camerato camera. The
averaging time for this measurement is 12 ps. The signal-to-
noise ratio dropsto 1 at asignal level of 6.2 ADU.

From Fig. 87.13 the dynamic range can be estimated. At the
peak, the total signal is 9000 ADU, so the dynamic range is
about 9000/6.2 = 1453. Thenoisefloor isthesignal level where
the SNR = 1 timesthe number of rowsin acolumn divided by
the gain, which gives a noise level of 7 photoelectrons. The
noise is equivalent to about 0.3 photoel ectrons per pixel. The
power-balance specification for OMEGA, as well as for the
NIF, requires a minimum acceptable bandwidth of 3 GHz,
which corresponds to a resolution element of about 100 ps or
about eight columns, so the dynamic range would increase to
about 4.1 x 103. Quoting a dynamic range, however, is mis-
leading. It ismoreimportant to state how the dynamicrangeis
defined in terms of the signal-to-noise ratio. The signal-to-
noise ratio is not constant over the dynamic range, and it is
possibleto have avery large dynamic range with avery small
signal-to-noiseratio at the peak. Thelower end of thedynamic
range is defined as the point where the signal-to-noiseratiois
equal to 1 for 12-ps averaging. At the high end of the range,
tubecurrent isjust below thedistortion level and the signal-to-
noise ratio varies from 90:1 to 110:1. Thus at the peak of the
optical pulse, measurements can be made with about 1.0%
accuracy. At intensities equal to 1% and 10% of peak, the
respective signal-to-noise ratios are approximately 2.3% and
7.1%. If the pul se shape being measured has regions of tempo-
rally uniform intensity, it is possible to average over longer
timesand get better accuracy; however, this cannot be donein
regions where the pulse shape is rapidly changing in time. At
the peak of this pulse the average rms error was 1.0%, which
is less than the 5% error budget alotted to each beam for
establishingthe 1%irradiationuniformity requiredby OMEGA.
On therising edge, the beam timing is usually determined by
the 2% threshold level. Here the signal had a 30% rms error.
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Dividing the error in the power by the derivative of the power
with respect to time, the error in determining the 2% point was
found to be less than one CCD superpixel. These measure-
ments show that this streak camera—based optical power mea-
surement system is meeting the power-balance requirements
of the OMEGA laser system, andinits present configurationit
exceedsthe specificationsfor the proposed NI F power-balanc-
ing system.

It isinstructive to look at a single beamline to gauge how
well it can be characterized. Figure 87.14 shows a beamline
with a nominal, 1-ns flattop pulse with SSD. The measured
pul se shape showed that both 3- and 10-GHz modul ationswere
present. This indicated that some of the SSD bandwidth was
being clipped intheamplifiersor tripling crystals. Thisanaly-
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Figure 87.14

(a) The bandwidth limitation of the streak cameramasks the true modulation
on the pulse (solid curve). Using the measured response of the streak camera
to the effects of focusing and the optical fibers, it is possible to deconvolve
the bandwidth limitations (dashed curve). (b) Taking the FFT of thetracesin
(a), the modulation at 10 GHz is found to be three times greater in the
deconvolved data than in the raw data.
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sis did not take into account the bandwidth limitation of the
optical-fiber bundle or the electron focusing optics discussed
above. The impulse function of the camerawas calculated by
convolving the impulse response of the fiber bundle with
the measured line spread of the focus image (see Fig. 87.8)
mapped onto the sweep-speed time base. Deconvolving both
of these responses from the measured signal indicated that the
modulation at 10 GHz was three times higher than was
being displayed.

Figure87.15illustrateshow the streak camerasmeasurethe
power balance on the OMEGA system. The solid curve repre-
sents the normalized average pulse shape. All the beams
recorded on the shot were mapped onto a uniform time base,
temporally aligned, and averaged together poi ntwisefor one of
the standard OMEGA pulse shapes. The standard deviation
was also calculated at each point and divided by the average,
giving the dashed curvein Fig. 87.15, which is the percent of
imbalance at any given time. Near the peak of the pulse, the
power imbalance drops below 5%, which is the goal of the
OMEGA system. Thesingle-beam measurementsindicatethat
the peak power of any given beamline is known with an
accuracy of 1.0%. In the foot portion of the pulse, where the
power is 15% to 20% of the peak, theimbal ance in the system
is about 10%. Here, depending on which camerais used, the
single-beam measurements indicate that the power can be
measured with 2% to 4% accuracy. Thus, at both the foot and
the peak of this particular pulse shape, the single-beam mea-
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Figure 87.15

The solid curve is the average pul se shape for OMEGA shot 22708 normal -
ized to 100% UV power at the peak averaged over 50 beams. The dashed
curve is the measured standard deviation at each point across 50 beams.
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surements have a smaller error than the measured beam-to-
beam imbalance. As a result we have an instrument that can
measure power balance on the OMEGA system and provide
feedback to the engineering staff. Thisinformation can be used
to modify the system, which will improve power balance. It
should al'so be noted how well the average pulse shape of the
system can be characterized. When the average shape fallsto
0.1% of the peak, the averageimbalance or percent error inthe
signal goesto 100%, implying that the SNR equals 1; thusthe
average pulse shapeiswell characterized over a1000:1 range
of powers.

Conclusion

The design and operation of a multiplexed streak camera
system have been described. The uniquefeature of thissystem
isitsbuilt-in self-calibration ability. Thegeometric distortions,
flat field, and sweep speed of each channel can be measured
and adjusted on aroutine basis. By maintaining astrict regime
of weekly calibrations, accurate power-bal ance measurements
on the OMEGA laser can be obtained. Over 12-pstime inter-
vals, asingle beam can be measured with 1.0% accuracy; the
beam-to-beam power imbalance has been measured at less
than 5%. Thetiming of the beamscan be measuredto 7-psrms.
Thisset of high-precisioninstrumentsisproving very useful in
establishing power balance on the 60-beam OMEGA laser.
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Evolution of Shell Nonuniformities Near Peak Compression
of a Spherical Implosion

Introduction

In inertial confinement fusion (ICF), a spherical target is
imploded by either direct illumination of laser beams (direct
drive)® or x rays produced in ahigh-Z enclosure (hohlraum).2
Target perturbations can result from imperfectionsinthetarget
itself or from drive nonuniformities. In direct-drive | CF, these
include imprinted modulations from laser nonuniformities.
These target perturbations can be amplified by hydrodynamic
instabilitiesto disrupt theimplosion and degradetarget perfor-
mance. The unstable growth of target perturbations has been
extensively studiedin planar geometry with preimposed modu-
lations using indirect drive>* and both preimposed and im-
printed modulations using direct drive.>8 Experiments in
cylindrical® and spherical 10 geometry have studied effects of
convergence on the unstable growth. The modulation growth
is typically measured by backlighting the driven target with
x rays.11 The backlighter x rays are attenuated while passing
through the target, all owing measurements of the target-areal -
density modulations.

Near peak compression in a spherical-target implosion,
when the maximum density and temperature occur, the hot,
compressed core and inner surface of the shell produce strong
X-ray emission. These emissions can be used as a backlighter
to probe the outer, colder shell.12 The first shell-integrity
measurements based on thismethod weretimeintegrated over
the duration of peak compression (~200 to 300 ps) of the
implosion.1213 They used shells with titanium-doped layers
and imaging at photon energies above and bel ow the titanium
K edge. Coreimages at photon energies below the K edge (not
absorbed by the shell) provide the spatial shape of the
backlighter, while core images at photon energies above the
K edge (highly absorbed by the shell’s titanium) contain
information about the structure of shell-areal -density modul a-
tionsin the titanium-doped layer.

The experiment described in this article, based on the
techniques developed in time-integrated experiments, 1213 js
thefirst measurement of the evol ution of shell nonuniformities
near peak compression of a spherical-target implosion using
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targetswith titanium-doped layers. The growth of shell modu-
lations in the decel eration phase is measured for the first time
in ICF implosion experiments. The core emission, tempera-
ture, and shell-areal-density histories are also measured.
Areal-density modulations in a titanium-doped layer have
been determined from the intensity ratios of time-resolved,
two-dimensional (2-D) coreimagestaken above and bel ow the
titanium K edge. Theaverage areal density has been measured
using streak spectroscopy of titanium absorption of coreradia-
tion above the titanium K edge.

Experimental Configuration

Spherical targets with an initial diameter of about 920 um
filled with 15 atm of D, gaswereimploded using direct-drive,
351-nm laser illumination on the 60-beam OMEGA laser
system.1* The pulse shape was a 1-ns square with total on-
target energy of about 23 kJ. The target shells had 1.9-um-
thick, titanium-doped (6% by atom) CH inner layers and
~18-um-thick, pure-CH outer layers. Theinitial areal density
of titanium in the shell was about 0.05 mg/cm?2. All laser
beamswere smoothed with distributed phaseplates (DPP's); 1°
1-THz, 2-D smoothing by spectral dispersion (2-D SSD);16
and polarization smoothing (PS)17 using birefringent wedges.
Theaveragebeam-to-beam energy imbal ancewasabout 3.8%.
The target emission was imaged on afour-strip framing cam-
eral819 by a6-um-diam pinholearray, protected by a200-um-
thick beryllium filter. The upper two strips of the framing
camerawerefilteredwitha75-um-thick titaniumfilter, and the
lower two strips by a 50-um-thick iron filter to image core
radiation at photon energies below (~4.8 keV) and above
(~6.5keV) thetitanium K edge (4.966 keV), simultaneously.1®
The two x-ray energy channels had spectral bandwidths
(AE/E) of about 20%. Each image taken with the framing
camera had a temporal resolution of ~40 ps and a spatial
resolution of about 6 um. The framing camera output was
captured on a charge-coupled-device (CCD) camera with a
9-um pixel size?0 and a magnification of 12.

Thespectral evolution of the coreemissionwascaptured on
an x-ray streak camera?! with atemporal resolution of ~20 ps.
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The streaked spectrum was calibrated by a time-integrated
spectrum measured with an ammonium di-hydrogen phos-
phate (ADP) crystal. Figure 87.16 shows a spectral evolution
of core emission as a function of photon energy near peak
compression (~2.0 ns) for one of the three similar shots,
integrated over the core size for times 1.77, 1.82, 1.92 ns
[Fig. 87.16(8)], and 1.97, 2.02, 2.07 ns [Fig. 87.16(b)]. Core
images for the same six times on the same shot captured with
theframing cameraare showninFig. 87.17, with the upper six
images corresponding to photon energy channel below the
titanium K edge, and thelower six imagesto the channel above
the K edge. These images have each been normalized to their
highest intensities.

Themeasured spectrashowninFig. 87.16 containinforma-
tion about (1) the evolution of He,, H,, and Hegline emission
of titanium ions mixed with the corefuel, (2) 1s—2p absorption
lines (near ~4.6keV) of warm titanium with temperatures

Shot 20775

'—\

(@)
=
o

EvoLuTioN oF SHELL NoNUNIFORMITIES NEAR PEak COMPRESSION OF A SPHERICAL |MPLOSION

T~500to0 700 eV intheshell, (3) absorption abovetheK edge
(at 4.966 keV) of cold titanium (T < 500 eV) in the shell 1213
and (4) hot core continuum emission. The effective electron
temperature in the emission region T, and average cold tita-
nium areal density have been calculated by fitting the function
[(B) = 16l ETemHm(EHpdlr )
to the measured spectra (outside the absorption area of warm
titanium near ~4.6 keV, and the shifting K edge), where Eisthe
photon energy, uti(E) and [pd]q; are the cold titanium mass
absorption coefficient and average areal density, respectively,
and lg is the constant. The effect of CH absorption was
negligible compared to titanium absorption in these experi-
ments because all time-resolved images below and above the
K edge were always identical within experimental noise in
shots with CH-only shells (containing no titanium) taken at
similar drive conditions.
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Figure 87.16

Evolution of core-emission spectral in-
tensity asafunction of photon energy for
times 1.77, 1.82, 1.92, 1.97, 2.02, and

1014 E \ N 1.97 2.07 ns near peak compression of the

: / K ed/ée WAl spherical implosion.
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Figure 87.17

“Raw” coreimages near peak compression at energies below (~4.8 keV, upper row of images) and above (~6.5 keV, lower row of images) thetitanium K edge

for times 1.77, 1.82, 1.92, 1.97, 2.02, and 2.07 ns.
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Figure 87.18 shows a temporal evolution of the electron
temperature T, of the core and the shell-emitting regions
[circlesconnected by athinsolidlineinFig. 87.18(a)] and areal
density of the cold titanium in the shell [pd]y; [triangles
connected by athin solid linein Fig. 87.18(b)]. The measured
areal density of titanium has been normalized to the initial
titanium areal density of the undriven target and representsthe
amount of compression in the layer. The thick solid linesin
Figs. 87.18(a) and 87.18(b) show the evolution of continuum
emission intensity in arbitrary units at photon energies of 4.8
to 4.9 keV below the titanium K edge. These were calcul ated
using core emission spectra measured with the streak camera.
The diamonds in Figs. 87.18(a) and 87.18(b) show the
intensity evolution (in arbitrary units) for the six images
(Fig. 87.17) measured with theframing camera, also below the
titanium K edge.
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Figure 87.18

(a) Evolution of core continuum emission temperature (circles), core con-
tinuum emission intensity (at 4.8 to 4.9 keV, thick solid line), and emission
intensity in images below the K edge (diamonds) for the same times asin
Fig. 87.17. (b) Evolution of normalized areal density of titanium (triangles)
together with core continuum emission intensity and emission intensity in
images below the K edge from (a).
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The modulationsin the cold, or absorbing, part of the shell
areal density o[ pd](r,t) attimet (r isthespatial coordinate) are
proportional to the modulation in the logarithm of theratio of
intensities of the two images at photon energies above (highly
absorbing by the shell) I.k(r,t) and below (weakly absorbing
by the shell) the titanium K edge, | «(r ,t):

6{In[|<K (r)/|>K (I’)]}
(.u>K _/1<K)

8[pd](r)= : @

where p, = 0.37+0.02 cm2/mg and u. = 0.11+0.02 cm2/mg
arethe spectrally weighed mass absorption coefficientsof cold
titanium at photon energies above and below the K edge,
respectively.13 The absorption coefficients have been calcu-
lated for each timet using the measured x-ray spectrashownin
Fig. 87.16 and filter functions of beryllium, titanium, and iron
filters.13 Images| . (r,t) and | . (r ,t) have been obtained from
“raw” images (shownin Fig. 87.17) using the Wiener-filtering
technique, 1319 which was based on the measured system
resolution (~6 m)12 and the system noise (determined by the
photon statistics of core x rays).12 All approximations and
assumptions madein deriving Eq. (1) have been presented and
discussed in detail in Refs. 12, 13, and 19.

Results and Discussion

Figure87.19(a) showstheevol ution of areal -density modu-
lations calculated using core images at 1.92, 1.97, 2.02, and
2.07 ns, shown in Fig. 87.17 and Eg. (1), and normalized to
their measured (with the streak camera) average areal densi-
ties, showninFig. 87.18(b). Theimagesat early times1.77 and
1.82nsdo not have sufficient backlighter area(first twoimages
at ~4.8-keV channel) to probe the nonuniformitiesin the cold
shell. The spatial scale of modulations decreases from time
1.92 nsto time 2.02 ns (as evident from the motion of the red
“circular” structurein correspondingimages), and then shorter-
scale modulations start to grow in the image at 2.07 ns. The
image size at 2.07 ns is smaller than images at early times
because the level of backlighter emission drops late in the
implosion. The effect of titanium line emission on the spatial
shape of images bel ow the K edge was negligible because core
images, routinely measured with a pinhole-array spectrom-
eter,12 always had the same spatial shapes at photon energies
of titanium (He,, H,) lines and photon energies outside these
lines below the K edge. The minimum level of modulations
with o;ms = 18+8% occurs near 2.0 ns. The modulation oyp,s
decreases by about 20% from time 1.92 ns to time 2.02 ns,
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when the maximum core emission intensity and temperature
occur (see Fig. 87.18); then it grows by about 60% during
decompressionwhileemissionintensity andtemperaturedrop.

Theshell modulationlevel at peak compression dependson
theinitial modulation level at the beginning of the implosion
and theamount of unstable growth duringimplosion. Indirect-
drive ICF theinitial target modulations come primarily from
theimprinting® - of laser-beam nonuniformities. Beam-smooth-
ing techniques such as DPP’s, 1> SSD, 16 and PS1 are applied
on OMEGAtominimizeinitial target modulations. To check
the sensitivity of shell modulations at peak compression to the
initial target modulations, two implosionswith similar targets
and drive conditions but with different level s of beam smooth-
ing are compared: one shot was taken at best smoothing
conditions, including 1-THz, 2-D SSD and PS; the other shot
had 3-color-cycle, 0.35-THz, 2-D SSD and no PS. Fig-
ure 87.19(b) compares minimum levels of shell modulations
near peak compression for these two shots. The level of shell
modulation is significantly higher with less-uniform drive
using 0.35-THz SSD and no PS (0;y,s = 43+12%) than with
1-THz SSD and PS (0yns = 18+9%). Implosions driven with
more-uniform beams (1-THz SSD and PS) have primary
neutron yields and fuel areal densities ~70% higher than with
0.35-THz SSD and no PS.%2

Shot 20775
192ns 197ns 202ns 2.07ns
+0.9
3{ 0.0 3
Oms=22% 18% 18% 29%
1-THz SSD 0.35-THz SSD
and PS and no PS
+1.8
3{ 00 S
ko)
-1.8
Orms = 18% Orms = 43%
E10762
Figure 87.19

(a) Normalized areal-density modulationsat 1.92, 1.97, 2.02, and 2.07 nsfor
shot 20775. (b) Normalized areal-density modulations for two shots: one
with 1-THz SSD and PS from (@) at 2.02 ns; the other at peak compression
with 3-color-cycle, 0.35-THz SSD and no PS.
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A spherical-implosion postprocessor23 to the one-dimen-
sional (1-D) hydrocode LILAC?* was applied to qualitatively
explaintheexperimental data. Thispostprocessor usesasharp-
boundary model to study the perturbation evolution in the
shell. During the acceleration phase of implosion, when the
shell is driven by the laser beams, the shell nonuniformities
grow due to the Rayleigh-Taylor (RT) instability.2~10 When
the 1-ns laser drive is turned off, the shell slows down while
converging inward to thetarget center, stopsat stagnation, and
then moves outward. Since the higher-density shell is slowed
down by thelower-density D, gas, theinner surface of theshell
is subject to the RT instability during the deceleration phase.
The shell-areal-density modulation (the quantity measured in
the experiment) can be written in the following form: 6 (pd) =
7ns + 7N, Where p is the average shell density, n; and n, are
the amplitudes of the front- and back-surface distortions, and
distheshell thickness. During the shell accel eration, whenthe
front surface is RT unstable, the first term pn; gives the
dominant contribution to §(pd). In addition, the front-surface
perturbationsfeed throughtheshell (1, ~ n; €79, wherekisthe
modul ation wave number), seeding the decel eration-phase RT
instability ontheinner surface. After thelaser isturned off and
the shell startsto decel erate, the ablation front becomes stable
and perturbation 7 oscillates. One can estimate the period of
such oscillations T ~27,/R/(¢g), where R = 60 um is the
shell radius, ¢ is the mode number, and g = 103 um/nsiis the
deceleration. Substituting results of the 1-D LILAC?4 simula-
tion to the above formulagives T = 600 ps for the dominant in
theexperiment mode ¢ = 6 (which correspondsto amodul ation
wavelength of about 60 um). Therefore, during the time of
measurement At =300 ps, thefront-surfacemodul ation changes
its sign. Thus, there are two competing effects: first, the
reduction of front-surface modulations 1y ~ng co(2at/T)
due to phase change, and, second, an increase in back-surface
modulations 7y, ~ 1o exp(yt— kd) duetothe RT growth, where
y is the instability growth rate. Initially, ns > np, and the
reduction in the front-surface amplitude | eads to the reduction
in the areal-mass modul ation. Later, when 1, becomes domi-
nant, growth in shell-areal-density modulation &(pd) iscaused
by the exponential growth of the back-surface modulation. An
additional reduction in cold &(pd) could be due to the heating
of the inner titanium-doped layer of the shell.

Figure 87.20(a) shows the profiles of target density and
temperature in the decel eration phase of theimpl osion at peak
compression (simulated by the 1-D code LILAC). The bulk of
the shell isdense and relatively cold with an electron tempera-
turelessthan 1 keV, whilethe coreishotter and lessdense. The
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solid line in Fig. 87.20(b) shows the evolution of shell-areal-
density modulations calculated with the model for the domi-
nant mode ¢ = 6 based on the 1-D LILAC simulation. The
modulations of total shell areal density &(pd) decrease, while
they are dominated by sinusoidally decreasing modulations at
theouter surface. When exponentially growing modul ations at
the inner surface become higher than outer-surface modula-
tions, thetotal shell-areal-density modul ationsgrow. Thecircles
in Fig. 87.20(b) show that o, Of measured shell-areal-
density modulations [shown in Fig. 87.19(a)] follows the
model prediction well. The results of the model were normal-
ized to experimental point at t = 1.97 ns. The experimental
points have been averaged using datafrom three shotstaken at
similar conditions. Since the measured spectrum of shell-
areal -density modulationsislocatedinthevicinity of themode
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Figure 87.20

(@) The simulated profiles of target density and temperature during the
deceleration phase of the implosion. (b) The evolution of titanium areal-
density modulations in the shell calculated by the model (solid line) and
measured (circles).
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=6 (similar to previoustime-integrated measurements!213),
the comparison of measured modulation ;g With the cal cu-
lated amplitude of dominant spectral mode becomes qualita-
tively reasonable.

Figure 87.18 shows that average cold-shell areal density
increases up to ~1.8 ns and then starts to decrease gradually
while peak compression is measured to be near 2.0 ns. This
indicates that some part of theinner shell mixes with the core
fuel and/or heats up to ~2 keV when it stops absorbing core
radiation at photon energies above the titanium K edge. Such
anincreasein shell temperature and the reduction of measured
cold-shell areal density are expected in targets with titanium-
doped layers because of the additional absorption of core
radiation by titanium abovethetitanium K edge. Asaresult, the
cold-shell averageareal density and areal -density modul ations
may be reduced. This effect may be partially responsible for
the decrease of measured areal-density modulations[shownin
Fig. 87.20(b)] for timesupto~2.0ns. Theincrease of measured
areal-density modulation after 2.0 ns, however, should be due
to the unstable RT growth in the deceleration phase of the
implosion, as predicted by the model.

Conclusion

The evolution of shell modulations near peak compression
of a spherical implosion has been presented. The minimum
level of areal-density modulations, with o, = 18%, occurs at
the peak of core emission with a laser drive that included
1-THz SSD and PS. In implosions using the less-uniform
irradiation produced by 3-color-cycle, 0.35-THz SSD and no
PS, the level of modulations was significantly higher, with
Orms = 43%. Thelevel of measured shell-areal-density modu-
lations decreases when it is dominated by the decreasing
modul ations at the stable outer surface, then increaseswhen it
is dominated by growing modulations at the unstable inner
surface, as expected.
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Multibeam Stimulated Brillouin Scattering
from Hot Solid-Target Plasmas

Introduction

We report on the first multibeam laser—plasma interaction
experimentswith acritical density surface present at all times.
Six interaction beams are incident on a preformed plasma,
tailored to resemble future direct-drive-ignition laser fusion
implosions. Stimulated Brillouin scattering (SBS) was ob-
served using two full-aperture backscattering stations. The
results show strong evidence of electromagnetic (EM) wave
seeding of SBS backscatter and may also indicate strongly
driven, common, symmetrically located ion waves. The latter
could providefor efficient sidescattering that providesthe EM
seed for SBS backscattering. Quenching SBS before the peak
of theinteraction beamisseenin all the experiments. For NIF
direct-drive ignition experiments the expected SBS levelsare
well below 1%.

The details of laser coupling to the hot coronal plasma of
direct-drive inertial confinement fusion (ICF) targets are ex-
tremely important sincethelaser providesthedrive energy for
theimplosion.! Measurement and understanding of power (or
energy) loss dueto SBS are essential. Over the past 30 years,
many detailed reports?12 of SBS experiments have been
published; however, few, if any, have investigated conditions
relevant to direct-drive ICF plasma implosions.# In direct-
driveimplosions, many individual laser beamsare overlapped
on the target. This allows multibeam interactions that may
change the SBS instability characteristics.1314 In particular,
SBSinstability can grow from an EM wave seed provided by
other beams reflected near the critical-density surface, or
common (shared) ion waves can reduce the instability thresh-
old. Previous multibeam SBS experiments3-1° have been per-
formed in plasmaswith peak densitiessignificantly lower than
critical density and are, thus, not directly applicable to direct-
drive ICF conditions. Those experiments indicated a redistri-
bution of the scattered light but no significant increase in the
overall SBSlosses.1®

In future direct-drive-ignition experiments on the National

Ignition Facility (NIF),16 the conditions most vulnerable to
SBS will occur before the laser reaches its peak power! and
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will correspond to plasmas with T, = 2 keV and density and
velocity scalelengthsof ~0.5mm. Thesewill beirradiated with
351-nm laser light with laser-beam smoothing®’ by spectral
dispersion (SSD) at ~1 THz and polarization smoothing (PS).
The corresponding single-beam irradiation intensities are
=101 W/cm? (four beamlets, or one quad, of the NIF16),

The full plasma and intensity evolution of a NIF direct-
drive implosion cannot be simulated with present laser sys-
tems, but agood approximation to the conditionsthat are most
susceptible to SBS can be achieved using OMEGA. Past
single-beam interaction experiments on OMEGA have shown
that SBS is unlikely to represent a significant energy loss
duringthehigh-intensity portionof theNIF pulse.* Thepresent
multiple-beam SBS experiments are the first reported in the
literaturewith acritical-density surfacepresent at all timesand
plasma conditions close to those expected on the NIF. Six
interaction beams are symmetrically arrayed around the target
normal. These interaction beams are overlapped on a plasma
produced from athick CH target by heater beamsthat strikethe
target in advance of the interaction beams.

Experiments

The experiments were carried out on the OMEGA laser
system!® using a subset of its 60 UV (351-nm) beams. The
experimental arrangement isshown schematically inFig. 87.21.
The CH targets were 100 um thick and 5 mm in diameter
(semi-infinite) with their normal pointed toward the center of
the six symmetrically arranged interaction beams (see
Figs. 87.21 and 87.22). Thesetargetswere sequentially irradi-
ated with nine primary beams, followed in 1-nsintervalsby six
secondary heater beams and six interaction beams. The six
interaction beams are identified with their beam numbers
inside the circlesin Fig. 87.22 and are located at ~ 23° to the
target normal. The primary and secondary beams are at ~62°
and 48° to the target normal, respectively.

All of the beams were equipped with distributed phase

plates!® (DPP's) and were operated with 2-D SSD (1 THz)
and PS.17 Thephaseplatesintheprimary and secondary beams
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were standard OMEGA “SG3” phase plates (nominally
Gaussian spotsof 0.5-mm FWHM at best focus). These beams
weredefocusedto producea2-mm-diam spot (~1-mmFWHM)
with peak intensities (averaged over the speckle pattern) of
~4x 1013W/cm?2. Two alternative configurationswere used on
the six interaction beams: All were outfitted with either six
standard phase plates with the target at best focus (nominal
single-beam peak intensity of 2 x 1014 W/cm?) or three pairs
of phase plates that produced smaller spots. In the latter case,
the corresponding average single-beam peak intensities were
4,8, and 16 x 101 W/cm?2. The beam energy for all shotswas
~365 J (£5%). Thelaser pul se shapeswere aclose approxima-
tion of those shown schematically in Fig. 87.21, i.e.,, a0.5-ns
linear rise followed by a 0.9-ns flattop.

Similar preformed plasmas have been diagnosed exten-
sively using time-resolved x-ray spectroscopy, time-resolved
stimul ated Raman scattering (SRS) spectroscopy,*and schlieren
photography.>20 Those experiments have been simul ated with
the two-dimensional hydrodynamic code SAGE.?! Because

(a) Beam geometry and intensity

Nine primary beams @ ~ 4 x 1013 W/cm?

Thick CH /

Six interaction beams
@ 2 x 104 to 1.6 x 1015 W/cm?

23°
48° .Anlgéle of
620 incidence

(b) Pulse shape and timing of beam groups

target

Interaction

Power

E11035

Figure 87.21

Schematic representation of solid-target illumination with three sets of laser
beams. Pulse sequence, pulse shapes, and approximate angles of incidence
areindicated. Theirradiation intensity of each primary and secondary beam
is ~4 x 1013 W/cm?2; the interaction-beam intensities vary from 2 x 1014 to
1.6 x 1015 W/cm?2.
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the SAGE simulations have generally closely replicated the
measurements, we are confident that the SAGE predictionsfor
the present experiments are equally valid: electron tempera-
tures of ~2 to 3 keV with electron density and velocity scale
lengths of ~1 mm.

Two full-aperture backscatter (FABS) stationswere used to
measure the SBS energies and the time-resolved SBS spectra.
These stations collected thelight propagated from thetarget in
the direction opposite to the incoming high-energy beam path
through thef/6 OM EGA focusing lens. Thiswasaccomplished
using an uncoated, wedged, fused quartz optic ahead of the
focusing lens. The arrangement alows the incoming high-
energy beam to passonward to the target while afull-aperture,
reduced-energy sample of any outbound light is delivered to
the FABS setup. Beams 25 and 30 (in Fig. 87.22) were
instrumented in this manner. Within the FABS, the energies
weremeasuredwith appropriately filtered and cross-calibrated
calorimeters. The light for the time-resolved spectra was
focused through an engineered diffuser (2° scattering angle)

Beam number 25|130| 12|23 |14 | 50
l14(10¥4W/cm2)| 4 | 16| 4 | 8 |16 | 8

Full-aperture backscatter (FABS)
diagnostic in these beams

E11043

Figure 87.22

Schematic representation of the plasma-producing and interaction beams on
the target chamber surface. The numbers inside the circles are the beam
numbers for the interaction beams. Beams 25 and 30 are outfitted with full-
aperture backscatter (FABS) stations. All beam energies are nominally
365 J. Theintensities (in units of 1014 W/cm?2) shown in the boxes below the
beam numbers result from three different sets of phase plates. Standard
OMEGA phase plates also permitted interaction intensities of 2 x 1014
W/cm?2 in any or all of the beams.
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into 435-um gradient-index fibers and sent to a 1-m grating
spectrometer coupled to an S20 streak camera. Thefibersfrom
both FABS stations were time-multiplexed at the input to the
spectrometer. The measured time resol ution was 80 ps and the
dynamic spectral resolution was ~0.4 A.

Results

The multibeam, time-integrated SBS reflectivity is shown
in Fig. 87.23 as a function of the interaction beam intensity.
Data from both FABS stations are shown. The average peak
intensities of the various interaction beams ranged from 2 x
101 Wiecm? to 1.6 x 101 W/em?, depending on the phase
platesused. The average peak intensity | o5 isdefined such that
95% of the laser energy has intensities at or below lgs. Thus,
most shotsyi el ded simultaneous multibeam backscatter dataat
two intensities. The squares in Fig. 87.23 represent through-
the-lens reflectivities with all beams at nominal energy. The
diamonds represent shots without interaction beams
(e.g., without beam 25for FABS25), whilethecirclesrepresent
shotswithout the beams opposing theinteraction beams[beam
23 for FABS25, beam 14 for FABS30 (see Fig. 87.22)].

10-1 E T T T T T I bl T I
F All beams b
2 I Linear ramp/\. ]
% 102 3 J/Interaction beam off —.g
T i o Opposing beam off —><
i [ 2 |
D 1041 o Interaction and opposing J
= E * beams off 3
- R Caorimeter detection thresord >+
10_5 | | | | | | | |
0 2 4 6 8 10 12 14 16
. l g5 interaction beam intensity (1014 W/cm?2)
Figure 87.23

Multibeam, time-integrated SBSreflectivity measured by the calorimetersin
two different locations (FABS25 and FABS30) for beam smoothing with 1-
THz, 2-D SSD and PS. Squares represent measurements with all beams as
indicated in Fig. 87.22, diamonds indicate shots without interaction beams
(either beam 25 for FABS25 or beam 30 for FABS30), circlesindicate shots
without beams opposing the interaction beams (beam 23 for FABS25, beam
14 for FABS30). The starsindicate FABS energy measurements normalized
to the mean beam energy with beams 25 and 23 (or 30 and 14) turned off. The
linear ramp is shown to guide the eye and is indicative of saturation at
intensities in excess of ~3 x 1014 W/cm?2. Each point plotted represents
several actual shots with the shots clustered within the symbols shown.
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The possible interplay and synergistic enhancement be-
tween specular reflection at the turning point, SBS side-
scattering, and SBS backscattering are depicted in Fig. 87.24.
Given the geometry of the interaction beams, the “opposing”
beams (e.g., 23 and 14) arereflected at their respective turning
points near the critical density (n, ~ 0.88 n.) and counter-
propagate into beams 25 and 30. (Note: In thisdiscussion, the
term “opposing beam” meansthe beam on the opposite side of
the circle of interaction beams. This is not the beam on the
opposite side of the OMEGA target chamber that has a coinci-
dent optical axis, which was not used in these experiments.)
These reflections can provide EM seed waves for SBS back-
scattering in beams 25 and 30. Thisisreminiscent of external
EM-wave-seeding experiments by Baldis3 and Fernandez.® In
addition, the specular reflections can also provide EM seeds
for SBS sidescattering in that direction.

Ko

Turning—>
point
E11038

Figure 87.24

Schematic visualization of theinterplay between SBSsidescatteringand SBS
backscattering on flat targetsirradiated with symmetrically positioned inter-
action beams. The specular reflection at the turning point provides an EM
seed for SBS sidescattering. That, in turn, provides an efficient EM seed for
SBS backscattering of the “opposing” beam. These processes are most
effective near the sonic point where the SBS wavelength shifts vanish.

Theoverall, multibeamreflectivities(squaresin Fig. 87.23)
saturate at afew percent for average irradiation intensities of
3 to 4 x 10 W/cm?. Selectively turning off one of the
interaction beams (beam 25 or 30—=circles) or one of their
opposing beams (beam 23 or 14—diamonds) leadsto asignifi-
cant drop in reflectivity. Furthermore, if both the interaction
beam and its opposing beam are turned off, the residual
reflectivities (stars) drop to the detection threshold for all but
the point at 4 x 101 W/cmZ. For this point, the high-intensity
beams 30 and 14 cause measurable sidescatter signal. For the
other two intensities, the four remaining beams aretoo low in
intensity to produce measurable SBS sidescattering into either
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FABS25 or FABS30. Pure SBS backscattering for oblique
incidence (circles) is observed if the beam opposing the inter-
action beam (e.g., beam 23) is turned off. In this case SBS
grows from either noise or any existing seed (e.g., stars in
Fig. 87.23).

The measured reflectivity in FABS25 isroughly twice that
measured for pure backscattering when beam 25 is removed
while the opposing beam 23 isleft on. Thissignal (diamonds)
represents SBS sidescattering of beam 23, which may be
enhanced through ion-wave seeding by the symmetrically
located ion waves produced by cooperative multibeam SBS
side scattering from the other four interaction beams (see
Fig. 87.24). In addition, this sidescatter SBS may also be EM-
seeded by itsownreflection at theturning point. Asaresult, the
two processes cannot be separated by this measurement alone.
Aswill bediscussed later, both thesi descattering and backscat-
tering power reflectivities peak before the maximum of the
laser pulse and have essentially identical power histories.

When all beams are turned on (squaresin Fig. 87.23), the
signa is much stronger than a linear superposition of the
backscatter and sidescatter signals. The backscatter signal by
itself (circles) is negligible, while the sidescatter signal (dia-
monds) providesthemain EM seed for backscattering whenall
beams are turned on.

Representative time-resolved power reflectivities are
shown in Fig. 87.25 for two experimental conditions. The
power reflectivities at other intensities as well as the side-
scatter power reflectivities (corresponding to the diamondsin
Fig. 87.23) show similar temporal behaviors: they peak well
before the laser pulse reaches its maximum. This rules out a
linear scattering (or reflection or refraction) processthat would
peak toward the end of the laser pul se dueto the heating of the
plasma by the interaction beams. These power reflectivities
show that the SBS backscatter and sidescatter signals are
guenched before the peak of the laser pulse, possibly due to
filamentation. A similar suppression of SBSforward scattering
dueto filamentation hasbeen observed recently in experiments
by Fuchs et al.1! and in simulations by Tikhonchuk.10.12

Themeasured multibeam reflectivitiesin FABS25 (squares
in Fig. 87.23) are principally EM-seeded backscattering of
beam 25 with the seed provided by SBS sidescattering of the
opposing beam 23. Theion wavesinvolved in thisprocessare
the same as those involved in the cooperative multibeam SBS
process of beams 14 and 30, 12 and 52 (see Fig. 87.22). To
check whether these common ion waves indeed play arolein
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the sidescattering of beam 23, the intensities of several of the
four beams were varied; the resulting FABS25 reflectivities
are shown in Fig. 87.26 as afunction of overlapped intensity.
The sidescatter reflectivity declined with decreasing over-
lapped intensity of the four beams while the energies and
intensities in beams 25 and 23 were kept constant. Thus, the
differences in measured FABS25 reflectivities are clearly
associated with the four asymmetrically located interaction
beams. These same beams provide only anegligible EM seed
to the SBS backscatter signal in FABS25 (starsin Fig. 87.23),
but they do heat the plasma. These observations are consi stent
with the existence of common, symmetrically located ion
waves produced by these four beams; theseion waves contrib-
utesignificantly to the sidescattering of beam 23into beam 25.
Since the SBS reflectivities in Fig. 86.26 are well into the
saturated regime, we estimate that the ion-wave amplitudes
decline roughly by the same factor as the reflectivities. Alter-
natively, the change in electron temperature with increasing
overlapped irradiation intensity may increase the EM seed
for sidescattering, and consequently, also the total seed pro-
vided for backscattering. In this case no common ion waves
would be involved. Our present experiments cannot rule out
this scenario.

02F T
1.6 x 1015W/cm2 |

_ , Laser
signal/10—>,

\ All beams at
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Without
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Figure 87.25

M easured multibeam SBSreflectivities for three different irradiation condi-
tionsalong with atypical laser pulse shape. The dashed lineisthe backscatter
signal in FABS30 for the irradiation conditions shown in Fig. 87.22. The
dotted line and the thick solid line represent backscattering at low irradiation
intensities with all interaction beams at 2 x 1014 W/cm?2. For the dotted line
the opposing beam 23 was turned off, resulting in pure backscattering of
beam 25.
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Figure 87.26

Backscatter reflectivities measured with FABS25 for the general irradiation
conditions shown in Fig. 87.22 with some variations in beam energies of
beams 30 and 14. The beam energiesin beams 25 and 23 were kept constant.
The increase in reflectivity with increasing overlapped intensity may be
associated with a change in the common ion-acoustic-wave amplitudes
generated by beams 30, 14, 12, and 50. Alternatively, the increase may be a
consequence of decreased absorption as the plasma temperature increases
with increasing overlapped intensity on target.

Conclusions

Multibeam interaction experiments were carried out in
NIF-type, hot, long-scale-length plasmas on OMEGA using
thick, planar CH targets. A symmetrical arrangement of six
interaction beams with beam smoothing is consistent with
strongly driven common ion waves located along the axis of
symmetry of the six interaction beams. The present experi-
ments, however, cannot rule out alternativeinterpretationsthat
do not involve common ion waves. In either case, SBS
sidescattering provides alarge EM seed for SBS backscatter-
ing. These experiments have shown for the first time the
synergistic enhancement of SBS sidescattering and backscat-
tering. The fact that backscatter levels well below 1% are
expected for typical NIF direct-drive irradiation conditions
provides confidencein the expected direct-drive target perfor-
mance on the NIF.22
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Hot-Electron Effect in Superconductorsand ItsApplications
for Radiation Sensors

Introduction

Theterm“hot electrons” wasoriginally introduced to describe
nonequilibrium electrons (or holes) in semiconductors (for a
review see, e.g., Ref. 1). The term encompasses electron
distributions that could be formally described by the Fermi
function but with an effective elevated temperature. The con-
cept isvery fruitful for semiconductors, where the mobility of
carrierscan be shownto depend on their effectivetemperature.
In metals, however, electrons do not exhibit any pronounced
variation of the mobility with their energy. Asaresult, heating
of electronsinametal doesnot affect theresistance,2 unlessthe
change in the effective temperature is comparable with the
Fermi temperature.

Schklovski3 was the first to discuss the idea of combining
the steady-state el ectron heating with the strong dependence of
the resistance on the effective electron temperature in ametal
film undergoing the superconducting transition. In the steady-
state regime, however, electron heating is always masked by
the conventional bolometric effect; therefore, experimental
results on the heating of electrons by the dc current were not
very convincing. The regime of dynamic electron heating by
external radiation was studied in a series of experimental and
theoretical works.#-8 |t wasimmediately realized that thevery
short relaxation time of electron excitations would make it
feasible to design extremely fast radiation sensors with a
sensitivity much better than that of conventional bolometers.

During the last decade, a new generation of hot-electron
superconducting sensors has been developed. These include
submillimeter and THz mixers, direct detectors, and photon
counters for the broad spectral range from microwaves to
optical radiationand x rays. Activity inthefield of hot-electron
superconducting sensors is growing rapidly. These sensors
have already demonstrated performance that makes them de-
vices-of-choice for many far-infrared (THz), infrared, and
optical wavelength applications, such as plasma diagnostics,
laser studies, ground-based and airborneheterodyneastronomy,
and single-photon-detection and quantum communications.
Parallel development of compact cryocoolers and THz radia-
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tion sources opens hot-electron sensorsfor satellite astronomy
and communication applications. This article reviews the
physical background of thehot-el ectron phenomenonin super-
conducting films and discusses various technical realizations
of hot-electron radiation sensors.

Physics of Hot Electrons

Thermal dynamicsinasuperconducting film onadielectric
substrate can be thought of in terms of four co-existing sub-
systems: Cooper pairs, quasiparticles (electrons from broken
Cooper pairs), phonons in the film, and phonons in the sub-
strate. Thermal equilibrium exists when all of these can be
described by equilibrium distribution functions with the same
temperature. If any distribution does not satisfy these condi-
tions, the situation is considered nonequilibrium. General
treatment of a nonequilibrium state requires solution of the
integral kinetic equationsfor space- and time-dependent distri-
bution functions. To avoid the above complexity, various
simplifying assumptions are used to reduce the general prob-
lem to analytically solvable rate equations.

1. Hot-Electron Cooling and Diffusion

Thehot-electron model ismost relevant for nonequilibrium
superconductors maintained at temperature T near the super-
conducting transition T, where quasiparticles and phonons
can be described by thermal, normal-state distribution func-
tions, each with its own effective temperature. The electron
and phonon effective temperatures (Toand Ty,) are assumed to
be established instantly and uniformly throughout the whole
specimen. Thisassumption impliesthat arapid thermalization
mechanism exists inside each subsystem.

Themain steps of the hot-electron phenomenon that lead to
the global equilibrium are depicted in Fig. 87.27. Introducing
characteristic times of the energy exchange between sub-
systems reduces the problem of the global equilibrium recov-
ery to apair of coupled heat-balance equations for Teand Ty,
Theintrinsic thermalization time 71 should be short compared
to energy exchange times. This two-temperature (2-T) ap-
proachwasused for thefirst timeby K aganov et al .2to describe
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steady-state el ectron heating in metals. Below T, the electron
specific heat exhibits an exponential temperature dependence
that makes equations nonlinear for even small deviationsfrom
equilibrium. Thedescription can, however, besimplifiedinthe
vicinity of T.. At thistemperature the superconducting energy
gap is strongly suppressed, concentration of Cooper pairsis
very small, and unpaired el ectronsexhibit no significant super-
conducting peculiarities: they areregarded asnormal electrons
having the ordinary Fermi distribution function. Inthe normal
state, the specific heat of €l ectronshasamuchweaker tempera-
ture dependence, which can be neglected for small deviations
of T, from the equilibrium. With these assumptions, the equa-
tions describing the hot-electron effect in superconductors
become linear and can be written as

To-T
ﬂ =& P +iW(t), (14)
dt Ty Ce

AT, _CeTe-Tp _Tp,-To

, (1b)
d Cp Te Tes

whereW(t) representsthe external perturbation (i.e., the power
per unit volume absorbed by the electron subsystem); 7, and
Tsaretheelectron energy relaxation timeviael ectron—phonon
interaction and thetime of phonon escapeinto the substrate; Cq
and C,aretheel ectron and phonon specific heats, respectively;

S
/%\

Electrons
Co Te
®
] Tpe =~ Tep
Phonons @
Co Tp <D,
Tes Tpe = Tes
Substrate Ty,
72429
Figure 87.27

Thermalization scheme showing various channels of the energy transferina
hot-electron device that relaxes toward global equilibrium.
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and T, is the ambient (substrate) temperature. To derive the
2-T eguations we used the condition of the energy-flow bal-
ance in equilibrium rpe:rep(cp/c ) where T, is the
phonon—electron energy relaxation time.

The first implementation of the electron-heating model to
superconductors was made by Shklovski,3 who used a more
general, nonlinear form of the heat-balance equations to de-
scribe hysteresis of the critical current in athinlead film. An
analytical solution of Eq. (1) wasfirst obtained for sinusoidal
perturbations by Perrin and Vanneste? and for an optical pulse
excitation by Semenov et al.> Inthelatter case, thermalization
of electronswasinterpreted as an increase of T,. Theincrease
was assumed to occur during atimeinterval that depended on
both the duration of the optical pulse and theintrinsic thermal-
ization time 7. The model was used to describe the response
of superconducting NbN and Y Ba,Cu30_5(YBCO) filmsin
the resistive state to near-infrared and visible radiation.>”
Figures 87.28 and 87.29 show a good agreement between
experimental signals and the theoretical simulation.
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Normalized mixer signal (dB)
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Frequency (MHz)
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72485

Figure 87.28

Response of a' YBCO hot-€electron photodetector (HEP) to optical radiation
(dots) versus modulation frequency (Ref. 7). The solid line was calculated
using Egs. (1). Thediscrepancy at low frequenciesisdueto phonon diffusion
in the substrate that was not accounted for in the model. The dashed line
represents the thermal model.

Figure 87.30 presents the detail ed thermalization diagrams
for both YBCO [Fig. 87.30(a)] and NbN [Fig. 87.30(b)] thin
films exited by 100-fs-wide optical pulses. The diagrams
depict the process in the same manner as Fig. 87.27 but now
include the actual values of the characteristic time constants
for both materials. The values were obtained from the 2-T
model viathefit of Egs. (1) to the experimental photoresponse
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data. The measurements were performed using the electro-
optic sampling system, which allowed obtaining the intrinsic,
time-resolved dynamicsof the el ectron thermali zation process
in 3.5-nm-thick NbN8 and 100-nm-thick YBCO films.? We
notethat, in general, the dynamic of the Y BCO thermalization
isroughly one order of magnitude faster than that of NbN. In
both cases, the energy flow from electrons to phonons domi-
natestheenergy backflow duetoreabsorption of nonequilibrium
phonons by el ectrons; however, while the energy backflow in
YBCO can be neglected because of the very large ratio
Cp/Ce =38, in NbN it constitutes a non-negligible 15%

Cp/Ce = 6.5) of direct electron—phonon energy relaxation.
Consequently, in Y BCO film excited on the femtosecond time
scale, the nonthermal (hot-electron) and thermal, bolometric
(phonon) processes are practically decoupled, with the former
totally dominating the early stages of electron relaxation. On
the other hand, the response of NbN devicesis determined by
the “average” electron cooling time 7., which is given by
Tep+ (1 +Cq/ Cp) T o2 and correspondstothetimethat el apses
from the peak response until the magnitude of the response
declinesto /e of themaximum value. If the external perturba-
tionissubstantially longer than 7, (that is, >100 psfor YBCO

the substrate prevents energy backflow to electrons. As a
result, 7, alone controls the response of ultrathin (<10-nm)
Nb films. Typical electron relaxation timein Nb is =1 ns at
4.2 K, whichisover anorder of magnitudelarger thanin NbN.

The 2-T model represented by Egs. (1) is essentially the
small-signal model. Deviations of the effective temperatures
from equilibrium dueto both the joul e power dissipated by the
bias current and absorbed radiation power are assumed small
compared to their equilibrium values. Thetheory of operation
of a hot-electron photodetector (HEP) was developed on the
basis of this model by Gershenzon et al.,12 and a novel hot-
electron mixer (HEM) was proposed.12.13
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Co Te
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films), the YBCO response is dominated by the bolometric Phonons
process, aswas shown by the bulk of the early photoresponse CoTp
measurements.10 Thevery largedifferencein the T valuesfor
YBCO and NbN is mainly due to the drastic difference in _
. . . ) , Tes=3.5N8 Tes™> Tpe
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Responseof aY BCO HEPto afemtosecondinfrared pul se: experimental data
(solid line) (Ref. 5) and simulations (dashed line) based on the 2-T model.

Hot-electron relaxation diagrams and characteristic times for (a) thin-film
YBCO (Ref. 9) and (b) ultrathin NbN film (Ref. 8).
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The 2-T approach neglects, however, diffusion of electrons
and assumes that the effective temperatures remain uniform
withinthewholedevice. A different approach was proposed by
Prober,14 who considered diffusion of hot electrons out of the
active area, rather than the energy transfer to phonons, as the
main mechanism of the electron cooling. If the device length
L is short compared to the thermal diffusion length Ly, =
(D1)Y2, where T, is the electron cooling time and D is the
electron diffusivity, relaxation of Tis controlled by the elec-
tron out-diffusion time 74 = L2/7T2 D) . In the limiting case
L << Ly, Teremainsalmost uniformthroughthedevicelength.
The device can then be described by Eq. (1a), inwhich 7, and
T, should be substituted for 74 and Ty, respectively. For longer
devices, both the actual distribution of T, along the device
length and the phonon contribution to the electron relaxation
should be taken into account.

2. Large-Signal Models

The common disadvantage of the small-signal model de-
scribed aboveisthat the optimal values of the bias current (for
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HEP's) and power of thelocal oscillator (for the HEM theory)
arenot derived inthe framework of themodel, but rather taken
from the experiment or independently estimated. To include
the bias current and the local oscillator (LO) power in acon-
sistent manner, one should specify the structure of theresistive
state and account for the dependence of the electron-cooling
rateonthedeviation fromtheequilibrium. For large deviations
from equilibrium, heat-balance equations become nonlinear.

The large-signal mixer theory was developed by Nebosis
et al.15 for the uniform resistive state (which is, of course, a
very crude approximation). Theauthorsassumed afinitevalue
of T and introduced the superconducting critical current.
Reasonabl e quantitative agreement (see Fig. 87.31) wasfound
between the experimental datafor NbN mixers and the theo-
retical results. Karasik et al .16 implemented asimilar approach
for modeling a bolometric mixer fabricated from a high-
temperature superconducting material. Floet et al.1’ consid-
ered the nonuniformresistive state of ahot-el ectron bolometer
in the small-signal regime for T = 0, while Merkel et al.18
developed the large-signal nonlinear model for afinite, non-
zero value of T Both models described the resistive state of
the mixer at optimal operation conditionsin termsof anormal
hot spot, maintained by self-heating. The hot spot occupies
only a portion of the device length, thus assuring a mixer
resistance between zero and the normal-state value. In this
approach, the LO power is assumed to be uniformly absorbed
in the mixer, whereas the joule power dissipation due to the
bias current appears in the hot-spot region only. Since the
diffusion of electronsisintroduced in the basic equations, this
model naturally covers all intermediate cases between the
extreme diffusion cooling (L << L) and phonon-cooling
(L >> Lyy,) regimes. Neglecting phonons (T = 0) and simulta-
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Figure 87.31

(a) Current—voltage characteristics for
different LO power values. (b) Conver-
siongain curvesforaNbN HEM com-
pared withresultsof theuniformmodel
(solid lines) (Ref. 15).
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neously assuming 7t = 0, one can reduce the problem to the
following system of equations!’ for Tg:

d’T, C,

and had the advantage of a short response time (or, equiva-
lently, alarge bandwidth) inthe heterodynemode. Onthe other
hand, incomplete thermalization hampered the responsivity
and increased the rel ative contribution of the Johnson noiseto
thetotal el ectric noise of thedevice. Compared to HEM' soper-
ated in the thermal regime, the nonthermal mixer required
more power from LO. At low temperatures, however, the
nonthermal regime of operation provided almost quantum-

~K——£ +=2(T, ~To) = j°pn + Rer (insidehotspot),
dx Te
2
2
Oc'j Te +$—(T ~To) = Pre (outsidehot spot), limited sensitivity.
X2 e

where K is the thermal conductivity, j is the bias current
density, p, is the resistivity of the mixer in the normal state,
and Pgg is the LO power absorbed per unit volume. This
description alowsfor an analytical solution, whichreturnsthe
bias current as a function of the hot-spot length, and, thus, a
voltage drop across the device. Results of simulations!’ are
in good agreement with the experimental current—voltage
(1-V) characteristics, especialy for large Pgg values, which
drive the mixer almost into the normal state. Surprisingly,
resultsbased onnot only Eq. (2), but even onthemore-accurate
numerical model18 shown in Fig. 87.32, do not differ much
from simulationsbased ontheuniform 2-T model (Fig. 87.31).
Withthe appropriate set of fitting parameters, both approaches
describe fairly well the -V characteristics of the HEM and
predict reasonable values of the conversion efficiency and
noise temperature.

A nonthermal regime of the diffusion-cooled HEM was
described by Semenov and Gol’ tsman.19 The authors consid-
ered a short device made from a clean material, in which 77
islarger than 74. Thedevice operated in the nonthermal regime

The electric noise of a hot-electron sensor is comprised of
the same components as the noise of any conventional bolom-
eter: shot noise, Johnson noise, thermal noise, and flicker
noise. To our knowledge, there is no consistent theory for
flicker noise, so its contribution may be determined only
experimentally. Unlessthesensitivity of thebolometer reaches
the quantum limit, the noise due to fluctuations in the back-
ground radiation can be neglected. The typical length of hot-
electron devices studied so far was much larger than the
diffusion length associated with the el ectron—el ectron scatter-
ing. In this limiting case, the superposition of Johnson noise
and shot noise reduces to the Nyquist form, i.e., the spectral
density of the voltage noiseis S, = 4 kgT R, where R is the
resistance of the device. Thisnoise hasa“white”’ spectrum up
to very high frequencies. The corresponding contribution to
the system-noise temperature in the heterodyne regime in-
creases rapidly when the conversion efficiency rolls off at
intermediate frequencies (IF's) larger than 1/1.

Thermal noise contributes to the total spectral density the
amount 4kBT2I218(6W6T) /( ev), where | is the bias
current and v isthe volume of the sensor Sincetheconversion
efficiency isproportional to | 212Pxe (0R/0T,)? /(o) and

5L
— _Eg -10 - Figure 87.32
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has the same roll-off frequency, the noise temperature of
the mixer due to thermal fluctuations is given by
Tn = TCev/(arTePae), where a isthe optical coupling effi-
ciency. The contribution to the noise temperature due to
thermal fluctuations does not depend on the intermediate
frequency; neither does the corresponding noise-equivalent
power (NEP) in the direct-detection mode,

NEP= (T,/a)(kaCev/Te)"

On the contrary, the contribution due to the Nyquist term
increasesrapidly at IF'slarger than 1/7, and usually limitsthe
I F noise bandwidth of the mixer.

Though the above simple treatment of the bolometer noise
explains the main features, it does not provide an appropriate
tool for computations. To obtain exact results, one should take
into account the positivefeedback viatheload resistor and self-
heating by the bias current. The former enhances the system
output noise because the bolometer rectifies part of its own
noise voltage drop acrossintrinsic resistance. Thelatter effect
typically increasesthe | F bandwidth in the heterodyne regime
and decreases the response time in the direct-detection mode.
It is of little practical use, however, because operation in the
vicinity of the thermal roll-off requires very precise stabiliza-
tion of theambient temperature. For aHEM with dc resistance
R at the operation point and connected to the I F load with the
impedance R, , the dependence of the conversion efficiency
n(e) and single-sideband noisetemperature Tggg(w) onthelF
was derived in the framework of the uniform model1°

_2a R C2Pye
’70) 5 1 (3)
- 12 (R+R.) O RRL+ED2¢

ECRL+R>O q*

2T Ru1% (0 2\, 2T2T
sse(w) = CZPRF (5 +¢ )+m, (4)

where
C=I zre—aFwTe ,
CoV
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In the above equations, R, isthe impedance of the bolom-
eter at very highIF, and 0R/0T.isthesl opeof thesuperconduct-
ing transition at the operation point on the scale of the electron
temperature. Theslopeof thetransition cannot bederived from
first principles in the framework of the uniform model. Its
temperature dependence should be cal culated in aphenomeno-
logical manner (see, e.g., Ref. 15), or the value at the specific
operation regime should be concluded from the experiment.
Ekstrém et al .20 showed that the magnitude of the parameter C
in Egs. (3) and (4) can be determined from the experimental dc
|-V characteristic as

c=d___ (5)

where dV/dI is the differential resistance of the HEM at the
operation point. The advantage of the hot-spot model18 is that
it allows for numerical computation of the superconducting
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transition slope for arbitrary values of the LO power, bias
current, and ambient temperature.

3. Cooper-Pair, Kinetic-Inductive Photoresponse

Although the response of asuperconductor that iskept well
below T, to external radiation cannot be adequately treated in
the framework of the hot-electron approximation, we decided
to include superconducting detectors operating at T << T in
our review. Rothwarf and Taylor2! were the first to success-
fully develop the phenomenological description for non-
equilibrium Cooper-pair recombination and breaking pro-
cesses (so-caled the RT model). At low temperatures, when
energies of nonequilibrium quasi particles after thermalization
are spread over a narrow interval above the superconducting
energy gap 24, the appropriate parametersto characterize this
nonequilibrium state are the number Ang, of excess quasipar-
ticles and the number Any, of excess, so-called, 2A phonons.
The 2A phonons are emitted in the Cooper-pair recombination
process and, sincethey have the energy of at least 2A, they are
responsiblefor secondary breaking of Cooper pairs. For small
perturbations, concentrations of Ang and Ang are given by the
following linearized RT rate equations:

An 2An
9 Ang=-—10 = (68)
dt TR TB

iAn :_Anp _Ang +2Anq
d P 15 T TR

(6b)

where 1R and 1 are the quasi particle recombination time and
thetimeof breaking Cooper pairsby 2A phonons, respectively.
We notethat Egs. (6) are mathematically analogousto the 2-T
model [Egs. (1)]. Likethe2-T model, the RT approach assumes
that thereisaquick, intrinsic thermalization mechanisminside
both the quasiparticle and phonon subsystems.

When photons with energy typically much larger than
2/ are absorbed by a superconducting film maintained at
T << T, they produce a time-dependent population Ang(t)
of nonequilibrium quasiparticles, leading to a temporary
decrease in the superconducting fraction of electrons,
foe = (no —nq)/no, where ng =ng(0)+Ang(t) is the instant
concentration of the quasiparticles, ny(0) is their equilibrium
concentration, and ng is the total concentration of electrons.
Because the pairs are characterized by non-zero inertia, this
processcan bemodel ed astime-varyingkineticinductance: 2223
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Liin(t) = Lan(0)

, (")

fsc

where Lyin(0) = oA, )? /d isthe equilibrium value per unit
areaof thefilm, A_isthe magnetic penetration depth, anddis
the film thickness. The change in time of L, in a current-
biased superconducting film leads to a measurable voltage
signal across the film edges.

For thelimiting case of very fast thermalization, i.e., when
T is small compared to both 75 and g, the kinetic-inductive
response was described by Semenov et al .24 as the product of
theanalytical solution of Egs. (6) and afitting factor exponen-
tially growing in time. The latter parameter corresponded to
themultiplication cascade of quasi particlesduring thermaliza-
tion. The kinetic-inductive model describes well the experi-
mental results obtained with pulsed and modulated cw
excitations, for both thel ow-temperaturesuperconductor (LTS)
films(Fig. 87.33 and Ref. 24) and the high-temperature super-
conductor (HTS) films (Fig. 87.34 and Refs. 9 and 25).

4. Single-Photon-Detection Mechanisms

So far thisdiscussion has been limited to integrating detec-
torsinwhich theenergy of alarge number of absorbed photons
is distributed among an even larger number of elementary
thermal excitationsin the detector. That is, individual photons
cannot be distinguished, and only the average radiation power
absorbed by the detector is measured. In the particular case of
athermal detector, e.g., abolometer or a hot-electron detector
near T, this average absorbed radiation power correspondsto
enhanced effective temperatures of phonons and electrons,
respectively. In a quantum (photon) detector, a single photon
creates excitations that are collected and counted before they
relax and before another photonisabsorbed. Thus, thedetector
registers each absorbed photon, while the number of collected
excitations measures the energy of absorbed photons.

The hot-electron quantum detector was first proposed by
Kadin and Johnson.26 In thismodel, a photon absorbed some-
where in the film initiates a growing hot spot. The resistance
inside the hot spot islarger than in the surrounding area. Even
if the size of the hot spot is much smaller than the size of the
film, thevoltagedrop acrossthe current-biased film*“feels’ the
presence of the hot spot. The disadvantage of this approach
for practical devices stems from the fact that the film is
operated near its T, and canwithstand only avery small current
density without being driven into the normal state. Since the
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detector responseis proportional to the bias current, the small
operating current requires acomplicated, SQUID-based read-
out scheme.’

Semenov et al.?8 proposed a different quantum detection
regimein asuperconducting stripethat is operated well below
T, and carries a bias current only dsightly smaller than the
critical value at the operating temperature. Generation of ahot
spot at the position wherethe photon hasbeen absorbed creates
a local region with suppressed superconductivity (normal
region). The supercurrent isforced to flow around the normal
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(a) Conversion gain and (b) signal response of a NbN HEP to pulsed and
modulated cw optical radiation in comparison with model simulations based
on Egs. (6) (Ref. 24).
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(resistive) spot, through those parts of the film that remain
superconducting. If the diameter of the resistive spot is such
that the current density in the superconducting portion of the
film reaches the critical value, a resistive barrier is formed
across the entire width of the stripe, giving rise to a voltage
pulse with the magnitude proportional to the bias current.

The physical difference of the quantum detection proposed
inRef. 28, ascomparedto Ref. 26, isthat theresistive stateand,
thus, the response appear to be caused by the collaborative
effect of the bias current and the hot-spot formation. In the hot
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Figure 87.34

Experimental response (dots) of aYBCO HEP to 100-fs-wide optical pulses
(Refs. 9and 25). Simulated transientswere obtai ned (a) with the uniform hot-
electron model [Egs. (1)] for the operation in the resistive state and (b) with
the RT model [Egs. (6)—solid ling] and the 2-T model [Egs. (1)—dashed lin€],
for operation at low temperatures in the superconducting state. Inset in (a)
shows a bolometric response.
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spot, the nonequilibrium quasi particle concentrationincreases
due to hot-electron thermalization (multiplication) and de-
creases due to electron out-diffusion. The normal spot at the
absorption siteoccurswhentheconcentration of nonequilibrium
electrons exceeds the critical value corresponding to the local
normal state. If the film thickness d is small compared to Ly,
the concentration of nonequilibrium thermalized quasipar-
ticlesis given by

An
2Anq =DD%Ang — d M(t), (8)
ot Te dt

where M(t) is the multiplication factor and D is the normal-
stateel ectrondiffusivity. Themaximumvaluethat M(t) reaches
during the avalanche multiplication processis called quantum
yield or quantum gain; it is proportional to the energy of the
absorbed quantum. Under assumptions that the M(t) rate is
much larger than the 1/, rate and that the photon is absorbed
att =0andr = 0, thesolutionfor thetime-dependent quasi par-
ticle concentration profile takes the form

M(t) 1 -z, -r2/aDt
A 1) = - e . 9
nq(r.1) ambdte ®)

The diameter of the normal spot is determined from the
condition ng(0) +Ang(r,t) >ng. The maximum diameter of
thenormal spotincreaseswiththequantum energy. Themodel 28
predicts an amost-Gaussian response pul se with a magnitude
that, up to a certain extent, does not depend on the photon
energy. Ontheother hand, thepulsedurationisafunction of the
maximum spot size, providing the basisfor spectral sensitivity
of the device. Finally, the single-quantum detection regime
should have a cutoff wavelength that depends on operating
conditions(biascurrent and temperature) and the detector size.
Sincesuch adetector countsindividual photons, it should have
ultimate background-limited sensitivity through the whole
range of operation conditions.

Gol’tsman et al .29 experimentally demonstrated the super-
current-assisted, hot-spot-detection mechanism for single op-
tical (790-um-wavelength) photons. Figure 87.35 shows a
collection of “snapshots’ recorded by a 1-GHz-bandwidth
oscilloscope for different energies per laser pulse, incident on
the NbN quantum HEP. Each snapshot presents an 80-ns-long
record of theresponseto six successive 100-fs-widepul sesand
was randomly selected out of areal-time detector output data
stream. TraceA in Fig. 87.35 correspondsto an average of 100
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photons per pulse hitting the detector. In this case, the HEP
responded to each optical pulse in the laser train. The same
100%-efficient response was observed (trace B) when there
were approximately 50 photons per pulse. Astheincident laser
intensity was further decreased (with other experimental con-
ditions unchanged), the quantum nature of the detector re-
sponse emerged. Instead of the linear decrease of the signal
amplitude with incident light intensity, which is characteristic
of a classical integrating detector, the response amplitude of
the single-photon HEP remained nominally the same. In addi-
tion, some of the response pul ses were missing because of the
limited quantum efficiency of thedeviceaswell asfluctuations
inthenumber of photonsincident onthedetector. Thequantum
voltageresponseof the HEPismost apparent in the bottom two
pairsof traces: C and D (five photons/pulse) and E and F (one
photon/pulse). Each pair corresponds to two different ran-
domly selected records obtained under exactly the same ex-
perimental conditions. Note that in each case the detector
response is very different. Averaging over along observation
time, however, showed that both the average number of cap-
tured pul sesand their magnituderemained constant if the pul se
energy was unchanged. Thisunambiguously demonstrated the
single-photon operation of the device.
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Figure 87.35
Response of a NbN quantum detector to trains of 100-fs optical pulses with
adifferent number of photons per pulse (see text for details).
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For amean number of photons per pulse(m), the probability
P(n) of absorbing n photonsfrom agiven pulseisproportional
to

(10)

When the mean number of photons m << 1 (achieved, for
example, by attenuating the radiation fluence to reduce the
total number of photonsincident on the detector to an average
of much less than one photon per pulse),

mn

P(n) ~ R (11)

Consequently, for very weak photon fluxes, the probability of
detecting one photon, two photons, three photons, etc., is

2 m3

P@)~m, P(2)~m7, PR~ e (12)

Figure 87.36 plotsthe probability of the detector producing
an output voltage pul se asafunction of the number of photons
per pulse, incident on the device areafor two different values
of the bias current. The left vertical axis indicates the mean
number of detector counts per second. Theright vertical axis
corresponds to the probability of detecting an optical pulse.
Open squares correspond to the bias current 0.92 1., where |
isthe critical current at the operation temperature. Saturation
occurs at high incident photon fluxes. For smaller fluxes, as
predicted by Eq. (11), the experimental data show the linear
decrease of detection probability with the average number of
incident photons over four orders of magnitude, clearly dem-
onstrating the single-photon detection. At very low photon
doses, experimental data points saturate at the level of
0.4-s™1 counts (probability 4 x 10~%) since the experiment was
performed in an optically unshielded environment. Thislevel
is regarded as the laboratory photon background. The solid
squaresin Fig. 87.36 correspond to the same device, operated
under the same conditions as those for the solid-square data,
but biased with 0.8 | .. Experimental data points now follow a
guadratic dependence of detection probability [see Eq. (12)],
showing the two-photon detection. As expected for a two-
photon process, the quantum efficiency is significantly lower
than for the single-photon detection. At the sametime, photon
background isno longer observed since the probability of two
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uncorrelated, stray photons hitting the device within its re-
sponse duration is negligibly small.

A nonequilibrium model of asingle quantum x-ray detector
with the readout via the superconducting tunneling junction
was devel oped by Twerenbold.30 Typically, atunnel-junction
detector consists of a relatively thick absorber film with an
underlying thinner trapping layer, which forms one junction
electrode. A photon captured in the absorber generates a high-
energy photoelectron that relaxes via hot-electron multiplica-
tion into the energy gap of the absorber. Nonequilibrium
quasiparticles excited during the cascade diffuse to the adja-
cent trapping layer, which has a smaller energy gap. There,
quasiparticles scatter inelastically, reaching an energy level
corresponding to the trapping-layer energy gap. The latter
processis called “trapping” because it confines the charge to
the region close to the tunnel barrier. The tunnel junction is
externally biased in such away that trapped quasiparticlescan
tunnel directly to the electrode characterized by the lower-
energy gap. The same potential barrier prevents them from
returning. They can, however, break Cooper pairsin the low-
gap electrode and then form new pairswith unpaired electrons
in their own electrode. Thus, the process returns unpaired
electrons to the initial electrode, increasing the number of
tunneling events per quasiparticle and providing intrinsic
chargeamplification. Thetimeintegral of the current transient
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Figure 87.36

Count rates and the corresponding counting probability for a NbN quantum
detector asafunction of theradiationintensity. Depending on biascurrent, the
detector can count single-photon (red squares) or two-photon (blue squares)
events (Ref. 29).
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gives, with no free parameters, the charge that has been
transferred through the tunnel junction. This latter value is
proportional to the number of quasiparticles created in the
cascade and, consequently, to the x-ray quantum energy.

The theoretical energy resolution of the tunnel junction
detector isgiven by 2.4[hv A(F +1+1/n)|¥?, where hvisthe
guantum energy, n is the number of tunneling events per one
quasiparticle, and F is the Fano factor that describes the
statistical fluctuations of the charge-generation process. The
Twerenbold model incorporates the two-dimensional diffu-
sion equation for Angy and the general nonlinear form of the
RT eguations.

A more general approach, including time evolution of
nonequilibrium distribution functions of quasiparticles and
phonons, was developed by Nussbaumer et al 3! The authors
solved the Chang-Scalapino equations numerically for the
quasiparticle and phonon distribution functions in a spatially
homogeneous situation and supplemented the sol ution by one-
dimensional diffusion. Thefull theory includesthe parameters
that are important for the real detector, such as back tunneling
and lossesof quasi particlesat the edges of thedevice, resulting
in good agreement between the cal culated transient response
signals and the experimentally measured pul se shapes.

Hot-Electron Detectors

A minor, but physically very important, difference exists
between asuperconducting HEP and aconventional supercon-
ducting bolometer when they are operated in the transition-
edge regime. In the bolometer, thermal equilibrium between
electrons and phonons is established instantly, whereasin the
hot-€l ectron detector thesetwo systemsarenot in equilibrium.
In this review, we restrict ourselves to publications where the
nonequilibrium state between the electron and phonon sub-
systemswasclearly observed. Basically, therearetwo waysto
decouple electrons from phonons: nonequilibrium phonons
should |eave the detector at atime scal ethat is short compared
to Tpe, OF theintensity of external radiation should vary faster
than 1/7,e. Depending onthe superconductor and experimental
arrangement, a real hot-electron detector falls somewhere
between these two extremes.

1. Transition-Edge Superconducting Detectors

Historically, thefirst HEP' swere developed and studied in
the early 1980s by Gershenzon et al.,32 using ultrathin Nb
films as the detector body. Niobium is characterized by rela
tively long 7, typically afew hundred nanoseconds at liquid
helium temperature, so that Te < Tgy for films thinner than
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10 nm.1! Therefore, detectors based on thin Nb films belong
to thefirst limiting casein that their response time is approxi-
mately equal to T, The best performance that the Nb HEP's
can achieve33 is NEP = 3 x 10713 W/HZzY2, detectivity D* =
4% 1011 cmsY2 371, and aresponsetime of 4.5 ns. Thus, these
devicesarelesssensitive, although much faster, than semicon-
ductor bolometers. When the detector areawas adjusted prop-
erly, Nb HEP' sdemonstrated a constant value of sensitivity in
therangefrom microwaves (150 GHz) to ultraviol et (101° Hz).
This is actually their greatest advantage when compared to
semiconductor counterparts. A Nb-based HEP was imple-
mented to study the emission of a cyclotron p-germanium
laser.3* The combination of large sensitivity and short re-
sponse time made it possible to identify the Landau levels
responsible for lasing.

In the late 1990s, the Gershenzon group developed aHEP
based on NbN superconducting films.3> NbN hasmuch shorter
Tep and Tpe than Nb; thus, even for 3-nm-thick films, NbN
HEP's operate in the mixed regime (i.e., gy and 7 jointly
determine the response time of the detector). Detectors made
from ultrathin NbN films are much faster than Nb-based
devices. Theintrinsic 7y, = 10 ps, while the overall response
time is about 30 ps near T..8 The best-demonstrated NEP =
10712 W/HZY2 (Ref. 36). In spite of a rather-complicated
electronic band structure,37 the quantum yield in NbN reaches
above 300 for near-infrared photons,38 which corresponds to
one-third of the upper theoretical limit. Detectors fabricated
from NbN wereused to study theemission of optically pumped

I
22ns

a
o

80

Detector signal (mV)
N
ol
T

o

!
0 50 100

79540 Time (ns)

Figure 87.37

Pulses from a single-shot, optically pumped, far-infrared gas laser recorded
withaNbN HEP (Ref. 39). Theinset shows one of the pul ses on an expended
time scale.
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infrared gas lasers, in particular, pulsed lasers.3° Figure 87.37
shows far-infrared laser pulses recorded with a NbN hot-
electron detector. The unique combination of response time
and sensitivity made it possible to detect and identify very
weak emission lines.

Miller et al. 40 have demonstrated aphoton counter based on
the transition-edge, hot-electron, direct detector. The device
was a 20 x 20-um? square of 40-nm-thick tungsten film
(Fig.87.38) having T, =80 mK with atransitionwidth of 1 mK.
The device was operated at a bath temperature of 40 mK ina
voltage-bias regime that maintained the sensor within the
transition region vianegative electrothermal feedback.*! This
mode of operation was shown to increase the transition-edge
sensor sensitivity and to decrease its time constant to
To/(1+a/n). Here 14 is the intrinsic time constant of the
sensor, n is the power of the temperature dependence of the
thermal conductance between the film and substrate, and a is
thedimensionless sharpness parameter of the superconducting
transition.1 A photon absorbed in the sensor heatsthe el ectron
system above its equilibrium temperature, leading to an in-
crease of the sensor’s resistance and, consequently, to the
decrease of the bias current and dissipated joule power. The
integral of the drop in current (read out by an array of dc
SQUID’s) givesthe energy absorbed by the sensor withnofree
parameters. The detector described in Ref. 40 exhibited atime
constant of about 60 psand was ableto register 0.3-eV (4-um-
wavelength) single photons with an energy resolution of
0.15eV. Totest thedetector, the authors observed the planetary
nebula NGC 6572, using the 8-in. telescope. The energy
resolution was somewhat lower than in the laboratory, al-
though it was high enough to detect the strong emission lines.

(b)

Figure 87.38
(a) Microphotograph of atransition-edge, hot-electron quantum detector and
(b) the corresponding equivalent circuit (Ref. 40).
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A hot-electron microcal orimeter was devel oped by Nahum
and Martinis.#2 In thistype of device, photon absorption gives
riseto Te in ametal absorber and is measured using the 1-V
characteristics of a normal-insulator-superconductor tunnel
junction, in which part of the absorber forms the normal
electrode. Figure87.39 showsaschematic of thetested device.
The current through the junction was measured with a low-
noise dc SQUID. The absorber had an area of 100 x 100 um?
and was deposited on a silicon nitride membrane. In this
configuration, the phonons that escaped from the absorber
were reflected back from the membrane and were further
availablefor the energy exchange. Thus, the SizN, membrane
prevented energy loss from the electron subsystem in the
absorber. The microcalorimeter operated at 80 mK with atime
constant of 15 us and demonstrated an energy resolution of
22 eV for 6-keV photons.

© SN,
i membrane

SQUID

72492

Figure 87.39
Detailed schematic of the hot-electron microcalorimeter developed by
Nahum and Martinis (Ref. 42) (see text for explanation).

In another version, Nahum and Martinis* proposed a
microbolometer that consisted of a normal metal stripe con-
nected to superconducting el ectrodes (Fig. 87.40). The device
relied on Andreev reflectionsof low-energy, thermal quasi par-
ticles at the edges of the stripe and on weak €l ectron—phonon
coupling at low temperatures. Both effectsconfined theenergy
delivered by the photons, providing alargeriseof T,. Thiswas
subseguently read out by the superconductor-insulator-normal
metal junction, for which the metal strip formed the normal
electrode. Projected responsivity and NEP of the device with
the Cu absorber operated at 100 mK were about 10° /W and
3x 10718 W/HZzY2, respectively, whichisat least afactor of 10
better than the performance of any currently available detec-
tors. The time constant of the microcal orimeter is determined
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by the rate of energy transfer from electrons to phonons that
corresponds to T, at the Fermi level. For the device under
consideration in Ref. 43, the computed response time 1 =
20 ps. Since, for abolometer, NEP scales as T "2, the device
performance can be further improved by increasing the re-
sponse time up to avalue only slightly less than that required
by a specific application.

2 T T
—Lead Copper
contacts | absorber
€1t 1
0 e e e
0 100 200 300
2250 Voltage (mV)
Figure 87.40

A hot-electron microbolometer using Andreev reflections of quasiparticles
from superconducting contacts and the corresponding 1-V characteristics
(Ref. 43).

Finally, Karasik et al .44 proposed the use of the dependence
of the electron—phonon scattering time on the electron mean
free path to control the intrinsic response time of atransition-
edge detector. Increase of theintrinsic responsetimeresultsin
the decrease of the minimum detectable power, while at the
same time, the device response time can be decreased to a
reasonable value by exploiting the negative electrothermal
feedback. According to estimates in Ref. 44, using this ap-
proach, a detector could be fabricated with NEP = 10720
W/HzY2 and the millisecond T at 100-mK bath temperature.

2. Superconducting Kinetic-Inductive Detectors

The detectors described in the preceding section produce a
responsewhenthedevice, or at least part of it, isintheresistive
state. Kinetic-inductive integrating detectors represent their
superconducting counterpart. The Ly, [see Eq. (7)] of a su-
perconducting film makesit possibleto monitor the concentra-
tion of Cooper pairs. In a constant current-biased super-
conducting film, after the destruction of a certain number of
Cooper pairs, the remaining pairs accelerate to carry the same
bias current. Because of non-zero inertia of pairs, or Ly,
accelerationrequiresan electricfield. Thisintrinsically gener-
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ated electric field is seen from the exterior as a voltage pulse
developing acrossthe film. Mathematically, thisvoltage tran-
sient is given by

dLy;
Viip = | d';'“ . (13)

Figure 87.34(b) presented earlier the V,;,, transient, recorded
for aY BCO microbridge excited by 100-fsoptical pulses. The
numerical fit was based on Eq. (13) and either Egs. (1) or (6).

The main advantage of superconducting kinetic-inductive
detectorsistheir low noise power. To realize this advantage, a
SQUID readout should be used. Grossman et al.*° described
the design of a kinetic-inductive detector/mixer with an esti-
mated NEP = 2.5 x 10717 W/HzY2 and a bandwidth of
5.5 MHz at 100 mK. Unfortunately, a laboratory prototype
showed only NEP = 4.4 x 10" W/HZzY2 (Ref. 46). Sergeev
and Reizer?’ performed thorough cal cul ationsfor both s-wave
and d-wave superconductors, including the appropriate quasi-
particledistribution function and scattering times. They found
NEP and D" close to those reported in Ref. 45. Bluzer?3
proposed a balanced-bias scheme for akinetic-inductive pho-
todetector with directly coupled SQUID readout, intended to
eliminate the losses inherent in inductively coupled readouts
and increase the responsivity of the detector. Performance of
the detector was simulated for a 0.1-um-thick YBCO film at
9 K, resulting in NEP = 2.5 x 10715 W/HzY2 and 10-us
response time. It is believed that the use of a LTS material
should result in atwo- to three-orders-of-magnitude decrease
in NEP.

3. Superconducting Quantum Detectors

A number of novel approaches proposed during the last
decade have been aimed at the realization of detectors with
ultimate quantum sensitivity. K adin and Johnson28 introduced
thequantum detection regimeinultrathinresistivefilms. Inthe
proposed mechanism, an absorbed photon induces aresistive
hot spot, centered at the point where the photon hits the film.
If the photon flux is sufficiently low, hot spots do not overlap
until they disappear. Using material parameters of NbN, the
authorsestimated that a0.1-um? size sampleshoul d respond to
1-eV photonswith 1-mV-amplitude pul ses and 10-GHz band-
width. For technological reasons, practical detectors would
require significantly larger areas and, consequently, much
smaller responsivities, forcing theimplementation of asophis-
ticated readout scheme such as an array of SQUID’s.2’
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A photon counter using the quantum detection regimein a
current-carrying superconducting film?28 was recently demon-
strated by Gol’tsman et al.2° The counting element consisted
of a 1.3-um-long, 0.2-um-wide microbridge, formed from a
6-nm-thick NbN film deposited on a sapphire substrate. The
detector was operated at 4.2 K, with abias current of approxi-
mately 90% of | .. Voltage pulses generated by the bridge in
response to absorbed photons were further amplified by a
cooled, low-noiseamplifier (seeFig. 87.35). Theoutput pulses
weretimelimited by el ectronicsand had aduration of approxi-
mately 100 ps. The intrinsic dark count rate for the detector
was measured to be below 0.001 571 (probability 1076), which
corresponds to zero detected responses over 1000 s when the
input was completely blocked. Table 87.1 presents the basic
parameters of the device operated at the 790-nm wavelength.
Single-photon counting was observed in the photon-wave-
length range from 0.4 um to 2.4 um.*8 We note that the device
represents a unique combination of the picosecond response
time and very high responsivity. These characteristics of NbN
HEP's should lead to their practical implementation in areas
ranging from free-space satellite communication,*® through
quantum communication and quantum cryptography,>© to
ultraweak umi nescence observationsand semiconductor inte-
grated circuit testing.>1 Another exciting application for this
type of detector can be background-limited direct detector
arrays®2 for submillimeter astronomy.

Table 87.1: Experimental performance of a NbN
photodetector at 790 nm.

Response time—intrinsic/measured 10 ps/100 ps
Quantum gain factor 340

A/W responsivity 220 A/W

V/W responsivity 4x 100 VIW
Device quantum efficiency ~20%
Operating temperature ~4 K

Dark counts per second <0.0001
Device noise temperature ~15K

The most-advanced superconducting quantum detectors
aretunnel-junction detectors, which are being developed for a
wide range of applications from materials science and mi-
croanalysis to particle physics and astrophysics. Only a few
recent publications are mentioned here because a full review
of the activitiesin thisfield isbeyond the scope of thisarticle.
Nb-based tunnel-junction detectors with Al trapping layers
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have reached, for photon energies of about 70 eV, an energy
resolution of 1.9 eV. This performance is limited by the
statistics of quasiparticle multiplication.>3 A typical device
had an area of 50 x 50 um?2. The smallest-detectable, 0.3-eV
(4.1-um-wavelength) photon energy was achieved with
Ta-based devices® since this material has an energy gap
smaller than that of Nb. An energy resolution of 0.19 eV was
demonstrated for 2.5-eV (0.5-um-wavelength) photons, using
Ta-based devices with an area of 20 x 20 um? and 12-us
response time.

Hot-Electron Mixers

Historically, HEM’s have been divided into two large cat-
egories: lattice- or phonon-cooled!3 and diffusion-cooled4
devices. Aspresented earlier, the physicsfor thesetwo typesof
HEM’sisessentially the same. Both types can be described by
Egs. (2) using temperature-dependent parameters and proper
boundary conditions. The analysis becomes easier, however,
when thedeviceisdesigned to be closeto one of two extremes,
namely, thelattice- or the diffusion-cooling regime. Typically,
latti ce-cooled mixersaremadefromthinfilmsof NbN, whereas
diffusion-cooled devices use Nb or Al.

1. Lattice-Cooled Mixers

Current state-of-the-art NbN technology is capable of rou-
tinely delivering 3.0-nm-thick devicesthat are 500 x 500 nm?
insizewith T; above 9 K. Near T, Tpeiscloseto T, whichis
about 40 psfor 3-nm-thick film [see Fig. 87.30(b)]. The 7¢, at
8K is below 20 ps, which results, with the diffusivity of
0.5 cm?s71, in athermal healing length of about 30 nm. Since
the device length is typically much larger, the mixer operates
in the phonon-cooled regime. The mixer's intrinsic |F band-
width is determined by the combination of 7o, and 7 time
constants. In real devices, however, the measured bandwidth
depends strongly on the biasregime. This makesit difficult to
compare published data and reach meaningful conclusions.
For HEM’s on Si substrates, the best reported gain and noise
bandwidths are 3.5 GHz®® and 8 GHz,6 respectively. Further
increases in the bandwidth for lattice-cooled HEM’s can be
achieved by using a substrate material that is better thermally
coupledto the superconducting film. One promising candidate
is MgO. Recent measurements have shown®’ that MgO pro-
vides, for a3.5-nm-thick bolometer, a4.8-GHz gain bandwidth
and 5.6-GHz noise bandwidth, respectively. Further progress
inincreasing the bandwidth may beachieved by decreasingthe
bolometer thickness. Recently a 9-GHz gain bandwidth was
reported®® for a 2.5-nm-thick device on MgO. Unfortunately,
thisdirectionislimited because NbN filmsthinner than 2.5 nm
become inhomogeneous and lose their superconductivity.>®
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A waveguide version of thereceiver with thelattice-cooled
NbN HEM has been installed and operated successfully inthe
frequency range of 0.6 to 0.8 THz® and 1.04 THZ5! at the
10-m Sub-mm Telescope Facility on Mount Graham in Ari-
zona. At thistelescope, the measured noise temperature of the
receiver was 560 K at 0.84 THz and 1600 K at 1.035 THz
over al1-GHz IF bandwidth centered at 1.8 GHz. Thereceiver
was used to detect the CO molecular line emission in the
Orion nebula (Fig. 87.41). It isworth noting that this was the
first ground-based observation at afrequency above 1 THz. A
quasi-optical version of theHEM receiver for theTHzrangeis
currently under preparation for test flights on a stratospheric
airplane observatory.82 The mixer will be incorporated into a
planar logarithmic spiral antenna (Fig. 87.42), which is inte-
grated with an extended hyperhemispherical silicon lens.

Practical advantages of the lattice-cooled devices are their
stability and the weak sensitivity of their noise temperature to
operation parameters. Figure 87.43 shows that, indeed, the
noise temperature of a NbN hot-electron mixer does not vary
noticeably over abroad range of LO power and biasvoltage.53

2. Diffusion-Cooled Mixers

The bulk of diffusion-cooled mixers has been realized
based on Nb films. At a 4.2-K bath temperature, the 10-nm-
thick Nb film typically has 7g, of about 1 nsand a diffusivity
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Figure 87.41

Terahertz CO line in the Orion IRc2 nebula recorded with a NbN hot-
electron mixer at a ground-based telescope in Arizona (Ref. 61). The thick
solid line shows a smoothed spectrum at a resolution of 25 MHz. The
temperature scale of the spectrum is calibrated by taking into account the
receiver noise temperature, the estimated atmospheric opacity, and the
estimated efficiency of the telescope.

of 2 cm2s™1 1 which resultsin Ly, = 0.15 um. Therefore, Nb
devices having a length of 0.1 um or less operate in the
diffusion-cooled regime. It has been shown experimentally4
that the transition to diffusion cooling of electrons occursat a
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Figure 87.42
Central part of a planar logarithmic spiral antenna with the NbN hot-
electron microbridge.
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Figure 87.43

Double-sideband (DSB) noise temperature of a laboratory heterodyne
receiver with NbN HEM at various bias regimes (Ref. 63).
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device length = 0.2 um. Expected gain bandwidth for a
0.1-um-long device is about 7 GHz, if one assumes uniform
electron heating through the length of the device. Laboratory
tests at sub-THz frequencies confirmed theoretical expecta
tions, and a9-GHz gain bandwidthwasmeasured for a0.1-um-
long HEM.%° No noise bandwidth data have been reported so
far for diffusion-cooled mixers. Traditionally, quasi-optical,
diffusion-cooled HEM’ s use atwin-slot or double-dipole pla-
nar antenna and a hemispherical lens to couple the LO and
signal radiationsto themixer. The best reported noi setempera-
tures for Nb diffusion-cooled mixers are presently almost
twice as large as those of |attice-cooled devices.

Another apparent difference between the two types of
HEM’sisthe optimal biasregime, i.e., theregimeresultingin
the lowest noise temperature. For a lattice-cooled HEM, the
optimal biaspointiswithinthelinear portionof thenonhysteretic
|-V characteristics,53 whereas optimal operation of diffusion-
cooled devices corresponds to the nonlinear portion of a
hysteretic 1-V curve.%> The difference stems from boundary
conditions imposed on the normal domain. Movement of the
domain walls caused by signal radiation is not influenced by
the contacts® if they are located far enough from the domain
borders. One can envision such a domain as a freestanding
domaininastableequilibriumstate. Intheopposite case, when
domain walls are confined near the contacts, the temperature
profileat thewallsslopesmore steeply and thewall movement
isrestricted by the contacts. This hampers the responsivity of
theHEM. Asaresult, thelength of adiffusion-cooled mixeris
smaller than the thermal diffusion length Ly, and corresponds
tothelength of thesmallest freestanding domain. Therefore, in
a diffusion-cooled HEM, the conversion loss and, conse-
guently, the noise temperature are smaller when thedomainis
“overcooled” and is dlightly shorter than the smallest free-
standing domain. The actual domain length, as seen from the
resistancein the normal state at the optimal operation point,5°
isabout 0.6 of the mixer physical length, whereasfor phonon-
cooled HEM’s,53 the domain length is 0.2 of the devicelength.
Since thetotal noise power at the HEM output is partly dueto
Nyquist noise, smaller responsivity should result in a some-
what larger noise temperature. Another disadvantage of the
diffusion-cooled HEM isthat its hysteretic regime may cause
additional instability8” when accessed by a practical receiver.

For both mixer types, it iscommon that optimal operation,
aimed at the minimal noise temperature, does not provide the
largest-possible |F bandwidth. Both the bandwidth and the
noisetemperatureincreasewiththebiascurrent. Thus, varying
the bias regime allows a compromise between the desired
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bandwidth and the noise temperature acceptabl e for a particu-
lar application.

A diffusion-cooled Al mixer has been recently proposed®®
as an alternative to Nb devices. Measurements at 30 GHz5°
showed that a diffusion-cooled Al mixer exhibits reasonably
good performance, but these data are not conclusive for the
desired THz operation since the quantum energy of 30-GHz
photons remains smaller than the Al energy gap. Moreover,
there are concerns!® that Al HEM’s at THz frequencieswould
require alarge LO power.

Table 87.11 and Fig. 87.44 summarize the current state-of-
the-art noise temperatures for both the lattice-cooled and
diffusion-cooled HEM's. Therapid increasein noise tempera-
turewithfrequency isinconsistent withthehot-el ectronmodel.
Themodel suggeststhat the noisetemperature, when corrected
for optical losses, should not depend on frequency unless it
approaches the quantum-limited value hv/kg. A proper ac-
count of lossesin coupling opticsdoes not eliminate the above
discrepancy; the noise temperature of the mixer alone in-
creaseswith frequency, following closely the 10 hv/kg lawin
the frequency range from 0.6 THz to 5.2 THz. It has been
shown recently®4 that the nonuniform distribution of the high-
frequency current acrossthedevicemay account for thiseffect.
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Figure 87.44

Best double-sideband (DSB) noise temperatures for various types of super-
conducting hot-electron mixers as a function of signal frequency. The solid
lineis the hot-electron model prediction.
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In Fig. 87.45, ssimulated frequency dependence of the con-
version efficiency is compared with the noise temperature
corrected for optical losses. Good agreement between the
experimental and theoretical results up to 4 THz suggests that
the increase in the noise temperature should be less pro-
nounced for narrower HEM's.

Conclusions

Superconductor hot-el ectron radiation sensors, operated as
either THz-frequency mixers or optical single-photon detec-
tors, promise a revolutionary approach for diagnostics, radio
astronomy, and quantum cryptography and communications.
Theunique performance of thesedevicesin heterodyneaswell
asin the direct-detection regime resultsfrom acombination of
the hot-electron phenomenon with the high sensitivity of a
superconductor to nonequilibrium electronic states. To take
full advantage of this combination, devices are routinely fab-
ricated from ultrathin superconducting films and feature sub-
micron lateral dimensions. They are also operated in the
very-low-noise cryogenic environment.

HEM’s proved their reliability and advantageous features
during a two-year test on a ground-based telescope. In the
frequency rangefrom 1 THzto 5.2 THz, HEM’ s outperformed
Schottky diodes, making them the device-of-choice for THz
astronomy and communications.

HEP's demonstrated excellent performance in the spectral
rangefromfar-infrared wavelengthsto x rayswhen operatedin
either integrating or quantum regimes. Their future applica-
tions are expected in areas ranging from background-limited
detector arrays for submillimeter astronomy and x-ray spec-
troscopy, through practical, high-speed quantum cryptogra-
phy, to digital integrated-circuit diagnostics.
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Table 87.11: Best double-sideband (DSB) noise temperatures reported in the literature for lattice-cooled
and diffusion-cooled mixers.
Lattice-cooled mixers
Quasi-optical layout Waveguide layout
Frequency DSB noise Frequency DSB noise
(GHz) temperature (K) Reference (GHz) temperature (K) Reference
620 500 70 430 410 73
750 600 65 636 483 73
910 850 65 840 490 61
1100 1250 65 1017 750 61
1560 1000 71 1030 800 61
1620 700 58 1260 1100 61
2240 2200 71
2500 1100 58
3100 4000 72
4300 5600 72
5200 8800 72
Diffusion-cooled mixers
Quasi-optical layout Waveguide layout
Frequency DSB noise Frequency DSB noise
(GHz) temperature (K) Reference (GHz) temperature (K) Reference
630 470 64 530 650 76
1100 1670 74 700 1100 17
1267 1880 75
2500 1800 64
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Figure 87.45

Frequency dependence of the noise temperature (circles) and conversion
losses (squares) of aNbN HEM (Ref. 68). The solid line showsthe cal cul ated
conversion losses that account for the skin effect in the device. The dashed
line represents quantum-limited noise temperature hv/kg. The scale of the
right axis was adjusted to match calculated conversion losses and corrected
noise temperature.
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Scaling Law for Marginal Ignition

Introduction

In recent years, a considerable effortl has been made to
determinethe minimum energy required for ignitionininertial
confinement fusion (ICF) implosions. Though different con-
clusions have been reached by different authors, consensusis
that the minimum energy required for ignition is a strong
function of the shell implosion velocity as well as the shell
adiabat. Various approachesto the study of ignition haveledto
scaling laws in which the shell kinetic energy required for
ignition is given as afunction of the implosion velocity, shell
adiabat (in-flight and at stagnation), and other parameterssuch
as the applied pressure at the end of the acceleration phase.
Scientists from Lawrence Livermore National Laboratory
(LLNL) have produced a scaling lawl-° for marginal ignition
by fitting a large database of LASNEX simulations of implo-
sionswith gain approximately equal to unity. Thefirst scaling
law by Levedahl and Lindl (LL)! was obtained by fitting the
shell kinetic energy withthein-flight shell adiabat and the shell
implosion velocity. The LL scaling law yields

Bii’
E, ~ =%, 1
where E,. isthe shell kinetic energy at the end of the accelera-
tionphase, B¢ isthein-flight shell adiabat, and V;,, isthe shell
implosion velocity. In the derivation of Eq. (1), the different
hydrodynamic quantities have been rescaled by keeping the
initial pressure constant. A similar result was al so obtained by
Piriz.2 Later, Basko and Johner (BJ) derived asimilar scaling
law? from a set of numerical simulations based on a self-
similar rescaling of the hydrodynamic quantities. Their con-
clusionisthat the minimum energy required for ignition scales
as

B3
Vi
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At first glance, the BJ scaling appears quite different from the
LL scaling; however, it must be emphasized that the hydrody-
namic similarity used by Basko and Johner requires that the
pressure scales as P~Vi?npﬁi}1'5 in contrast with the P ~
constant assumption used in the derivation of the LL scaling.
Relations (1) and (2) seem at odds with the standard static
assembled scaling based on the isobaric model of Meyer-ter-
Vehn,’

3363

Ex
10
Vimp

3

where S isthe stagnation adiabat and J5 = pRsTs with pg, R,
and T4 representing the hot-spot density, radius, and tempera-
ture at stagnation.

Itisimportant to emphasi zethat the shell adiabat usedin Eq.
(3) iscalculated at stagnation and itsvalue differsfromthein-
flight adiabat used in Egs. (1) and (2). This point was not made
by Basko and Johner, who did not distinguish between thein-
flight and stagnation adiabats. It follows that a comparison
between Eq. (3) and Egs. (1) and (2) cannot be made unless a
relation between the in-flight and stagnation adiabats is de-
rived. ThusEqg. (3) and Egs. (1) and (2) represent two different
scalings that we denote as the “stagnation” scaling and “in-
flight” scaling, respectively.

Another important point concerning the ignition condition
isthefollowing: If ignitionistriggered at afixed value of Jq(as
commonly assumed), Eq. (3) yields a stagnation scaling

3
By ~ 1% : (4)
Vimp

Thisresult disagreeswiththe stagnation scaling recently found
by Herrmann, Tabak, and Lindl (HTL)® based on a numerical
fit of LASNEX runsleading to
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2.66
s

B ()

72
Vimp

Basko and Johner pointed out that the condition J, = constant
does not correctly represent the ignition conditions because it
neglects the tamping effect of the shell. This is important
becausethe shell’sinertiadeterminesthe hot-spot disassembly
time. Basko and Johner estimated analytically that, at ignition,
Js depends linearly on the implosion velocity Js ~ Vi, thus
leading to the modified ignition scaling [from Eq. (3)]

e
E, ~ . (6)
Vimp

Basko and Johner revised thisscaling® through aset of numeri-
cal simulations starting from the assembled state and derived
what they define as the “ dynamic assembled state scaling”

(")

With the exception of minor differences in the exponents, all
the stagnation scalings [Egs. (5)—(7)] seem to agree and cor-
roborate the argument that Jg is proportional to the implosion
velocity or to some power (<1) of it.

Herrmann et al.> revised the in-flight scaling of Levedahl
and Lindl through a series of LASNEX simulations, allowing
for changesin the shell pressure at the end of the acceleration
phase, and concluded that the energy scalingintermsof thein-
flight variables can be approximated by the following fit:

B~ ﬁ )
VEgey”

where P, isthe applied pressure at the end of the acceleration
phase (i.e., at the peak of the shell kinetic energy). It is
important to notice that the in-flight HTL scaling [Eq. (8)]
reproduces the in-flight BJ scaling [EqQ. (2)] when the self-
similar hydrodynamic scaling for the pressure P ~ Vi%p//}ff/z
is substituted into Eq. (8). Recently, Kemp, Meyer-ter-Vehn,
and Atzeni (KMA)® analytically reproduced ascaling law that
resemblesthe in-flight HTL scaling [Eg. (8)]:
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3 Bi®
E ~J3_Af 9)
kT \BRO8

Equation (9) was derived from a self-similar solution of an
imploding shell where Py and V, are the peak pressure and
velocity at the time of void closure. Even though it is unclear
how to relate Pg in Eq. (9) to P, inthe HTL scaling [Eq. (8)],
thetwo scaling lawsarestrikingly similar if Jgisconstant at the
onset of ignition. However, if Jg scales linearly with the
implosion velocity as suggested by Basko,3 the KMA scaling
will produce aweak dependence ontheimplosion velocity and
significantly deviatefrom the HTL scaling. Another important
conclusion of the KMA self-similar solutionisthat the stagna-
tion adiabat is related to its in-flight value through the shell
Mach number:

Bs~ Bt Ma ~ Bt Vo Ry 2, (10)

where M, isthe shell Mach number. A similar scaling between
the adiabats was also derived in Ref. 5 through a fit of the
LASNEX simulation database, yielding

Bs~ Bt Vimp P 2. (1)

Observe that the HTL scaling [EQg. (8)] can also be approxi-
mately derived from the stagnation scaling [Egs. (5)—(7)] by
using Eq. (11) to relate the stagnation and in-flight adiabats.

Though many discrepancieshavebeenresolved withregard
to the different scalings, it is important to note that some
differences persist. In particular, the analytic KMA scaling
[EQq. (9)] reproducesthein-flight HTL scaling [Eq. (8)] only if
Jsisindependent of theimplosion velocity. On the other hand,
thestagnationscalingin Eq. (3) reproducesthestagnation HTL
scaling [Eq. (5)] only if Jg ~ Vi, as proposed by Basko and
Johner. Thisleadsto the paradox that the two analytic theories
leading to Egs. (3) and (6) and Eq. (9) match the numerical fits
only when different ignition conditions are used (J5 = constant
or Js~ Vimp)-

In this article, a new model is developed to determine the
marginal ignition conditions and the minimum kinetic energy
required for ignition. This model includes the propagation of
the return shock through the shell and the change of the shell
adiabat as well as the most-relevant ignition physics such as
alpha-particle heating and heat-conduction losses. It repro-
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duces BJ scaling and HTL scaling with respect to the stagna-
tion adiabat, indicating that Jq is indeed proportional to the
implosion velocity. Furthermore, the model yields a relation
between the stagnation and in-flight adiabatsthat isin general
agreement with the KMA scaling and the HTL scaling
[Egs. (10) and (11)].

The following sections of this article (1) describe hot-spot
dynamics and shell dynamics; (2) derive the ignition scalings
with respect to the stagnation adiabat; (3) relate the stagnation
adiabat to the in-flight adiabat and derive the “in-flight”
scaling; and (4) verify a posteriori al the assumptions con-
cerning the hot-spot hydrodynamics.

Hot-Spot Dynamics

The hot spot is a low-density plasma heated by the shock
and by the PdV work of the cold, dense surrounding shell. Itis
made of ionized DT gas and the plasma ablated off the inner
shell surface. Itsdynamics are determined by the compression
of theshell, theenergy conduction and radiation|osses, andthe
alpha heating.

As the hot spot is formed after the shock reflection, its
temperature is typically large enough that its sound speed is
larger thantheflow velocity. Therefore, itisagood approxima-
tion to neglect the hot-spot kinetic energy with respect to its
internal energy throughout the assembly and ignition stages of
the hot spot. Another consequence of the subsonic flow as-
sumption is that the pressure is equilibrated and the pressure
profileisflat within the hot spot, i.e., Phg = Pp4(t).

Bremsstrahlung radiation energy losses can also be ne-
glected because their contribution is typically smaller than
that of the mechanical work and/or the fusion power. The
magnitude of the radiation losses is larger than the fusion
power for temperaturesbel ow 4.4 keV, whenthe PdV work rate
istypically greater than both radiation and fusion power. Thus,
at such low temperatures, both radiation losses and apha
heating power are negligible with respect to the compression
work rate. The PdV work rate decreasesasthe shell approaches
the stagnation point, while higher temperatures are reached
within the hot spot. If these temperatures are well above
4.4 keV, the alpha power is greater than the radiation losses
and the bremsstrahlung term can again be neglected in the
energy equation.

Another simplification is the assumption that the alpha

particles are locally deposited. This approximation requires a
condition on the hot-spot temperature and areal density that
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can be satisfied for sufficiently large implosion velocities.
Indeed, it will be shown a posteriori [Eq. (10)] that both
bremsstrahlung radiation and al pha-particle diffusion can be
neglected as long as the implosion velocity is larger than a
critical vaue.

Based on previous assumptions, the energy conservation
equationfor thehot spot includesthe PdV work of theshell, the
conduction energy |osses, the apha-particle heating, and the
change in internal energy:

3

d p
>3 P+D%vpa_mm( YO 2 5 Eq(0v), (12)

where p is the hot-spot density, M; is the ion mass, E, =
3.5 MeV isthe alpha-particle energy, k(T) ~ koT22is Spitzer
thermal conductivity, and P = P4(t) for subsonic flows.

Following Ref. 8, we integrate Eq. (12) over the hot-spot
volume enclosed by the inner shell surface and approximate
the fusion cross section with the quadratic form (ov) =~ S, T2
with S, = 10718 cm3s™1 keV~2. Figure 87.46 shows that the
error produced by the T2 approximation of (ov) is less than
30%for 6 < T < 25keV. At theinner surface, the shell material
iscold and thethermal conduction can be neglected. Thisleads
to the following form of the integrated energy equation:

dRys O

< (o) + 3RER U (R ) - Tl 2

=3 o AeR. (13)

WhereU(RhS,t) istheflow velocity at theshell inner surfaceand
= E, S, /24. Theflow velocity results from the combina-
tlon of the inner surface motion and the ablative flow,
U(Rus:t) = Rus —Va, WhereVistheablation velocity and Rug
scaleswith theimplosion velocity. Since V, << R,g, the abla-
tion vel ocity® can be neglected and Eq. (13) can berewrittenin
the simplified form

o +5Re S = 5, B2, (14
Res
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Figure 87.46

Plot of the normalized fusion cross section (0v)/0.97 x 10718 T (keV)2
between 6 and 30 keV. The maximum error is 27%. (The reference cross
section is taken from Ref. 9.)

Notethat the heat conductionlossesdo not enter into theglobal
energy balance of the hot spot becausethe heat flux leaving the
hot spot is deposited onto the inner shell surface. A fraction of
this energy is transformed into internal energy of the shell
material ablating into the hot spot. The remaining fraction
producesthe PdV work doneby theablated plasmaenteringthe
hot spot against the hot-spot pressure. In other words, the
energy leaving the hot spot in the form of heat conduction
losses goes back into the hot spot in theform of internal energy
and compression work of the ablated plasma. Therefore, con-
ductionlossesdo not affect the global energy balanceof the hot
spot and therefore do not represent net energy |ossesto the hot
spot, asshown by Eq. (14). Itisimportant to emphasi zethat the
hot-spot energy is proportional toitspressure. The conduction
losses do affect the hot-spot temperature but not its pressure.
This conclusion implies that greater conduction losses would
lower the temperature and raise the density (through larger
ablation at the shell inner surface), leaving the pressure (P ~
PT) unaltered.

The next step is to couple the hot-spot-energy equation
[Eq. (14)] with the shell dynamics through the shell momen-
tum conservation and to determine the hot-spot radius as a
function of the hot-spot pressure.

Shell Dynamics

Intheinitial stage of the deceleration phase, the hot spot is
heated and compressed by the piston action of the shell. If a
sufficiently large pressure is reached within the hot spot, a
thermal instability is driven by the absorbed fusion power,
leading to arapidincrease of the hot-spot energy. Thisinstabil-

156

ity isreferred to as “thermonuclear ignition.” In this section,
we develop a simple model describing the shell motion and
combinethe shell and hot-spot equationsin order to construct
a self-consistent model of the deceleration phase and hot-
spot ignition.

As mentioned in Ref. 8, the decel eration phase starts after
theshock reflected from the center of the capsul einteractswith
theincoming shell. For simplicity, weassumethat after thefirst
shock reflects off the shell, all subsequent shocksareweak and
do not produce large pressure jumps within the hot spot or the
shell. For thisreason, we refer to our model asthe “one-shock
model.” If multiple shocks are launched during the accelera-
tion phase and do not merge into one before reaching the shell
center but instead convergeto the center at different times, the
one-shock model may not be valid. After interacting with the
shell, the return shock travels within the shell material and
eventually reaches the shell’s outer surface.

Two shell configurations have been considered: the thin
incompressibleshell and thethick compressibleshell. Thethin
shell model assumes that the shock reaches the outer shell
surface immediately and that the whole shell actslike arigid
pistononthehot spot. Thismodel issimpleand providesuseful
physical insight into theignition problem. However, it leadsto
a significant underestimation of the ignition energy require-
mentsfor two reasons: First, thismodel assumesthat theentire
shell kinetic energy is transformed into hot-spot internal en-
ergy at stagnation. Second, it doesnot includethe shell decom-
pression after the return shock has passed through the shell.
ICF capsules are usually better described by the thick com-
pressible shell model wherethe shock propagating through the
shell dividesitintotwo regionsthat provide compressionwork
at different rates. At stagnation, the shock is still within the
shell, and only the shocked part has released all its kinetic
energy to the hot spot.

In Sec. 1, wedeterminethe shell dynamicsusingthesimple
thinincompressible shell model. In Sec. 2, we derivethethick
compressible shell model and determine all the relevant cap-
sule properties, once the conditions at the beginning of the
deceleration phase are known.

1. The Thin Incompressible Shell Model

To gain some physical insight into the shell dynamics, we
consider the simple model of an incompressible shell of finite
mass but infinitesimally small thickness.
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The motion of the thinincompressible shell isgoverned by
Newton’s law balancing the shell inertia with the hot-spot
pressure force:

Mg, I.éhs = 47—R§SF1151 (15)

where Mg, isthe shell mass. Here Mg, is constant and, accord-
ing to the thin-shell approximation, the shell’s center of mass
coincides with the hot-spot radius. Note that the pressure
appliedtotheshell’souter surface hasbeen neglected sincethe
laser isturned off during the decel eration phase. Equation (15)
iscombined with the hot-spot energy balance[Eq. (14)], which
we rewrite in the following compact form:

%[H’]SRES =2a Hﬁzst?s (16)

Equations (15) and (16) constitute a closed system of coupled
differential equationsthat can beeasily solvedto determinethe
hot-spot pressure and shell position.

2. The Thick Compressible Shell Model

The thin incompressible shell model provides a useful
qualitative understanding of the deceleration phase and hot-
spot ignition. If the shell isincompressible, however, its mass
supplies auniform PdV work rate to the hot spot, and the thin
shell model |eads to optimistic predictions about the onset of
ignition. For a more accurate quantitative estimate of the
ignition conditions, it is appropriate to use a compressible
model, including the return shock propagation through the
shell. After the interaction with the shell’s inner surface, the
return shock travels within the shell material and eventually
reachesthe shell’s outer surface. We let R(t) denote the shock
position within the shell. The shell material with r < R, is
shocked and compressed, whilethe material withr > Rgisina
“free-fall” condition. A free-fall condition is the state of the
shell in the absence of a hot spot. Since the shock wave
reflected from the center carriestheinformation regarding the
high pressurewithinthehot spot, it isreasonabl eto assumethat
the unshocked material isnot aware of the presence of the hot
spot and moves at constant velocity toward the center.

Theshocked part of the shell behavesasathin shell and acts
like apiston on the hot spot. The unshocked part isin the free-
fall (ff) condition and providescompression work ratethrough
the flow of momentum acrossthe shock. Thisflow of momen-
tum, however, is proportional to [ o] R, d for a given
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implosion velocity can be small if the unshocked shell density
Pss issmall. In simple words, athick compressible shell does
not act as a uniform piston. The material near the hot-spot
surface provides PdV work at afaster rate than the material on
the opposite side of the shock. The PdV work would begrossly
overestimated if we were to assume that the entire shell mass
is uniformily compressing the hot spot, as in the thin incom-
pressible shell model.

a. _Freefall conditions. Free-fall conditions describe the
dynamics of the unshocked part of the shell. Hereadistinction
is made between the coasting phase and free-fall conditions.
The coasting phase represents the time interval after the laser
isturned off and beforethereturn shock hasinteracted with the
shell. The free-fall conditions apply to the unshocked part of
theshell after the shock—shell interaction. Inthe absence of the
return shock, the shell travels inward at approximately con-
stant velocity while its thickness increases due to the expan-
sion of the shell material into its surroundings. We consider
the following simple form for the density profile of a free-
falling shell:

2
37|;qu [r = Rin(®)] [Rout(t)_r], (17)

pre (r1) e
where Mg, isthe shell mass, Ag = Ry () —Rip(t) isthefree-fall
shell thickness, and R, Ri,, arethetrajectoriesof theouter and
inner free-falling surfaces. The density profile described by
Eq. (17) accurately reproduces the results of numerical simu-
lations obtained using the code LILAC.

During the coasting and decel eration phase, the absence of
an applied pressure causes the shell surfaces to expand at the
speed of sound, suggesting that the shell thicknessincreases at
the rate

2= H{Cam). (18)

where(Cggr)) isthe average unshocked-shell sound speed and
U is aproportionality constant. Typically the free-fall sound
speedismuch smaller than the shock velacity through the shell
so there is no significant thickening of the shell during the
deceleration phase as compared to the coasting phase. Further-
more, the shell sound speed during the free-fall phaseis much
lower than the implosion velocity. Therefore, changes in the
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shell’s internal energy do not significantly affect the free-
falling shell’skinetic energy. It followsthat the changein shell
thickness, while significant during the coasting phase, can be
neglected during the deceleration phase, and Ay = Ag =
constant from the shock—shell interaction time to the stagna-
tiontime. Theinner and outer free-fall surfacetrajectoriescan
therefore be approximated with linear functions of time:

I:zin:RO_Vimpt- Rout=Fo +8¢ _Vimpta (19)

where Ry is the position of the inner shell surface at the
beginning of the deceleration phase.

Since the free-fall profiles describe the conditions of the
unshocked shell material, it is reasonable to assume that the
free-fall conditionsareisentropic. If, for simplicity, weusean
ideal gas equation of state for the shell, the shell pressure
evolves according to the simple adiabatic equation

R (r.t) = Bre oy (. 1) 72, (20)

where Py and S are the free-fall pressure and adiabat,
respectively. Here, for simplicity, we assume that the free-fall
adiabat is uniform and equal to its value (in flight) at the
beginning of the deceleration phase B = Bt

b. Shocked-shell equations of motion. The shock front
dividestheshell intotwo parts, which havedifferent dynamics.
The shocked shell material enclosesthe hot spot and produces
the true piston action of the shell. The shocked material is
usually much denser than the unshocked material. Thelatter is
described by the free-fall conditions mentioned earlier and
contributesto the hot-spot compression work through the flow
of momentum across the shock front. The contribution of the
free-fall shell to the hot-spot compression is dominant during
theinitial stage of the decel eration phase, when the mass of the
shocked shell issmall. At later times, however, it isthe shocked
shell that provides most of the compression work.

AsshowninRef. 8, ablation off theshell’ sinner surfaceinto
the hot spot determines the hot-spot mass. Thisistypically a
small fraction of the shell mass until a burn wave begins to
propagate through the shell and the hot spot is filled with
ablated material. Thisraisesits density to alevel comparable
withthe shell density. Thus, massablation off the shell into the
hot spot significantly affects the shell dynamicsonly after the
onset of the ignition process and during burn-wave propaga-
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tion in the shell, stages that are not considered in this article.
Here, we neglect the effect of mass ablation on the shell’s
dynamicsand approximatethefluidvelocity at theshell’sinner
surface (equal to the hot-spot radius) with the surface vel ocity:

Uss(Rhs't) = I';\>hs —V,a= I';\)th (21)

where the subscript “ss” stands for shocked shell and “hs’ for
hot spot. Since the shocked material isdense, it isappropriate
to approximate the shocked part of the shell asathin shell. In
the thin-shell approximation, the shocked shell’s thicknessis
assumed to be much smaller than itsradius. Here, the shocked
shell extendsfrom the hot-spot radius R,gto the shock front Ry,
and the fluid vel ocity within the shocked shell can be approxi-
mated by its Taylor expansion:

Ugs(r 1)~ Rs + g;,—‘ji (F - Res)- (22)

Since the flow is isentropic within the shocked shell, it is
straightforward to determine the spatial derivatives from the
entropy conservation equation

[at(P3/5r2)+ar(P3/5r2U) = 0],
leading to

gs—gé% = ‘m%{ Rs(t)*° Rqs(t)z} . ()

Using the hot-spot-energy equation[EqQ. (14)] to eliminate I'%S
inEg. (23) and substituting (23) into (22) leadsto thefol lowing
simple form of the post-shock velocity:

Us(Ret) = R g 2 Sa (R -R)- - (24

Because of the mass flow through the shock front, the mass of
the shocked part M increases with time. The variation of the
shocked shell’s mass is determined by the mass flow through
the shock front:

Mss:47TRl§ Qf(R@t)[R("'Vimp]a (25)
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where p(R.t) is the unshocked density given by Eq. (17)
calculated at the shock front. Here, the subscript “ff” (freefall)
refers to the unshocked material.

The momentum bal ance of the shocked shell is obtained by
integrating the momentum conservation eguation from the
hot-spot radius to the shock front, yielding

%[MSS<USS>] * MSSVimp = 47T RE Phs. (26)

where <U$>:0.5[U$(Rhs,t) + U§(R<,t)] isan averageveloc-
ity of theshocked shell. Inthederivation of Eq. (26), theshell’s
free-fall pressure has been neglected with respect to the hot-
spot pressure, and the velocity is assumed uniform and equal
to the implosion velocity throughout the free-fall part of the
shell. The average shocked-shell velocity can be rewritten
using Egs. (21) and (24), yielding

Ris+R_3

2R

<U$> RhS ZO’ PhS

Thenext step isto determine the shock position Ri(t) using the
Rankine—Hugoniot rel ationsat the shock front. We assumethat
the return shock is strong and write the shock velocity as

4P5(Re.t) 29

.:_Wm :
R P 301t (R t)

The quantity Ps(R.t) represents the pressure in the shocked
shell calculated at the shock front. This pressure can be
determined using another Hugoniot relation relating the ve-
locities before (=Vijmp) and after [Ug(Rt)] the shock:

3Ps(Re.t) |

29
40t (Ret) 9

Uss(Rert)==Vimp +

Thus, thepost-shock pressureP(R,,t) canbedeterminedfrom
Eq. (29) and substituted into Eq. (28), leading to the following
equation for the shock position:

|mp

Re=— L 2y (Ret), (30)
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where the post-shock velocity U(Ry.t) is given in Eq. (24).
The last equation needed to close the system comes from the
hot-spot energy balance[ Eq. (14)] (derived earlier) relatingthe
hot-spot pressure Ppg(t) to the hot-spot radius Ry(t). Equa-
tions(14), (17), (24)—27), and (30) represent acompl ete set of
equationsthat describethe evolution of all therelevant hydro-
dynamic quantitiesduring the decel eration phase and the onset
of ignition. For convenience, the complete model is summa-
rized in the following subsection.

. Summary of the thick shell model. We summarize bel ow
all therelevant equationsof thethick shell model, consisting of
a set of four ordinary differential equations governing the
evolution of the following hydrodynamic quantities:

1. The hot-spot pressure Py4(t), which obeys the following
ordinary differential equation (ODE):

Rs _5 B2, (31)

Shhs
F%’meRhS

2. The hot-spot radius Rng(t) equal to the shocked-shell
inner-surface radius governed by Newton’s law:

Mss%<u +Mss[ +V|mp] 4"315Rhs: (32)

where (Ugy) is the average shocked-shell velocity,

Rs*Rc_3
“or. 1020 As(RRe) (39

<Uss> = Rﬁs
and Ry is the shock position.

3. The shocked-shell mass M(t), which obeys mass
conservation:

s =47RE it (Rot)| Re + Vi (34)

4. The shock position within the shell R.(t) derived from
Hugoniot relations:

. _Vim
R = 3p+ “Ug(Rert), (35)
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where Ug(R,t) is the post-shock velocity,

Us(Ret) = R g = Sa (R -R)- (39

The unshocked shell material is described by the free-fall
conditions:

2
o (10) = 37|:r/|§q [r- Rin(t)]A%Rout -1 &

where Mg, is the total shell mass, Ag = Ry (t)-Rin(t) is the
free-fall shell thickness (approximately constant), and R;(t)
= Ry~Vimpt is the inner-surface trgjectory starting from the
initial radius Ry at the beginning of the deceleration phase.

A set of initial conditions at the beginning of the decelera-
tion phase corresponding to the shell-shock interaction time
must be provided to solve the system of equations:

1. theinner-surface, free-fall (or implosion)
velocity =Vimp,

. theinner shell radius R,

. the shell thickness A,

. the shell mass Mq,, and

. the hot-spot pressure Py

a b~ wpnN

The solution of the four differential equations yields the time
evolution of the shock position, hot-spot radius, and pressure.
Thelast two quantities can be used to determine the evolution
of al other relevant hydrodynamic quantities inside the hot
spot, such as temperature, density, ablation velocity, density-
gradient scalelength, and areal density asdescribed in Ref. 8.

Ignition Scaling Using the Thin Incompressible
Shell Model

In this section, we first determine the ignition criterion in
termsof theinitial conditionsat the beginning of the decelera-
tion phasefor thethinincompressibleshell model. Theignition
criterion hasavery simple form and simple physical interpre-
tation. Next, we derive a scaling law in terms of the shell’s
kinetic energy and an entropy function. The latter does not
represent the shell adiabat since the shell is assumed incom-
pressible. It will be shown in the section entitled Ignition
Scaling Using the Compressible Shell M odel, however, that
this entropy function is directly proportional to the shell
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adiabat at stagnation when the finite compressibility of the
shell isincluded.

1. Ignition Criterion

The thin shell model can be simplified by eliminating Ppg
between Egs. (15) and (16) and by using the following dimen-
sionless variables:

Ris = Ris/Ro. T =Vimpt/Ro. (38)

A straightforward manipulation of Egs. (15) and (16) leads
to the following single ordinary differential equation for the
hot-spot radius:

Mg, Vi2
shVimp (40)

En = s
" anp R

2
T-OZDE,—MSh g/ 0=_1_
| IRRO T Y 3R

(41)

Here £ represents the ratio between the initial shell kinetic
energy and theinitial hot-spot internal energy, which is much
greater than unity in typical |CFimplosions. (Small values of
£p requirethat the hot-spot radius at the beginning of the free-
fall phase be very closeto the stagnation hot-spot radius. This
does not occur in typical ICF implosions.) The times rio and
Tg represent theinertial timeof the shell and thealpha-particle
heating time at the beginning of the deceleration phase. The
shell tragjectory is determined by solving Eq. (39) with the
following initial conditions:

Ris(0) =1, IE\)hs(o) =-1, FA\)hs(O) =1/#, (42)
where the “dot” indicates a derivative with respect to 1.
It isimportant to notice that aslong asthe alpha heating is

smaller than the compression work, the right-hand side of
Eq. (39) can be neglected and the shell trajectory is given by
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R= \/1—2r +r2(1465), (43)

leading to the following values of the stagnation time, radius,
acceleration, and pressure:

&g Ro
tyg = — 20 =0 (449)
S Vimp1+50 * 1+¢&g
~ \3/2 ~ \52
Osag = (L+&0)” Ro_ Paag = Po(1+80)7%.  (44b)

Equations(44) yield scaling relationsfor the stagnation values
of the hydrodynamic quantities in terms of the shell and hot-
spot propertiesat the beginning of thedecel eration phase. Such
relations are valid as long as the hot spot is not ignited. If the
alpha heating becomes important, the right-hand side of
Eqg. (39) must be retained and the stagnation pressure and
deceleration are significantly larger.

Itiseasy toshow that, for agiven &p, thesolution of Eq. (39)
develops an explosive instability when the parameter Y,
exceeds a critical value. Both parameters &y and Y, are
functions of the shell and hot-spot properties at the beginning
of the deceleration phase (Mg, Vimp, Ro, and Pg). A typical
singular explosive solution (dashed line in Fig. 87.47) shows
the shell gjected outward at aninfinite vel ocity. Such solutions
correspond to the thermal instability of the hot spot, which we
denoteas“ignition.” The singularity is dueto the fact that the
fusion reaction rate { ov) istaken to be proportional to T2, and,
therefore, it diverges to infinity with temperature. In reality,
(ov) is bounded at high temperatures and the shell gection
velocity isfinite. Nevertheless, the occurrence of the singular-
ity in the solution of Eq. (39) represents a simple and robust
definition of ignition for the thin shell model. We therefore
conclude that the hot spot is ignited when the solution of
Eq. (39) is singular. The numerical solution of Eq. (39) indi-
cates that singular solutions develop when the following ap-
proximate condition is satisfied:

0 3 72
v, 3+20710 L,
g

(45a)
(50 &
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which reduces to

Y, >+/3 (45b)
in the limit & >>1. Equations (45) represent the ignition
conditions in terms of the shell and hot-spot properties at the
beginning of the deceleration phase. The physical interpreta-
tion of theignitionthresholdisstraightforward. Werewritethe
hot-spot-energy equation [Eqg. (14)] in the following intuitive
form:

1 s oRs 46
S 2a Fhs Re’ (46)

where Eq = (477/3)R,sR3; is the hot-spot energy. After stag-
nation, the second term on the right-hand side is negative
( Rys >0 after stagnation) and represents the inverse hot-spot
decompressiontime (T gecomp = Rhs/ 2 Rhs) duetothe outward
motion of the shell pushed by the hot-spot pressure. This
decompression time can be estimated by setting

Tdecomp ~ 0-5\/ Rhs/ Iﬁhs

and using Eq. (15), leading to

1] Mg
T == |—_ 47
decomp 2 4”H1SR|1S ( )

’é\ T T T T l‘ T
5; 200 - : .
|
g 150 | ! .
=] |
ho I
® 100} ‘ i
.g_ .
&+ 50 -
o
T
| | | | | |
01 02 03 04 05 06 07
Time from beginning
of deceleration phase (ns)
TC5708
Figure 87.47

Thinincompressible shell model prediction for the evolution of the hot-spot
radius for NIF-like capsules [obtained by solving Eq. (39)]. The dashed line
represents an ignited solution with a singularity after stagnation. The solid
lines represent two non-ignited solutions.
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Note that the first term on the right-hand side of Eq. (46)
represents the inverse alpha-particle heating time

Ta =Y3q Rs-

Ignition occursright after stagnation if the al pha heating time
is shorter than the decompression time:

Tg (Sag) <T decomp (siag) (48)

If Eq. (48) is satisfied, a thermal instability (the ignition
process) is triggered because the hot-spot pressure starts to
increase and leads to a shorter alpha heating time 7, ~ /Py
The decompression time is proportional to 1/\/R,s and de-
creases|lessthan the alphaheating time. Thisleadsto afurther
increase in pressure and a thermal explosive instability. To
estimate the ignition threshold, we use the stagnation values
(without alpha particles) given in Egs. (44) to find 7, (stag):

1 2
To(stag) = —e5 = — 5 (49)
2a Po(1+£o) ' (1+50) /
Similarly, we find Tgecomp(stag):
2
T decomp (Siag) = 2 = I (50)

EBgstagB B 2(1*‘50)'

where Tio [defined in Eq. (41)] represents the decompression
time if the shell stagnates at time t=0 rdecomp(o):rio :
Substituting Egs. (49) and (50) into (48) yields the approxi-

mate ignition condition

Tdecomp(o) A 132 ~-1\3/2
———|(1+¢ =Y, [1l+¢ >2, 51
Ta(O) ( O) a( 0 ) ( )

where the identity 79 =7,(0) has been used and the term
(1+ 50)3/ 2 representstheamplification factor of theratio 7;/7,
due to the hot-spot compression by the shell. Observe that
condition (51) issimilar to the numerical fit givenin (45a) and
yields approximately the same ignition threshold (Y, > 2) in
the limit of £y >>1.
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2. Ignition Scaling

We consider the marginal ignition criterion given in
Eq. (45b) in the relevant ICF limit £y >>1 and rewrite Y,
[defined in Eq. (40)] in the following form:

_ s _ E¢
Y = —x (52)
(277)2 PO I:‘>05V| mp

where E, = Msh\/i,znp/Z istheshell’skinetic energy. Usingthe
thin-shell approximation, the shell mass can be written as

Mg, =411, (0) RS /Ao, (53)

where pg,(0) and Ag = Ry/AAg are the shell density and aspect
ratio at the beginning of the decel eration phase (here Ay isthe
shell thickness). Equation (53) canalso becast intermsof shell
kinetic energy by multiplying both sides by Vi%p and then
using it to derive theinitial hot-spot radius Ry:

~ . 54
o an (OVEn 59

Substituting Eq. (54) into Eq. (52) and rewriting the ignition
condition Y, = constant in terms of the kinetic energy yields

o3 g3
=D bo (55)
2a Vimp
where Y, ~+/3 for ignition and
P
Po=r—"—53 (56)
[P (0)/ 0]

has the dimensions of an adiabat. Note that the pressure Py is
the hot-spot pressure at time't = 0 and not the shell pressure.
Thus, at this stage, the parameter 3, cannot be related to the
shell adiabat as should be expected when approximating the
shell with an incompressible layer. The scaling (56), though
dimensionally similar to the HTL stagnation scaling [Eq. (5)],
isstill inconclusive and deserves further analysis as shown in
the next section, where the effects of finite shell compressibil-
ity are retained.

LLE Review, Volume 87



SCALING LAW FOR MARGINAL |GNITION

Ignition Scaling Using the Compressible Shell M odel

Since the right-hand side of Eq. (55) represents the mini-
mum Kinetic energy required for ignition, it is appropriate to
determine Aq in order to minimize the ignition requirements.
Theoptimum Aq can be determined by making use of thethick
shell model described earlier [Egs. (31)—(37)] and the follow-
ing simple argument.

If the shell istoo thin, the return shock reaches the outer
shell surface before stagnation, causing the shell to rapidly
expand outward, decompressing the hot spot and stopping the
ignition process. If the shell is too thick, stagnation (and
thereforeignition) isreached when the shock is still withinthe
shell and the unshocked part of the shell is till freefalling. In
this scenario, ignition is triggered with a surplus of kinetic
energy in the free-fall part of the shell. Ignition using the
minimum kinetic energy occurs when the return shock is
exactly at the shell’s outer surface at the same time the shell
reaches the stagnation point. We conclude that the optimum
shell thickness is such that the shock reaches the outer shell
surface at stagnation.

Because the shock position is the new information needed
to optimize Ag and minimize the shell’s kinetic energy, the
ignition condition needsto be determined using the compress-
iblethick shell model. Thenext stepisto rewritethethick shell
model in dimensionless form using the following definitions:

Ris=Ris/Ro. Rc=R/Ro. R =Rw/Py.  (573)

T=Vimpt/Ro, M =Mg/Mg,, (57b)

where Ry and Py are the shell’s inner surface and hot-spot
pressure at the beginning of the deceleration phase. A simple
manipulation of Egs. (31)—(37) using the definitions in (57)
yields a closed set of four differential equations,

ST R R P P
dréwéﬂ“s 2R 10 & P“S(Rk Rhs)ﬂ%
- A 59
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ARRANa R R) @

xask +1EH(L- W), (60)

5 +5p P Yo po
P + 5P Re 22 R (61)

representing the evolution of the shocked shell’sinner radius

Ifzhs, shock position ﬁk shocked shell mass M, and hot-spot
pressure @s.Theamfunction H(l— M) inEg. (60) limitsthe
magnitude of the shocked shell mass to the total shell mass.
That is, when Mg = M, (i.e., M =1), the right-hand side of
Eqg. (60) vanishesand the shocked shell massremains constant
and equal to the total shell mass. Equations (58)—(61) can be
solved using the following set of initial conditions:

(62)

Theinitial condition I:A\’hS =0 needsaclarification. Beforethe
interaction with the return shock, the shell density vanisheson
theinner surface. Asaresult of the interaction with the shock,
the shell’sinner surfaceis stopped, so the condition Iﬁqs =0is
applicableright after the interaction with the shock. After this
brief stop, the inner shell surface is set in motion by the
imploding high-density shell material that isnot stopped by the
return shock.

Observethat Egs. (58)—(61) depend onthree dimensionless
parameters Y, &g, and A, which need to be determined to
satisfy the following two conditions: (1) the hot spot must be
ignited, and (2) the return shock must be on the outer surface
at stagnationto assurethat thekinetic energy isminimized. The
first condition requires that the solution of Egs. (58)—(61) be
singular and the shell be gjected outward at infinite velocity
after stagnation. The second requiresthat M=1 at stagnation,
implying that the entire shell has been shocked.
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We solve Egs. (58)—(61) with the software program
MATHEMATICA inthelimit of £ >>1, whichisthe correct
limit for ICF implosions since the shell’s kinetic energy is
much larger than the hot-spot internal energy at the beginning
of the deceleration phase. We find that the singular solutions
with M =1 at stagnation occur when

Ay=0.39\/&y, Y,=2.60. (63)

Other resultsfrom the solution of Egs. (58)—(61) are shownin
Figs. 87.48-87.50. Figures 87.48 and 87.49 plot the evolution
of the shocked shell mass and hot-spot pressure. Figure 87.50
showsthetrajectoriesof the hot-spot radiusand the shock front
near stagnation. Analysis of the solution to the thick shell
equations suggests that the stagnation scaling of the hot-spot
pressure, hot-spot radius, and shock position are given by the
following:

Rhs(stag)=1.02 Rye3 2, (643)
Rs(Sta0)=1.23 Ry /%o , (64b)
R (stag)=1.40 Ry / /&, . (64c)

Observe that the relations for the stagnation values of P, and
Ry,s are similar (except for a numerical factor) to the ones
obtained earlier [Egs. (44)] with the thin shell model and

€y >>1. The ignition condition for Y, in Eq. (63) is aso
similar to (but with a different numerical value) that derived
with the thin shell model and leads to the same scaling for the
minimum energy required for ignition:

_2mg B

, (65)
S5 Vimp

Ex

where 3y isdefined in Eq. (56). The new result hereisthat the
shell’s aspect ratio Ay at the beginning of the deceleration
phase is related to the other shell properties through the first
condition in Eq. (63). Furthermore, the position of the outer
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Figure 87.49

Thick compressible shell model results. Evolution of the hot-spot pressure,
obtained from Egs. (58)—(61). The vertical dashed line represents the shock
breakout time (also stagnation time).
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Figure 87.48 Figure 87.50

Thick compressible shell model results. Plot of the shocked shell massversus
time. Time t = 0 corresponds with the beginning of the deceleration phase.
When M =1, the entire shell has been shocked.

Thick compressibleshell model results. Trajectoriesof the shock and the hot-
spot radius, obtained from Egs. (58)—(61). Thevertical dashed linerepresents
the shock breakout time (also stagnation time).
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shell surface coincides with the shock position R, and is de-
termined in Eq. (64c). This latest result is essential to deter-
minetheignition scaling in terms of the stagnation properties.

Setting the shell mass at the beginning of the deceleration
phase equal to the stagnation mass,

nt® oy (0)= 2[R (s20) - (520 (). (e

and substituting Egs. (64) into Eg. (66) leadsto the following
relation between the shell densities:

pi(0)=03ps(826) 5 (67)
0

Then, using the definition of B EAéVSPO/psh(O)‘E’/3 and
Egs. (64a) and (67), the following relation is easily derived:

Bo=7.52 s, (68)

where S5 = Rys(stag)/ ps (stag)5/ 3 representstheshell stagna-
tion adiabat. Observe that the hot-spot pressure is used in the
definition of the shell stagnation adiabat. While thisis not an
exact definition, it is sufficiently accurate because the stagna-
tion pressure is continuous at the hot spot/shell interface.

The next step is to finalize the scaling law Eq. (65) using
Egs. (63) and (68) and the standard definition of thenormalized
stagnation adiabat

P(Mbar)
2.18pg4, (g/cm3

s (69)

)5/3 '

A straightforward manipul ation of Eq. (65) |eadsto thefollow-
ing formulafor the minimum energy required for ignition:

30 3x10’ o

E, =27(kJ)ag . 70
k ( )a imp(Cm/S)E (70)

Equation (70) representsthe marginal ignition scalinginterms
of the stagnation adiabat. Observethat Eq. (70) isquitesimilar
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in both the scaling rel ation aswell asthe numerical coefficient
with the result of Ref. 5, which reads as

0 3x107 07

E, =2.1(kJ)a2%®
k ( )as imp(cm/s)g

The next step isto relate the stagnation to the in-flight adiabat
and determine the “in-flight” scaling for marginal ignition.

Ignition Scaling Using the In-Flight Adiabat

Comparisons of different ignition capsules are usually
based on the magnitude of the in-flight adiabat, which can be
easily controlled by tuning theinitial foot of thelaser pulse. In
this section, the stagnation adiabat is related to the in-flight
adiabat, and theignition scaling law isexpressedintermsof the
in-flight hydrodynamic properties of the shell.

StartingfromEq. (63) | Ag = 0.39\/5 andthedefinition of
£o [EQ. (40)], we express the hot-spot pressure at the begin-
ning of the deceleration phase Ppg(0) in terms of the shell
pressure at the same time Pg,(0):

Fhs(0)=0.25 Ry (0) Ma(0)° /A3, (72)

where M4 (0) = Vimp /C5(0) isthe shell’sMach number at the
beginning of the deceleration phase and C40) is the shell’s
sound speed. Substituting Eq. (71) into Eg. (68) yields the
following relation:

Bs=0.034 Bt MA(0)?/ A, (72)

where B = Py,(0)/ psn(0)*2 isthe shell’s in-flight adiabat.
It is important to emphasize that time zero represents the
beginning of the deceleration phase, which starts after the
coasting phase.

Thenext stepistorelatethe shell’sMach number and aspect
ratio at the beginning of the decel eration phase to their values
at the beginning of the coasting phase during whichthelaser is
off and the ablation pressure vanishes. During the coasting
phase, the shell travels at approximately constant velocity,
while rarefaction waves propagate inside the shell from both
the inner and outer surfaces since the shell pressure is much
larger than the surrounding pressure. The expansion velocity
induced by ararefaction wave is
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Vexp = 3Cs[1 - (p/pmax )1/3]

and depends on the location along the density profile. If we
characterize the shell asthe region enclosed by the two points
where the density isequal to 1/e times the maximum density,
then the expansion velocity of the inner and outer surfacesis
Vexp = 0.85 Cg. Using these definitions, the shell thickness Ay,
increaseswith timeduring the coasting phase, according to the
following equation:

Ay

& ~1.7CS, (73)

where CS isthe shell sound speed during the coasting phase.
Equation (73) can be further simplified by using thefollowing
dimensionless variables:

Bsh =B /Dy Rn =Ra/Re,

where Ry, isthe shell radiusand R, A arethe shell radiusand
thicknessat the beginning of the coasting phase. Assuming that
the shell adiabat is constant during the coasting phase and
using the thin-shell approximation [Msh=4npsh Rgqush],
Eq. (73) can be rewritten as

B g7A 1 (74)
dRy, M& RG3A%

whereA.and M§ aretheshell’saspect ratio and Mach number
at the beginning of the coasting phase. Equation (74) can be
easily integrated to determine the evolution of the shell thick-
ness during the coasting phase:

O 3 4
E—E%Ev . (7

ASh :AC§+6.8

=

Assuming that the shell radiusat the beginning of thedecelera-
tion phase is much smaller than the radius at the beginning of
the coasting phase [Rq,(0) << R, EQ. (75) yields the asymp-
totic value of the shell thickness at the beginning of the decel-
eration phase (i.e., timet = 0):
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0 e
B(0)=Dci+68 %H . (76)
A

A relation between the aspect ratio A, and Mach number Mg
can be determined by matching the shell expansion rate at the
beginning of the coasting phase with the one calculated at the
end of the acceleration phase as explained bel ow.

During the acceleration phase, the shell density can be
obtained from the momentum conservation equation

oP
= 77
Psn9 ar (77)

where P = Bifpg?. A simple manipulation of Eq. (77) yields
the density profile

0 R
Psh*pag ZAShE ,

(78)

where R, istheradius of the ablation surface, p, isthe density
at the ablation surface, and

3¢
49

Ag, (79)

isthe shell thicknessfrom the ablation surfaceto the 1/e point.
Theshell’ saspect ratio peaksat the beginning of themain pulse
when its value is proportiona to the sguare of the Mach
number. It then decaysduring themain pulseand thefollowing
coasting phase when the shell radius decreases and the thick-
ness increases. The thickness can be written in terms of the
shell radius by using Eq. (79) and assuming that the ablation
pressure P, increases like 1/R as indicated by the result of
several numerical simulations. Setting g = 47TR? Py / Mg, into
Eq. (79) yields the shell thickness as a function of the radius:

_5 BPMe 1 1

sh =6 (PaRsI'1)3/5 Rs|745 - R;<5' (80)
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In deriving Eq. (80), the reduction of the shell mass dueto the
laser ablation has been neglected. Thisapproximation may not
beappropriatefor indirect-drive capsuleswherealargeportion
of the shell material is ablated off during the implosion. The
rate of the shell expansion during the acceleration phase
follows from Eq. (80):

Ry, (81)

When the expansion velocity [Eq. (81)] reaches the sound
speed, theshell pressure exceedstheapplied abl ation pressure.
Typically, the laser is turned off at this point since the shell
pressureis so large that the applied ablation pressure haslittle
effect onthe shell dynamics. From amathematical standpoint,
the accel eration phase turns into the coasting phase when the
shell’sexpansionvel ocity cal culated during accel eration phase
[Eq. (81)] matches the expansion velocity calculated during
the coasting phase [Eqg. (73)]. The matching occurs when

Tho_17G (82)
5 R ~Ran

which leadsto the following expression for the aspect ratio at
the beginning of the coasting phase:

A, =0.82M5. (83)

The next step is to rewrite the shell’'s Mach number at the
beginning of the deceleration phase in terms of the hydrody-
namic quantities at the beginning of the coasting phase. Using
the thin-shell approximation, one finds

By (13
Dl ol e

whereRy=Rg,(0) and Ag= A4, (0). Substituting Egs. (83), (84),
and (76) into (72) leads to the following expression of the
stagnation adabiat:

MA(0) =

B = 0745 (mg)". (@)
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which can be expressed in the convenient form

67 13
_ 0 o 08 DMmp(cm/s) 0 100 O
as=28aj P ?(Mbar)% (86)

Thisrelationissimilar to the numerical fit of Herrmann et al.®
and to the self-similar scaling found by Kemp et al.:6

p(cmys) 44

i
3x10" A

0 100 |j).Zl

Smoayd 7

Vim
gt =324075 gImP
g3

(cm/s)[? 0 100 g) |

0 2 Bmoand

BVim
a4 =230 100

Thefinal ignition energy scaling can be found by substituting
Eqg. (86) into Eq. (70), yielding

.39

0 70
24 3x10 g 100 ’ (89)

" Bhmplemsg BP(Mbar)E

Ey =59(kJ)a?

which is similar to Herrmann’s numerical fit

03x10” 000 100 7
Fmbang

EFTL = 50.8(k])a’t®
(K)ars é/imp(cm/s)g

Observe that both Eq. (88) and (89) show a scaling relation
resembling the one derived by Kemp et al. aslong asthetriple
product pnsThsRnsisaconstant for marginal ignition. However,
as shown in the following section, the model described in this
articleyieldsatriple product that is proportional to theimplo-
sion velocity. Thisisin agreement with Basko's analysis.

Assumptions About Hot-Spot Hydrodynamics

It isimportant to remember that Eq. (89) has been derived
under three assumptions. The first relates the alpha-particle
mean free path, which is assumed to be smaller than the hot-
spot radius, implying that the al pha-particle energy is depos-
ited locally. The second, that the behavior of the averaged
fusion cross section is given by (ov) ~ T2, isvalid aslong as
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the volume average temperature Ty is above 6 keV. The
third comes from neglecting the radiation losses with respect
to the alpha heating. To verify these assumptions, we use the
hot-spot solution derived in Ref. 8, where al the hot-spot
hydrodynamic quantities are obtained as functions of the hot-
spot radius and pressure.

We start with thefirst of Eq. (24) of Ref. 8, calculated at the
hot-spot center £ = 0. Observe that Eq. (24) is an integral
equation because the hot-spot mass My is a time integral.
Equation (24) can beeasily convertedinto asimpledifferential
equation for the central hot-spot density pﬁs:

0 o Ry 7/2 Pr?/ 2
Ohe + 3 Ppe —= =0.072 Kg—8_ 91
Pns T 9Phs R m' Ko ( 0 )5/2 5 (°1)

Pns S

where K0T5/2 represents Spitzer thermal conductivity. Equa-
tion (91) can be rewritten in a convenient dimensionlessform
by defining the following variables:

ﬁ:prcl)s/p*a IE)ZPhs/PO= (92)

T=imp/Ros  Rus = Rus/Ro. (93)

where Py, Ry are the hot-spot pressure and radius at the
beginning of the deceleration phase, and

0 py2 57/452/7

O = o47mu<o—m , (94)
0 POVImp

where & isdefinedin Eq. (40). Thedimensionlessform of the
density evolution equation becomes

dp 3p dRhS _DPDB/ 1

dT Rhs dr %H A§7/4 ’ (95)

which can be numerically solved once the hot-spot radius
and pressure have been determined by solving the set of
Egs. (58)—(61). Thecentral hot-spot temperature followsfrom
Eq. (24) of Ref. 8. A straightforward manipulation yields
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DY D2 D\/lmp(cm/S)D/ )

. (96
260 Haxo’ B a5z P

Ths(0.t) =8.3(keV)

where Y, isdefinedin Eq. (40). The hot-spot areal density can
also be determined by using Egs. (23) of Ref. 8 and the
definition of p, leading to the following expression:

Y, P cm/s
2 57 Do 07/ 0 PR (@7

pR=018(g/cm? )D26D g 3x1

To determine the stagnation value of the areal density,
Eq. (95) isnumerically solved using the radius and pressure of
the marginally igniting shells &y — o discussed earlier
[Egs. (64)]. Since the hot-spot density at the beginning of the
deceleration phase is negligible, we solve Eqg. (95) with the
initial condition p(0) — O leading to the stagnation value
pst =0.83. Substituting themarginal ignition condition Y, =
2.6 and Rstag =1 23/ \/7 into Egs. (96) and (97) yields the
stagnation value of the hot-spot areal density and central
temperature of marginally igniting capsules:

_ 2\ Dimp(cm/'s) 1

PR(stag) = 0.18(g/ cm ) BTy . (99
_ 4/7

Ths(r = 0,stag) =10(keV) ME (99)

A 3x107

To estimate the fraction 8, of absorbed alpha particles we
follow the work of Basko and set 6, = Min[1,8], where
6y =50 ORhS(p/ Thls'z) dr with T,,sinkeV and p in g/cm?. After
a straightforward manipulation, we find that for marginally
igniting capsules (i.e., Y, = 2.6),

@L (100)
H

0 3x107 7%
B4 ~M|n§.14 O
g Eclmp(cm/ S

indicating that the fraction of absorbed alphaparticlesisclose
to unity for implosion velocitiestypical of direct-drive ICF. If
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we require that 6 > 0.7 for the theory to be applicable with a
reasonably small error, then Eq. (100) providesaconstraint on
theimplosionvelocity, i.e., Vjmp<4x 108 (cm/s). Thenext step
isto determine the volume average temperature to verify the
assumption concerning the quadratic behavior of (gv). Inte-
grating Eq. (41) of Ref. 8 over the hot-spot volume yields
Ths=0.7Tps(0,t). The average temperature of marginal ignit-
ing capsules is then found from Eg. (99), and the resulting
condition Tj,s > 6keV |eadstoanother constraint ontheimplo-
sion velocity, i., Vimp > 2 % 107 (cm/s). In summary, both
assumptions are simultaneously satisfied aslong astheimplo-
sion velocity isin the range

2 %107 <Vipp(cm/s) < 4 x 108, (101)

whichisthetypical range of directly driven capsules. Observe
that the condition T, > 6keV also impliesthat the al pha heat-
ing is significantly larger than the radiation losses, indicating
that the bremmstrahlung term can indeed be neglected in the
energy equation.

Conclusions

A model for the decel eration phase and marginal ignition of
imploding capsules is derived by solving a set of ordinary
differential equations describing the hot-spot energy balance
and the shell dynamicsincluding thereturn shock propagation.
The change of adiabat induced by the shock isalso calculated,
and the relation between the in-flight and stagnation adiabats
is in general agreement with the numerical fit of LASNEX
simulations® and the self-similar solution of Ref. 6. The mini-
mum kinetic energy required for ignition is also calculated
from the same model. The marginal ignition scaling is deter-
minedintermsof thestagnation aswell asthein-flight adiabat.
Both scaling relations are in good agreement with the numeri-
cal fit of Ref. 5.
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