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In Brief

This volume of the LLE Review, covering October–December 2000, begins with an article by R. Betti,
M. Umansky, V. Lobatchev, V. N. Goncharov, and R. L. McCrory, who report on the development of a
model for the deceleration phase of an imploding inertial fusion capsule (p. 1). The model shows that the
ablative flow off the inner shell surface plays a critical role in reducing the growth rate and suppressing
short-wavelength modes in the deceleration-phase Rayleigh–Taylor instability.

Additional highlights of research presented in this issue are

• T. R. Boehly, J. A. Delettrez, J. P. Knauer, D. D. Meyerhofer, B. Yaakobi, R. P. J. Town, and D. Hoarty
describe results (p. 11) of experiments conducted on OMEGA to assess the effects of shock heating
on the stability of direct-drive inertial fusion capsules. Measurements indicate that pulses that rise
rapidly to 1014 W/cm2 produce shock-induced temperatures of ~25 eV, whereas more slowly rising
pulses show less heating. A correlation is found between greater hydrodynamic stability for square-
pulse drive (which has more shock heating) compared to the ramp-pulse drive that exhibits less shock
heating and less stability.

• K. Xin and J. C. Lambropoulos report on a new model for material behavior under compression (p. 15).
The model was motivated by the fact that fused silica densifies permanently under sufficiently large
compressive stresses. It is also observed that the appearance of shear will facilitate densification. The
model is based on a new constitutive law used to study spherical cavity expansion in material
with densification.

• W. Bittle and R. Boni describe the design and performance of a selectable-streak-rate streak-camera
deflection ramp generator (p. 21). This new method for generating streak-camera deflection voltage
ramps uses a 50-Ω composite MOSFET/avalanche transistor step generator and a relay-selectable low-
pass filter network. The design allows the remote selection of four different sweep rates and provides
a 50-Ω interface to the streak camera’s deflection plates.

• A. V. Okishev, R. Boni, M. Millecchia, P. A. Jaanimagi, W. R. Donaldson, R. L. Keck, W. Seka,
K. V. Dukelsky, M. A. Eronyan, V. S. Shevandin, G. A. Ermolaeva, G. Nikolaev, and V. B. Shilov
discuss the development of a UV fiber-optic beam delivery system (p. 29) for the OMEGA 60-beam
laser system. This new fiber optic system uses 15-m-long fibers with attenuation less than 220 dB/km
(at a wavelength of 351 nm) to deliver optical pulses to the OMEGA multibeam, streak-camera-based
pulse characterization system. The modal dispersion of the fibers is low enough to allow an overall
bandwidth of the streak camera’s diagnostic system to be less than or equal to 30 GHz.
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• G. Gol’tsman, O. Okunev, G. Chulkova, A. Lipatov, A. Dzardanov, K. Smirnov, A. Semenov,
B. Voronov, C. Williams, and R. Sobolewski report (p. 34) on the fabrication and properties of a
simple-to-manufacture and simple-to-operate NbN hot-electron photodetector (HEP) with picosecond
response time, high intrinsic quantum efficiency, negligible dark counts, and the capability to detect
single photons from the ultraviolet to the infrared wavelength range. Practical implementation of this
device could lead to revolutionary progress in areas ranging from ultrafast free-space satellite
communications through quantum computing and quantum cryptography to semiconductor integrated
circuit testing.

• J. D. Zuegel, S. F. B. Morse, J. Mathers, D. Weiner, L. Hayes, and J. R. Fabretti present a preliminary
design for the National Ignition Facility’s (NIF’s) 2-D SSD beam-smoothing system (p. 39). Broad-
bandwidth-beam-smoothing techniques are critical to high-performance, direct-drive implosions. As
a partner in the National Inertial Confinement Fusion (ICF) Program, LLE has the lead role in defining
direct-drive requirements for NIF and preparing a preliminary 2-D SSD system design. A prototype
NIF 2-D SSD preamplifier module (PAM) will be built and tested at LLE. This article describes the
base-line system design for the NIF’s direct-drive beam-smoothing system, which will be capable of
1-THz bandwidth in the ultraviolet, 50 × 100-µrad divergence, and 2 × 1 color cycles.

John M. Soures
Editor
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Introduction
In inertial confinement fusion1 (ICF), a spherical shell of
cryogenic deuterium and tritium (DT) filled with DT gas is
accelerated by direct laser irradiation (direct drive) or x-rays
produced by a high-Z enclosure (indirect drive). In direct-drive
ICF, the laser pulse starts from a constant, low-intensity foot
designed to drive a uniform shock through the shell. After the
shock breaks out on the shell’s inner surface, the latter expands
forward, launching a shock in the gas and a rarefaction wave in
the shell. As the rarefaction wave travels across the shell, the
shell’s outer surface moves at approximately constant velocity.
When the rarefaction wave reaches the shell’s outer surface,
the latter starts accelerating and the so-called acceleration
phase begins. At about the shock breakout time, the laser
power begins to rise, first slowly and then more rapidly to keep
the shell close to the shock front traveling inside the gas. A
second shock originating within the shell is launched during
the initial pulse rise and merges with the first shock before
reaching the center of the capsule. The acceleration phase ends
when the laser is turned off and the shell starts traveling at
approximately constant velocity. Standard direct-drive pulse
designs make use of such a sequence of two shocks merging
into one, whereas the latest pulse designs of indirect-drive ICF
make use of a sequence of four shocks2 coalescing into one
before reaching the center.

In both direct- and indirect-drive ICF, the single shock
resulting from the multiple-shock coalescence travels in the
gas in the form of a strong shock; i.e., ∆P/Pb >> 1, where ∆P
is the pressure jump across the shock and Pb is the gas pressure
before the shock. Such a shock is reflected off the center of the
capsule (return shock) and subsequently off the incoming inner
shell surface, which in turn is impulsively decelerated. The
shock reflected off the shell travels toward the center, where it
is reflected again and subsequently reflected a second time
from the shell. At each reflection off the shell, the latter is
impulsively decelerated and the shock gets weaker until the
pressure jump across the shock front is smaller than the
pressure before the shock (∆P/Pb < 1). The time interval
corresponding to the multiple shock reflections is referred to as

Theory of the Hot-Spot Dynamics and Deceleration-Phase
Instability of Imploding ICF Capsules

the impulsive deceleration phase. Typically, the reflected shock
becomes weak after the first or second reflection off the shell.
At this point the material enclosed by the inner shell surface
develops a fairly uniform pressure profile and is referred to as
the hot spot. After the return shock reflects off the shell, the hot
spot is formed, and its pressure is large enough that the shell
velocity is lower than the hot-spot sound speed, i.e., the flow
is subsonic. When the hot spot is formed, the shell is deceler-
ated in a continuous (not impulsive) manner while acting like
a piston on the hot spot. Such a continuous slowing down of the
shell up to the stagnation point occurs over a period of a few
hundred picoseconds and is referred to as the continuous
deceleration phase. Figure 85.1 shows the time evolution of
the deceleration g of a shell designed for direct-drive ignition3

on the National Ignition Facility (NIF). The time t = 0 ns
represents the stagnation point, and the continuous decelera-
tion starts at about 200 ps before stagnation. The NIF capsule
is a 345-µm-thick shell of DT ice with an inner radius of
1350 µm. The shell is filled with DT gas at a temperature of
18 K and a density of 2 × 10−4 g/cm3. During the deceleration
phase, the hot-spot pressure, density, and temperature increase
until reaching the ignition conditions. If the shell is sufficiently
dense, the ignited hot spot will trigger a propagating burn wave

Figure 85.1
Time evolution of the inner-shell-surface deceleration for a direct-drive NIF
capsule. Time t = 0 is the stagnation time.
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in the shell and a significant fraction of the shell mass will
undergo thermonuclear burn if the shell’s areal density exceeds
a few g/cm2.

It is well known that the outer shell surface is unstable to the
Rayleigh–Taylor (RT) instability during the acceleration phase;
however, because of mass ablation, the instability growth rates
are significantly reduced4–10 with respect to their classical
values. The theory of the RT instability in an accelerated planar
foil has been carried out in Refs. 6–9, where the growth rate’s
dependence on the ablation velocity Va, density-gradient scale
length Lm = ′( )[ ]−min ,ρ ρ 1  front acceleration g, and power
index for thermal conduction ν (here the thermal conductivity
is approximated by κ ≈ κ0Tν) is calculated by analytically
solving the conservation equations. In Refs. 6–9, the stability
of long (kLm < 1) and short (kLm > 1) wavelength modes is
investigated for large and small Froude numbers (Fr), where
Fr V gLa= 2

0  and L Lm0
11= +( ) +ν νν ν . It is found that

short-wavelength modes are completely suppressed when
Fr > 1 and the unstable spectrum exhibits a cutoff at long
wavelengths, i.e., kcutoff Lm < 1. Instead, when Fr < 1, the cut-
off occurs at short wavelengths (kcutoff Lm ~ 1/Fr1/3), and both
long- and short-wavelength modes (up to the cutoff) are
unstable. The stability analysis in Refs. 8 and 9 has been carried
out separately for large and small Froude numbers as well as
long and short wavelengths. In Ref. 10 the different growth-
rate solutions have been combined into a single formula that
asymptotically matches those solutions in the different param-
eter ranges.

Despite the significant growth-rate reduction induced by
mass ablation and finite-density-gradient scale-length effects,
the amplification of surface perturbations can be substantial,
so the thickness of ICF shells must be chosen to prevent the
shell from breaking up when the RT bubble amplitude equals
the shell thickness.

Even when the shell integrity is preserved during the accel-
eration phase, the hot-spot ignition can be quenched11 by the
deceleration-phase RT instability. The latter is the instability of
the inner shell surface that occurs when the shell is decelerated
by the high pressure building up inside the hot spot. The
deceleration-phase RT causes the cold shell material to pen-
etrate and cool the hot spot, preventing it from achieving
ignition conditions. Furthermore, if the inner-surface perturba-
tion becomes nonlinear, a fraction of the shell’s kinetic energy
is used to feed the lateral shell motion induced by the instabil-
ity, reducing the compression of the hot spot. Typical seeds for
the deceleration-phase RT are the surface nonuniformities that

feed through the shell from the outer surface during the
acceleration-phase instability.

It is known that the deceleration-phase RT is classical12

and all modes are unstable. The finite-density-gradient scale
length13 reduces the instability growth rates, which can be
approximated by the classical fitting formula1

γ dec ≈
+
kg

kL1
, (1)

where L is the shell’s density-gradient scale length and k is the
perturbation wave number approximately equal to l/R with R
being the hot-spot radius and l the mode number. Observe that
Eq. (1) indicates that all modes are unstable, with the fastest-
growing modes having short wavelengths (kL >> 1) and
growth rates γ dec kL g L>>( )1 � .  As described in Ref. 13,
the finite-density-gradient scale length is produced by the
thermal conduction inside the hot spot. It is shown in this
article that mass ablation from the shell’s inner surface signifi-
cantly reduces the deceleration RT growth rates, leading to
much lower growth rates than predicted by Eq. (1) and to a
cutoff in the unstable spectrum. Mass ablation is caused by the
heat flux leaving the hot spot and depositing on the shell’s inner
surface. We have calculated the ablation velocity and the
shell’s density-gradient scale length during the deceleration
phase. Then, using the RT theory of Ref. 10, we have calculated
the growth rates and compared them with the results of numeri-
cal simulations. For the direct-drive NIF-like capsule under
consideration,3 the cutoff mode number for the deceleration-
phase RT is approximately lcutoff ≈ 90.

The remainder of this article is divided into two major
sections that describe the hot-spot dynamics and the linear
stability. The hot-spot model is valid from the beginning of the
continuous deceleration phase (after the shock reflection off
the shell) until the onset of the ignition process. The evolution
of the hot-spot radius, mass, temperature, and density is calcu-
lated in terms of initial conditions and hot-spot pressure. The
second section is devoted to the hydrodynamic stability analy-
sis of the shell during the continuous deceleration phase. The
growth rate of the RT instability is derived, including finite-
density-gradient scale length and ablation velocity.

Hot-Spot Dynamics
The hot spot is a low-density plasma heated by the shock

and by the PdV work of the cold, dense surrounding shell. Its
mass is made of the ionized DT gas and the plasma ablated off
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the inner shell surface. The hot-spot dynamics is governed by
the mass, momentum, and energy conservation equations. The
energy equation must include the electronic thermal conduc-
tion and alpha-particle energy deposition. Bremsstrahlung
radiation energy losses are neglected in this model because
they add great complexity to the mathematical solution and
their contribution is typically smaller than the mechanical
work and/or the fusion power. The magnitude of the radiation
losses is larger than the fusion power for temperatures below
4.4 keV, when the PdV work rate is typically greater than both
radiation and fusion power. Thus at such low temperatures both
radiation losses and alpha power are negligible with respect to
the compression work rate. The PdV work rate decreases near
the shell’s stagnation point, where higher temperatures are
reached within the hot spot. If such temperatures are well
above 4.4 keV, the alpha-particle power is greater than the
radiation losses and the bremsstrahlung term can again be
neglected in the energy equation. The model described in this
section may not apply to capsules that do not ignite or with
small ignition margins (small mechanical work rate and low
final temperatures) as their evolution can be significantly
affected by radiation losses.

This model is expected to predict the main characteristics of
the deceleration phase up to the onset of ignition. The actual
ignition process in the hot spot is not accurately modeled
because the alpha-particle energy is assumed to be locally
deposited within the hot spot. Instead, the alpha-particle mean
free path is typically of the same order of magnitude as the hot-
spot radius, and a fraction of the alpha particles leaves the hot
spot and is deposited on the shell’s inner surface. Those alpha
particles trigger the propagation of a burn wave in the cold,
dense shell, which burns until it disassembles. The thermo-
nuclear burn wave propagation is not described by our model
and requires a diffusion (or kinetic) treatment of the alpha-
particle population. Detailed analysis of the burn wave propa-
gation and the effects of the RT instability on the capsule gain
can be found in Ref. 11.

Even though the local deposition approximation used here
is strictly valid only when all the alpha particles are absorbed
within the hot spot, we artificially include the effect of alpha-
particle diffusion by adding a multiplicative factor θ ≤ 1 to the
alpha power term. When θ < 1, one should also include the
alpha power deposited at the inner shell surface due to the
1–θ fraction of leaking alpha particles. Such a contribution is
not included in the derivation of the hot-spot profiles, ablation
velocity, and density-gradient scale length because an analytic
solution of the conservation equations could not be found.

Thus, an additional limitation of this model is that the fraction
of alpha particles leaving the hot spot is small compared to the
fraction absorbed.

In conclusion, the model described below is suitable to
describe the deceleration phase up to the onset of ignition, but
it does not include the relevant physics pertaining to the
ignition process or the burn wave propagation. We speculate
that most of the RT instability growth occurs before ignition
takes place when our model captures the essential physics of
the hot-spot dynamics.

1. General Equations
The model is based on the Lagrangian form of the equations

of motion as the boundary of the hot spot moves before and
after stagnation. The Lagrangian equations of motion in spheri-
cal geometry can be written in the following form:

1 1

3

3

ρ
= ∂

∂
r

m
, (2)

∂
∂

+ ∂
∂

=U

t
r

P

m
2 0, (3)

c
t

T

m
T r

T

m m
E

i
v vρ

ρ
κ ρ ρ θ σα

Γ
Γ

−
−

∂
∂

= ∂
∂

( ) ∂
∂

+1
1

4
24

, (4)

where cv = 3/2 A is the specific heat at constant volume,
A m Zi= +( )1 ,  mi and Z are the ion mass and atomic number,
respectively (Z = 1 for DT), Γ is the ratio of specific heats or
adiabatic index (Γ = 5/3 for a monoatomic gas), κ(T) = κ0Tν

is the Spitzer thermal conductivity, ν = 5/2, Eα = 3.5 MeV, θ is
the absorbed alpha-particle fraction, and σv  is the fusion
reaction rate. The independent variable m is proportional to the
mass within the radius r:

m x t x dxr= ( )∫ ρ , .2
0 (5)

Equation (4) has been derived by using the standard ideal gas
equation of state P = ρT/A and by neglecting bremsstrahlung
losses. To solve the conservation equations, we adopt the
subsonic flow ordering, which represents a good approxima-
tion after the shock transient. We let t ~ R/Cs (or t ~ R/U),
r ~ R, and U ~ ∈ Cs, where ∈  << 1 represents the flow Mach
number. We find the solution of Eqs. (2)–(4) by a formal
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expansion in powers of ∈ . By inspection, Eq. (3) reduces to
∂ = ∈( )mP O P m ,  yielding

P P t� hs( ) (6)

and reproducing the well-known flat pressure approximation.

The density in the energy equation can be eliminated by
using the equation of state, and the fusion rate can be approxi-
mated with a quadratic term σ αv = S T 2.  Such an approxima-
tion is valid as long as 5 < T < 25 keV, which is a temperature
range relevant to ICF ignition experiments. After a straightfor-
ward manipulation, the energy equation can be rewritten in the
following form:

c
P t

T t

T

P t

A P t
m

r T
T

m

E S A

M
P t T

i

v
hs

hs

hs hs

( ) ∂
∂ ( )

= ( ) ∂
∂

∂
∂

+ ( )

−

− −

−

Γ

Γ

Γ

Γ

1

1 1

0
4 1

2κ θν α α . (7)

Equation (7) can be further simplified by defining the variables
Π Γ≡ −T Phs

1 1  and

τ κ τ β νβ= ′( ) ′ +∫ = −( ) −3 3 1 1

3

4 3

1 3
0

00A c
P t dt

t

Γ
Γ

Γv
hs ,    , (8)

where τ0 is a constant to be determined by the initial condi-
tions. Using Eq. (2) to determine the relation between the
volume within the radius r and Π, one finds

r
AP t

m dmm3
1 0

3=
( )

≡ ′( ) ′∫
hs

Γ Φ Φ Π,      , ,τ (9)

and the energy equation can be rewritten in the following
simple form:

∂
∂

= ∂
∂

∂
∂

+ ( )−Π Π Φ Π ∆ Π
τ

ν
α

δ
m m

P t1 4 3
hs , (10)

where

δ ν ν θ
κα

α α= + + −( ) = 





3 1 3 1

3 3 4

4 3

0
2

Γ
Γ

∆,      .
A E S

mi
(11)

The next step is to integrate Eq. (10) between 0 and m and to
eliminate Π, leading to the following equation for Φ:

∂
∂

= ∂
∂







∂
∂

+ ( )
−Φ Φ Φ Φ ∆ Φ

τ

ν

α
δ4 3

1 2

2m m
P ths .  (12)

Observe that the α particle term on the right-hand side of
Eq. (12) can be combined with the left-hand side by defining
the new dependent (Ψ) and independent (η) variables:

Ψ Φ= − ′( ) ′∫[ ]exp ,D P t dtt
t

α hs
0

(13)

η η κ

ν

β

α

= + ′ ′( )

+



 ′′( ) ′′∫





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∫

′

0

4 3
0

1 3
3

1

3

0

0

A c
dt P t

D P t dt

t
t

t
t

Γ v
hs

hsexp , (14)

where t = t0 represents the beginning of the continuous decel-
eration phase,

D
E S

Z
α

α αθ= −
+( )

Γ
Γ

1

4 1 2 , (15)

and η0 is a new constant. After a short calculation, Eq. (12) can
be rewritten in the following simple form:

∂
∂

= ∂
∂







∂
∂

−Ψ Ψ Ψ Ψ
η

ν
4 3

1 2

2m m
. (16)

A self-similar solution of Eq. (13) can be found by setting

Ψ
Ω Ω=









 ( ) =

− +( )
− +( )[ ]

+a
F

am3 1

3 1 1

1
3 1ν

ν

ν

η
ξ ξ

η
,     , (17)
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where ξ and F(ξ) are dimensionless and a is a constant with the
dimensions of ηΩ/m to be determined using the initial condi-
tions. Substituting Eq. (17) into Eq. (16) yields the following
ordinary differential equation for F(ξ):

3 1 1

3 1
04 3

1 2

2

− +( )[ ]
+

+ +






=
−Ω

Ω
ν

ν
ξ

ξ ξ ξ

ν
F

dF

d
F

dF

d

d F

d
. (18)

At the hot spot/shell interface, the temperature is considerably
less than the central hot-spot temperature. Since the tempera-
ture is proportional to dF/dξ, one can neglect corrections of the
order of Tshell/T(r = 0) and look for solutions of Eq. (18),
satisfying dF/dξ = 0 at the hot-spot radius. The function F is
proportional to the internal energy inside the hot spot and
therefore positive by definition. Thus, the solution of Eq. (18)
satisfying the boundary conditions can be found only when Ω
= 1/(ν + 1), leading to the simplified hot-spot equation

1

1
04 3

2 2

2ν
ξ

ξ ξ

ν

+
+







=
−

F
dF

d

d F

d
. (19)

The numerical solution of such an equation requires the deriva-
tive at ξ = 0, F�(0). It can be easily shown, however, that all the
physical quantities are independent of the choice of F�(0); thus,
without loss of generality, we set F�(0) = 1. The solution of
Eq. (19) for ν = 5/2, F(0) = 0, and F�(0) = 1 is shown in
Fig. 85.2. Observe that dF/dξ (and therefore T) vanishes at
ξ0 = 1.23 and F(ξ0) = 0.70. Defining the hot spot as the region

with ξ ≤ ξ0 leads to the following expression of the hot-spot
mass:

M m ahs hs= = +( )4 4 0
1 1π πξ η ν . (20)

The constants a and η0 can be determined from the initial
conditions applied to Eqs. (20), (17), and (9), leading to

a
F

AR P
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( )

( ) ( )












= ( )









+
+( ) +

3

0 0

0
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3 1

3 1
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0
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ν ν

hs hs

hs
Γ , , (21)

where Rhs(0), Phs(0), and Mhs(0) are the initial hot-spot radius,
pressure, and mass, respectively. A short calculation using
Eqs. (9), (13), (17), and (20) and the equation of state yields the
relevant hot-spot parameters [mass, areal density (ρR), den-
sity, and temperature] as functions of the hot-spot pressure and
radius:
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(25)Figure 85.2
Functions F(ξ) (proportional to the internal energy) and F�(ξ) (proportional
to the temperature) obtained from the numerical solution of Eq. (19) with
ν = 5/2, F(0) = 0, and F�(0) = 1. The hot spot is defined to be the region with
ξ ≤ 1.23.
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For ν = 5/2 and Γ = 5/3, we find µ0 = 2.27 and χ0 = 3052.8.
Observe that the hot-spot mass increases with time at a rate that
depends on the thermal conductivity coefficient. The mass
increase is due to the ablation off the shell’s inner surface. The
hot-spot radius and pressure are related through Eq. (9), which
can be rewritten by using the initial conditions, leading to

R t

R

P

P t
D P tt

ths

hs

hs

hs
hs

( )
( )

= ( )
( )









 ( )∫[ ]3

3

1

0

0
0

Γ

exp .α (26)

In the absence of alpha-particle heating (Dα = 0), Eq. (26)
yields P Rhs hs constant,3Γ =  indicating that the hot spot behaves
like a closed system that is adiabatically heated (PVΓ = con-
stant, where V is the volume). This result is somewhat surpris-
ing because the hot spot is not a closed system since its mass
increases with time. From the energetic point of view, how-
ever, the hot spot is indeed insulated as the heat conduction
losses are recycled into the hot spot via the ablated shell
material. This can be shown by writing the total (internal +
kinetic) energy equation in the conservative form:

∂
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Using the subsonic flow assumption, we neglect the hot-spot
kinetic energy with respect to the internal energy. Then, after
approximating the fusion cross section with the quadratic form
σ αv � S T 2, Eq. (27) is integrated over the hot-spot volume

enclosed by the inner shell surface. At the inner surface, the
shell material is cold and the thermal conduction can be
neglected. A straightforward calculation leads to the following
form of the energy equation:

d

dt
P R R P U R t

dR
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D P R

hs hs hs hs hs
hs

hs hs

3 2

2 3

3( ) + ( ) −
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

=

Γ

Γ

,

,α (28)

where U(Rhs,t) is the flow velocity at the shell’s inner surface.
The flow velocity results from the combination of the inner

surface motion and the ablative flow:

U R t R Vahs hs, ˙ ,( ) = − (29)

where Va is the ablation velocity and Ṙhs scales with the
implosion velocity. Since V Ra << ˙ ,hs  the ablation velocity can
be neglected, and Eq. (28) yields the exact solution shown in
Eq. (26). Thus, Eqs. (26) and (28) are equivalent forms of the
energy equation. Notice that the heat conduction losses do not
enter into the global energy balance of the hot spot. This is
because the heat flux leaving the hot spot is deposited onto the
shell’s inner surface. A fraction of this energy is transformed
into internal energy of the shell material ablating into the hot
spot. The remaining fraction produces the PdV work done by
the ablated plasma entering the hot spot against the hot-spot
pressure. In other words, the energy leaving the hot spot in the
form of heat conduction losses goes back into the hot spot in the
form of internal energy and compression work of the ablated
plasma. Therefore, conduction losses are not real energy losses
and do not affect the global energy balance of the hot spot as
shown by Eq. (28). It is important to emphasize that the hot-
spot energy is proportional to its pressure and the conduction
losses affect the hot-spot temperature but not its pressure. This
conclusion implies that greater heat conduction losses would
lower the temperature and raise the density (through larger
ablation at the shell’s inner surface), leaving the pressure
(P ~ ρT) unaltered.

Equation (26) relates hot-spot radius and pressure. All the
hydrodynamic quantities shown in Eqs. (22)–(24) can there-
fore be expressed as functions of the pressure only, using
Eq. (26). It follows that a fully self-consistent implosion model
requires additional equations relating Phs(t) to the shell’s
properties. The coupling between the hot spot and the shell will
be discussed in a forthcoming LLE Review. Here, we consider
Phs as a given function of time and use the hot-spot analysis
developed in this section to determine the ablation velocity and
density-gradient scale length.

2. Ablation Velocity and Density-Gradient Scale Length
An important result of the analysis carried out in the

previous section concerns the hot-spot mass. Equation (22)
shows that the hot-spot mass increases with time. Its rate of
increase depends on the magnitude of the heat conduction
coefficient κ0 [here, κ κ νT T( ) = 0 ] and the hot-spot pressure.
The ablation velocity at the shell’s inner surface follows by
noticing that the mass ablation rate off the shell, ˙ ,Ma  must
equal the rate of change of the hot-spot mass ˙ .Mhs  Given the
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hot-spot radius Rhs and the shell’s peak density ρshell, the
ablation rate is ˙ ,M R Va a= 4 2π ρhs shell  where Va is the ablation
velocity. Thus setting ˙ ˙M Ma = hs yields the ablation velocity

V
M

Ra =
˙

,hs

hs shell4 2π ρ
(30)

where Ṁhs  can be determined from Eq. (22). Then, using the
m-derivative of Φ to relate T and η, the ablation velocity can be
written in terms of standard hot-spot and shell parameters

V
F F

A T t

t R ta = −( )
+( ) ′( ) ( )

( )
( ) ( )

3 1

1 0

00

0
1 3

0Γ
Γν

ξ
ξ

κ
ρν

ν
hs

shell hs

,
, (31)

where both the central hot-spot temperature and radius depend
only on the hot-spot pressure. Using F�(0) = 1 and ν = 5/2 to
solve Eq. (18) leads to ξ0 = 1.23, F(ξ0) = 0.7. The ablation
velocity can then be calculated using standard ICF units,
leading to the following simple form:

V
T

Ra
g

µ
ρµ

m ns keV
hs

m
hs

cm
shell hs( ) = ×

( )
6 103

5 2

3 Λ
, (32)

where Rhs, Ths, and Λhs are the hot-spot radius in µm, central
temperature g in keV, and Coulomb logarithm, and ρshell is the
shell’s peak density in g/cm3. Figure 85.3 shows the temporal
evolution of the ablation velocity for a direct-drive NIF cap-

sule obtained from Eq. (32) and the result of numerical simu-
lations using Λhs = 5.

In addition to the ablative stabilization, the RT growth rates
are reduced by the well-known finite-density-gradient effects.
Since the ablative flow at the inner shell surface is subsonic, the
minimum density-gradient scale length can be calculated us-
ing the well-known isobaric model14 characterized by the
following approximate form of the energy equation:

∇ ( )
−

− ∇





=⋅ v
Γ
Γ
P t

Ths

1
0κ . (33)

Integrating Eq. (33) and using the continuity of the mass flow
(ρU = constant) leads to the following ordinary differential
equation for the density profile near the shell’s inner surface:

1 1

0ˆ

ˆ
ˆ

ˆ
,

ρ
ρ ρ

ρν∂
∂

=
−( )

r L
(34)

where ρ̂ ρ ρ= shell  is the density normalized to the peak
density in the shell (ρshell) and

L
A T

Va
0

1= − ( )Γ
Γ

κ
ρ

shell

shell
. (35)

Here T AP tshell hs shell= ( ) ρ  represents the temperature calcu-
lated at the peak of the density. Equation (35) is valid only near
the shell’s inner surface within a distance of the order of the
length L0. The minimum value of the density-gradient scale
length (Lm) can be determined by setting to zero the radial
derivative of Eq. (34). A straightforward manipulation yields

L Lm = +( ) +

0

11ν
ν

ν

ν . (36)

Using ν = 5/2 in Eq. (36) and substituting Eq. (32) into
Eq. (35) leads to the following simple expression of the
density-gradient scale length:

L R AP t T tm = ( ) ( )[ ]6 8 0
5 2

. , ,hs hs shell hsρ (37)

where Phs(t) is the hot-spot pressure. Figure 85.4 shows the
temporal evolution of Lm calculated from Eq. (37) and from the
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Figure 85.3
Evolution of the ablation velocity at the shell’s inner surface of a NIF-like
capsule as predicted by Eq. (32) (dashed) and the result of numerical
simulations (solid).
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numerical simulations of a NIF direct-drive capsule. Observe
that the density-gradient scale length is quite smaller than the
hot-spot radius, implying that its stabilizing effects will impact
only short-wavelength modes (large l-mode numbers).

1
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L
m

 (
mm

)

0

TC5424
Time (ns)

–0.2 –0.1 0.0

Figure 85.4
Evolution of the density-gradient scale length at the shell’s inner surface of
a NIF-like capsule as predicted by Eq. (37) (dashed) and the result of
numerical simulations (solid).

In the next section, the theory developed in the General
Equations section is used to calculate the hydrodynamic
profiles inside the hot spot and to show how the profiles are
affected by the ablation process.

3. Hot-Spot Profiles
The density, temperature, and velocity profiles inside the

hot spot can be determined easily from the theory developed in
the Hot-Spot Dynamics section. The theory is based on the
solution of the gas dynamic equations in a Lagrangian form
with m,t as independent variables. All the spatial profiles are
described by the function F(ξ), where ξ = am/η2/7 for ν = 5/2.
Instead of the variable ξ, a more convenient expression of the
profiles should make use of the spatial coordinate ˆ .r r R t≡ ( )hs
The relation between r̂ and ξ can be found by rewriting
Eq. (9) using Eqs. (26), (17), and (21). A simple manipulation
yields the following relation:

ˆ .r
F

F
3

0
= ( )

( )
ξ
ξ

(38)

All the spatial hot-spot profiles for ν = 5/2 can be found by
inverting Eq. (38) and finding ξ in terms of ˆ;r  however, since
F(ξ) is not analytical, the inversion must be carried out numeri-
cally, leading to the following approximation for ξ and F�(ξ):

ξ ξ≈ − −[ ]{ }0
3 3 5

1 1 ˆ ,r (39)

′( ) ≈
−( )

−
F

r

r
ξ

1

1 0 15

2 2 5

2

ˆ

. ˆ
. (40)

The hot-spot temperature profile follows immediately from
Eq. (24) and Eq. (40) leading to

T r t T t
r

rhs hs, ,
ˆ

. ˆ
.( ) ≈ ( )

−( )
−

0
1

1 0 15

2 2 5

2 (41)

When compared with the commonly used profile1

T T rc = −( )0
2 2 7

1 ˆ ,  Eq. (41) is in very good agreement except
near the boundary of the hot spot ˆ .r ≈ 1  The different behavior
near the hot-spot boundary is relevant to the calculation of the
heat flux leaving the hot spot, which is proportional to
T d Tr r

5 2
1ˆ ˆ .[ ] =  The common profile with the power 2/7 yields

a finite heat flux while the profile given by Eq. (41) yields zero
flux. Since the hot-spot boundary represents the cold shell’s
inner surface, the heat flux cannot propagate through the shell
because the heat conductivity is negligible throughout the shell
material. The correct temperature profiles must therefore pro-
duce a vanishing heat flux at the hot-spot boundary as indicated
by Eq. (41). As mentioned in the General Equations section,
the heat flux is absorbed on the shell’s inner surface by the
material that ablates into the hot spot.

The hot-spot density profile follows from Eq. (41) and the
isobaric assumption, leading to

ρ ρhs hsr t t
r

r
, ,

. ˆ

ˆ
,( ) ≈ ( ) −

−( ) + ∈
0

1 0 15

1

2

2 2 5 (42)

where the ad hoc term ∈≡ ( ) <<0 85 0 1. ,ρ ρhs shellt  has been
included to remove the singularity at ˆ ,r =1  which arises from
the zero shell temperature approximation used to solve the hot-
spot equation [Eq. (16)].

The velocity profile can be determined from the Lagrangian
equation u = ∂tr and Eq. (9). Using the definition of the abla-
tion velocity given in Eq. (30), the hot-spot velocity profile has
the form
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u r t rR
r

r t

V

r
a, ˆ ˙ ˆ

, ˆ
,( ) = − ( )

( )hs
shell

hs

ξ
ξ

ρ
ρ0

2
(43)

where ξ r̂( ) and ρhs(r,t) are given in Eqs. (38) and (43),
respectively. During the deceleration phase, the velocity is
negative (i.e., directed in the negative r-direction) and the
velocity profile has a minimum (i.e., a maximum for the
absolute value of u) due to the blowoff of the material ablated
off the shell [the second term in Eq. (43)]. The minimum occurs
at the radial position

ˆ . ˆ

. ˆ ,minr
V

V
b

b
≈ +

+
1 0 6

1 0 72
(44)

where ˆ , ˙ .V V t Rb a= ( )ρ ρshell hs hs0  Near stagnation, ˆ ,Vb >>1
ˆ .minr ≈ 0 8, and the velocity at the point of minimum is ap-

proximately

u r t R V
r taˆ , . ˙ .

,
,min

min
( ) ≈ − ( )0 8 0 6hs

shell

hs

ρ
ρ

(45)

where ρ ρhs hsˆ , . ,minr t t( ) ≈ ( )1 46 0  is the density at the location
of minimum velocity. Observe that Eq. (45) is a useful tool for
calculating the ablation velocity near stagnation from the
numerical simulations because the velocity u u r tmin minˆ , ,= ( )
and the densities ρhs ˆ ,minr t( )  and ρshell can be easily deter-
mined from the codes’ output, while Ṙhs is small and can be
neglected.

Growth Rates of the Deceleration RT Instability
During the continuous deceleration phase after the interac-

tion of the shell with the return shock, the shell’s inner surface
is unstable to the RT instability and any small perturbation in
the hydrodynamic quantities would grow rapidly. The general
formula derived in Ref. 10 yields the growth rate of the ablative
RT as a function of the ablation velocity Va, the shell decelera-
tion g, the power index for thermal conduction ν = 5/2, and the
mode wave number k l R≈ hs  for l >> 1. Since all such
quantities are functions of time, the exponential growth of the
linear perturbation occurs for sufficiently large l’s only when
the typical growth time is shorter than the characteristic time
scale of the one-dimensional evolution. In order to verify the
theoretical results, we have carried out several 2-D single-
mode simulations.

The 1-D code LILAC’s15 output for the NIF-like capsule at
9.3 ns, characterizing the beginning of the coasting phase, was
later used as input for a high-resolution Eulerian hydrocode.16

The latter solves the single fluid mass, momentum, and energy
equations, including Spitzer conduction, local alpha deposi-
tion, and bremsstrahlung on a very fine grid. The high resolu-
tion is needed to correctly simulate the growth of short-
wavelength modes on the shell’s inner surface. Aside from the
bremsstrahlung losses, the code solves the same single fluid
model on which the theory is based, providing a robust check
of the theoretical results. The RT evolution is investigated by
introducing a small-amplitude, 2-D perturbation of the hydro-
dynamic variables at about 200 ps before stagnation when the
continuous deceleration phase begins.

For a direct-drive NIF-like capsule the deceleration phase
occurs over an interval of approximately 200 ps. During that
time (see Fig. 85.1) the deceleration varies from a few hun-
dreds µm/ns2 to about 4000 µm/ns2, the ablation velocity
increases from ~13 to ~25 µm/ns, the density-gradient scale
length varies between 1 to 2 µm, and the hot-spot radius
reduces from 100 µm to about 55 µm. The RT growth becomes
significant during the last 100 ps before stagnation when the
acceleration is large, and the hot-spot radius decreases from
75 to 55 µm. The growth rate of large l modes can be deter-
mined using the planar results of Ref. 10 derived for the
acceleration-phase RT. For a NIF-like capsule during the
continuous deceleration phase in the 100-ps interval before
stagnation <g> ≈ 3100 µm/ns2, <Va> ≈ 18 µm/ns, <Lm>
≈ 1.5 µm, and <Rhs> ≈ 65 µm, leading to a Froude number
Fr ≈ 0.5, where Fr V gLa= 2

0  and L0 = 0.12 Lm. Using Eq. (23)
and Fig. 6 of Ref. 7, we determine the appropriate growth-rate
formula:

γ =
+

−0 9
1

1 4. . ,
k g

k L
k V

m
a (46)

where k � l/Rhs for large l’s.

Figure 85.5 compares the unstable spectrum calculated
using Eq. (46) with Rhs = 65 µm, the classical RT spectrum
without ablation [Eq. (1) with L = Lm], and the results of
numerical simulations. Except for l = 2,4 (open circles), the
numerical growth rates are calculated in the 100-ps time
interval before stagnation. The simulations of modes l = 2,4
(open circles) show a clear exponential growth only after the
shell stagnation time, and their numerical growth rate is calcu-
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lated during the 50-ps interval after stagnation. It is important
to observe that the planar theory agrees well with the numerical
results only for l ≥ 20. Low l modes seem to grow faster (almost
classically) than predicted by Eq. (46), indicating that conver-
gence effects may reduce the ablative stabilization at low l.
Furthermore, Fig. 85.5 shows that the finite ablation velocity
off the shell’s inner surface induces a cutoff in the RT unstable
spectrum, suppressing short-wavelength modes with l > 90.
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Figure 85.5
Growth rate versus mode number for the deceleration-phase RT of a NIF-like
capsule as predicted by this work [Eq. (46) (solid)], by the classical fitting
formula [Eq. (1)] with L = Lm (dashed), and by the results of numerical
simulations (open circles). The classical formula overestimates the growth
rate of the instability for l � 10.

Conclusion
In conclusion, an analytic model of the hot-spot dynamics

has been developed, and all hot-spot profiles and hydrody-
namic quantities relevant to the deceleration-phase instability
have been determined. We have shown that the ablative flow
off the shell’s inner surface plays a crucial role in reducing the
growth rate and suppressing short-wavelength modes in the
deceleration-phase RT instability. The ablation velocity and
the density-gradient scale length have been calculated in terms
of standard hot-spot parameters. Using the theory of Ref. 10,
the growth rate formula has been determined. Detailed numeri-
cal simulations have confirmed the theoretical results and have
shown RT suppression at short wavelengths. Calculations of
the unstable spectrum of a direct-drive NIF-like capsule3

during the deceleration phase have indicated that the instability
is suppressed for mode numbers l > 90.

ACKNOWLEDGMENT
This work was supported by the U.S. Department of Energy Office of

Inertial Confinement Fusion under Cooperative Agreement No. DE-FC03-
92SF19460, the University of Rochester, and the New York State Energy
Research and Development Authority. The support of DOE does not consti-
tute an endorsement by DOE of the views expressed in this article.

REFERENCES

1. J. D. Lindl, Inertial Confinement Fusion: The Quest for Ignition and
Energy Gain Using Indirect Drive (Springer-Verlag, New York, 1998).

2. T. R. Dittrich et al., Phys. Plasmas 6, 2164 (1999).

3. Laboratory for Laser Energetics LLE Review 79, 121, NTIS document
No. DOE/SF/19460-317 (1999). Copies may be obtained from the
National Technical Information Service, Springfield, VA  22161.

4. S. E. Bodner, Phys. Rev. Lett. 33, 761 (1974).

5. H. Takabe et al., Phys. Fluids 28, 3676 (1985).

6. J. Sanz, Phys. Rev. Lett. 73, 2700 (1994).

7. R. Betti, V. N. Goncharov, R. L. McCrory, P. Sorotokin, and C. P.
Verdon, Phys. Plasmas 3, 2122 (1996).

8. V. N. Goncharov, R. Betti, R. L. McCrory, P. Sorotokin, and C. P.
Verdon, Phys. Plasmas 3, 1402 (1996).

9. V. N. Goncharov, R. Betti, R. L. McCrory, and C. P. Verdon, Phys.
Plasmas 3, 4665 (1996).

10. R. Betti, V. N. Goncharov, R. L. McCrory, and C. P. Verdon, Phys.
Plasmas 5, 1446 (1998).

11. R. Kishony, “Ignition Criterion in Inertial Confinement Fusion Using
Self-Similar Solutions, and the Effect of Perturbations on Ignition,”
Ph.D. thesis, Tel Aviv University, 1999.

12. F. Hattori, H. Takabe, and K. Mima, Phys. Fluids 29, 1719 (1986).

13. M. Murakami, M. Shimoide, and K. Nishihara, Phys. Plasmas 2,
3466 (1995).

14. H. J. Kull, Phys. Fluids B 1, 170 (1989).

15. J. Delettrez and E. B. Goldman, Laboratory for Laser Energetics
Report No. 36, University of Rochester (1976); also NTIS document
No. DOE/SF/19460-118. Copies may be obtained from the National
Technical Information Service, Springfield, VA  22161.

16. V. A. Lobatchev, “Hydrodynamics of Inertial Fusion Capsules: Feedout
and Deceleration Phase Instability,” Ph.D. thesis, University of Roch-
ester, 2000.



THE EFFECT OF SHOCK HEATING ON THE STABILITY OF LASER-DRIVEN TARGETS

LLE Review, Volume 85 11

Introduction
Hydrodynamic instability is a key issue for inertial confine-
ment fusion (ICF).1–3 The effects of the Rayleigh–Taylor (RT)
instability can be reduced by shocks that heat the target shell,
causing a slight decompression; this increases the ablation
velocity and reduces the RT growth rate.4,5 ICF target designs
use shock heating to determine the implosion isentrope to
establish a balance between performance and stability. This
article presents the first experimental demonstration of a
correlation between increased hydrodynamic stability and
higher shock temperatures produced early in the interaction.
This correlation is attributed to increased ablative stabilization
resulting from target decompression caused by shock heating.

Experimental Implementation
Pulse shapes with different rise times were used to irradiate

planar CH targets that had embedded Al layers whose tempera-
tures were probed using time-resolved x-ray absorption spec-
troscopy. The 1s–2p Al absorption lines provided information
about the ionization state of the Al, which, in turn, was used to
infer both the shock-induced temperature and the heat-front
propagation into the targets. The experiments indicate that
steeply rising drive pulses produce shocks that heat the embed-
ded Al layer to ~25 eV, while the slowly rising pulses produce
shock heating below ~15 eV—our detection threshold. The
heat front driven by the rapidly rising pulses showed the

The Effect of Shock Heating on the Stability
of Laser-Driven Targets

expected behavior, whereas the slowly rising pulses experi-
enced mixing6 caused by the RT instability that is seeded by
laser imprinting.7 Mix was not observed in the rapid-rise
pulses because increased shock heating produces higher abla-
tive stabilization.

In these experiments, 20-µm-thick CH targets were irradi-
ated by six UV OMEGA8 beams having 0.2-THz smoothing by
spectral dispersion (SSD).9 A 0.5-µm-thick layer of Al was
embedded at either 5 or 10 µm below the irradiated surface.
The laser pulses were either (1) a steeply rising (~200-ps rise
time), nearly square shaped pulse with 1-ns duration and on-
target intensity of ~4 × 1014 W/cm2 or (2) a “ramp” pulse that
rose linearly to 3 × 1014 W/cm2 in 3 ns. One-dimensional
calculations indicate that these pulses produce shock pressures
of ~35 Mb and ~15 Mb, respectively. The targets were probed
with x rays from a microdot of Sm that were dispersed by a
streaked x-ray spectrometer.

Observations
Figure 85.6(a) shows the time-resolved absorption spec-

trum from a 20-µm-thick CH target (with the Al layer 10 µm
deep) irradiated with the square pulse. Along the spectral
direction, the 1s–2p absorption lines (dark bands) due to
ionization states from F-like Al to Li-like Al are identified.
The detailed structure of these transition arrays is not re-
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diated by a square pulse. The F- and O-like
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ization states occur when the heat front
reaches the Al. (b) Absorption spectrum
with the Al layer 5 µm deep. The F- and
O-like absorption lines appear at ~200 ps
and the heat front arrives at ~400 ps. He-like
Al emission is observed when the heat front
reaches the Al.
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solved, but their mean energies and widths are consistent
with predictions10 and other observations.11 The data in
Fig. 85.6(a) indicate that both F-like and O-like lines appear at
~325 ps, and then later at ~800 ps, higher ionization states
appear in progression.

Time is referenced to the start of the drive pulse that is
preceded 300 ps by the backlighter. This allows observation of
the K-shell absorption edge (at ~1.56 keV) in cold Al. At
approximately the same time that the F-like and O-like lines
appear, the K edge shifts to higher energy. This results prima-
rily from the change in ionization of the Al ions. Later, as
higher ionization states (N-like and above) appear, the K edge
shifts to higher energy.

The abrupt onset of the F-like and O-like absorption lines is
caused by shock heating of the Al layer; the higher ionization
states (that appear later at a time ~800 ps) result from the
incipient heating by the laser-driven heat front. These dynam-
ics are confirmed by data from a target with the Al layer closer
to the surface. Figure 85.6(b) is the spectrum from an experi-
ment with the Al layer 5 µm deep. Here the onset of the F-like
and O-like Al absorption lines is not clear, but one can readily
see the abrupt change in the K-edge energy occurring at
~200 ps, consistent with the shock speed inferred from
Fig. 85.6(a). Here the heat front also arrives earlier (~400 ps),
but, in this case, the heating is sufficient to not only create
absorption in higher ionization states but also produce He-like
emission. The He-like emission occurs because the heat front
has penetrated the 5 µm CH, and has then heated and ablated
the Al. The absorption lines are short lived because the tem-
perature rises sufficiently to “burn through” these states,
thereby reducing the population in the lower tail of the charge-
state distribution.

The dependence of shock heating on the temporal profile of
the drive was measured by irradiating similar targets with the
ramp pulse. Figure 85.7 shows an extended temporal record of
absorption spectra from a target having the Al layer 5 µm deep
and irradiated by the ramp pulse. The backlighter produces
bright, broadband emission that ceases at ~2 ns. Coincidentally
at that time He-like Al emission begins, which indicates that
portions of the Al are heated to over 500 eV. Preceding this
emission, no Al absorption lines (1.48 to 1.56 keV) are ob-
served. Similar experiments on targets with the Al 10 µm deep
also showed no absorption lines on these shots; the He-like
emission occurred ~400 ps later than that shown in Fig. 85.7.
These results are significant for two reasons: (1) They indicate
the absence of significant shock heating before emission

begins. (Note, however, that the K edge at 1.56 keV becomes
diffuse at about 600 ps, suggesting some low-level shock
heating.) (2) The lack of absorption lines preceding the He-like
emission suggests that Al is instantaneously heated from
<15 eV to >500 eV, contrary to expected behavior. Heat fronts
in both directly driven12 and indirectly driven targets11 nor-
mally exhibit a succession of Al absorption lines that appear
before the emission lines, as in Fig. 85.6(b).
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Figure 85.7
Absorption spectra from a target with the Al layer 5 µm deep and irradiated
by a ramp pulse. No Al absorption lines are observed preceding the Al He-like
emission lines that begin at ~1.9 ns.

In summary, the slowly rising ramp pulse produces less
shock heating (no absorption lines) than the square pulse, and
targets driven by the ramp pulse show no Al absorption lines
even in the presence of He-like emission. The latter observa-
tion will be attributed to the effects of RT instability, while the
former will confirm the correlation of ablative stabilization
with shock heating.

Analysis and Discussion
The relative populations of Al charge states and the result-

ing absorption spectra were calculated for steady-state condi-
tions at various temperatures.13 This allowed the Al temper-
ature to be inferred as a function of time. Figure 85.8 shows the
Al temperature measured (points) and predicted (curves) by
1-D simulations (LILAC14). Figure 85.8(a) compares calcula-
tions and measurements for square-pulse irradiation of targets
with the Al layer 5 µm deep (solid line and circles) and 10 µm
deep (dashed line and triangles). Both the shock heating of the
Al to ~25 eV and the heat-front penetration (�40 eV) are
correctly predicted by the 1-D simulations, indicating stable
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target behavior. The minor discrepancy in timing of the heat-
front arrival times is likely the result of 2-D effects (see below).
The lower limit for this measurement technique is the onset of
F-like absorption lines that occurs at about 15 eV. The error
bars indicate a ±100-ps timing uncertainty in the camera and a
±10-eV precision of the temperature measurement.

Similar temperature profiles for the ramp pulse are shown
in Fig. 85.8(b) [5 µm deep (solid/circles); 10 µm deep (dashed/
triangles)]. Since there were no absorption lines in the data,
only the onset times for Al emission (defined as 500 eV) are
shown. The predicted temperatures are below the ~15-eV
experimental detection threshold until about 1.7 ns, when the
heat front arrives at the Al, which reaches ~500 eV at 1.9 ns for
the 5-µm case. The 10-µm case is not predicted to be heated
above ~40 eV, yet the experiment reaches 500 eV at ~2.3 ns.
The temperature rise predicted (by a 1-D code) for the ramp
pulse is similar to that for the square pulse [Fig. 85.8(a)],
indicating that the lack of absorption lines is not due to a steep
temperature rise.

To explain the observation that the heat front reaches the
10-µm-deep Al layer and the He-like emission occurs with no
preceding Al absorption lines, the existence of a mixing region
is postulated. The emission lines could result from Al that is
prematurely mixed into the ablation region.6 Using the model
discussed in Ref. 15, the thickness of that mix layer was
calculated and then added to the depth predicted by 1-D
simulations. The mix layer is produced by the RT instability
that amplifies imprinted perturbations,7 producing consider-
able two-dimensional effects. The model uses the measured
spectrum of irradiation nonuniformities to calculate the im-
printed perturbations, and then calculates their growth16 and

saturation.17 The curves in Fig. 85.9 show the calculated
location of the ablation surface (the point of steepest density
gradient) in uncompressed CH thickness for the square and
ramp pulses. The heavy lines are the predictions of 1-D
calculations, and the shaded regions are the calculated mix
layers centered on those predictions. The data represent the
times when the Al layer (buried at the plotted depth) begins to
produce He-like emission. Once ablated, this material must
traverse the conduction zone before it is heated in the corona.
The square-pulse data are not significantly affected by the RT
instability and are therefore reasonably predicted by 1-D
simulations. In contrast, the ramp pulse has a mix layer that
affects the apparent penetration at both 5- and 10-µm depths in
the original target. [The temporal offset (~250 ps) between the
data and simulations corresponds to the time for the Al to travel
from the ablation surface to the 500-eV isotherm.18] This
explains both the unexpected emission from the Al [10-µm
result in Fig. 85.8(b)] and the lack of preceding absorption
lines for the 5- and 10-µm cases. Specifically, the RT spikes can
“leach” Al from the embedded layer out into the corona (where
it emits), whereas the Al in the bubbles has not been heated
significantly and therefore has no absorption signature. The
relative size of the bubbles and spikes is such that the bubbles
dominate the spectroscopic radiography (no absorption line),
while the bright (but smaller-sized) spikes are detected in
emission but not resolved in absorption.

Simulations indicate that targets driven by either the square
or ramp pulse have traveled ~50 µm when the heat front has
penetrated 5 µm of CH. Thus, in the absence of any stabilizing
mechanisms, both pulses should experience similar RT growth.
Targets irradiated by these two pulse shapes behave differently
because the square pulse produces a shock that heats the target
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to ~25 eV, causing it to decompress, thereby increasing the
ablation velocity. This lowers the RT growth rate compared to
that of the ramp pulse, which experiences less shock heating
(<15 eV) and therefore little ablative stabilization. The simu-
lations (which correctly model the observed shock tempera-
tures) confirm that the square pulse produces ablation veloc-
ities that are as much as five times larger than those for the
ramp pulse.

It has been shown that for the square-pulse drive, 1-D
simulations accurately predict the observed shock heating
(~25 eV) produced by an ~35-Mb shock and the heat-front
penetration depth. In contrast, the ramp pulses produce
~15-Mb shocks that do not appreciably heat the target
(<15 eV). The targets exhibit apparent anomalous heat-front
penetration that results from two-dimensional effects caused
by the RT instability.15 Simulations of these experiments
indicate that the shock heating produced by rapidly rising
pulses causes the target to decompress, creating higher abla-
tion velocities that reduce the RT growth rates. In contrast, the
slowly rising pulse causes considerably less shock heating,
producing less ablative stabilization, and therefore experi-
ences significant effects due to the RT instability. This con-
firms the expected effect of shock heating and ablative
stabilization on the stability of directly driven ICF targets.
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Introduction
Fused silica (SiO2) exhibits some unique features when it is
ground or polished. It also densifies permanently under large
compressive stresses at room temperature;1–3 up to 15% per-
manent densification has been observed.2,3 The experimental
data for densification from different works, however, are
obviously inconsistent,4 which may result from different lev-
els of shear stresses present in the experiments. The molecular
dynamics simulation by Tse et al.5 proved this suggestion by
showing that the densification is caused by extensive bending
of atomic bonds, even under pure hydrostatic pressure. Based
on these observations, a new constitutive law was suggested by
Lambropoulos et al.6 for this kind of material.7

To understand the material behavior under compression, the
cavity expansion problem is solved analytically. Both associ-
ated and non-associated flow theories have been studied. A
densification parameter has been introduced in the proposed
material model. The material is assumed to be perfectly plastic;
however, the introduction of densification produces an effect
similar to hardening.

Constitutive Model
The traditional shear flow theory cannot describe the plastic

behavior of fused silica because the permanent densification is
so large that its effects cannot be neglected. Experiments and
observations on fused silica have suggested that the shear will
facilitate the densification.4,5,7 Lambropoulos et al.6 sug-
gested a new material model to describe this kind of material.
The yield surface is defined by the effective stress

σ α σ α τe m e= − + −( )1 , (1)

where

σ σ σ σ σ

τ σ σ δ

m kk

e ij ij ij ij m ijs s s

= = + +( )

= = −

1

3

1

3

1

2

11 22 33 ,

, ,

Spherical Cavity Expansion in Material with Densification

and α is the densification parameter, which ranges from 0 to 1.
Here the summation convention is used. δij is the Kronecker
delta. For pure hydrostatic compression, where σ11 = σ22 = σ33
= −p, the mean hydrostatic stress σm = −p and effective shear
τe = 0. For pure shear, σm = 0 and τ τe = .  For uniaxial tension,
σ σm = 3 and τ σe = 3 . Notice that τe is always positive.

The material yields when σe > Y. The normal of yield surface
can be expressed as

µ
σ

α δ α
τij

ij
ij

ij

e

f s
= ∂

∂
= − + −( )

3

1

2
. (2)

When the inner product µijdσij > 0, the small change of stress
dσij causes further deformation loading. When µijdσij < 0, it is
unloading. Permanent strains εij

p  evolve as

d
d

dij
p ij ij

ij ij
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µ σ
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≤
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,
.
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(3)

With continued loading, we assume that the permanent
strains are not affected by the rate of loading; thus, the flow
rule gives

d d
g

gij
p

ij
ij m eε λ

σ
σ α σ α τ= ∂

∂ ( ) = − ′ + − ′( ),    ,1 (4)

where g(σij) is the flow potential. Generally the material
constant α� in Eq. (4) is different from α in Eq. (1), which is
called the non-associated flow theory. For special case α = α�,
called the associated flow theory, the permanent strain incre-
ment is normal to the yield surface in stress space.

By using the principle of plastic work equivalence
σ ε σ εij ij

p
e

pd c d= ,  where c is a numerical factor, the plastic
strain increment can be solved as
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where
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For a standard elastic theory (Hooke’s law), the elastic strain
increment is

d
G

ds
E

dij
e

ij ij mε
ν

δ σ= +
−( )1

2

1 2
, (6)

where G is shear modulus, defined as G E= +( )2 1 ν .  Then the
total strain increment is given by

d d dij ij
e

ij
pε ε ε= + . (7)

The incremental stress–strain relation, written in tensor for-
mat, is

d D dij ijkl klσ ε= , (8)

where the fourth-order tensor Dijkl is the material’s incremen-
tal constitutive law matrix.

Cavity Expansion
A spherical cavity embedded in an infinite medium with an

initial radius a0 is subjected to inner pressure P. With the
increase of P, the cavity wall expands. When the pressure is
larger than the initial yield pressure Pc, a plastic zone forms
outside the cavity wall. Due to the symmetry, a spherical polar
Lagrangian system (r, θ, ϕ) at the center of the cavity has been
used. The material deforms only along the radius, and the
displacement is a function of the radius only. There are only
three nonzero stresses σ σ σθ ϕr , ,( )  and strains ε ε εθ ϕr , , .( )
By symmetry, we also have σθ = σϕ and εθ = εϕ. Then the
equilibrium equations reduce to

r
d

dr
r

r
σ σ σθ+ −( ) =2 0. (9)

From elastic solution and yield function, the initial yield
pressure is

P Yc =
−( )

2 3

3 1 α
. (10)

Equation (10) is plotted in Fig. 85.10. With the increase of α,
the material yields at higher inner pressure.

It can be proved that σθ > σr at any point, so the effective
stress can be simplified to

σ α σ σ α σ σθ θe r r= − +( ) + − −( )
3

2
1

3
. (11)

With the help of the yield function, the relation of stresses in a
plastic zone is solved by

σ
α

α
σθ =

+ − −( )[ ]
− +( )

3 3 3 1

3 2 3

Y
r . (12)

Substituting Eq. (12) into the equilibrium Eq. (9), the stresses
in the plastic zone are
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Figure 85.10
Initial yield pressure versus densification parameter. P0 is the initial yield
pressure without densification.
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where C can be solved from the boundary condition at the
cavity wall (r = a). At the plastic–elastic boundary (r = b),
traction continuity gives
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It can be easily verified that b ≥ a if and only if P > Pc.

For the cavity problem, the flow potential [Eq. (4)] is

g
r

r

r

= − ′
+ +

+ − ′ −( )

+ − ′ −( )

α
σ σ σ α σ σ

α σ σ

θ ϕ
θ

ϕ

3

1

2 3

1

2 3
. (15)

By the flow theory d d gij
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From the elastic theory, the elastic strain rate is
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The total strain rate contains both elastic and plastic parts:
d d dij ij

e
ij
pε ε ε= + .  By eliminating the dλ, we have
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Hill has solved this problem for the shear flow theory.8 Follow-
ing his method, the displacement increment can be written as
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where v is defined as the “velocity” of the particle. Defined
in terms of the total displacement u and plastic–elastic
boundary b,
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Written in terms of v and db, the nonzero stress and stain
increments are
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Substituting Eqs. (21) and (13) into (18), we have
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This is a first-order partial differential equation for v. By
integrating Eq. (22) from the cavity wall (r = a) to the plastic–
elastic boundary (r = b), the problem is solved. Equation (22)
is coupled (via a, b) and subject to numerical integration. The
fourth-order Runge–Kutta method is used to solve this equa-
tion. For verification, the problem is also solved by using the
finite-element package Abaqus (Hibbitt, Karlssoon, & Sorensen,
Inc.). The large deformation theory is used in the finite-
element simulation.

Associated Flow Theory
For the associated flow theory, α = α� and A = A�. The flow

potential coincides with the yield surface. Perfect plastic
deformation is also assumed. Pressure–expansion curves are
shown in Fig. 85.11 from both the finite-element and numeri-
cal integration results. It is interesting that with the increase of
α the material becomes “softer” for small α and “harder” for
large α. It is also noticed that for small α, there is a pressure

limit for cavity expansion, as expected for perfect-plastic
material deformed with shear flow only. When the inner
pressure is close to this limit, the cavity expands spontane-
ously. For large α, we do not see this pressure limit. The
difference between finite-element and numerical integration
results is due to the use of the finite deformation theory in the
finite-element simulation.

The densification parameter α also affects the distribution
of stresses at maximum load. The stresses at maximum load
(1.45 Pc) are plotted in Figs. 85.12(a) and 85.12(b). For small
α, the hoop stress is compressive; for large α, the hoop stress
is tensile. We know that fracture under load is controlled by these
stresses. For small α, if there is fracture under load, it happens
under the surface; for large α, it will happen at the surface.

The residual stresses after 1.45 Pc loading are plotted in
Figs. 85.12(c) and 85.12(d) for α = 0.3 and 0.6. The densifica-
tion parameter also affects the residual stresses. For small α,
the surface layer is under compression; for large α, it is under
tension. The layer with large residual stresses is thicker for
small α. It needs to be mentioned that the initial yield pressure
Pc will increase with α, so we expect, under the same load, even
smaller residual stresses for large α. It is observed that fused
silica has smaller residual stresses after grinding.9 Fig-
ure 85.12(e) also compares the hoop stress under the same load
for α = 0.1, 0.3, and 0.6. At this load, only elastic deformation
occurs for α = 0.6.

Non-associated Flow Theory
For the non-associated flow theory, the material behavior is

controlled by both yield function [Eq. (1)] and plastic potential
[Eq. (4)]; now α is not equal to α�. Thus we have three material
parameters (α, α�, Y) to describe the plastic deformation. The
reasonable combinations of α and α� should be investigated. It
is not possible to have α = 1 and α� = 0, which means that the
material yields with pressure but can be permanently deformed
only with shear.

The integration of Eq. (22) has been carried out numerically
for different combinations of α and α�. The results for α = 0.3
and α = 0.6 are shown in Fig. 85.13. When α = 0.3, it is
physically impossible for α� = 0.6 and 0.9, which means that
the cavity cannot decrease in size with an increase in inner
pressure. For the same reason, α� cannot be 0.1 or 0.3 for
α = 0.6. From the analysis, we found the number separating
these two regions to be around 0.46. These findings have been
summarized in Fig. 85.14. For small α, α� must be small and
vice versa.

Figure 85.11
Cavity pressure–expansion curves for different α’s.
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Figure 85.13(a) shows the pressure expansion curves for
small α and α�. As observed in the associated theory, there is
a pressure limit for spontaneous growth. For small α, with the
increase of α�, the limit pressure decreases, which means that
the material becomes “softer.” The spontaneous growth pres-
sure is not observed for large α and α� [see Fig. 85.13(b)]. We
also noticed that, for large α, the material becomes “harder”
with the increase of α�.

Conclusion
The cavity problem has been studied by using a new

material model. Both associated and non-associated flow theo-
ries have been examined. For the associated case, α = α� and
plastic potential is coincident with yield surface. We have two
material parameters (α, Y) to describe plastic deformation with
densification. The initial yield pressure increases with α.
When α is small (small densification), there is a small soften-
ing with the increase of α. The cavity can grow spontaneously
when the inner pressure reaches a limit. When α is large (large
densification), there is a remarkable strengthening with the

Associated
plastic
deformation

Physically
possible

Physically
impossible

0.00

a′

G5149

0.46

1.00

0.46 1.00
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Figure 85.14
Material possibility map.

increase of α. The spontaneous cavity growth is not observed.
The densification affects stress distributions at loading. When
the densification parameter α is small, the hoop stress under
load is compressive, similar to the material flowing without
densification. When α is large, the hoop stress under load is
tensile. The residual stresses are also affected by densification.
For small densification, the surface residual stress is compres-
sive; it is tensile for large densification.

For the non-associated case, the plastic behavior is de-
scribed by three material parameters: α, α�, Y. By investigating
the non-associated case, we found that there are physically
impossible combinations for α and α�. It is necessary to keep
both α and α� small (<0.46) or large (>0.46). The increase of
α� causes softening for small α and hardening for large α.
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Introduction
Electro-optic streak cameras have been used at LLE for many
years to resolve high-bandwidth, low-repetition-rate, pulsed
laser phenomena. Until now the sweep rate was governed by a
fixed-rate voltage ramp generator used to drive the sweep
deflection plates.

Altering the time base required physically changing the
ramp generator. In this article a new method of generating the
sweep deflection ramps is presented that permits changing the
sweep rate by computer control without replacing the ramp
generator. A logic level signal can now be used to change
sweep rates without the need for invasive component changes.
This new development permits fast and easy sweep rate changes
for streak cameras in any location throughout the laboratory,
especially in low accessibility locations such as clean rooms
and high-power-laser environments.

As a result of this work, a 50-Ω matched-impedance voltage
ramp generator was developed. The matched-impedance de-
sign of the generator allows the deflection signals to propagate
on standard 50-Ω coaxial cable without distortion of the ramp
waveform regardless of cable length. The ramp generator’s
location and interconnect length to the deflection plates are
less restricted than with the previous design. In situations
where access to the streak camera’s tube deflection electrodes
is limited by space or environmental constraints, this feature
can be a great asset.

The first production circuit has been installed in an infrared-
sensitive streak camera, and tests have been performed to
measure sweep rate and linearity. The infrared camera contains
a Phillips P510 streak tube1 coupled to a 512 × 512-pixel CCD.
The circuit is designed with four selectable sweep ramp rates,
which produce voltage ramps of ±1000 V in 2, 6, 10, and 20 ns.
Measured results agree well with design modeling.

Background
The LLE streak camera used for this work contains two

deflection plates that are differentially driven by two equal

Design and Performance of a Selectable-Rate Streak-Camera
Deflection Ramp Generator

but opposite-polarity voltage ramp signals. Throughout this
discussion only one of the ramp generators will be described.
It is assumed that the other ramp generator uses the same
technology and produces the same result with the opposite-
polarity voltage.

The original streak-camera ramp generator designs at LLE
were based on a resistor, inductor, capacitor (RLC) resonator.2

The resonator, when driven by a voltage-step waveform,
produced a damped sinusoidal response. The voltage step was
produced by switching a fast avalanche transistor stack. Proper
selection of the resonant frequency (the frequency where the
capacitive reactance equals the inductive reactance) and the
resistive damping factor produced a voltage ramp with the
desired sweep slope. Closed-form expressions and computer
simulations were developed to determine the required values
of the resonator components for a specified sweep ramp. The
basic circuit configuration is illustrated in Fig. 85.15.

The RLC ramp generator had several shortcomings: In the
RLC circuit the values of the rate-determining reactances are
small enough that parasitic reactances, such as those intro-
duced by elecromechanical relay contacts and deflection-plate
feed lines, can greatly affect the sweep ramp characteristics.
For this reason a selectable-rate ramp generator could not be

R L C

Sweep-ramp-determining components

Deflection-plate
feed line

Streak tube
deflection plate

Voltage step generator
(avalanche transistor stack)

G5131

Figure 85.15
Original RLC resonator streak-camera ramp generator design.
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designed using the RLC circuit configuration. To change ramp
rates, removal and replacement of the RLC ramp generator
module was required. For many this limitation was both time
consuming and inconvenient.

Another disadvantage of the RLC resonator approach was
that the feed line between the ramp generator and the deflection
plate connection forms part of the RLC resonant circuit. A feed
line that is too long or physically positioned improperly will
distort the ramp shape significantly. As a result the ramp
generator had to be mounted as close as physically possible to
the streak tube deflection plate connections. In streak cameras
where space around the tube deflection plate connections is
limited, this complicates the overall design of the instrument.

The limitations of the RLC base ramp were overcome by a
new sweep ramp generator design. The new design is a matched
low-impedance ramp generator. With the low-impedance de-
sign, small shunt impedance parasitics, such as relay capaci-
tance and feed line parasitics, have a negligible effect on the
sweep ramp shape. Matching the impedance of the generator to
the load removes the problems associated with the feed lines.
Theoretically, the input impedance of an ideal transmission
line terminated in its characteristic impedance is equal to the
characteristic impedance regardless of line length. Thus the
matched impedance ramp generator will produce the same
waveform regardless of the interconnection length between
the generator and the deflection plates as long as the generator,
cable, and termination are of matched impedance.

The step generator needed for the matched-impedance
ramp generator must be able to withstand higher switching

current than the step generator for the RLC resonator. An
avalanche transistor stack alone will not withstand the step
current for a long enough duration when driving a 50-Ω load.3

The step current duration must be long enough to maintain the
step voltage at a specific potential following the active portion
of the sweep to avoid retrace problems prior to camera shutter
closure. In addition a matched generator and load will divide
the switching potential, one half across the step generator
internal impedance with the other half developed across the
load. For a matched generator a higher voltage step is required
to produce the same ramp voltage as developed by the RLC
resonator approach.

Multi-rate Network
The block diagram of the selectable-rate streak-camera

deflection ramp generator is illustrated in Fig. 85.16. The first
production ramp generator module is shown in Fig. 85.17.
The basic parts of the generator are the matched-impedance
(50 Ω) voltage step generator and the filter network that
determines the sweep rate.

Details of the low-pass-filter network are illustrated in
Fig. 85.18. There are four individual electromechanical relay-
selectable, low-pass filters. A remote-control logic interface
within the filter network controls the relays. Each filter limits
the high-frequency spectral components produced by the step
generator, which in turn produces an output sweep ramp at a
slower rate. Selection of the low-pass-filter cutoff frequency fc
determines the produced slope of the ramp. Each filter consists
of a three-section inductor/capacitor (LC) passive low-pass
circuit. With four filters the generator is capable of four
different sweep rates. A fifth filter is included in series with the

50-Ω coaxial
deflection-plate feed line

DC block
capacitor

Transmission-
line termination

Streak tube
deflection plate

Voltage step generator
(MOSFET + avalanche
stack)

Remote rate-
selection logic input

Step generator
source impedance 50 Ω

Rate-selection logic
and relay drivers

50-Ω selectable
cutoff-frequency,
 low-pass filters

50 Ω

G5132

Figure 85.16
Block diagram of a new se-
lectable-rate streak-camera
deflection ramp generator.
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Figure 85.17
Photograph of the selectable-rate streak-camera deflection ramp generator
module. The top side of the board (shown) contains the negative-slope ramp
generator, rate-selection logic, and relay drivers. The opposite side of the
board (not shown) contains the positive-slope ramp generator.
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Figure 85.18
Block diagram of the 50-Ω selectable cutoff low-pass filters that determine the sweep ramp rate.

selectable filters to limit high-frequency-signal leakage through
the four selectable low-pass filters. The cutoff frequency of the
fifth filter is set higher than the other filters so their passband
performance is not affected.

Each 50-Ω matched-impedance low-pass filter is based on
the coefficients that produce a Butterworth characteristic.4 A
Butterworth low-pass filter produces monotonically increas-
ing attenuation with increasing frequency. Closed-form equa-
tions are well known relating the component values to the
one-half-power, or 3-dB, cutoff frequency fc. Equations (1)
through (3) provide the formulas required to calculate the
component values for the three-section 50-Ω filters:

ω πc cf=

( )−

2   

low pass cutoff radian frequency, rad s

(1)

L Z c= ( )2 ω   ,henrys (2)

C Zc= ( ) ( )1 ω   ,farads (3)

where Z = 50 Ω is the impedance of the filter.
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A SPICE5 computer circuit simulation that includes the
low-pass filters was developed for the ramp generator. A
simplified schematic of the circuit model is shown in
Fig. 85.19. Filters with low-pass cutoff frequencies from 1 to
155 MHz were evaluated using the circuit model to determine
their effect on the ramp slope. Two parameters are used to
relate the effect of the low-pass filter to the ramp slope. The
first parameter tr is the time required for the voltage ramp to
change by 1000 V over its most linear portion. This is the
region of the ramp generator’s output waveform that produces
the sweep deflection over the active region of the streak tube’s
output window. The second parameter Kf is the product of tr
with the low-pass cutoff frequency fc. This product is the ratio
of the ramp time to the period of the low-pass cutoff frequency.
Knowing Kf, the low-pass cutoff frequency can be calculated
for a specific active ramp duration tr using

f K tc f r= . (4)

Figure 85.20 illustrates the relation between the active sweep
ramp time tr and the constant Kf, as determined through
computer modeling. Rearranging and substituting terms from
Eq. (4) in Eqs. (2) and (3) leads to the following equations that
are needed to determine the values of the low-pass filter
components from the value of tr and Kf:

L Zt Kr f= ( ) ( ) ( )2 2π   ,henries (5)

Source resistance

Piece-wise linear
voltage step,
0 to –3000 V in 1 ns
(0.33 ns/kV)

*Parasitic relay capacitance added to low-pass filter value.

Transmission line
Z0 = 50 Ω

Termination
resistance, 50 Ω

8-pF streak tube
deflection-plate
capacitanceC* C*

50-Ω low-pass
filter

L

Vout

+

–

G5135

50 Ω

Figure 85.19
Simplified schematic of the SPICE circuit simulation model used to determine a correlation between low-pass-filter cutoff frequency and sweep ramp rate.
Actual circuit model contains detailed relay, step generator, and component parasitic models.
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Figure 85.20
Plot of frequency product constant Kf as a function of sweep time tr. Results
produced by SPICE circuit simulation of the selectable-rate ramp generator.

C t K Zr f= ( ) ( )2π   farads , (6)

where tr = active ramp duration in seconds.

In an ideal step generator the step transition occurs instan-
taneously. For any practical step generator the step transition is
of finite duration. In the SPICE circuit simulation the transi-
tion rate for the step generator was chosen to be 0.33 ns/kV.
Typically an avalanche transistor stack can produce this ramp
rate; however, as stated previously, the avalanche stack cannot
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withstand the 30-A switching current for a duration of several
microseconds as required for a matched 50-Ω step generator.3

High-voltage MOSFET’s (metal-oxide silicon field effect tran-
sistors) can support a 50-Ω step generator switching current
and voltage but cannot provide a transition rate of 0.33 ns/kV.
Typical MOSFET switching speeds are of the order of
3.3 ns/kV. Combining the two switch technologies in parallel
provides both the speed and durability required for the 50-Ω
step generator by utilizing the speed of the avalanche transistor
switch and the current-handling capabilities of the MOSFET
switch. The avalanche transistor switch is triggered first,
followed by the MOSFET switch after a short delay. This step
generator is illustrated in Fig. 85.21.

The avalanche transistor stack follows a design using a
tapered transmission line–matching technique developed at
Lawrence Livermore National Laboratory.6 This technique
uses the internal self-inductance of the avalanche transistors
combined with added collector-to-ground capacitance chosen
to effectively create a transmission line that tapers from a low
impedance of several ohms at the bottom to 50 Ω at the top of
the stack. An avalanche stack designed in this manner produces
a faster switching rate into 50 Ω than a conventionally designed
stack where impedance matching is not included. The tapered
transmission line stack is capable of driving a 50-Ω load for

Matching resistor

MOSFET driver

Trigger
delay

Trigger

+3000-V dc

Output

Energy-limiting capacitance

Tapered T-line
avalanche driver

Zout = 50 Ω

G5137

Figure 85.21
Block diagram of the 3000-V composite avalanche transistor stack and MOSFET step generator. The MOSFET driver contains three series-connected,
simultaneously triggered 1200-V MOSFET’s. The avalanche transistor stack is a ten-level transistor stack designed using the tapered transmission line
technique developed at Lawrence Livermore National Laboratory.6

short periods (50 ns) with a typical rise time of 0.33 ns/kV. To
limit the switching current duration in the avalanche stack, a
capacitance of 220 pF is connected in series with the 50-Ω load.
Well before the avalanche transistors are stressed, the series
capacitor discharges and reduces the avalanche stack current.

The MOSFET switch is designed to have a switching rate of
3.3 ns/kV with an output matched to 50 Ω through the use of
a series resistor. The MOSFET stack has a lower on-state
resistance than 50 Ω, and the series resistor raises it up to the
desired level. This switch is connected in parallel with the
avalanche transistor stack. The MOSFET switch is triggered
immediately after the avalanche transistor stack and is fully on
before the avalanche stack series current-limiting capacitor is
discharged. Thus the avalanche transistor stack provides the
leading edge of the voltage step, and the MOSFET stack
provides the step-holding time to prevent streak camera retrace
and avalanche stack degradation. The source impedance of the
composite switch is 50 Ω except for the time interval between
the MOSFET switch turn-on and when the avalanche transistor
stack series capacitor is fully discharged. This does not pro-
duce a measurable effect on the output since any mismatch
reflection is terminated at the deflection plate termination and
not re-reflected. The composite switch waveform is illustrated
in Fig. 85.22.
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The composite switch and selectable filter network form the
selectable-rate ramp generator. A positive- and negative-volt-
age pair of these generators are needed to produce a complete
differential deflection-plate generator. A 50-Ω transmission
line is used to connect the ramp generator to the deflection
plates. A matched 50-Ω termination is connected at the deflec-
tion-plate end of the transmission line.

Measured Electrical Performance
The electrical performance of the selectable-rate ramp

generator is summarized in Figs. 85.23 and 85.24 and
Table 85.I. In Fig. 85.23 all four sweep waveforms are super-
imposed. In Table 85.I the design parameters are listed with the
measured results for each of the four sweep rates. The mea-
sured data for Fig. 85.23 and Table 85.I were recorded using a
high-bandwidth oscilloscope7 and a high-voltage, high-band-
width probe8 connected to the deflection plate of the streak
tube. In Fig. 85.24 the measured and desired sweep rates for the
four different selectable speeds are compared.

The differences between the desired and measured sweep
rates indicate that more refinement of the filter factor Kf must
be performed to get a closer correlation between the calculated
and measured sweep rates. With an accurate Kf factor any
reasonable sweep rate can be defined, and the appropriate low-
pass filter can be designed using Eqs. (5) and (6). Errors in Kf
are generated by incomplete modeling of the actual circuit
parasitics in the SPICE computer simulation model for the
ramp generator and by non-ideal characteristics of the compos-
ite voltage step generator. Since the measured sweep rates may
be faster or slower than the desired rates, it should be possible
to determine Kf to a high degree of accuracy with more-
accurate computer circuit simulations.
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Figure 85.22
Measured output waveform produced by the composite avalanche transistor
and MOSFET step generator. Fall time of step is 1 ns/kV.
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Figure 85.23
Measured output waveforms from the selectable-rate deflection ramp genera-
tor. The sweep waveforms for the four different ramp rates are superimposed.
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Figure 85.24
Comparison of desired and measured sweep rates.

Measurements of the sweep-speed nonlinearity indicate
that the deflection rate slope is not uniform across the active
sweep. Figure 85.25 illustrates the nonuniformity in the ramp
slope for a sweep rate of 4.4 ps/pixel. The sweep rate is
generally slow on the edges of the sweep and fast in the center.
The measured sweep waveform has a sinusoidal characteristic
instead of being a linear ramp. This nonlinearity is produced by
the limited summation of sinusoids as theoretically generated
by a step response propagated through a low-pass filter. The
nonlinearity is reproducible with respect to the sweep wave-
form timing and should be removable when processing the
streak image data. Increasing the ramp generator voltage swing
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Table 85.I:  Measured and simulated result comparison for the ramp generator.

Full-Width
Sweep Time

tr (ns)

Desired
Rate

(ps/pixel)

Filter Factor
Kf

Theoretical Filter
fc

(MHz)

Actual Filter
fc

(MHz)

Measured
Average Rate

(ps/pixel)

Measured Rate
Deviations from Average

(ps/pixel)

min max

2 3.9 0.47 235.0 155.0 4.4 −0.5 0.3

6 11.7 0.30 50.7 50.8 11.6 −1.7 1.1

10 19.5 0.26 26.0 29.3 18.9 −3.6 3.1

20 39.1 0.29 14.5 15.6 37.5 −8.8 7.3
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Figure 85.25
Measured sweep rate versus position on the CCD for a 4.4 ps/pixel sweep rate.

would reduce the nonlinearity. This would place the active
portion of the ramp generator output in an area of the waveform
where the slope is more constant. The improved linearity must
be traded off with increased complexity of the step generator
and low-pass filter networks to accommodate the increased
voltages and currents.

Optical Characterization of the Ramp Generator
A selectable-rate ramp generator was installed in a streak

camera and characterized at a designed ramp rate of 17 ps/pixel
using a 4.5-ns optical comb pulse.9 The measurement setup
(Fig. 85.26) shows the streak camera input illuminated with the
comb pulse and the streak camera’s deflection plate ramp
generator triggered from a timing system synchronized with
the comb pulse. Since the duration of the comb pulse is less
than the sweep time of the ramp generator, the time delay
between the ramp generator trigger and the arrival of the comb
pulse at the streak camera was varied in order to scan the comb
pulse over the full sweep duration. A series of streaks were
recorded while changing this delay. The streak camera’s sweep
speed was characterized by using the constant time interval
between each pair of adjacent peaks within the comb pulse to
determine the average sweep dwell time at the center CCD
pixel location (Fig. 85.27). By analyzing the acquired streaks
of the comb pulse the streak camera’s sweep speed as a
function of deflection position, in this case CCD pixel position,
was determined and compared to the measurement made by the

Adjustable
delay

Optical comb pulse

Ramp generator trigger
G5142

Comb-pulse
generator

Timing
system

Streak
camera

Computer

CCD camera Figure 85.26
The streak camera is illuminated
with a 4.5-ns-duration comb pulse,
and the deflection-plate ramp gen-
erator is triggered from a timing
system with an adjustable delay
relative to the comb pulse.
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The optical and electrical measurements of the ramp generator agree well
enough to allow the initial setup to be done electrically and then to perform
the final optical characterization using the comb pulse.

electrical technique discussed earlier (Fig. 85.28). The spacing
between the peaks of the comb pulse limits how close to the
beginning and end of a streak the sweep speed can be reliably
characterized because two adjacent peaks are required to
determine the sweep speed at the point midway between them.
We have found that for different ramp-rate selections, the
electrical characterization of the ramp generator agrees well
enough with the optical characterization to allow the initial
setup to be done electrically and then perform the final optical
characterization using the comb pulse. This will expedite the
building and testing of new ramp generators while maintaining
the availability of the streak cameras for use with experiments
on OMEGA.

Conclusion
A new method of generating streak-camera deflection ramps

utilizing a 50-Ω composite MOSFET/avalanche transistor step
generator and a relay-selectable low-pass-filter network was
presented. This new design allows remote selection of four
different sweep rates and provides a 50-Ω interface to the
streak tube deflection plates. The 50-Ω interface relieves the
requirement of mounting the ramp generator in close proxim-
ity to the deflection plates since the deflection signal can
propagate along any length of standard 50-Ω coaxial cable.

There is good agreement between the modeled and mea-
sured sweep rates. The observed differences can be reduced by
incorporating a more detailed computer-aided simulation model
that accounts for all non-ideal component behavior. The
nonlinearity in the ramp rate is reproducible and can be
corrected in the data analysis.
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Introduction
The OMEGA laser at the Laboratory for Laser Energetics was
built for direct-drive inertial confinement fusion (ICF)
experiments.1 Sixty symmetrically disposed laser beams are
used to compress ICF capsules that typically contain deute-
rium–tritium (DT) or deuterium. The laser beams heat and
compress the target, causing the fuel to undergo thermonuclear
fusion. Special temporally shaped pulses, which typically have
a 1- to 3-ns duration, must be generated to optimize the target
compression. To avoid hydrodynamic instabilities during the
target compression the target illumination must be highly
uniform.2 This requires good power balance of all 60 OMEGA
beams. The characteristic time of the hydrodynamic instability
seed is under 100 ps, which means that the laser drive must be
uniform on a 100-ps time scale. This defines the time scale over
which power balance must be achieved.3

To measure the UV pulse shape and OMEGA power imbal-
ance (see Fig. 85.29), we developed a ten-channel streak
camera based on a commercial P510 streak tube.4 Six such
cameras are used to measure the pulse shape in the 60
OMEGA beams.

Motivation
High fusion neutron yield produced during OMEGA target

shots causes excessive noise in the streak camera’s charge-
coupled devices (CCD’s), significantly reducing the camera’s
dynamic range. The neutron-induced noise could be reduced
by placing the cameras behind the Target Bay’s shield wall.
This required the development of a longer fiber optic system to
deliver light from the sampling point to the streak camera input.

The most important parameters of the optical fiber to be
used in this delivery system are high transmission at the
OMEGA working wavelength (351 nm) and low modal
dispersion. We require ~15-m-long fibers, so we set our attenu-
ation requirement to ≤220 dB/km at 351 nm. The modal
dispersion must be low enough to allow an overall bandwidth
of the streak camera diagnostic to be ≥30 GHz.

Unique High-Bandwidth, UV Fiber Delivery System
for OMEGA Diagnostics Applications
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Figure 85.29
P510 streak cameras provide pulse-shape and power-imbalance measure-
ments for all 60 beams of OMEGA. (a) Streak camera recording of all ten
beams in one OMEGA cluster. (b) P510 streak camera average pulse shape
for all ten beams of cluster 5 on shot 13975 (dashed line) and beam-to-beam
power imbalance (solid line) determined from the streak records.

To assure pulse-shape fidelity of the frequency-modulated
and wavelength-dispersed laser pulse,5 a speckle pattern is
launched into the fibers, which is matched to the multimode
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pattern of the fiber. The statistics are further improved by
launching into a bundle of seven fibers (Fig. 85.30). To
increase the fiber bundle’s light-launching efficiency, the ratio
of the cladding diameter to the core diameter (clad/core ratio)
should be close to 1.

Assembling fiber bundles requires high precision in match-
ing individual fiber lengths. Unequal fiber lengths will reduce
the bandwidth of the optical fiber delivery system.

Optical Fiber Manufacturing
Optical fibers were made using the modified chemical

vapor deposition (MCVD) method.6 The 13-mm-diam pre-
forms used consisted of a P2O5 doped silica core and a pure
silica glass cladding; initial clad/core ratio was 2. Before fiber
drawing, the preforms were etched in hydrofluoric acid (HF) to
achieve a clad/core ratio of 1.25. The MCVD method ensured
the required graded index profile and low dispersion at the
working wavelength. Figure 85.31(a) shows the preform’s
index-of-refraction profile. The central dip in this profile is due
to vaporization of P2O5 while the preform collapses under high
temperature during the preform manufacturing process. While
this dip cannot be removed completely, it can be minimized.
The presence of the dip did not affect fiber performance. The
optical fibers were drawn from preforms and covered in line
with an epoxyacrylate coating using a pressurized die. The
fibers have a core diameter of 100 µm, a cladding diameter of
125 µm, and a coating diameter of 250 µm. The typical fiber
attenuation dispersion curve in Fig. 85.31(b) demonstrates
that the optical fiber satisfies the <220-dB/km attenuation
requirement at OMEGA’s working wavelength.
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Seven-fiber bundle

Streak camera

Spatial and temporal modulation
of OMEGA beam with SSD

Figure 85.30
Schematic of optical UV fiber delivery system that was designed to sample the OMEGA laser beam and bring the light to the streak camera.
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Laser System with Pulse Compression for Fiber Testing
To test the optical fiber and fiber bundle bandwidth, a laser

system similar to that described in Ref. 7 was used; it produced
20-ps synchronizable laser pulses at 337-nm wavelength at a
≤10-Hz repetition rate. A block diagram of the laser system is
shown in Fig.85.32. Starting with the Q-switched Nd:YLF
monomode laser, a 10-ns square pulse with ~10-µJ energy was
sliced out. After amplification, this pulse was directed to a
stimulated Brillouin scattering (SBS) cell filled with CCl4. By
choosing the right focusing geometry and input energy, the
incoming 10-ns pulse was compressed to ~360 ps with more
than 50% energy efficiency. After second-harmonic conver-
sion the 527-nm pulse was further compressed to ~20 ps using
a pressurized-hydrogen, stimulated Raman scattering (SRS)
cell (frequency shift is 4156 cm−1). The energy of the SRS
674-nm pulse was >2 mJ; another second-harmonic conver-
sion resulted in a ~20-ps, 337-nm, >0.5-mJ externally
synchronizable pulse. The timing jitter of this pulse was

E10359, E10360
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SRS compressor
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Two-pass preamplifier
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Monomode
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Figure 85.32
Schematic diagram of the SBS–SRS pulse-compression laser system that produces 500× compressed pulse in UV. The system can be externally synchronized.

measured to be ~150-ps rms. The SBS pulse compression
mechanism is the source of this timing jitter. The focused-
laser-beam Rayleigh range inside the SBS cell defines the jitter
of the compressed pulse because the compression process may
start at any point within the Rayleigh range.

A streak camera was used to measure the single-fiber modal
dispersion. Single-shot measurements were made, recording
the pulse width after its propagation through a 40-m piece of
optical fiber compared to propagation through air. The optical-
fiber modal dispersion was calculated using the following
relationship:

∆t t t L= ( ) − ( )out in fiber
2 2

,

where ∆t is the modal dispersion, tin is the fiber input-pulse
width, tout is the fiber output-pulse width, and Lfiber is the
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length of the fiber under test. The modal dispersion was
measured to be 0.3 to 0.7 ps/m, depending on the fiber preform.
Hence, the single optical fiber bandwidth limited by the fiber
modal dispersion is >33 GHz, which satisfies OMEGA re-
quirements. A summary of the optical fiber parameters is
shown in Table 85.II.

Table 85.II:  Technical characteristics of the optical fiber.

Core diameter 100 µm

Cladding diameter 125 µm

Coating diameter 250 µm

Core/cladding concentricity 2.5 to 3 µm

Cladding/coating concentricity <10 µm

Core noncircularity 4% to 5%

Cladding noncircularity 1.8% to 2%

Minimum working bend radius 100 mm

Numerical aperture 0.13

Attenuation @ 351 nm 170 to 220 dB/km

Modal dispersion 0.3 to 0.7 ps/m

Fiber Bundle Manufacturing and Testing
The seven-fiber-bundle assembly requires a close matching

of the individual fiber lengths. Fiber-length differences will
cause a spread in time of the output pulse [see Fig. 85.33(a)],
which will degrade the fiber delivery system’s bandwidth.
Figure 85.33(b) shows the simulated broadening of a 10-ps
input pulse in a 15-m seven-fiber bundle with ±1-mm fiber-
length differences. In this case, unequal fiber lengths limit the
fiber delivery system’s bandwidth to ~35 GHz, which is still
acceptable for OMEGA applications. The goal was to maintain
fiber-length differences within a ±1-mm range for seven 15-m
individual fibers. A process was developed that achieved this
level in fiber-length accuracy. The process started with a
stainless steel tube that accepts seven fibers in a hexagonal
close-pack pattern. Fibers were aligned flush with the edge of
the tube using a glass slide. Using a microscope, the seven-
fiber pattern was rotationally aligned to a key of FC/PC fiber
connector to minimize coupling losses when the two fiber
bundles were connected. Next, the seven fibers were formed
into a fiber ribbon. The fiber ribbon was tensioned, and the
fibers were cut flush with the edge of another stainless steel
tube installed in the far end. Finally a fiber jacket was placed
over the fiber bundle, and the fiber connectors were polished.
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Forty fiber bundles were assembled by this method. To
characterize the fiber-bundle bandwidth, a pulse propagated
through a single 15-m fiber was compared with a pulse propa-
gated through the seven-fiber bundles. Figure 85.34 shows
minor spreading of the pulse in the fiber bundles caused by
unequal fiber length, demonstrating that the fiber-bundle band-
width exceeds 50 GHz.
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Streak camera recording of a pulse propagated through a single fiber is
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Conclusion
A special optical fiber for OMEGA laser pulse shape and

power imbalance diagnostics was developed and tested. Modal
dispersion of less than 1 ps/m was measured for this fiber. A
fiber-bundle-assembly procedure was implemented that pro-
vides better than ±1-mm fiber length matching over a 15-m
fiber length. The fiber delivery system based on these bundles
has more than 30-GHz bandwidth and high transmission at
0.35-µm wavelength.
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Introduction
Currently, visible photon counting is commonplace for ad-
vanced optical imaging and spectroscopy. Several types of
devices, including photomultiplier tubes,1 quantum semicon-
ductor avalanche photodiodes,2 and superconducting tunnel
junctions,3 have been successfully implemented. In general,
such detectors work by a cascade mechanism: an incident
single photon is absorbed, releasing an electron, which then
instigates a multiplication process, leading to a measurable
electron current pulse. Unfortunately, vacuum photomultipli-
ers are slow and bulky and have an extremely low quantum
efficiency for longer-wavelength photons. The major draw-
back of the most popular and most successful silicon photo-
diodes is that the wavelength sensitivity is limited to below
1 µm, restricted by the Si bandgap. In addition, the single-
photon avalanche photodiodes exhibit low detection rates due
to complicated Geiger-mode readout schemes.

The current most-pressing need is to develop practical
infrared single-photon detectors, operational at either 1.3 µm
or 1.55 µm, for novel quantum communication and quantum
computation systems. The problem is that infrared photons
carry significantly less energy than those of visible light, so in
this case it is difficult to engineer an efficient electron cascade
mechanism. Avalanche photodiodes based on narrow-gap
semiconducting materials exhibit unacceptably large dark
counts, while recently proposed single-electron transistors4

are slow and require millikelvin temperatures and tesla-level
magnetic fields.

In this article, we present a simple-to-manufacture and
easy-to-operate, NbN hot-electron photodetector (HEP) with
picosecond response time, high intrinsic quantum efficiency,
negligible dark counts, and the capability to detect single
photons from the ultraviolet to the infrared wavelength range.
Our photodetector is the conversion of a well-known,
unselective, superconducting hot-electron bolometer5 into an
optical and infrared wavebands quantum detector.6 The detec-
tor consists of an ultrathin, submicron-width NbN stripe,
maintained at 4.2 K and current-biased close to the critical

Fabrication and Properties of an Ultrafast NbN Hot-Electron
Single-Photon Detector

value. The detection mechanism is based on supercurrent-
assisted, temporary formation of a resistive barrier across the
stripe due to photon-induced hot-spot generation. Practical
implementation of this device should lead to revolutionary
progress in areas ranging from ultrafast free-space satellite
communication7 through quantum computation8 and quantum
cryptography9 to semiconductor integrated circuit testing.10

Device Fabrication
NbN films were sputtered onto sapphire substrates by

reactive magnetron sputtering in an argon–nitrogen gas mix-
ture. Using an optimized sputtering technique, the NbN samples
exhibited a superconducting transition temperature of Tc =
10.5 K for 60-Å-thick films and 11 K for 100-Å-thick films,
respectively. The superconducting transition width was equal
to ∆Tc = 0.3 K. A more detailed description of the NbN film
deposition can be found in Ref. 11.

The fabrication process of the HEP’s included several
deposition and patterning manufacturing stages, resulting in
the devices shown in Figs. 85.35 and 85.36. After the NbN film
sputtering, TiAu alignment marks for future lithography steps
and interior 5-µm × 16-µm Ti/Au contacts were formed using
e-beam lithography and e-beam evaporation. Exterior contact
pads for wire bonding of the entire structure were fabricated by
a vacuum evaporation of 2000 Å of Au. The final, desired
geometry of the NbN microbridge was achieved by ion milling
the NbN film through a 200-Å-thick Ti mask placed inside the
gap between the inner Ti/Au contacts. For a straight bridge
(Fig. 85.35) this mask was a single 0.2-µm-wide stripe, while
in the case shown in Fig. 85.36, it was a 0.2-µm-wide
meander-type line covering the 4-µm × 4-µm area. After ion
milling of the NbN detector, the remaining Ti layer was
chemically removed.

After fabrication, each device was carefully inspected using
both the AFM (Fig. 85.35) and SEM (Fig. 85.36) microscopes
for bridge uniformity. In addition, the only samples selected
were those in which room-temperature resistance was almost
equal to the value calculated according to the structure dimen-



FABRICATION AND PROPERTIES OF AN ULTRAFAST NBN HOT-ELECTRON SINGLE-PHOTON DETECTOR

LLE Review, Volume 85 35

x ( mm)

3
0

400

200

2

1

0

3

2

1

y ( mm)

z 
(n

m
)

Z2510

1.3 mm

225 nm

Figure 85.35
AFM image of a 1.3-µm × 0.23-µm simple bridge device.
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Figure 85.36
SEM photograph of a meander-type photodetector structure.

sions and measured sheet resistance of the unpatterned NbN
film. This procedure assured homogeneity and high quality of
the superconductor microbridge, with minimal, if any, varia-
tions along its width.

Experimental Setup
The experimental setup and device connections inside an

optical liquid-helium cryostat are shown schematically in

Fig. 85.37. The NbN HEP was mounted on a cold plate and
maintained at T = 4.2 K. Two cold glass filters were used to
prevent the room-temperature thermal radiation from falling
onto the device. The device was mounted on a rigid coplanar
transmission line and connected with a cold bias-tee through a
stainless steel, semirigid coaxial cable. The ac output of the
bias-tee was connected to a cryogenic low-noise amplifier.
Outside the dewar, the signal passed through a second power

Laser source
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Bias voltage
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Cryogenic power
amplifier (30 dB)

1-GHz digital oscilloscope
or

6-GHz digitizing transient
oscilloscope
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Figure 85.37
Experimental setup.
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amplifier, connected to a single-shot oscilloscope and pulse
counter (not shown). The oscilloscope was either externally
triggered by laser pulses or self-triggered. The experiments
were performed using 20-ps-wide, ~3-pJ-energy, 0.85-µm-
wavelength pulses generated by a GaAs laser with a repetition
rate ranging from 1 Hz to 100 kHz, or 100-fs-wide optical
pulses from a mode-locked Ti:sapphire laser. In this latter case,
the wavelength could be varied quasi-continuously from
0.5 µm to 2.1 µm, while the repetition rate was either 76 MHz
or 1 kHz. The intensity of the laser pulses was attenuated using
banks of neutral-density filters. The diameter of the beam
incident on the device was always at least 200 µm, assuring
stable (no “beam walking”) and uniform illumination through-
out the experimental session.

Experimental Results
An experimental I-V curve for meander-type HEP, mea-

sured by a two-point method, is presented in Fig. 85.38. The
curve is typical for a long superconducting microbridge and
shows that depending on the biasing condition (either purely
current-bias or voltage-bias), the device switches from the
superconducting, zero-resistance state to the switched, resis-
tive state. This particular device exhibits Ic = 80 µA and the
switched-state resistance R = 46 kΩ. The dashed line between
points A and B in Fig. 85.38 represents the switching condi-
tion when the device is connected to a 50-Ω microwave
transmission line. For a HEP biased close but below Ic (point
A in Fig. 85.38), the photon absorption leads to a temporary
switch along the dashed line to the metastable resistive point B.
As a result, a voltage pulse is observed whose amplitude
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Figure 85.38
I-V curve of a meander-type device measured at T = 4.2 K.
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Time-resolved, single-photon-type event recorded by a single-shot digitizing
oscilloscope.

corresponds to the voltage value of point B, while the duration
depends on the dynamics of formation and destruction of the
resistive state induced by the photon absorption (see the
Discussion section).

The time-resolved HEP response to a 0.85-µm-wavelength,
20-ps-wide optical pulse, captured using a single-shot, 6-GHz-
bandwidth digitizing oscilloscope, is shown in Fig. 85.39. The
width of the photoresponse is equal to ~150 ps and, based on
our earlier electro-optic time-domain measurements,12 is lim-
ited by the upper cutoff frequency of our amplifier chain. The
signal-to-noise ratio is ~30 dB. Qualitatively, the same re-
sponse pulses, with the same ~150-ps pulse widths and essen-
tially the same amplitudes, were obtained at all the studied
photon energies, independently of the incident optical pulse
width, or the laser repetition rate. In addition, the response
amplitude did not depend on the laser beam intensity.

Device Operation
Figure 85.39 shows the quantum nature of the HEP detector,

but it does not show indisputably that it is indeed a single-
photon counter. To demonstrate the latter, the statistical depen-
dence of the number of recorded photoresponse pulses on the
number of input quanta per pulse per unit area was measured.
We progressively attenuated the intensity of laser pulses, using
calibrated neutral density filters, and observed the decreasing
number of response pulses. The experimental data allowed us
to calculate the probability of recording a detector output for a
given photon flux input, which is shown in Fig. 85.40 for two
different device types. Curves a and b correspond to a simple,
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Figure 85.40
Dependence of the detector response probability on the number of incident
photons per pulse per unit area. Curves a and b: microbridge-type device;
curves c and d: meander-type device; �, �: Ib = 0.92 Ic; �, �: Ib = 0.8 Ic.
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1-µm-long microbridge, biased at the current value Ib = 0.92 Ic
and Ib = 0.8 Ic, respectively. Curves c and d are taken for a
meander-type device, under the same conditions as curves a
and b, respectively.

Note that while for high photon fluxes both HEP’s are
saturated, showing 100% efficiency in photon counting, the
significant decrease in the number of photons m per pulse
results in lower probability of recording a photon. Based on
simple statistics, one can expect that for very weak photon
fluxes, the probability of detecting one photon should be
proportional to m, while the probability of simultaneously
detecting two photons depends on m2, the three-photon count-
ing should obey the m3 law, and so on. Indeed, we observe the
linear decrease of response pulse probability versus number of
quanta per unit area for curves a and c. At the same time, curve
b follows a clear m2 dependence, indicating a two-photon
detection. Thus, the 0.92 ratio of Ibias/Ic is required for the
single-photon operation. In general, photon detection prob-
ability versus Ibias was an exponentially decreasing function,
indicating that the Ibias redistribution from the uniform state to
the sidewalk-restricted flow, rather than the hot-spot forma-
tion, is the dominant factor of the device response.

The other characteristic parameter of a single-photon detec-
tor is its quantum efficiency, defined as the ratio of the number
of response pulses to the number of incident photons per area

for the device in the linear regime (Fig. 85.40, curves a and c).
The quantum efficiency for the microbridge (curve a) may be
estimated as 20%. The meander-type HEP’s have been de-
signed to increase both the active area of the device and its total
quantum efficiency. As was expected, the absolute quantum
efficiency for the meander device is significantly higher than
that for the 1-µm device, but the detector’s active area was
increased by the factor of 80, while the quantum efficiency
increased only 20 times. Thus, the intrinsic quantum efficiency
for the meander HEP is equal to approximately 5%. The reason
for the observed decrease in the meander device’s performance
might be associated with the limited uniformity of the device
width over the very long length of the meander stripe. We also
note that in the case of the lower bias current (Fig. 85.40, curve
b), the meander device exhibits a nonlinear probability depen-
dence on the photon flux.

Discussion and Conclusions
The physical mechanism of operation of the NbN HEP

optical single-photon counter is based on supercurrent-
assisted, temporary formation of a resistive barrier across the
stripe due to photon-induced hot-spot generation and is pre-
sented in Ref. 13. A single optical photon is absorbed by an
ultrathin, very narrow stripe of a NbN superconductor, main-
tained at a temperature well below Tc, and biased with Ibias
close to the device Ic. The photon absorption generates a very
high number of excited, hot electrons, leading to local suppres-
sion of superconductivity and hot-spot formation. The resis-
tive hot spot pushes the supercurrent out of the center of the
stripe, causing it to exceed the critical value for the remaining
superconducting part, and leading to the formation of a resis-
tive barrier across the entire width of the device. For the
current-biased sample, this resistance results in a large, easily
measurable voltage signal. The subsequent hot-electron out-
diffusion and cooling lead to hot-spot healing and the collapse
of the resistive barrier. The superconductivity is restored in
approximately 30 ps,12 and the detector is ready to register
another photon.

The main difference between our detection mechanism and
the earlier proposed hot-spot mechanism14 is that our response
is due to a collaborative effect of the bias current and the
radiation quantum, leading to a large voltage output signal. To
a certain extent the magnitude of the voltage pulse does not
depend on the quantum energy, although the pulse shape does,
providing the basis for the spectral sensitivity of the device.
The rate of photon counting, which can be defined as the
inverse of the total photon response time, is also a direct
function of the operating parameters and can be as fast as tens
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of gigahertz. Finally, as we have demonstrated, depending on
the device’s operating parameters, our HEP can act as a single-
photon, two-photon, or even three-photon quantum counter.

Our device should be able to find immediate applications,
primarily in the area of ultrafast near-infrared photon counting,
where there are currently no competing technologies. The
1.3-µm- to 1.55-µm-wavelength range is important for optical
communication. Already-identified applications of our super-
conducting HEP’s range from sensing ultraweak electrolumi-
nescence from submicron complementary metal-oxide-
semiconductor VLSI circuits to quantum cryptography and
quantum computation.
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Introduction
Direct-drive operation of the National Ignition Facility (NIF)
will require broadband beam smoothing to successfully im-
plode a direct-drive inertial confinement fusion (ICF) capsule
and achieve high gain.1 The base-line system parameters for
NIF beam smoothing with two-dimensional smoothing by
spectral dispersion (2-D SSD) are 1-THz total bandwidth in
the ultraviolet, 50 × 100-µrad laser divergence, and 2 × 1
color cycle.

Broadband-beam-smoothing techniques critical to high-
performance direct-drive implosions have been demonstrated
successfully on OMEGA.2 Two different configurations of a
2-D SSD system have been employed to improve irradiation
uniformity. One mode producing a 1-THz bandwidth in the
ultraviolet with approximately one color cycle in each SSD
dimension dramatically improved direct-drive target perfor-
mance, while another mode operating at only 0.35-THz band-
width but with three color cycles in one direction also exhibited
substantial benefits.3 Both broadband 2-D SSD systems de-
pended on a high-frequency, bulk phase modulator to realize
these beam-smoothing improvements.4

As a partner in the National Inertial Confinement Fusion
(ICF) Program, LLE has taken a lead role in defining direct-
drive requirements for NIF and preparing a preliminary 2-D
SSD system design to meet the beam-smoothing requirements.
A prototype NIF 2-D SSD preamplifier module (PAM) will be
built and tested in the Laser Development Laboratory at LLE
to demonstrate satisfactory performance before transferring it
to LLNL, where it will be integrated into the Preamplifier
Module Laboratory. This article provides a summary of this
design, including discussions of NIF features that constrain the
design and direct-drive requirements.

NIF Features Influencing the 2-D SSD Design
Two aspects of NIF’s direct-drive operation dictate a differ-

ent 2-D SSD system architecture than was demonstrated on
OMEGA:

Preliminary Design of NIF 2-D SSD

• the longer pulses required to drive ignition-scale targets,
which increases the threat of pinhole closure in the laser
system’s spatial filters, and

• the extremely compact space limitations of the 48 indepen-
dent PAM’s.

1. Pinhole Closure
Pinhole closure occurs when plasma created at the edge of

a spatial-filter pinhole expands into the region of the pinhole
where the laser pulse is transmitted, as shown in Fig. 85.41(a).
Pinhole closure is particularly troublesome for 2-D SSD opera-
tion since the large divergence of a beam smoothed with this
technique fills a large fraction of the pinhole. Plasma interac-
tions with the beam reduce the total 2-D SSD bandwidth
propagated to the target and can even distort the beam profile
or retroreflect the beam, which can cause laser damage. OMEGA
pulse lengths are limited to less than 3.8 ns by these pinhole
closure concerns.

Pulse lengths of the order of 10 ns are required for direct-
drive NIF ignition capsules.5 This is long enough to cause
significant pinhole closure, particularly for the large, 100 ×
50-µrad divergence required for high-gain, direct-drive target
performance. Fortunately, it is anticipated that this large
2-DSSD diver gence will be required only during the “foot”
portion of the drive, when laser imprinting occurs. One solu-
tion to this problem is dynamically reducing the laser diver-
gence after sufficient smoothing is applied, but before pinhole
closure interferes with the beam. Detailed laser imprint experi-
ments on OMEGA and early laser experiments on the NIF
using a subset of beams outfitted with 2-D SSD will be required
to establish the dynamic profile of this approach. Additional
experiments will be performed to establish the lower limit of
SSD bandwidth required late in the drive pulse to mitigate
adverse laser–plasma interactions.

Since laser divergence is directly related to the product of
grating dispersion and SSD bandwidth, dynamic SSD band-
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width reduction can be implemented to achieve the desired
reduction. Two different approaches are available to realize
dynamic bandwidth reduction. First, the microwave signal
applied to a phase modulator producing the SSD band-
width can be reduced or turned off. This approach, shown in
Fig. 85.42(a), requires fast microwave switches and an electro-
optic modulator with sufficient bandwidth. Highly resonant
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(a) Laser energy deposited at the edge of a spatial-filter pinhole creates
a plasma that expands into the center of the pinhole. Pinhole closure is
particularly troublesome with 2-D SSD beams since a large fraction of
the pinhole is filled and the far-field energy distribution for phase-
modulated 2-D SSD beams is corner-peaked. Interactions of the pinhole
plasma with the SSD sidebands also convert phase modulation into
amplitude modulation. (b) Dynamic bandwidth reduction can minimize
the impact of pinhole closure by reducing the beam divergence before the
pinhole closure affects the beam. A schematic representation of dynamic
bandwidth reduction shows how full beam smoothing will be achieved
during the foot of the pulse with reduced bandwidth later in the pulse.
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Dynamic bandwidth reduction can be implemented
either electrically or optically. (a) Switching the micro-
wave power delivered to an integrated-optic phase modu-
lator poses the simplest approach since fast microwave
switches are available, but switching times are limited
to approximately a nanosecond. (b) Optical methods
might also be applied to dynamically reduce SSD band-
width during the pulse. One approach would direct the
initial portion of the pulse through a phase modulator
and then bypass the modulator during the latter portion.

phase modulator designs like the bulk modulators used in
OMEGA are unsuitable for this application, but traveling-
wave integrated optic devices are commercially available.6

Fast microwave devices with switching times of approxi-
mately 2 ns, which may be satisfactory for this application, are
also available.7
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An alternate approach to realizing dynamic bandwidth
reduction for direct-drive NIF involves “optically splicing”
two pulses with different SSD bandwidths, as shown in
Fig. 85.42(b). This scheme produces the drive pulse in two
separate sections that are combined to form the desired pulse
shape and SSD bandwidth profile.

“Optical pulse splicing” offers a potential for extremely fast
bandwidth reductions limited only by optical switching times
of the order of ~40 ps, plus a straightforward approach for
doubling the pulse-shaping contrast. Two separate front-end
laser systems would be required in the Master Oscillator Room
(MOR) to realize these improvements; some development
would also be required. This approach is compatible with
implementing ultrafast picket-fence pulses in the foot of the
drive pulse, which is currently being evaluated to improve
frequency-conversion efficiency and power balance.8

Microwave switching was selected for the base-line dy-
namic bandwidth reduction system since it utilizes existing
technology. Preliminary design of this system has started and
will be demonstrated in the NIF 2-D SSD PAM test-bed. Either
approach is consistent with the all-fiber-optic front-end archi-
tecture currently implemented on the NIF.

2. Preamplifier Module (PAM) Space Constraints
A significant constraint on the NIF 2-D SSD design is the

tight space limit imposed by the PAM design. A modular 2-D
SSD design will be pursued so that 2-D SSD beam smoothing
can be retrofitted into the first NIF PAM’s built for indirect
drive that will not include this feature. The PAM design
integrates a high-gain, Nd:glass regenerative amplifier, beam
shaping, and a four-pass amplifier on a single optical bread-
board assembly that composes a line replaceable unit (LRU).
In comparison, these same functions are realized in OMEGA
on two large optical tables. A 2-D SSD module must fit within
the PAM LRU envelope for NIF, whereas for OMEGA this
functionality occupies another 4-ft × 14-ft optical table that is
larger than the entire PAM assembly, shown in Fig. 85.43(a).

One side of the PAM includes the regenerative amplifier
and beam-shaping module (BSM), as shown in Fig. 85.43(b).
A shaped pulse launched into free space from an optical fiber
is mode matched to the regenerative amplifier. This Q-switched
cavity amplifies the pulse to approximately 20 mJ. After cavity
dumping the pulse, two isolation Pockels cells provide high
prepulse contrast. The beam-shaping module expands the
pulse and reshapes the Gaussian beam into the square profile
required to compensate the NIF gain with a serrated aperture

and transmission masks. The BSM output pulse is approxi-
mately 2 mJ and is directed to the four-pass amplifier on the
other side of the PAM assembly.

The four-pass amplifier side of the PAM, depicted in
Fig. 85.43(c), produces up to a 17-J output pulse required to
inject four separate NIF main amplifiers. A location is provided
inside the four-pass amplifier for the 1-D SSD grating required
for indirect drive. This side of the PAM is extremely compact.

NIF’s 2-D SSD Preliminary Design
Figure 85.44 schematically highlights portions of the NIF

architecture relevant to 2-D SSD. The seed pulse for all 192
NIF beams originates in the Master Oscillator Room (MOR)
from a continuous-wave, single-frequency, fiber laser that is
subsequently sliced into pulses and amplified. Frequency
modulation is applied to the pulse by an integrated-optic phase
modulator (M1). This device is actually three separate phase
modulators integrated into a single package. One modulator
applies a small amount of bandwidth (~0.5 Å) at a modulation
frequency of ~3 GHz, which is required to suppress transverse
stimulated Brillouin scattering (SBS) in the large NIF optics.
The remaining two modulators are used to apply SSD band-
width for beam smoothing. After bandwidth is applied in M1,
the seed pulse is split and amplified into 48 channels, which
supply each of the PAM’s. All pulses with FM bandwidth are
transported by polarizing (PZ) fiber to minimize FM-to-AM
conversion caused by polarization mixing at fiber connectors.
An arbitrary waveform generator (AWG) shapes the input
pulse and provides fine timing for each PAM.

In addition to the amplification and beam shaping in the
PAM, a 2-D SSD module will be added that can be bypassed
during non-direct-drive NIF operation to avoid the additional
system complexity and insertion loss when it is not required.
Most of the 2-D SSD module will be located on the regenera-
tive amplifier side of the PAM, including

• a “rolled” reflection grating (G2/G3),

• a bulk phase modulator (M2),

• spatial filters and telescopes required to control beam size
and image relay the beam from the serrated aperture (RP0)
into the four-pass amplifier, and

• Faraday isolation stages used to double pass both the G2/G3
grating and bulk modulator.
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Figure 85.43
The NIF preamplifier module (PAM) poses severe space constraints on implementing 2-D SSD beam smoothing. (a) The PAM is a self-contained “line
replaceable unit” that includes a regenerative amplifier (regen) and beam-shaping module (BSM) on one side of a vertically mounted optical breadboard and
a four-pass amplifier on the other side. (b) The regen and BSM are highly engineered systems that ideally would require no changes when implementing a
2-D SSD module in the PAM. (c) The four-pass amplifier side is extremely compact but will require only the addition of another grating to disperse the band-
width produced by the bulk phase modulator.

It is significant to note that a precompensation grating (G1) for
the first SSD direction is not possible with this design since
the integrated-optic phase modulator (M1) is a single trans-
verse mode device. As a result, the pulse shape is distorted by
the G2/G3 grating, which is a reflection grating operated at the
Littrow angle. This grating also precompensates the pulse
before the second dimension of SSD bandwidth is applied by
the bulk modulator (M2) and dispersed by the G4 grating. Both

the first SSD dimension dispersion (G2) and second SSD
dimension precompensation (G3) grating functions are ac-
complished with a single grating by “rolling” the grating about
its input (Littrow) axis, as shown in Fig. 85.45.

The NIF 2-D SSD bulk modulator will be based on an
existing OMEGA design.9 The M2 bandwidth is dispersed
in an orthogonal direction by a second 2-D SSD grating (G4)



PRELIMINARY DESIGN OF NIF 2-D SSD

LLE Review, Volume 85 43

All-fiber-optic
front-end

BSM

MOR

47
other
PAM’s

Ncc1 = 2
f1 = 17.6 GHz
∆l1 = 10.8 Å

No G1 grating → pulse distortion

Dynamic bandwidth reduction

First-dimension
dispersion
(100 mrad);

second-dimension
predelay

Ncc2 = 1
f2 = 3.2 GHz
∆l2 = 2.0 Å

Second-dimension
dispersion
(50 mrad)

(different grating
than for 1-D SSD)

~70-dB
net gain

RP0

“Rolled”
grating

Bulk
modulator

G2/G3 M2

RP RP RP0�

2-D SSD module
can be by-passed

PAM

E10770

AWGM1Osc

Integrated
sensor

package

PABTS

Main amp

Four-pass
amplifier
with G4

Regen

Figure 85.44
NIF architecture is significantly different from OMEGA. An all-fiber-optic front-end generates and distributes shaped pulses to 48 PAM’s. The first 2-D SSD
modulator (M1) is an integrated-optic phase modulator located in the Master Oscillator Room (MOR), but separate bulk modulators are required in each PAM.
The BSM magnifies and spatially shapes the regen output pulse. The 2-D SSD module must be located after the BSM, where the pulse energy is lower, to avoid
damaging the bulk modulator and to maximize the beam size.
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Figure 85.45
A “rolled” reflection grating performs two separate 2-D SSD grating
functions by taking advantage of the vector nature of grating dispersion.
It disperses the bandwidth produced by the integrated-optic modulator,
and it precompensates the distortion introduced by the grating that dis-
perses the bandwidth produced by the bulk modulator. These grating
functions are identified using the same OMEGA convention as G2/G3 and
G4, respectively.
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located in the four-pass amplifier, as shown in Fig. 85.43(c).
The G4 grating required for 2-D SSD is different from the 1-D
SSD grating currently implemented for indirect-drive opera-
tion. All SSD gratings are located at image-relay planes of the
serrated aperture (RP0) in the BSM, which is image relayed
throughout the laser system. After the PAM, the alignment,
energy, and pulse shape of the PAM output beam are diagnosed
by the integrated sensor package (ISP) and transported to the
NIF’s main amplifiers by the preamplifier beam transport
system (PABTS).

Description of the NIF PAM Operation with a 2-D
SSD Module

Figure 85.46 represents the base-line layout of the regenera-
tive amplifier side of the PAM in which a 2-D SSD module can
be realized. A key aspect of this design is that the regenerative
amplifier and beam-shaping module are unchanged, and only
minor changes to the existing isolation stage and diagnostic
pickoffs are required to provide adequate space for the 2-D
SSD module. The isolation Pockels cells are reoriented and
more compactly arranged to free up space for the G2/G3
grating telescope at the bottom of the PAM, as well as in the
main section of the 2-D SSD module located adjacent to the
BSM. Additionally, the centering glass (RC1), diagnostic
wedge (RS1), and folding mirror assemblies are reconfigured
to further increase the space envelope available for the 2-D
SSD module.
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The regen side of the PAM will require minor modifications to accommodate a 2-D SSD module, but the regen and BSM will not need to be changed. The
2-D SSD module includes an input spatial filter, two Faraday isolation stages for the double-pass grating and modulator legs that include image relays, and an
output spatial filter. A rotating mirror assembly (shown in Fig. 85.47) selects either indirect-drive or direct-drive PAM operation.

The output direction from the BSM will be remotely select-
able by a new BM1/SM1 mirror stage. A single mirror is used
to select whether the beam proceeds directly to the four-pass
amplifier (BM1) for non-direct-drive operation or is diverted
into the 2-D SSD module (SM1) for direct-drive operation.
Figure 85.47 shows both of these configurations. This scheme
provides a 2-D SSD bypass that will not affect 1-D SSD
performance for indirect-drive operations, plus it does not
require relocating the BSM. Operation of the 2-D SSD module
is described below.

The 30-mm-square beam produced by the BSM is down-
collimated by a 4× input spatial filter to a 7.5-mm-square beam
(~10.6-mm diagonal) to fit through a 15-mm-clear-aperture
Faraday rotator (SFR1). The spatial-filter pinhole removes
high-spatial-frequency components introduced by the serrated
aperture and beam-shaping masks in the BSM before the beam
is imaged into the bulk phase modulator. The pinhole assembly
will include the ability to remotely select its position to either
“IN” or “OUT” to facilitate alignment operations. The first
Faraday isolation stage extracts the pulse from the double-pass
grating section of the 2-D SSD module.

The 2.25× grating telescope magnifies the beam to the
correct size to achieve two SSD color cycles for the integrated-
optic modulator (M1) operating at 17.6 GHz, plus to pre-
compensate a single color cycle for the bulk modulator (M2)



PRELIMINARY DESIGN OF NIF 2-D SSD

LLE Review, Volume 85 45

E10775

To 2-D SSD module
(105 mm)

BM1

From
beam-
shaping
module

To four-pass
amplifier

From 2-D SSD
module (45 mm)

SM8 SM8

SM1

Figure 85.47
PAM operation in either the indirect-drive (2-D SSD bypassed) or direct-drive modes will be remotely selectable. A single mirror assembly rotating around
the beam-shaping module’s output axis will be used to reflect the beam either directly to the four-pass amplifier side of the PAM or into the 2-D SSD module.
This mirror is designated BM1/SM1 and functions as a remotely operable centering mirror to support alignment in either mode. A second mirror in this rotating
assembly (SM8) swings under the BM1/SM1 mirror to reflect the 2-D SSD module output beam that is returned at a 45-mm beam height. Remotely operable
mirror SM7, shown in Fig. 85.46, provides the centering function during 2-D SSD operation since mirror SM8 must be stationary.

operating at 3.2 GHz. This image relay is sandwiched between
two quarter-wave plates and preceded by polarizers to provide
first-order ghost suppression in the double-pass section. Ultra-
low-reflectivity antireflection (AR) coatings (R ≤ 0.05%) are
also specified for the lenses to minimize ghost reflections since
first-order ghosts will produce undesirable prepulses.

The G2/G3 reflection grating disperses the M1 bandwidth
in each of two orthogonal components. The component normal
to the plane of the PAM breadboard corresponds to the 100-
µrad SSD divergence direction, while the in-the-plane compo-
nent is matched but opposite to the dispersion produced by the
G4 grating that produces the 50-µrad SSD divergence.

After the pulse is extracted from the double-pass grating
section, it is injected into the double-pass bulk modulator
section by a reflection off the input polarizer, in the second
Faraday isolation stage. A 3× bulk modulator telescope
demagnifies the beam to a 3-mm-square beam that fits the
5-mm × 6-mm-aperture bulk modulator. Like the grating
telescope, first-order ghost suppression is achieved with quar-
ter-wave plates, double polarizers, and ultra-low-reflectivity
AR-coated lenses.

The bulk modulator (M2) employs a LiNbO3 crystal with
1°-wedged, AR-coated input surface. A retroreflecting mirror
positioned behind M2 serves to double pass the modulator
crystal. The return path length is carefully set to phase match
the microwave and optical fields in the modulator during the
second pass.

The beam height within most of the 2-D SSD module is
105 mm. An image rotation periscope lowers the 2-D SSD
beam height to 45 mm. This beam height is required to reinject
the beam back into the path toward the four-pass amplifier.
The beam is reinjected using a mirror located between the
SM1 mirror and the breadboard hole, as shown in Fig. 85.47.
The image rotation periscope also rotates the beam 90° to
compensate for an additional 90° rotation introduced when
the beam is passed through the PAM breadboard into the four-
pass amplifier.

Both the BSM and the 2-D SSD module output beams are
delivered through leaky mirrors to the ISP for alignment opera-
tions and can be individually selected by shutters (not shown).
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Conclusion
Direct-drive NIF operation will require a two-color-cycle,

1-THz 2-D SSD system to achieve beam smoothing required
for ignition with high gain. A preliminary 2-D SSD design
has been outlined in this article that is compatible with the
NIF architecture and the existing PAM design. Detailed
design is underway, and a prototype 2-D SSD module will be
demonstrated at LLE before transferring it to LLNL for inte-
gration testing.
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