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On both the cover photo and the photo to the left,
Roger Gram, research engineer, and Jason Hobler,
laboratory engineer, perform tests on the high-pres-
sure-filling portion of the cryogenic fill/transfer sta-
tion, where they recently demonstrated the system’s
ability to fill targets to high pressures with the required
rate of pressure rise. To pressurize targets, deuterium
or deuterium–tritium (DT) is first condensed into a
small vessel inside chamber (A) and cooled to 10°K.
Using the controller (B) the temperature is slowly in-
creased, raising the pressure around the targets inside
a permeation cell (not shown). The pressure is moni-
tored by a high-accuracy pressure transducer (C).
After the targets have reached a pressure of ~150 atm,
the diaphragm compressor (D) is operated, slowly
raising the pressure to ~1000 atm. Chamber (E) pro-
vides secondary containment for the valves and pres-
sure transducers that control the process. All elements
containing 1 atm or more of DT will have secondary
containment. The glovebox (F) will provide tertiary
containment when DT is introduced.
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In Brief

This volume of the LLE Review, covering the period October–December 1999, includes a report on the
stability of direct-drive NIF capsules. V. N. Goncharov, R. Betti, J. A. Delettrez, P. W. McKenty,
S. Skupsky, and R. P. J. Town examine the conditions under which direct-drive NIF capsules ignite. Their
numerical study uses two-dimensional hydrodynamic simulations in conjunction with a model that
includes the various mechanisms that can influence target performance. Inner-surface roughness of the
DT ice of the direct-drive cryogenic capsules and laser nonuniformities have been identified as the
principal seeds of the instabilities that can potentially quench ignition. The authors conclude that a target
gain greater than 10 can be achieved for a realistic inner-surface ice roughness when beam smoothing with
2-D SSD and a bandwidth greater than 0.5 THz is used.

Additional research highlights reported in this issue are

• R. Q. Gram, J. Hobler, L. D. Lund, and D. R. Harding report on the initial performance of the high-
pressure deuterium- and tritium-filling portion of the Cryogenic Target Handling System. Thick-
walled plastic targets have been successfully pressurized with deuterium to the required levels by the
high-pressure filling system. Adequate control of the various factors influencing the filling process has
been demonstrated, indicating that even thin-walled plastic targets (such as those required by the
cryogenic target designs for OMEGA) can be successfully filled to the required high pressure.

• E. L. Alfonso, I. Anteby, and D. R. Harding present a numerical study of the principal sources of target
nonuniformities for a cryogenic target when placed in the layering sphere. Deviations from idealized
symmetry in the capsule-wall thickness, the displacement of the capsule relative to the center of the
layering sphere, and the existence of temperature gradients on the layering sphere’s inner surface can
result in temperature gradients across the cryogenic target. This in turn affects the uniformity of the
cryogenic fuel layer. Calculations of the temperature profile in these targets will be used to guide target
fabrication and layering.

• T. H. Hinterman, C. Chiesa, B. Ferkovich, S. Johns, H. J. Kramer, D. J. Lonobile, and D. Lynch
describe the target detection and the shroud pull-sequencing aspects of cryogenic target operations on
OMEGA. The newly designed Cryogenic Target Detection System is based on existing elements of
OMEGA controls and provides the necessary sequencing, safety features, and flexibility to allow for
the evolution of cryogenic target operations.

• By implementing a contrast monitoring system on OMEGA, T. R. Boehly, Y. Fisher, D. D.
Meyerhofer, W. Seka, J. M. Soures, and D. K. Bradley investigate laser prepulse levels on OMEGA
and establish a contrast criterion for direct-drive implosions. Control of laser prepulses can be critical
since high-intensity prepulses can potentially compromise the aluminum layer and cause unwanted
laser damage to direct-drive targets. The authors find that while OMEGA intermittently produces
measurable prepulses, the prepulse level is not expected to significantly degrade target performance.



iv

• K. L. Marshall, M. J. Guardalben, and S. Corsello report on the successful design of dyes for a liquid
crystal–based interferometer that will be used on OMEGA for a more-accurate wavefront character-
ization. Using state-of-the-art computational chemistry tools they have also demonstrated the
effectiveness of modeling in guiding experimental searches for new dye compounds. Their work also
has potential for other liquid crystal devices used in optical communications and sensor protection.

P. B. Radha
Editor
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Introduction
In inertial confinement fusion (ICF), a spherical shell filled
with a DT-gas mixture is compressed to high densities and
temperatures to achieve ignition conditions.1 Degradation from
spherical symmetry during the implosion, however, limits the
achievable compression ratios and could quench the ignition of
the target. The main source of such asymmetry is hydrody-
namic instabilities [such as Rayleigh–Taylor (RT)2 and Bell–
Plesset (BP)3 instabilities] seeded by both irradiation non-
uniformities and target-fabrication imperfections. We have
developed an analytical model to study stability of the direct-
drive cryogenic NIF targets. The drive pulse for such targets
consists of two distinct temporal regions (stages): the low-
intensity (a few 1013 W/cm2) “foot” and the main drive (up to
more than 1015 W/cm2). During the first stage, the laser energy
is absorbed by the outermost layer of the target, heating up the
shell material and launching a heat wave toward the pellet
center. Material behind the heat front expands outwardly,
creating an ablation pressure that induces the first shock wave
propagating through the shell. Since the laser intensity in the
first stage is constant in time and the equilibrium pressure
behind the shock is uniform, the ablation front travels at
constant velocity. In the absence of acceleration, the perturba-
tions at the ablation front could grow due to the velocity and
acceleration perturbations imposed by the laser-intensity modu-
lations (“laser imprint”) and surface roughness [Richtmyer–
Meshkov (RM)4 instability]. When the first shock breakout
occurs at the rear surface of the DT ice, the pulse ramps up to
the drive region (second or acceleration stage), launching the
second shock. At this time, the ablation front starts to acceler-
ate, creating conditions for the RT instability that magnify the
perturbations seeded during the first stage. If the perturbation
amplitude becomes too large during the shell acceleration,
the shell breaks up and fails to reach ignition conditions. The
shell integrity can be quantified by the “integrity factor”
defined as ϒ = Amix/∆R, where Amix� 2σ  is the mix ampli-
tude (bubble amplitude), ∆R is the shell thickness, and σ is
the rms sum of the modes. The shell remains intact during the
implosion if the integrity factor is less than unity for all time. At
the end of the laser pulse, the shell starts to coast inward with

Stability Analysis of Directly Driven NIF Capsules

a constant velocity until the pressure of the DT-gas mixture
becomes high enough to slow down the shell compression
(beginning of the deceleration phase). During the deceleration
phase the inner DT-ice surface is RT unstable. The growth due
to this instability limits the compression ratios and increases
the thermal conduction losses, reducing the total energy gain.
Results from 2-D ORCHID5 simulations show that the gain
reduction depends on the mode spectrum at the end of the
acceleration stage. In this article we estimate the integrity
factor during the acceleration phase and calculate the spectral
distribution of the modes by using the results of the developed
model and 2-D ORCHID simulations.

Seeding of RT Instability:  Laser Imprint, Ablative RM
Instability, and “Feedout”

As mentioned earlier, at the beginning of implosion, the
ablation pressure launches a shock wave toward the target
center. The surface roughness (due to the target fabrication
imperfections) and also modulations in the laser intensity
deform the shock front and generate perturbed velocity and
acceleration fields inside the compressed region. During the
shock transit time, the ablation front travels with a constant
velocity, and the front perturbations could grow due to imposed
velocity and acceleration perturbations.

1. Laser Imprint
Nonuniformities in the laser intensity cause different parts

of the beam to ablate shell material at different rates, generating
an ablation-pressure modulation along the ablation front. Since
the shock speed scales as a square root of the shock strength,
stronger shocks launched at the peak of ablation pressure
propagate faster than shocks launched at the pressure valleys.
The difference in the shock speeds distorts the shock front and
creates a perturbed velocity field inside the compressed region.
A velocity perturbation at the ablation front, in turn, leads to a
linear-in-time front distortion growth η ~ t. Then, a rippled
shock generates a lateral mass flow that leads to a pressure
deficiency in the convex part (which protrudes the most into the
uncompressed shell) and a pressure excess in the concave part
of the shock front. This creates a pressure gradient that accel-
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erates fluid elements, leading to an additional growth η ~ t2. In
ICF, however, several physical processes significantly reduce
the imprint growth. First, as the heat front propagates into the
cold portion of the target, material heats up and expands
outwardly, creating a hot plasma corona. Thus, a finite zone
(conduction zone) of hot plasma exists between the energy
absorption region and the ablation front. Any pressure pertur-
bations inside such a zone are reduced by the thermal conduc-
tion. The simplest theory6 (“cloudy day effect”) predicts that
the pressure perturbations decay exponentially away from the
critical surface ~ ~p e kx− ; thus, nonuniformities in the ablation
pressure are reduced by a factor of e−kDc, where Dc is a distance
between the absorption region and the ablation front, and k is
the wave number corresponding to a specific mode of non-
uniformity. An additional reduction in the imprint growth is
due to the mass ablation. The main stabilizing mechanism
produced by ablation is the dynamic overpressure or “rocket
effect.”7,8 As a result, the imprint amplitude ηimp, which is
defined as the amplitude of the ablation-front ripple calculated
at the shock breakout time, takes the following form:9
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A is the shell’s in-flight aspect ratio, Va and Vbl are the ablation
and blow-off velocities, respectively, Vc is the velocity of the
critical surface with respect to the ablation front, and cs is the
sound speed of the compressed material. The term ηv

imp is due
to the vorticity convection from the shock front.

Using the analytical model of the RT instability (described
later in the Acceleration Phase section), it is found that laser
imprint alone can break up the shell during target acceleration
and this can quench ignition; thus, an additional reduction in

imprint amplitude is critical for a successful implosion. A
significant improvement in the beam uniformity has been made
in recent years by introducing smoothing by spectral dispersion
(SSD)10 and induced spatial incoherence (ISI)11 smoothing
techniques. To account for the intensity variation in a realistic
laser pulse, SSD is modeled using the 2-D hydrocode OR-
CHID, where the intensity nonuniformities have been reduced
by the factor t t tc c +( )4 . This gives on average a reduction in
rms of laser nonuniformity σ σ= t tc avg 0 , where the coher-
ence time is taken to be

t kc = ( )[ ]−∆ν δsin ,2
1

∆ν is the bandwidth, tavg is the averaging time, and δ is the
speckle size. The result of 2-D ORCHID simulations (mode
spectrum due to imprint (thin solid line) at the beginning of the
acceleration phase) of the “all-DT” NIF target design12 is
plotted in Fig. 81.1. This result will be used later as an initial
condition for the RT model.
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Figure 81.1
Mode spectrum at the beginning of the acceleration phase.

2. Outer-Surface Roughness
When the outer surface of the target is distorted, the ablation

pressure launches a ripple shock at the beginning of implosion.
The ripple shock, as discussed in the previous subsection,
generates a lateral flow that leads to a perturbed pressure
gradient and the perturbation growth. The theory describing the
perturbation evolution at the corrugated ablation front driven
by uniform laser irradiation has been described in Ref. 7. The
theory shows that in the presence of ablation, the front pertur-
bations oscillate in time with a damped amplitude. The main
stabilizing mechanisms are the rocket effect and the vorticity
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convection from the ablation front. Calculations7 show that the
perturbation amplitude at the beginning of the acceleration
phase normalized to the initial amplitude η0(l) can be written
as
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where the vorticity term ην (t) is defined in Ref. 7. Using Eq. (2)
and taking the initial spectrum η0(l) from Ref. 12 (assuming
surface finish of 840 Å), the mode spectrum due to a finite
outer-surface finish is plotted in Fig. 81.1 (dashed line).

3. Inner-Surface Roughness (Feedout)
An additional seed of the RT instability is due to the rear-

surface roughness that feeds out by the rarefaction wave
generated at the first shock breakout time.13 The shock front
first reaches the perturbation valleys, generating a rarefaction
wave that starts to propagate toward the ablation front with the
sound speed. By the time the shock reaches the perturbation
peaks, the rarefaction wave originated at the perturbation
valley has moved a finite distance, distorting the rarefaction
wavefront. The peaks and valleys of the rarefaction wave travel
at the sound speed, keeping the ripple amplitude constant. As
the rarefaction wave breaks out of the shell, the ablation front
starts to accelerate. Since the rarefaction front is distorted,
however, there is a delay in accelerating the ablation front at the
peaks and valleys. Because of such a delay, a finite velocity
perturbation imprints at the ablation front, generating a seed for
the RT instability. An additional seed (perturbation accelera-
tion field) is created by the mass difference under the perturba-
tion valleys and peaks. According to calculations,13 the feedout
amplitude, ηf.o., takes the following form:

η f.o.

∆l

A

l

A

l
= +0 06

0 15
.

. , (3)

where ∆l is the initial rear-surface spectrum. Figure 81.1 shows
mode spectrum due to feedout at the beginning of acceleration
phase (thick solid line), assuming ∆l ~ l−2 (Ref. 14) and initial
total rms of the rear-surface modes σr = 3 µm.

Acceleration Phase
During the shell acceleration, the pressure and density

gradients at the ablation front have opposite directions, creat-
ing a condition for the RT instability. In addition, because of the
spherical convergence, the inner surface is subject to the BP
instability. The RT and BP instabilities amplify the perturba-
tions seeded during the first stage of the implosion.

Since the implosion of spherical shells is intrinsically un-
steady (shell density, ablation velocity, and acceleration change
in time), steady-equilibrium models cannot be used to study
perturbation evolution, and a model for unsteady equilibria
must be developed. The full system of conservation equations,
however, is too difficult to be solved analytically. One of the
simplifications that make the problem analytically tractable is
an idealization of the ablation front as a surface of discontinuity
[“sharp-boundary model” (SBM)]. The accuracy of such a
model is compromised only when the mode wavelength is
shorter than the ablation-front thickness L0. For ablators with
small Froude numbers, such as CH or Be [the Froude number
is defined as V gLa

2
0( ) , where g is acceleration], L0 � 0.1 to

1 µm; hence, for modes with the largest growth factors (the
most damaging modes: 80 < l < 300), the condition kL0 < 1 is
satisfied during the acceleration stage (assuming the minimum
shell radius is 500 µm). The density-gradient stabilization,
nevertheless, can be included in simplified fashion by reducing
the ablation-front acceleration by a factor (1 + lLm/R)−1, where
Lm is the minimum density-gradient scale length and R is the
shell radius. For ablation fronts with large Froude numbers,
such as cryogenic DT, the unstable spectrum consists of only
long-wavelength modes; thus, the SBM is valid in this case for
all unstable modes. The model yields coupled differential
equations describing the evolution of the outer and inner
surfaces. The coefficients of these equations are functions of
the ablation and the inner DT-ice interface trajectories and the
ablation velocity that can be calculated using 1-D numerical
simulations. To account for the nonlinear saturation, 3-D Haan’s
model15 is applied after the mode amplitude reaches the
saturation level S(l) = 2R/l2. The accuracy of the developed RT
model has been tested against 2-D ORCHID and FCI216

simulations. For the most damaging modes, the prediction of
the model is in good agreement with the numerical results.

The model shows that the shell remains intact during the
implosion (the integrity factor is less than unity) if the laser
nonuniformities are smoothed by 2-D SSD with the laser
bandwidth larger than 0.3 THz, the outer-surface finish not
exceeding 0.1 µm, and the inner-surface finish σr < 8 µm
(assuming ∆l ~ l−2). As shown in the next section, however,
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the restriction on the minimum target gain imposes more
stringent requirements for the irradiation uniformity and the
surface finish.

Target Gain
As the shell accelerates inward, ablation-front perturbations

grow due to the RT instability and feed through the shell
approximately as η ηi a i a

l
l l r r( ) ≈ ( )( ) , where ηi(l) and ηa(l)

are the l− components of the inner- and ablation-surface ampli-
tudes, respectively, and ri and ra are the inner- and ablation-
surface radii. During the coasting and deceleration stages, the
“feedthrough” grows, reducing the target compression ratio
and limiting the ignition gain. To study the gain-reduction
dependence on the mode spectrum, a series of 2-D ORCHID
multimode simulations have been performed for an α = 3
cryogenic NIF target design12 with the distorted inner DT-ice
interface. The initial power spectrum is taken in the form
σ σ β

l l= 0  (Ref. 14), where σ0 and β are the normalization
constants. Since the spectrum of the inner-surface perturba-
tions at the end of acceleration phase is heavily weighted
toward the low mode numbers, the simulations have been
performed for modes 2 < l < 50 with the range of β and total
rms 0 to 1.5 and 0.5 to 12 µm, respectively. The target gain is
found to be a function of

σ σ σ= +< ≥0 06 10
2

10
2. ,

where σ<10
2  and σ≥10

2  are rms nonuniformity of the modes
below and higher than l = 10. σ  is calculated by using the inner-
surface spectrum at the end of the acceleration phase. The
simulation results are summarized in Fig. 81.2, where target
gain is plotted versus σ . Next, to take into account the laser
imprint and surface roughness, the model described in the
Acceleration Phase section is applied to the α = 3 cryogenic
NIF target design using the initial conditions derived in the
Seeding of RT Instability section. Then, using both the de-
rived mode spectrum and the result of Fig. 81.2, the target gain
is plotted in Fig. 81.3 as a function of rear-DT-ice-surface finish
and the laser bandwidth, assuming the initial outer-surface rms
of 840 Å. Figure 81.3 shows that the yield reduction is less than
50% with respect to 1-D calculations if the inner-surface finish
does not exceed 1.5 µm and the laser nonuniformities are
smoothed by 1-THz, 2-D SSD.

Summary
An analytical model has been presented to study perturba-

tion evolution at the ablation and inner surfaces of the implod-
ing shell. The model describes the ablative Rayleigh–Taylor

and Bell–Plesset instabilities. The initial conditions for the
model are determined by using existing theories of laser im-
print, ablative Richtmyer–Meshkov instability, and feedout,
and by performing a series of 2-D ORCHID simulations. The
model and simulations showed that the direct-drive cryogenic
α = 3 NIF capsules remain intact during the implosion and the
target gain is expected to be larger than 10 if laser nonuniformities
are smoothed by 2-D SSD with the bandwidth ∆ν > 0.5 THz
and inner-surface rms <1.5 µm.
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Figure 81.2
Plot of target gain G versus σ .
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Figure 81.3
Plot of target gain versus initial rear-surface finish and laser bandwidth.
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Cryogenic targets for the OMEGA laser are polymer shells of
~1-mm diameter and 1- to 5-µm wall thickness that require
internal D2 or DT solid layers of ~100-µm thickness. Targets
containing D2 may also be doped with gaseous He3 to aid in
diagnosing the implosion using the charged-particle spectrom-
eter. To achieve the required inner ice layer, shells are first
permeated to a pressure of ~1000 atm at room temperature and
then cooled to ~25�K. A slow, controlled pressure ramp to
avoid buckling of the target and a slow, controlled temperature
ramp to 25�K are required to successfully fill targets. The
thinnest-walled shells, which are of the greatest interest, have
buckling pressures �0.1 atm, which imposes a requirement of
considerable precision in controlling the pressure differential
across the shell wall during the pressurization and cooldown.
LLE has constructed a system that successfully fills thick-
walled targets and demonstrates the capabilities necessary to
fill thin-walled targets.

Initial Performance of the High-Pressure DT-Filling Portion
of the Cryogenic Target Handling System

System Description
The pressurization portion of the Cryogenic Target Han-

dling System achieves compression in two stages (as seen in
Fig. 81.4): (1) by slowly heating the cryogenically concen-
trated D2 or DT and (2) by using a diaphragm compressor. The
process begins with valves V1, V3, and V6 open, all other
valves closed, and the targets evacuated. The condensation
tube (volume 12.0 cm3) is cooled to ~10�K, and the contents
(~0.3 mole) of the D2 or DT vessel are condensed into it; then
valves V4 and V5 are opened, providing a path for gas to reach
the permeation cell, which contains four targets at room tem-
perature. Next, valve V1 is closed and V2 is opened, allowing
a small quantity of He3 to flow to the targets. A pressure of
~0.03 atm of He3 added at this point will produce a 5% con-
centration of He3 in the gaseous D2 in the center of a target at
the triple point, 18.7�K. To start the first stage of compression,
valve V3 is closed, and the condensation tube is slowly heated

Figure 81.4
Abbreviated diagram of the pressurization portion of the system. The parts omitted include burst discs, limit switches, solenoid valves, and controllers.
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until the pressure in the targets reaches ~150 atm (190 atm
maximum). The second stage of compression is achieved by
closing valve V5 and slowly driving the diaphragm compressor
to the final pressure, typically 1000 atm (1500 atm maximum).
This compressor has a flexible metal diaphragm with up to
30.9 cm3 of gas on one side and hydraulic oil on the other. The
oil is compressed by a syringe pump, which uses a piston
(area = 1.60 cm2, stroke = 24.3 cm) linked by a gear train
(126 turns/cm) to a stepper motor (1000 steps per turn).
Although pressure transducers are located in both stages and on
the permeation cell, system control depends primarily on the
transducer P2—a highly accurate (�0.14 atm) Bourdon tube—
in the second stage.

After the targets have reached the maximum pressure, they
are slowly cooled to <25�K before the D2 or DT external to the
targets is pumped out of the permeation cell. For thick-walled
targets, the cooling is done with valve V6 closed. Cooling must
be done slowly enough that the cooled portion of the pressur-
ization system remains isothermal, avoiding temperature gra-
dients that could produce a pressure differential across the
target wall, causing the target to burst or buckle. Thin-walled
targets, because they are weaker, require an alternative cooling
strategy:* Valve V6 is left open, and the compression equip-
ment is run in reverse to lower the pressure as the targets are
cooled, keeping the measured external pressure very close to
the calculated internal pressure. Once the targets are cooled to
<25�K, the vapor pressure of D2 or DT is <2 atm, and the gas
external to the targets can be pumped out of the permeation cell
without risk of bursting the targets. This pumping is done with
valve V7 open; it continues (possibly for several hours) until
the residual quantity of gas in the permeation cell will be
manageable when the cell is unsealed and this residual gas is
released into the cryostat.

The system is controlled by a programmable logic controller
(PLC), which is linked to a workstation with a graphical user
interface (GUI). All valves and motors in the system are
controlled by the PLC, which also monitors all pressures,
temperatures, and the status of limit switches. The pressuriza-
tion ramp is managed by control loops that include the high-
accuracy pressure transducer, the condensation tube ther-
mometer and heater, and the motor driving the oil syringe
pump. These loops are executed and maintained by “C” pro-
grams residing in the PLC. The GUI software allows the user
to monitor, log, and view data from the target-fill process in
real-time. It also allows modification of the fill rate and
parameters of the control loops. There are several hard-wired
safeguards, such as limit switches that prevent excess piston
travel in the syringe pump.

All system parts that will contain �1 atm of DT have been
provided with secondary vacuum containment, with a glovebox
providing tertiary containment. This secondary containment is
divided into four chambers. Helium gas at ~0.5 atm will be
circulated through three of these chambers with a circulation
pump, while the fourth chamber is kept evacuated to insulate
the condensation tube. The divisions of the secondary contain-
ment system are shown in Fig. 81.5. A modified ion gauge will
detect tritium leakage with a resolution of ~10 mCi/m3 at 1 atm
and ~150 mCi/m3 at <1 Torr. If a low-level tritium leak is
detected, the tritium-contaminated helium will be pumped to
the tritium recovery system, evacuating the contaminated cham-
ber. High-level leakage will be routed with the circulation
pump to a local uranium bed, which will absorb the DT.
Volumes in the secondary containment chambers are sufficient
to contain the entire DT inventory of 0.34 mole (104 Ci) below
1 atm at room temperature.

Target Filling
Four targets are filled simultaneously. Each target is sup-

ported by three submicron strands of spider silk1 as shown in
Fig. 81.6. The spider silk is stretched across a beryllium wire
frame, which is formed into a shape that avoids the OMEGA
laser beams, and coated with a uniform, conformal layer of
0.1 µm of parylene, which fastens the silk to the shell. The Be
frame is attached to a boron fiber, which is in turn attached to
an Al base. This mounting method is highly robust at cryogenic
temperatures. The four targets are placed in a contoured copper
holder, as shown in Fig. 81.6. The copper holder acts to
improve the temperature uniformity inside the permeation cell
and also provides a space filler to minimize the volume. With
this holder inside the sealed permeation cell, the cooled volume
is 5.0 cm3. Reducing the gap between the copper holder and the

*If valve V6 could be located inside the cryostat and cooled along with the
permeation cell so that all portions of the pressurized volume remained
isothermal, the pressures internal and external to the target would be nearly
equal throughout the cooling process. (A small excess pressure would still
arise internal to the target because the thermal contraction of a polymer shell
exceeds that of the metal permeation cell.) Such a cryogenically compatible
valve is not available. If valve V6 is closed prior to the cooldown, the small
volume in the room-temperature plumbing (~0.3 cm3, compared to 5.0 cm3

of cooled volume) generates a pressure external to the target. This is because
gas in the room-temperature portion is less dense than the cooled gas. The
external pressure generated by this density difference is sufficient to cause
thin-walled targets (wall thickness <5 µm) to buckle. Success in cooling thin-
walled targets with valve V6 open and the compression equipment running
in reverse requires accurate determination of the target temperature and
calculation of the corresponding internal pressure. Since thin-walled targets
are much stronger against bursting than against buckling, the best strategy is
to keep the external pressure slightly below the calculated internal pressure.
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target support elements could reduce this volume, which would
reduce the percentage of the DT inventory required to fill a set
of targets (currently 82%). The tighter tolerances, however,
would increase the difficulty of removing targets for transport,
and a higher target attrition rate might be expected.

Filling thin-walled targets will take from 8 to 60 h, depend-
ing on the specifications of the targets. To fill them as quickly
as possible, the pressure is increased at a uniform rate such that
the external pressure exceeds the internal pressure by an
amount ∆P, which is less than the buckling pressure:2

∆P
E w

D
<

−( )[ ]






8

3 1 2 1 2

2

µ
, (1)

where w = wall thickness, D = diameter, E = Young’s modulus,
and µ = Poisson’s ratio. For plasma polymer shells,3 this
formula was confirmed experimentally at LLE by pressurizing
shells of various wall thicknesses in the 1- to 10-µm range and
measuring their buckling pressures. To compare the data to
Eq. (1), the value of E used was 2.1 GPa, obtained by measuring
the expansion of several plasma polymer shells due to internal
pressure. The value of µ used was 0.35 (the value for polysty-
rene, a glassy polymer with somewhat similar properties to
plasma polymer). The permeation time constant for an ideal gas
is given by

Figure 81.6
Cryogenic target supported with spider silk, and a holder for four targets
(only one of the four cavities is shown); also see p. 21, Fig. 81.21, this issue.
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Figure 81.5
Secondary containment for all parts of the sys-
tem with >1 atm of DT, and the outer gloveboxes,
which provide tertiary containment.
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τ = wD

pRT6
, (2)

where p = permeability, R = gas constant, and T = absolute
temperature. Since D2 at high pressure is less dense than an
ideal gas (62% of the ideal gas density for 1000 atm at 294�K),
a larger time constant is expected at high pressure, suggesting
that a cautious rate of pressure rise should be used. For a
uniform rate of pressure rise, the pressure differential across
the shell wall is proportional to the permeation time constant
after a time t >> τ :

∆P
dP

dt
= τ . (3)

Combining Eqs. (1), (2), and (3), the maximum pressurization
rate is proportional to wall thickness/(diameter)3:

dP

dt

P EpRT w

D
= <

−( )[ ]
∆
τ µ

48

3 1 2 1 2 3 . (4)

For a plasma polymer shell with w = 1 µm and D = 1 mm, the
buckling pressure is 0.1 atm, τ = 10 s, and filling to 1000 atm
at room temperature requires more than 30 h. The filling time
may be reduced by filling at an elevated temperature.

System Performance
Several thick-walled targets have survived filling with D2 to

a pressure of 1000 atm. In the first test, two mounted targets
with 1-mm diameter and wall thicknesses of 10 µm and 20 µm
were filled to 1000 atm over an 8-h period, left under pressure
for 3 days, and then depressurized over an 8-h period. After
removing the targets from the permeation cell, microscopic
examination indicated no damage to the targets or the mounts.
In the second test a similar pair of plasma polymer targets along
with a polyimide target were pressurized and then slowly
cooled to 20�K. The permeation cell was then unsealed, and the
targets were viewed at 20�K through a fiber-optic borescope.
The targets were seen to be intact. One of the targets was picked
up with the robot arm and deposited on the tip of the moving
cryostat, where the target was warmed. A sudden spike in
pressure of the expected magnitude indicated that it had ex-
ploded, as expected, and that it had retained all the D2 from the
filling process.

The performance of the two compression stages is studied
by comparing experimental data to the D2 equation of state.

This comparison requires knowledge of the volume of each
part of the system. The volume of each part is determined by
connecting to a known volume and observing the pressure
change when gas flows to or from the volume being measured.
A 24-term equation developed by NIST4 gives pressure as a
function of density for D2 above the critical point (38.3�K),
using terms up to the seventh power of density and sixth power
of temperature. At temperatures below the critical point, satu-
rated vapor pressures5 are used. It is difficult to predict pres-
sure and density accurately in the region of the critical point
(and down to the point where the liquid phase begins), and it
is planned to rely on data taken with the pressurization appara-
tus itself.

Performance of the condensation tube for pressure genera-
tion is shown in Fig. 81.7. The data are taken by condensing
0.123 moles of D2 (determined by measuring the change in
pressure in the D2 supply reservoir and converting to moles
with the equation of state), and then raising the temperature of
the condensation tube slowly enough to assure isothermal
conditions in the tube (the tube, made of stainless steel, is in
good contact on all sides with copper of high thermal conduc-
tivity). The 0.123 moles are distributed between the 12.0-cm3

cooled volume and the 5.32-cm3 volume (tubing, burst disc,
and valves) at room temperature. A good match is obtained
between measured data points and the expected pressure,
calculated with the NIST equation of state.
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Figure 81.7
The pressure in the condensation tube (measured points) is accurately
characterized by the D2 equation of state above 38�K (used to compute the
solid line).
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Analyzing the performance of the diaphragm compressor
requires knowledge of the oil compressibility. The manufac-
turer of the compressor6 supplies compressibility data for the
oil,7 which are fit by the equation

C P b P b P( ) = ( ) − ( )1 2
21 1atm atm , (5)

where b1 = 5.30 � 10−5, b2 = 6.4 � 10−9, and C(P) is defined
as the fractional reduction in oil volume from its uncompressed
value at pressure P. The expected pressure is obtained by first
computing the D2 molar density,

ρ =
− ⋅ − ⋅ ( )[ ]

M

V A z V C P0 oil
, (6)

where M is the number of moles, V0 is the initial volume, A is
the area of the piston, z is the distance of piston travel, and Voil
is the uncompressed volume of oil. The pressure values entered
in this equation are obtained by expressing the experimentally
measured pressure data as a continuous function of z. The NIST
equation of state is then used to convert density to pressure.
Figure 81.8 shows good agreement between measured and
calculated pressure. The fitting parameter adjusted to obtain
agreement between measured and calculated pressures is
Voil = 113.5 cm3, which cannot easily be measured. In addition,
b2 = 4.2 � 10−9 provided a much better fit at high pressures than
the manufacturer’s data. For this analysis, it has been assumed

that the oil pressure and gas pressure are the same, and that the
extra component of oil pressure required to deform the dia-
phragm is negligible.

To pressurize targets, a temperature versus time profile is
calculated for the condensation tube, using vapor pressure
data, and the equation of state. This calculated profile is used
to program a temperature controller, which uses a PID loop to
control the temperature. An example of a successful tempera-
ture profile and the resulting uniform rate of pressure rise is
shown in Fig. 81.9. The difference in pressure between the first
and second stages is due to the metering valve, fully open in this
case. The ramp that was obtained would be suitable for a shell
with a 3-µm-thick wall and a 1-mm diameter, but the method
should work equally well to generate a pressure ramp suitable
for a shell with a 1-µm wall. Hidden in these data are small
departures from a constant rate of pressure rise, which should
be correctable by adjusting the temperature profile with mea-
sured data near the critical point. This procedure’s success in
generating a constant rate of pressure rise offers an opportunity
to eliminate the metering valve. There is strong incentive to
eliminate this valve because of stem-seal leakage. Leakage
through this valve stem was detected by pressurizing the
system with He and was not eliminated by replacing the
O-ring. The stem is sealed by a single O-ring, which appears not
to be sufficiently constrained. Even if constraints on the O-ring
were improved, leakage would be expected when the valve
stem is moved.

Figure 81.8
Pressure versus piston position is accurately characterized by the D2 equation
of state and oil compressibility data. Error bars for the measured points are
too small to see. The maximum difference between measured and computed
pressures is 8 atm for the whole data set, 2 atm at pressures <500 atm, and
0.1 atm at pressures <160 atm.
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Figure 81.9
A uniform rate of pressure rise is produced by applying a calculated
temperature profile to the condensation tube.
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To generate the high-pressure portion of the pressure ramp,
a valve is closed to isolate the diaphragm compressor from the
condensation tube. The piston of the syringe pump is then given
an initial velocity, and a simple algorithm is applied to the
resulting rate of pressure rise to adjust the piston velocity to
match the desired rate of pressure rise. The result is shown in
Fig. 81.10, which shows a pressure ramp suitable for a shell
with a 5-µm wall thickness. Upon magnification of the pressure
versus time data in Fig. 81.10, the pressure is found to be
increasing smoothly at all times, with small variations in slope
due to the control algorithm. No obstacle is found to the use of
a much slower rate of pressure rise, which would be suitable for
filling shells with 1-µm wall thickness.
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Figure 81.10
A constant rate of pressure rise is produced by controlling the piston position
with a simple algorithm.

The pressurization system has proven robust, with all
indications that it will be able to fill shells with the thinnest
walls. Three additional observations contribute to this conclu-
sion. The smallest motion increment of the motor driving the oil
syringe pump corresponds to 0.002 atm at a pressure of
1000 atm, and less at lower pressures, much less than the
0.1-atm buckling pressure of shells with 1-µm wall thickness.

When the motor direction is reversed, as will be necessary
when cooling thin-walled shells, there is one turn of backlash
in the mechanical system, but no observable pressure drop that
could threaten shell survival. Finally, it appears that the low
rate of temperature rise required for the condensation tube
(~0.1�K/min at 40�K) is achievable by applying a slowly
increasing power level ~12 W. To demonstrate the capacity to
fill thin-walled shells, a series of increasingly slower pressure
ramps will be used to fill successively thinner walled shells,
followed by depressurization ramps and examination of the
shells. The final and most difficult step will be to again fill such
targets and reduce the external pressure while cooling the
targets by running the pressurization apparatus in reverse.
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Introduction
Cryogenic targets for direct-drive experiments on OMEGA
require a 100-µm-thick layer of solid hydrogen isotopes (DT
or D2) uniformly distributed around the inside of a thin-walled
(1 µm), 1-mm-diam polymer capsule. This uniformity is achieved
by maintaining the capsule in a uniform and stable thermal
environment where the inner and outer ice surfaces are each
positioned along a single isotherm. The hydrogen fuel is
layered1−3 in the following sequence: the capsule is perme-
ation-filled with gaseous DT or D2; the gas is cooled to the
liquid phase, then gradually cooled through the triple point;
polycrystalline DT or D2 solid expands from a single nucle-
ation site. Heat provided during cooling through the triple point
is needed to sublime the hydrogen ice from regions where the
ice is thickest and redeposit it where ice is thinnest to form a
uniformly thick layer. For solid DT this energy is provided by
the radioactive decay of a triton atom, which produces an
electron with a mean energy of 4.6 keV and provides 12 µW of
uniform bulk heating in an OMEGA target. D2 layers require an
external source of heat, which is provided by an IR light source
operating at the strongest vibrational–rotational absorption
frequency of the D2 lattice (3.2 cm−1).

The allowed deviation of the inner ice layer from a com-
pletely smooth symmetrical geometry is less than 1-µm rms for
all spherical Legendre modes � < 50.4 This demanding speci-
fication requires a diagnostic technique that is capable of
measuring how accurately the capsule is positioned along the
isotherms within the layering sphere. The only available tech-
nique with the requisite sensitivity is the interferometric tech-
nique used to measure the smoothness of the ice layer.5 The
uniformity and smoothness of the ice are the best measures of
the thermal environment in the layering sphere. Since the
interferometric technique is also in development, additional
information is needed to understand the thermal environment
present in the layering sphere to allow us to iterate the layering
and characterizing development process. This information can
be obtained only by numerical simulation and is needed to
define the initial layering conditions. As experimental data
becomes available, the theoretical model can be refined.

Modeling the Temperature and Ice-Thickness Profiles
Within OMEGA Cryogenic Targets

This work is an initial endeavor to develop a numerical
model of the thermal conditions of a cryogenic target inside the
layering sphere. The layering sphere is a spherical cavity
containing two sets of orthogonal windows for viewing and a
hole for inserting and removing the target. The temperature
gradients within the ice are calculated for specific conditions
and nonuniformities inside the layering sphere. This allows the
pressure inside the capsule and the ice thickness to be calcu-
lated from the measurable temperature on the layering sphere.
The numerical simulations are validated against analytic solu-
tions where possible. The sensitivity of the ice layer’s unifor-
mity to the effects of three principal nonuniformities are
calculated: (1) misalignment of the capsule from the center of
the layering sphere; (2) variability in the uniformity of the
capsule wall thickness; and (3) temperature gradients on the
internal surface of the layering sphere. Knowing the magnitude
of these effects will guide our target fabrication and cryo-
engineering research priorities.

A commercially available computational fluid dynamics
(CFD) code FLUENT6 is used to model the cryogenic target in
the layering sphere. This code employs an advanced variable-
size mesh generation mechanism that provides maximum com-
putational resolution where it is most needed. FLUENT also
possesses two properties that are required for more sophisti-
cated modeling: (1) it allows mass transport to be calculated
concurrently with thermal calculations, and (2) it has the
provision to model condensation, an integral component of the
layering process.

Two-dimensional (2-D) axisymmetric models of the envi-
ronment, which included the layering sphere, exchange gas,
target capsule, and DT-ice layer, were used for the calculations.
The models were created with GAMBIT (Fluent, Inc.) geom-
etry/mesh generation software, the companion program to
FLUENT. For these initial calculations, the target mount,
layering sphere windows, and target-extraction hole were not
included in the models. The geometry of the environment,
along with the meshing scheme, is shown in Figs. 81.11 and
81.12. A finer mesh was used in the ice and capsule, where
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greater temperature resolution was required, while a gradually
coarser mesh was used in the exchange gas extending to the
layering sphere’s inside surface. The cell size in the ice was
10 � 10 µm2, and the complete environment totaled over
15,000 cells.

The layering sphere had an inside diameter of 25.4 mm. The
capsule, which was centered in the layering sphere (unless
decentered for modeling purposes), had an outside diameter of
950 µm and a wall thickness of 2 µm. The DT ice was a 100-µm-
thick layer on the inside of the capsule. The geometry was
considered symmetric about the vertical axis; therefore, only
half the overall geometry was modeled. A 50-mTorr helium
exchange gas was placed in the layering sphere to allow heat
conduction between the target and the layering sphere.

With this model the dimensions (thickness) of the capsule
and ice could be readily changed, simulating capsule non-
uniformities and DT layering, respectively. Also, the target’s
position within the layering sphere could be changed easily.
This flexibility allowed many situations to be modeled, and the
steady-state ice-thickness profile was calculated iteratively.

The temperature-dependent properties of the materials in
the model were used at 18.5 to 20 K whenever possible. The
properties of the capsule material—polyimide (Kapton)—
were taken from literature and product specifications supplied
from DuPont. These are listed in Table 81.I.

To first order, a uniform and stable thermal environment will
produce a uniform hydrogen fuel layer if a perfectly spherical
capsule with a uniformly thick wall is positioned at the center
of an isothermal layering sphere. In actual operation, devia-
tions from ideality exist, which will affect the uniformity of the
ice. The following three models were generated to calculate the
magnitude of these deviations from ideality on the steady-state
temperature and ice-thickness profiles.

Case 1:  Misalignment of the Target from the Center of the
Layering Sphere.

The target can be moved within the layering sphere using a
four-axis motion controller (x, y, z, θ) with an absolute encoder
defining its position. The primary goal is to make fine adjust-
ments to position the target at the center of the target chamber
for the implosion. Generically, it is known that centering the

Figure 81.11
Axisymmetric 2-D geometry/mesh of the target capsule, DT ice, helium
exchange gas, and layering sphere’s interior surface used in the CFD
simulation. The inside diameter of the layering sphere is 25.4 mm, and the
outside diameter of the capsule is 950 µm.

Figure 81.12
Close-up view of the geometry/mesh of the capsule and DT ice used in the
CFD simulation. The DT ice is 100 µm thick, and the capsule is 2 µm thick.
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uniform target in the layering sphere is critical to achieve a
uniform ice layer; however, the sensitivity of the target’s
position in the uniformity layering sphere to the ice is not
known. When the center of the target does not coincide with the
center of the layering sphere, the side of the capsule farthest
from the layering sphere’s surface will be warmer than the side
closest to the layering sphere. (The cooler walls of the layering
sphere act as a heat sink for the heat-generating target.) This
results in a nonisothermal inner-ice-surface temperature and a
consequent thinning of the ice from the warmer side. At steady-
state conditions an ice-thickness nonuniformity is created.

Case 2: Capsule-Wall-Thickness Nonuniformities.
Direct-drive target capsules have been produced with a high

degree of uniformity in dimension and thickness.11 The current
method of measuring the variability in the wall thickness is
white-light interferometry and has an accuracy of one interfero-
metric fringe ~0.3 µm. This case studies the effect of a capsule
nonuniformity, which is too small to be measured, on the ice
thickness. (If it is found to be significant, a more accurate
method will have to be used to select quality capsules.) These
nonuniformities in the capsule wall can lead to thermal gradi-
ents in the ice as thinner areas in the wall offer less thermal
resistance to heat loss to the exchange gas than do thick ones.
As research continues on engineering precise uniform cap-
sules, the effects that nonuniformly thick capsules have on
cryogenic layers must be calculated.

Case 3: Temperature Gradients on the Inner Surface of the
Layering Sphere.

During calculations for Cases 1 and 2, it was assumed that
the layering sphere was isothermal; that premise will be inves-
tigated here. In this case, the effects that a temperature non-
uniformity over 12% of the layering sphere’s inner surface will
produce in the target at the center of the layering sphere were
calculated. The source of the heat load could be (1) a localized,
small thermal short to an adjacent shroud along an instrumen-
tation sensor or the optical fiber used for IR layering and/or

(2) heating on the windows during IR layering and target
viewing, and from external radiation. Depending on the mag-
nitude of the temperature nonuniformity, polar and azimuthal
temperature gradients may develop in the ice. The effects of
these heat sources must be identified by calculations so they
can be minimized by engineering.

The most obvious initial concern—heating caused by room-
temperature radiation—is not expected to be a significant
contributing factor: radiation will be absorbed in the windows
(BK glass) of the first stage of the cryocooler, which are at
45 K. Less than 0.4% of the light is transmitted by these 1-mm-
thick glass windows. (Re-radiation from these windows at 45 K
through the layering sphere’s sapphire windows was calculated
to heat the target by less than 20 nW, which is negligible.)

The Target Viewing System (TVS) is used to illuminate and
view the target when it is positioned in the center of the target
chamber. Absorption of this radiation in the sapphire windows
is a contributor to a nonuniform layering-sphere temperature.
The source is filtered to 532 nm with a bandwidth of 40 nm, and
the heat load is localized around the windows. Because of the
excellent thermal conductivity of the copper layering sphere,
that area is expected to have a temperature nonuniformity of the
order of 1 mK. (If the illumination source is unfiltered, the heat
absorbed in the sapphire window is ~40 mW.)

A nonisothermal layering-sphere surface will transmit its
effects into the surrounding helium exchange gas, which will
produce an uneven heat load on the capsule. The nonuniform
capsule environment will result in a shift in the target isotherms
to create a nonuniform cryogenic-fuel layer.

Solution Procedure
Separate models were developed to determine the sensitiv-

ity of the smoothness of the DT ice to deviations from ideal
boundary conditions that may be expected in actual operations.
This was done to identify those parameters that most affected

Table 81.I: Properties of the materials used in the CFD simulation.

Solid DT7 Polyimide (Kapton)8,9 Helium at 50 mTorr10

Thermal conductivity k (W/m K) 0.35 0.05 0.0227

Heat capacity Cp (J/kg K) 2720 130 5600

Density ρ (kg/m3) 257.6 1500 0.0002

Heat-generation rate Q (W/m3) 51000 0 0



MODELING THE TEMPERATURE AND ICE-THICKNESS PROFILES WITHIN OMEGA CRYOGENIC TARGETS

LLE Review, Volume 81 15

the layer’s smoothness. Only heat transfer via conduction was
modeled: the pressure of the helium exchange gas (50 mTorr)
is too low for convection to contribute to heat flow, and the
small temperature gradients between the capsule and the layer-
ing sphere preclude a significant radiation effect. (A more
complicated refinement to be added later will incorporate mass
transfer and the presence of helium inside the capsule into the
model. This will allow the dynamics and time dependency of
the layering process to be determined. These capabilities will
be needed to complement the experimental observations.)

An iterative procedure was used to calculate the final ice
profile. Initially, the ice was defined as a uniformly thick layer
inside the capsule to calculate the heat generation and the
temperature gradient over the ice thickness. Next, a new
boundary condition was established to introduce a perturbation
of interest, and the resultant temperature profile in the ice was
calculated. The ice’s void was offset, with the void remaining
spherical, to alter the ice thickness and to simulate the layering
process. (The solid, which has a temperature-dependent vapor
pressure, sublimes and diffuses from the warmer surfaces to the
colder surfaces, where it condenses). The simulation was
repeated with the adjusted ice geometry, and new temperature
profiles were calculated. The process was repeated until the
temperature difference on the internal surface of the ice was
minimized. At this approximately uniform ice temperature the
net transfer of DT would be approximately zero. This conver-
gent configuration was the best approximation of the steady-
state ice profile that can be achieved with a spherical void for
the prescribed boundary condition.

Results and Discussion
1. Analytical Solutions

An initial, idealized model was created to determine the
temperature profile of a uniform spherical ice layer. This model
was used for two reasons: (1) to determine the thermal param-
eter space expected inside the target layering sphere, and (2) to
compare the numerical solution to the analytical result to
ensure the model was functioning correctly. The model con-
sisted of a uniform 100-µm DT-ice layer inside a 2-µm-thick
polyimide capsule with the temperature of the outer layer of
the ice constant at 19.5 K (the defined boundary condition).
The DT was self-heated with a volumetric heating rate of
51,000 W/m3 (about 12 µW per target). The numerical simula-
tion calculated the steady-state inner ice temperature to be
19.50065 K. Thus, a radial temperature difference of 650 µK
existed between the inner and outer ice surfaces. The tempera-
ture profile is shown in Fig. 81.13. This result compared well
with the following analytical result.

The steady-state governing equation12 of a spherical shell
with heat generation is

1
0

2

2r

d

dr
rT

Q

k
( ) + = , (1)

where r is the radius, T is the temperature, Q is the heat
generation, and k is the thermal conductivity. The boundary
conditions are (1) the inner surface, r = Ri, is at Ti and the outer
surface, r = Ro is at To; (2) no heat transfers from the solid to
the gas (assuming negligible thermal conductivity and heat
generation in the gas). The solution is given by
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This calculation assumes spherical symmetry, i.e., uniform ice
thickness and heat transfer solely in the radial direction. Using
the dimensions of the ice, Ro = 473 µm and Ri = 373 µm, and
the thermal conductivity k = 0.35 W/m K, the temperature
difference between the inner and outer surfaces (Ti – To) was
630 µK. This result agrees within 3% of the numerical solu-
tion, validating the mesh resolution and sensitivity of the
numerical approach.

A second model was created to determine the temperature
profiles from pole to pole along the outside surface of a
nonuniformly thick DT-ice layer. If the ice is uniform, there is
no pole-to-pole temperature difference because the heat load is

Figure 81.13
Radial temperature profile of a uniformly 100-µm-thick DT-ice layer inside
an OMEGA cryo target. The outside ice surface was fixed at 19.5 K. The
volumetric heating rate of DT was 51,000 W/m3.

�����

����  !

����  �

����  �

����  �

����  "

����  #

����  �

����   

��
$
�
��
��
��
�%&

'

 # � � � �  

(������	��	�����%�$'



MODELING THE TEMPERATURE AND ICE-THICKNESS PROFILES WITHIN OMEGA CRYOGENIC TARGETS

16 LLE Review, Volume 81

symmetric. When thickness variations exist, heat can flow in
the tangential direction, leading to a nonisothermal inner ice
surface. To model nonuniformities, a 100-µm-thick ice layer
was constructed with a 2.0-µm � = 1 nonuniformity. The model
with dimensions is shown in Fig. 81.14. The isothermal bound-
ary condition on the inner surface of the ice was 19.5 K, with
all other thermal and material properties of DT the same as the
previous model. The CFD simulation predicted a temperature
difference (∆To = 12 µK) along the outer surface of the ice.
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Figure 81.14
A nominal 100-µm-thick ice layer with 2-µm � = 1 nonuniformity used in the
CFD simulation to determine the pole-to-pole temperature difference in
nonuniformly thick DT ice.

For the analytical solution, Eq. (2) was rearranged and two
calculations were performed. Each calculation gave the tem-
perature of the outer ice surface for a given thickness. The
equations were solved by using the inner-surface boundary
condition:
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where the indices “1” and “2” on the radii and temperatures
indicate two different locations. By solving the equations with

real radii and properties (shown in Fig. 81.14) and allowing the
indices 1 and 2 to refer to the north and south poles, respec-
tively, the temperature difference along the outer ice surface
(∆To = To1−To2) was 14 µK. This result agrees within 17% of
the numerical solution above.

2. Numerical Simulations
The two models above determined the thermal parameter

space and compared well with the analytical solutions. The next
task was to calculate the effects of realistic perturbations to the
system on the DT-ice temperature and thickness profiles. For
these more complicated situations, no simple analytical solu-
tion existed against which to compare; instead, the numerical
models were used to predict the profiles.

Case 1: Misalignment of the target from the center of the
layering sphere.

In this model the target was shifted from the center of the
layering sphere as shown in Fig. 81.15. The figure depicts the
centers of the target and layering sphere offset by
1 mm, about one target diameter. The interior surface of the
layering sphere is isothermal at 19.2 K (the prescribed bound-
ary condition). The capsule and DT ice were initially uniform
2 µm and 100 µm thick, respectively. The calculated tempera-
ture profiles in the DT ice and vapor space prior to layering are
shown in Fig. 81.16. Since the bottom of the target was farthest
away from the colder layering sphere, it had the relatively
warmer inner ice surface. The pole-to-pole temperature differ-
ence along the inner ice surface caused by the target misalign-
ment of 1 mm was 85.5 µK.

Figure 81.15
Axisymmetric model of a target offset from the center of the layering sphere.
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Figure 81.16
Temperature profiles in the DT ice and vapor space for a target offset from
the center of the layering sphere by 1 mm. The pole-to-pole temperature
difference on the inner ice surface was 85.5 µK.
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Figure 81.17
Total ice � = 1 nonuniformity in a nominal 100-µm-thick ice layer for various
offsets of the target from the center of the layering sphere.
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The next step of the simulation was to determine the ex-
pected shift in ice thickness caused by the temperature differ-
ence on the inner surface. Since the bottom part of the target
was warmer, the temperature-dependent vapor pressure of DT
above the ice was greater than where the ice was colder. The
resulting pressure gradient would create a net mass transfer of
DT to the colder, upper half of the target where it condenses on
the ice surface. This reduces the ice thickness at the bottom of
the capsule and increases it at the top. The semi-circle that
represented the inner ice surface was shifted downward to
represent the thinning of the lower layer and thickening of the
upper layer of DT. Following the iterative solution procedure
described previously, the ice’s void was manually varied to
simulate layering, and the simulation was repeated until the
pole-to-pole temperature difference along the ice surface was
approximately zero. This occurred when the total ice � = 1
nonuniformity was 1.1 µm. (The ice thicknesses at the north
and south poles were 100.55 µm and 99.45 µm, respectively.)

The simulation was repeated for different values of the
misalignment of the target from the layering sphere’s center.
The inner ice pole-to-pole temperature differences before
redistribution caused by different target offsets are listed in
Table 81.II. The corresponding � = 1 nonuniformities in the DT
layer resulting from the offsets are displayed in Fig. 81.17.
Using the � = 1 mode for these analyses is a reasonable
compromise as it is the dominant contribution to the total rms
roughness4 and makes the calculation tractable. Clearly, in
actual operation the change in ice thickness would be observed
in additional modes of the power spectrum (� > 1); however, at

present, modeling these additional modes is beyond the scope
of this article.

Case 2: Capsule � = 1 nonuniformities.
The capsule itself can produce temperature nonuniformities

in the ice if the wall is not uniformly thick because the capsule’s
thermal conductivity is much less than that of the ice. The
effects of these small perturbations required an adaption to the
model. To model the sensitivity of nonuniformities of the order
of tenths of microns, the scale of the area under investigation
was reduced to include only the target capsule and the DT ice
and vapor space. This removed the exchange gas and layering
sphere from the calculations. Instead, an isothermal boundary
condition on the outer capsule surface at a temperature of
19.5 K was used in all simulations.

Table 81.II: Pole-to-pole temperature difference on the inner
DT-ice layer before redistribution for various
offsets of the target from the center of the
layering sphere.

Offset from center
(µm)

Temperature difference in ice
(µK)

0 0.0

500 −52.0

1000 −85.5

1500 −190.0



MODELING THE TEMPERATURE AND ICE-THICKNESS PROFILES WITHIN OMEGA CRYOGENIC TARGETS

18 LLE Review, Volume 81

An example case is shown in Figs. 81.18–81.20. The cap-
sule (nominal thickness 2 µm) was modeled to be nonuniform
by shifting the semicircle representing the outer shell surface
upward by 0.15 µm to create a total � = 1 nonuniformity of
0.3 µm. A uniform 100-µm DT-ice layer was placed inside the
nonuniform capsule; the complete geometry is shown in
Fig. 81.18. Since there was a greater thermal resistance at the
north pole than the south pole due to the thicker capsule wall,

Figure 81.18
A 0.3-µm nonuniformity (� = 1) in the target-capsule thickness. The ice was
100 µm thick. Figures are not to scale.

Figure 81.19
Temperature distribution along the inner surface of the ice (0� at target
equator, 90� at north pole, −90� at south pole). A pole-to-pole temperature
difference occurs as a result of the � = 1 nonuniformity (capsule thickness
nonuniformity).

Figure 81.20
The ice’s void was shifted until zero temperature difference occurred
between the poles. This was considered to be the final ice-thickness profile.
Figures are not to scale.
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the ice was relatively warmer at the north pole. The calculated
pole-to-pole temperature variation (~25 µK) along the inner
ice surface is shown in Fig. 81.19. Using the iterative solu-
tion procedure, the ice thickness was shifted to simulate layer-
ing (by moving the ice’s free surface) until the temperature
gradient between the poles reached zero. This result is shown
in Fig. 81.20, where a total 1.86-µm ice � = 1 nonuniformity was
calculated. (The ice thicknesses at the north and south poles
were 99.07 µm and 100.93 µm, respectively.) The results of
simulation recreating other capsule � = 1 nonuniformities are
listed in Table 81.III.

Case 3: Temperature gradients on the inner surface of the
layering sphere.

In the model for this investigation, the temperature was
raised by a fixed amount on an area covering 12% of the
layering sphere. The remainder of the layering sphere was held
at 19.2 K. This simulated the effect that a localized heat load on
the layering sphere has on a target. The capsule and DT ice were
initially uniform 2 µm and 100 µm thick, respectively. The
resultant effects on the ice temperature and distribution were
calculated for a target centered in the layering sphere.

The presence of helium exchange gas allowed temperature
perturbations on the layering sphere to transmit to the target and
create an uneven heat load. Naturally, the side of the capsule
closer to the heat source was warmer than the opposite side. The
DT ice thinned from the warmer side and redistributed on the
cooler side, until the free DT surface was isothermal. The
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results are listed in Table 81.IV. A 10-mK nonuniformity over
12% of the layering sphere caused a ~0.5-µm ice � = 1 non-
uniformity. A temperature gradient along the layering sphere
greater than 10 mK must be present to change the ice thickness
by a significant amount.

Summary
The temperature field within the cryogenic target is influ-

enced by many factors, including the presence of exchange
gases, target alignment within the layering sphere, target cap-
sule thickness uniformity, temperature gradients on the layer-
ing sphere, in-situ target characterization methods, and external
radiation. This temperature field determines the thickness
uniformity of the DT-ice layer.

The temperature profile and ice � = 1 nonuniformity of the
target within the OMEGA cryogenic target positioner were
calculated using a thermal model in CFD simulations. The

work isolated the effect of discrete factors that affect the
uniformity of the ice thickness and determined a first-order
sensitivity of the ice smoothness to the effect: (1) variations in
target alignment in the layering sphere, (2) capsule-thickness
uniformity, and (3) temperature uniformity on the layering
sphere. The resultant ice-thickness profiles were calculated for
these various boundary and initial conditions.

For a target misalignment from the center of the layering
sphere by 1 mm, the expected ice � = 1 nonuniformity is
~1.0 µm. For a capsule � = 1 nonuniformity of 0.1 µm in a
nominal 2-µm-thick shell, the expected ice � = 1 nonuniformity
is 0.6 µm. A temperature gradient along the inner surface of the
layering sphere greater than 10 mK must be present to change
the ice thickness more than 0.5 µm. Results from this study
determine which variables have the greatest effect on the ice
smoothness to guide target fabrication, layering, and cryo-
engineering priorities.

Table 81.IV: Pole-to-pole temperature difference before redistribution and resultant ice
�

= 1 nonuniformity
for temperature gradients over 12% of the area of the layering sphere.

Temperature gradient over 12%
of layer sphere area

(mK)

Pole-to-pole temperature gradient in
ice before redistribution

(µK)

Resultant ice-thickness
nonuniformity (

�
= 1)

(µm)

5 15.4 0.34

10 28.7 0.54

Table 81.III: Pole-to-pole temperature difference before redistribution and resultant
�

= 1 nonuniformity
for different capsule

�
= 1 nonuniformities.

Capsule-wall nonuniformity
(
�

= 1)
(µm)

Pole-to-pole temperature difference
in ice before redistribution

(µK)

Resultant ice-thickness
nonuniformity (

�
= 1)

(µm)

0.1
(1.95 to 2.05)

9.5 0.6
(99.7 to 100.3)

0.3
(1.85 to 2.15)

24.5 1.86
(99.07 to 100.93)

0.6
(1.7 to 2.3)

52.5 3.72
(98.14 to 101.86)

For an OMEGA cryo target (2-µm capsule wall, 950-µm OD, 100-µm ice layer)
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Introduction
The long-term plan for the upgraded OMEGA laser system
includes continued improvements in beam quality, beam-to-
beam energy and power balance, and the incremental addition
of several beam-smoothing techniques. Incorporating the ca-
pability to shoot “cryogenic” targets is also part of the plan.
Integration and activation of the Cryogenic Target Handling
System is in progress as of this writing. This article introduces
the elements of cryogenic-target operations and details the
technique that will ensure correct and safe sequencing of
cryogenic shots.

1. Cryogenic Operations
A cryogenic target is a ~1-mm-diameter spherical shell

that is processed at very low temperatures and delivered to the
target chamber with the fuel frozen as a layer of “ice” approxi-
mately 100 µm thick on the inside surface of the shell. These
targets can contain significantly more fuel than the normal,
room-temperature, gas-filled targets. Figure 81.21 illustrates
how cryogenic targets are suspended by spider’s silk from a
beryllium “C” mount (see description in the Target Filling
section, p. 7, this issue).

Figure 81.22 shows the equipment installed in the OMEGA
target area to allow cryogenic targets to be positioned and shot.
The lower pylon, supported by the target chamber (TC),
extends downward from the center of the TC and through the
Target Bay floor; this lower pylon is basically a cylindrical
vacuum vessel fitted with a kinematic dock inside its upper end
and an isolation valve and flange at its lower end. The upper
pylon extends from above the center of the TC, through a
bellows joint at the top of the TC; it is supported by the bridge
structure that spans the Target Bay. The linear induction motor
and shroud retractor, which are housed within the upper pylon,
are used to remove a thermal shroud that protects the target until
shot time.

Figure 81.23 shows the elements at the center of the TC in
more detail. The target is housed in a moving cryostat (MC) that
is placed at the center of the TC by the lower pylon equipment.

Target Detection and Shroud Pull Sequencing
for Cryogenic-Target Operations on the OMEGA System

The position of the target can be checked and adjusted using the
standard OMEGA Target Viewing System and the positioner
built into the MC. The OMEGA system may then be charged
and sequenced to shoot the target. The charging and countdown
take approximately 3 min. In the last second, the shroud
retractor is commanded to pull the upper shroud upward, away
from the target, so that it is clear of the beams before the laser
pulse arrives.

Cryogenic targets are produced by permeating deuterium
or deuterium/tritium fuel into the shell at pressures of up to
2000 atm and then cooling the assembly to below 20�K. The

Figure 81.21
Cryogenic targets utilize a “C” mount configuration that minimizes the
mass in the vicinity of the target and does not obscure any of the 60
OMEGA beams.
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Figure 81.22
The major equipment items recently installed in the OMEGA target area to
facilitate cryogenic target shots include transport and insertion equipment
beneath the target chamber, upper and lower pylons, and a structural bridge.

Figure 81.23
The cryogenic target is housed in a moving cryostat (MC) that is placed at the
center of the target chamber. The MC includes thermal shrouds that isolate
the target from the room-temperature target chamber environment. The
shroud retractor removes the upper shroud just prior to the shot.

MC maintains a cold environment around the target while it is
moved from the permeation site, completes its preparation
cycle, and is moved to the center of the target chamber. Fig-
ure 81.24(a) shows the base of the MC; Fig. 81.24(b) shows
the components that make up the upper shroud. The inner,
middle, and outer shrouds are joined to form a single upper-
shroud assembly that can move in a vertical direction over the
target and mate with the lower shrouds on the base. In this
configuration, the target is centered in the “layering sphere,”
which is a metal cylinder with an internal spherical cavity that
is controlled to provide the low-temperature, spatially uniform
radiation environment that promotes formation of a smooth,
concentric ice layer. Windows in the layering sphere, the middle
shroud, and the outer shroud allow the target to be viewed along

two axes by the Target Viewing System (TVS), which is used to
position objects in the OMEGA target chamber.

The MC transport cart mounts all of the cooling, vacuum,
and control equipment required to maintain the MC at the
required low-temperature, high-vacuum condition. A major
feature of the transport cart is an evacuated umbilical spool that
manages the electrical and fluid lines that connect the MC to the
equipment on the cart. Figure 81.25 shows the transport cart. In
this view, the cryostat is located below the large gate valve near
the top of the cylindrical vacuum vessel (left of center). The
entire transport cart is mounted on a pneumatic bearing system
that allows operators to push it from place to place within the
facility. A total of five transport carts are planned.
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Figure 81.24
Parts of the moving cryostat: (a) The base
includes a target positioner, a cooler, and the
lower protective shrouds; (b) the upper shroud
is a three-layer assembly. The layering-sphere
element that immediately surrounds the tar-
get provides a spatially uniform radiation
environment that determines the properties
of the ice.

Figure 81.25
The moving cryostat transport cart carries the moving cryostat and its
cooling, vacuum, and control equipment. It is moved around the facility on
a pneumatic bearing system.
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Figure 81.26 shows the lower pylon, in the room below the
target chamber, with the transport cart docked to it. The vertical
cylinder in the foreground is an evacuated “chain locker.”
When the system is ready, the isolation gate valves are opened,
and the MC is driven to the center of the target chamber by the
action of the chain being driven out of the locker and along
guide rails inside the transport cart and lower pylon vacuum
vessels. When it arrives at the center of the target chamber, the
MC mates with the kinematic dock built into the lower surface
of the top of the lower pylon and is clamped into place. This
places the layering sphere and target within approximately
100 µm at the convergence of the laser beams.

The linear induction motor (LIM) in the upper pylon can
then be operated to lower the shroud retractor from above to
engage the upper shroud and prepare it for removal (this
configuration is shown in Fig. 81.23). The shooting sequence
includes commanding the removal of the upper shroud so that
it is clear of the beams before the pulse arrives, assuring that the
target is intact and in place, and preventing the laser pulse from
propagating if a problem is detected. The details of this final
sequencing, detection, and shot authorization process are per-
formed by the cryogenic target detection equipment described
in this article.

Figure 81.26
For an OMEGA shot, the transport cart is positioned under the lower pylon
and connected to it. A compression chain system is used to drive the moving
cryostat upward into the target chamber.

2. Cryogenic Target Detector
Because the beam ports on OMEGA’s target chamber are

arranged in opposing pairs, energy propagated forward in one
beamline can pass through the chamber and propagate in the
backward direction on the opposing beam train. This feature is
exploited routinely in alignment procedures that use low-
energy laser beams. High-value optics can be seriously dam-
aged, however, if even a fraction of the high-energy shot pulse
is allowed to pass the target and enter the opposing focus lens.
“Target existence detectors” have been put into place to help
prevent this from happening. The automatic imaging target
existence detector (AITED)—a system used on noncryogenic
target shots—protects against the situation where a properly
aligned target moves or falls out of position late in the shot
cycle. The cryogenic target detector (CTD) performs the same
functions in the altered circumstances dictated by cryogenic-
target operations. (The Target Viewing System cannot be used
for target detection in either case because its lenses extend
well into the target chamber and are protected from flash and
debris by rugged shutters. Because these shutters require ap-
proximately 10 s to close, they are closed and verified prior to
charging the laser system.)

AITED is designed to deal with targets of any shape (planar
or spherical) positioned at any location near the target chamber’s
center. It features a single video camera to view a backlighted
image of the target using an arrangement of lenses mounted
outside the target chamber. Since it functions by processing
video frames at 30 Hz, AITED is useful until about 30 ms prior
to the shot. After the last pre-shot frame has been acquired, a
fast shutter closes to protect the camera from the flash of the
target event. The presence of the shroud and the sub-frame-rate
timing of events prevent the use of AITED for cryogenic shots.

The CTD uses a pair of apertured photodiodes to analyze the
intensity of signals provided by dedicated laser illuminators.
This technique can provide detection arbitrarily close to the
shot, but it is limited to spherical targets positioned at the center
of the target chamber. As the design concept for the CTD
developed, it was extended to include the precision timing of
the shroud-retraction (or pulling) event.

Both target detectors prevent the high-energy pulse from
propagating by interrupting the 5-Hz signal that triggers the
power conditioning units for the regenerative amplifiers at the
beginning of the laser system. The pulse that then propagates
to the power amplifier stages is too low in energy to be
amplified to normal levels in the remainder of the system. As a
result, essentially no energy reaches the target, and damage
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due to energy passing through the center of the target chamber
is prevented.

Discussion
The Cryogenic Target Detection (CTD) System has been

designed to meet the following requirements:

a. Synchronize the pulling of the shroud to the laser shot.
• Ensure that the shroud is clear of all the beams before the

energy arrives at the center of the target chamber.
• Minimize the time that the target is exposed to the target

chamber’s thermal radiation environment (goal: 50 ms,
max).

• Ensure that the shot occurs before the vibration caused
by stopping the shroud at the top of its travel can disturb
the target.

b. Prevent propagation of the high-energy pulse if the target
is not in place at the center of the target chamber.
• Initiate detection when the shroud has cleared the target.
• Continue to monitor as close as possible to shot time.

c. Prevent propagation of the high-energy pulse if the target
is displaced or if shroud retraction deviates from nominal.
• Accommodate 700- to 1100-µm-diam spherical targets

at the center of the target chamber.
• Detect displacement of the target from the center of the

target chamber.
• Detect early or late exposure of the target.
• Detect failure of the shroud to clear the beams.

d. Provide operability and testability features compatible
with OMEGA operations.
• Provide consistent user interface look and feel.
• Allow operator input of setup parameters.
• Detect and display errors.
• Implement correct responses to shot-cycle system states

including “stand-down” and “abort.”
• Include test modes and signal outputs to facilitate instal-

lation, readiness checks, and trouble shooting.
• Provide reduced functionality with one axis inoperative.

e. Fail to the “safe” triggers-are-interrupted mode.

The major elements of the CTD include a set of detectors
installed on the target chamber; a rate interrupt module (RIM),
which is located in the Driver Electronics Room (DER) below
the Laser Bay; and user interface software, which creates a
display in the Control Room. These are shown schematically in

Fig. 81.27. The CTD uses two orthogonal optical detectors that
are similar to the TVS. These elements are co-located with the
corresponding TVS equipment on the target chamber but view
along slightly different axes and operate independently. Be-
cause the CTD viewing axes are blocked by the edge of the
viewing port in the outer shroud of the MC, target detection is
not possible until the shroud has been pulled clear of the target
late in the shot sequence.

The RIM is a package of electronics that is mounted in the
same rack as the primary driver-timing equipment. A dedi-
cated RS-485 serial link relays signals between the detector
packages and the rate interrupt module (RIM). In addition to
those associated with the detectors and illuminators these
include the three shown connecting to the upper pylon controls
in Fig. 81.27. The RIM also receives the T–10 and T–0 timing
marks and the three 5-Hz rates that it controls from the Hard-
ware Timing System equipment in the DER. The RIM commu-
nicates, via a standard RS-232 serial link, with a Sun workstation
that contains the video frame grabber used by AITED. CTD
operator interface software running on that computer provides
the Graphical User Interface that is displayed on the laser
drivers workstation in the Control Room.

1. CTD Illuminators
Each CTD illuminator consists of a small diode laser with a

collimating optical system and a fast-acting shutter. The lasers
are turned on and off by a general-purpose control software
item that allows the lasers to be operated manually, as needed
for checkout, and automatically cued by shot-cycle software
messages. The fast shutter is controlled (like the AITED
camera shutter) by the hardware timing system and a dedicated
controller. It closes 1 to 5 ms before every shot to prevent the
flash from damaging the illuminator laser optics and re-opens
automatically after the shot. A photodiode mounted in the
illuminator optics provides a signal to the RIM to indicate when
the laser is on, regardless of the position of the shutter.

2. Detector Packages
The CTD optics focus the illuminator laser beam into the

detector package, through a manually adjustable aperture, and
onto a photodiode mounted within the TVS enclosure on the
opposite side of the target chamber. This system is set up so that
three distinct levels of illumination can be detected:

(a) No light means that the illuminator is either not on or
is shuttered or that the MC shroud is blocking the line
of sight.
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(b) A medium level means that the shroud is clear of the target
and the target is in place.

(c) A higher level means that the shroud is clear but the target
is out of place.

The “low” and “high” threshold settings that make this
discrimination are set by the operator and passed to the detec-
tors for implementation. Each detector uses a Microchip
PICMicro 8-bit RISC microcontroller running at 16 MHz. This
microcontroller includes on-board 8-bit analog-to-digital con-
verters that transduce the photodiode signal. I/O bits on the
PICMicro’s are used to sense the illuminator status and handle
the signals to and from the upper pylon. The detector packages
also include RS-485 transceivers. The RS-485 standard uses
differential signals that allow greater noise immunity, higher
speed, and greater cable lengths than the RS-232 standard wire.

Figure 81.27
The rate interrupt module (RIM) is the heart of the Cryogenic Target Detection (CTD) System. It receives signals from detectors in the target chamber, controls
the triggers to the driver preamplifiers, and communicates with the Control Room operators.

3. Rate Interrupt Module (RIM)
The RIM developed for cryogenic operations replaces the

unit that was installed for AITED and is also built around the
PICMicro microcontroller. The firmware running on this chip
has separate AITED and CTD operating modes. The mode is
determined by whether the AITED or the CTD software is
running on the Sun computer. In the AITED mode, the RIM
functions the same as previous versions of the RIM. In the CTD
mode, the RIM implements the cryogenic target requirements.
In both modes the code coordinates the activities of the RIM,
including communication with the Sun, and control of the 5-Hz
flashlamp triggers. Final control of the flashlamp triggers is
provided by opto-isolators rather than the relays used in the
previous versions of the RIM. This approach provides im-
proved reliability and switching speed. The closed-to-open
signal switching time of the rate interrupt opto-isolators has
been measured as approximately 500 ns.
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The overall shroud-retraction sequence must be repeatable
within �1 ms. This allocation includes the “pull trigger” signal
that originates in the RIM and is relayed over the RS-485 to the
Y detector package, where it is output as a voltage level to the
LIM controller in the upper pylon. The performance of the
CTD elements was assessed in LLE’s Electronics Shop using
the actual components connected by cables of representative
lengths. The result of 20 trials is that the “pull trigger” can be
timed and generated in the RIM, transmitted to the detector
package, and output with an average latency of 128.8 µs and a
rms (“jitter”) of 2.6 µs—well within the required limits.

4. CTD Operator Interface (CTDOIF)
The CTD operator interface software was developed using

X/Motif Designer 5 and is designed to run under Solaris on the
AITED Sun workstation to make use of the dedicated serial link
to the RIM. The Graphical User Interface is displayed on the
laser drivers workstation in the Control Room. Figure 81.28
illustrates the windows that are presented to the operator. The
main window provides the functions for normal shot-to-shot
operation of the CTD, which includes monitoring the status of

/�0�'�������� /�0�%����������

� �5�

Figure 81.28
The CTD operator interface windows (a) arm the system, enable/disable the
solid-state relays, and monitor status; (b) choose axes to be armed and set
detection thresholds and timing values.

the RIM and arming the system for a shot. In particular, the
status of the illuminators and the resulting signal levels at the
detectors are portrayed. The setup window allows the operator
to review and change the selection of axes that will be armed
and the values of the RIM parameters. When revised values are
applied to the RIM, they are automatically saved to the OMEGA
database. The selection of one axis or both will depend on the
status of the CTD hardware. Variations in target size or opacity
may necessitate adjustment of the threshold values. The timing
parameters will be a function of the acceleration profile that the
LIM/shroud puller is commanded to follow. It is expected that
once the correct set-up values have been established, they will
seldom be changed.

The communication link between the Rate Interrupt Module
and the Operator Interface is monitored by both elements. If
communication is lost after the system has been armed for a
shot, the RIM will interrupt the driver triggers. It will also abort
the shroud pull if it is not too late. The OIF supports the
executive-level intercommunication protocol that is used to
coordinate shots. This ensures that the CTD is operated when
necessary and that the operators are aware of any problems. It
also allows the CTD to participate correctly in system-wide
aborts or stand-downs.

5. Operating Sequence
Figure 81.29 illustrates the events in the cryogenic shot

sequence. After the MC has been inserted and the target has
been positioned and verified by the Experimental System
operator using the Target Viewing System, the laser driver
operator will verify that the CTD is set up correctly and “arm”
it for the shot. In the armed state, the CTD will act in response
to the events it can sense. When the CTD is not armed, the
information is simply displayed to the operator.

When the entire OMEGA system is ready, the power ampli-
fiers are charged over a period of about 2.5 min. After charging
is complete, the precision timing sequence starts at T−20 s. At
about T−10 s (exact timing to be determined during system
activation), the pylon controller element of the Cryogenic
Target Handling System initiates a “pre-pull” activity that
prepares the shroud for removal. The RIM receives the “LIM
armed” signal when this is complete. Meanwhile, at exactly
T−10 s, the RIM computer starts a “pull timer” that counts
down to the time at which the pull trigger signal must be output.
Since the shroud takes about 470 ms to clear the target after it
is triggered, the pull timer will run for about 9.5 s. When the pull
timer expires, the RIM logic checks to ensure that it is prudent
to initiate the retraction sequence. As is indicated in Fig. 81.29,
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Figure 81.29
The nominal timeline for a cryogenic-target shot illustrates the increasingly precise timing of events orchestrated by the CTD system.

the pull trigger will not be output if a system-wide abort is
underway or if the pre-pull did not complete successfully (as
indicated by “LIM armed”) or if the CTD illuminator(s) for the
axes that are armed is(are) not on at this point. (The separate
function that controls the illuminators is cued by the executive-
level intercommunication protocol.) In addition to inhibiting
the pull trigger, these contingencies will cause the opto-isola-
tors to be disabled, interrupting the driver pulse.

After the pull trigger has been output, the RIM logic waits
until the shroud should be clear (this is timed by the “activation
timer”). Figure 81.30 is a plot of the shroud trajectory that has
been the baseline for the system design. The actual optimum
trajectory is currently being developed on the basis of the
operating performance of the LIM and its controls. The baseline
features an initial constant-velocity pull that separates the
upper shroud from the lower shroud. This is followed by
acceleration at 2.5 g until after the time of the shot. The LIM
will then decelerate the shroud to a stop at the upper end of its
travel (this part of the trajectory is not shown in the plot). In
Fig. 81.30, note that the shot must occur in the 4-ms window
between the shroud clearing the beams (at 0.484 s) and the end
of the 50-ms exposure limit (at 0.488 s). These timing values

depicted in Fig. 81.30 are also reflected in Fig. 81.29. (The
critical timing parameters used by the CTD can be easily
adjusted to accommodate any retraction trajectory that can be
executed by the LIM.)

The shroud will clear the CTD lines of sight at the point on
the trajectory marked “Target is exposed…”. This will allow
the light from the illuminators to reach the detectors and will
cause the lower thresholds to be exceeded. The activation timer
will be set for the latest time that this can occur and still have
a successful shot. If this “slow pull” limit is exceeded, the RIM
will disable the opto-isolators to abort the driver pulse. This
prevents shooting with the shroud in a position where it will
intercept some of the high-energy laser beams. The “fast pull
tolerance” [see Fig. 81.28(b)] will be set to represent the
earliest time at which the shroud can clear the target and still
allow a successful shot. If the illuminators are detected before
the activation timer is below the fast pull tolerance, the driver
pulse will be interrupted because the target could be exposed
long enough to explode before the shot (the 50-ms exposure
limit). In an extreme fast pull case, vibrations resulting from the
shroud puller deceleration could reach the target and disturb it
prior to the shot.
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Figure 81.30
The baseline shroud-removal trajectory features constant velocity separation of the shrouds followed by constant acceleration until after the shot.

If the target is in place when the shroud clears the CTD lines
of sight, the detector signals will be above the lower thresholds
but will not exceed the upper thresholds. This is the “TARGET”
situation on the operator displays and within the CTD logic. If
the armed axes are in this condition, the shot and monitoring
can continue until the illuminator fast shutters close a few
milliseconds before T = 0. At that point, the signals will drop
back below the lower threshold. The detection logic is then
disabled. While the detection logic is active, the driver pulse
will be aborted if the detector signals indicate that the target is
not present or that the illuminators have failed.

The “shroud clear” signal is derived from a photosensor
attached to the LIM structure. It indicates that the shroud is near
the point at which it is out of the beam paths. This signal is
monitored by the CTD to deal with the contingency that the
shroud retractor slows down or stops after a successful initial
retraction. A T−0 signal is provided to the RIM primarily as a
means for disarming the target detector after the shot (so that an
abort is not initiated when the target disappears due to the shot).
This T−0 signal will be delayed by the timing system so that it
occurs as close as possible prior to the arrival of the driver PFN
triggers. If the “shroud clear” signal is received before the

T−0 signal, the shot can continue. If “shroud clear” has not been
received when T−0 arrives, the opto-isolators will be disabled.

The RIM will count the time interval between the “shroud
clear” and T−0 and report it to the OIF for review by the
operator. These values will also be logged to the database as an
indication of the shroud puller’s performance.

Conclusion
Cryogenic target detection (CTD) is a critical part of the

functional integration of the Cryogenic Target Handling Sys-
tem into OMEGA. The newly designed CTD is based on
existing elements of the OMEGA controls and will provide the
necessary sequencing and safety features. The CTD setup
features sufficient flexibility for the evolution of the details of
cryogenic operations and target physics research.
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Introduction
In direct-drive inertial confinement fusion (ICF), laser light
directly irradiates a capsule with a pulse of less than 10-ns
duration. Laser ablation of material from the capsule surface
produces extreme pressure that drives the implosion of the
thermonuclear fuel. Ignition target designs1–3 require a tem-
poral pulse shape tailored to produce two or more converging
shocks that coalesce in the imploding core. Ideally, the implo-
sion occurs without premature heating of the shell or the fuel
contained within because preheat reduces the implosion effi-
ciency. Since ICF targets are inherently Rayleigh–Taylor (RT)
unstable, it is particularly important to direct-drive ICF that the
target perturbations produced by irradiation nonuniformities3

are minimized. Another method to ameliorate the effects of
this instability is to enhance ablative stabilization3 by judi-
ciously preheating the shell with shocks produced by the rise
of the drive pulse. Successful ICF implosions therefore require
precise control of the temporal shape of the drive intensity and
minimal perturbations of the shell by that drive.

Typically drive pulses start with a low-intensity (~2%)
“foot,” several nanoseconds before the peak drive occurs. This
foot is essential for producing the correct isentrope of the
imploding target, i.e., one with sufficient heating to help
stabilize the target but not high enough to greatly reduce its
hydrodynamic efficiency. The simulations typically assume
perfect optical contrast (i.e., no prepulses before the drive
pulse begins). ICF lasers have high gain and experience
significant saturation around the peak of the pulse; thus, low-
level noise in the driver can readily produce prepulses. Since
hydrodynamic target simulations generally cannot correctly
model the effects of prepulses at less than 10−5 of the peak
power, the specifications for optical contrast must be deter-
mined experimentally using target performance.

Implosion experiments4,5 and theoretical calculations6 car-
ried out using 1054-nm lasers generally found that prepulse
levels had to be kept eight to nine orders of magnitude below
the peak power to obtain maximum performance (neutron
yield). Corresponding optical measurement techniques7,8 were

The Effect of Optical Prepulse on Direct-Drive Inertial
Confinement Fusion Target Performance

also developed at that time. Since then ICF lasers and targets
have changed significantly, but no new reliable experimental
data exists on the effect of prepulses on target performance.
Today, direct-drive targets are usually coated with a thin
(�1000-Å) Al layer that retains the hydrogen isotopes in the
gaseous fuel and prevents target damage caused by filamentation
of laser light inside the target shell prior to plasma forma-
tion.9,10 This layer can be compromised easily by low-energy
optical prepulses. Most modern ICF lasers are frequency-
tripled (351-nm) Nd:glass lasers that benefit greatly from the
prepulse suppression afforded by the frequency conversion.
Recently Elton et al.11 suggested that prepulses on the OMEGA
laser system12 might be higher than expected, prompting the
implementation of a contrast-monitoring system on OMEGA.
This work presents the measured prepulse levels on OMEGA
and a contrast criterion for OMEGA direct-drive implosions.
Similar contrast criteria will apply to direct-drive experiments
on the National Ignition Facility (NIF).13

In this article several techniques for characterizing prepulses
on OMEGA and their effect on target performance (i.e., neu-
tron yield) are presented. The results indicate that the upper
limit for the allowable prepulse on target is ~0.1 J/cm2 at peak
intensities of �108 W/cm2. This translates to an intensity
contrast of ~107 between the allowable prepulse and the peak
of the main laser pulse. This limit is most relevant for Al-coated
targets. The allowable prepulse may be higher for uncoated
targets if such targets should prove viable in the future.

Optical Diagnostics and Their Interpretation
Optical contrast on OMEGA is measured at two places:

(1) a UV contrast station located after the frequency converters
and just ahead of the target chamber, and (2) an IR contrast
station at the input to the amplifier chain, ahead of the first beam
splitter on OMEGA. In both cases, the full beam aperture is
sampled. The contrast is measured using fast vacuum photo-
diodes (Hamamatsu, R1328U-01-S-1 and R1328U-02-S-20)
and high-speed oscilloscopes (TEK7250 or IN7101). A sche-
matic layout of the UV contrast station is shown in Fig. 81.31.
An air breakdown region is included in the design to protect the
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diodes against damaging fluences during the main pulse. The
prepulse monitors are calibrated with removable filters. These
filters allow the main laser pulse to be fully measured on
calibration shots that are typically performed daily. Removing
these filters accesses the low-intensity prepulse region within
20 ns before the main laser pulse. The calibration filters have
an optical density (OD) of 5.3 in the UV (2.9 in the IR), and,
when removed, the detection threshold is typically around 8
orders of magnitude below the peak UV power (~5 to 6 orders
of magnitude below the IR peak power). Extensive precautions
have been taken to block stray light from affecting the measure-
ments, including the spatial-filter aperture shown in Fig. 81.31.
The temporal resolution of this system is better than 200 ps.

Typical prepulse records for a full-power OMEGA laser
pulse are shown as the lower two curves in Fig. 81.32. The
respective calibration curves with filters inserted are shown in
the upper portion of this figure. (Note that their peaks are

Figure 81.31
Schematic layout of the UV contrast moni-
tor station. To protect the photodiode the
confocal lens pair breaks down the air
when the high-intensity laser pulse ar-
rives. The removable filter pack is inserted
for calibration of the prepulse monitor.

Figure 81.32
Contrast monitor traces for the UV at the output and the IR at the input to
OMEGA. The thin traces on top show the calibration traces with the main
pulses on scale and normalized. The thick lower traces are taken without the
calibration filter (see Fig. 81.31) and permit prepulse monitoring to a contrast
of 10−8 from the peak in the UV (10−6 from the peak in the IR). No prepulses
are seen above the noise for times t < −2 ns.

normalized to 1.) An IR prepulse (or prepulses) can be seen
rising to ~10−4 of the peak IR power within ~1 ns of the arrival
of the main pulse (the steep rise at t = 0). The corresponding UV
power is <10−7 of the peak UV power. The difference in
contrast level between the IR and UV pulses results from both
the unsaturated gain in the IR system and the nonlinear fre-
quency conversion. [Low-power prepulses experience small-
signal conversion I IUV IR∝( )3 , whereas the conversion is almost
linear with the intensity near the peak of the pulse.] From
simulations and experiments we have found that the prepulse
contrast ratio obeys a heuristic relationship of CUV � (CIR)2,
where C = Ppeak/Pprepulse (the subscripts refer to the peak and
prepulse powers). This relationship is born out in the results
shown in Fig. 81.32, where the UV prepulse level is mostly
below the noise limit, i.e., flat portions of the trace. (The flat
lines for t > 0 are the saturated diode signals.) The UV prepulse
(Pprepulse < 10−7 Ppeak) within the last nanosecond before the
onset of the main pulse is very close to the detection threshold.
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The prepulse within 1 ns of the main pulse originates in either
the regenerative amplifier (regen) or the pulse-shaping system
before the regen. Such prepulses are only marginally affected by
the Pockels cells following the regen. The general shape and
position of these prepulses are reproducible although the inten-
sity fluctuates, particularly in the UV. These observations rule
out regen amplified stimulated emission (ASE), leaving spurious
intracavity reflections within the regen or imperfections in the
laser pulse injected into the regen as likely sources. The exact
prepulse source is still under investigation.

A large number of OMEGA shots have been examined for
UV prepulses; it was found that none had a prepulse in excess
of 10−8 of the peak pulse within the time window of −17 ns and
−1 ns prior to the main pulse. Within the last nanosecond the
contrast degrades but the prepulse level typically does not
exceed 10−6 of the main pulse (the corresponding cumulative
time-integral of the intensity or the fluence is about 0.2 J/cm2

in the prepulse) and in most cases remains at or below 10−7.

Apart from UV prepulses, additional prepulses on target
could be due to IR and green laser light left over from the
frequency-conversion process. In each of OMEGA’s 60
beams, the frequency converters are followed by two dielectric
multilayer mirrors, each with nearly 100% reflectivity at
351 nm and average reflectivities of ~6% in the IR and ~10%
in the green. The residual green energy is always much smaller
(1%–5%) than either the UV or IR energies and can therefore
be neglected. The IR intensity on target is reduced by a factor
of ~280 because of the IR transmission of the UV mirrors. The
chromatic shift of the OMEGA lenses produces IR spots of
~15-mm diameter in the target plane. Since the random phase
plates14 produce a UV focal spot with a FWHM of 0.5 mm and
do not measurably affect the IR spot size, the IR on-target
intensity is reduced by an additional factor of 900 because of
this chromatic defocusing. Since there is no IR prepulse moni-
tor at the laser output, we must estimate the IR output prepulse
from the measured UV prepulse. Assuming small-signal, third-
harmonic conversion efficiency for the IR prepulse [PIR,out �
(PUV,out)1/3], we find that the IR on-target prepulse contrast is
approximately CIR,on-target = ~900 � 280 � (CUV)1/3, which
is ~8 � 107, when the UV contrast is ~3 � 107 as obtained
from Fig. 81.32. Making the pessimistic assumption of 50%
third-harmonic conversion efficiency for the main pulse, we
find that the IR energy prepulse on target is ~1/3 of the UV
prepulse energy.

An independent estimate of the IR on-target prepulse level
(or contrast) can be obtained from the IR input prepulse

monitor, the ten-fold deterioration of the IR contrast due to the
gain saturation in the amplifiers, and the small-signal UV
conversion efficiency. Since the IR output energy can be as
high as the UV energy (depending on pulse shape and dura-
tion), one can obtain an upper limit for the IR prepulse intensity
on target as IIR,on-target,prepulse < [10/(900 � 280 � CIR,input)]
� IUV,peak on-target � (4 � 10−5/CIR) � IUV,peak on-target.
For CIR,input � 1.5 � 104 (Fig. 81.32) the upper estimate for the
IR prepulse is IIR,on-target,prepulse < 10−8 IUV,peak on-target,
which is still well below the corresponding measured UV
prepulse level �5 � 10−8 in Fig. 81.32. The two estimates of the
on-target IR prepulse level (shot 17936, Fig. 81.32) lie within
a factor of ~4, consistent with the accuracy of these estimates.

Threshold Experiments
The thin Al coatings (0.1 µm) applied to all imploding

targets on OMEGA are particularly susceptible to damage due
to prepulses. To determine if prepulses had any effect on these
layers, their integrity (reflectivity) was optically probed from
t � 15 ns up to the arrival of the main pulse (t = 0). The
experimental configuration for those measurements is shown
schematically in Fig. 81.33. An Al-coated flat CH target was
irradiated with one or six beams symmetrically arranged around
the target and at ~20� with respect to the target normal (see
Fig. 81.33). The Al coating was also used as one mirror of an
interferometer whose fringes were temporally resolved with a
streak camera.* The interferometer was illuminated with a
10-ns, second-harmonic pulse (532 nm) of a Nd:YAG laser.

Figure 81.33
Schematic experimental setup for measuring the integrity of thin Al surface
layers prior to irradiation with one or six OMEGA laser beams. The Al layer
on the target acts as one end mirror for the interferometer. The target and the
fringes are imaged onto a streak camera to monitor the integrity (reflectivity)
of the Al. An interference filter, which protects the streak camera against
excessive stray light, is required for high fringe contrast.

*This instrument [the active shock breakout (ASBO) instrument] was
developed and installed on OMEGA by the Lawrence Livermore
National Laboratory.
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Figure 81.34 shows streaked interferometer images for two
shots with Al-coated (0.1 µm) plastic targets (20 µm) irradiated
with 1-ns square-top UV pulses containing 90 J (top image) and
2.7 kJ (lower image). The OMEGA beams were outfitted with
phase plates14 that produce a spot size (FWHM) of 0.5 mm.
Smoothing by spectral dispersion (SSD) was not used; OMEGA
was operated with narrow bandwidth. The probe beam for the
interferometer was timed primarily to determine if early
prepulses (t � −10 ns) were present, as suggested by Elton
et al.11 The beam energies for shot 16882 produced an intensity

Figure 81.34
Streaked interferometer fringes for two different irradiation conditions.
Upper image: A low-energy shot shows interference fringes leading right up
to the start of the main laser pulse. The signal to the right of t = 0 is due to
plasma self-emission. Lower image: A high-energy shot under OMEGA
implosion conditions (I ~ 1015 W/cm2). The two traces are the measured UV
prepulse intensity on target and the cumulative fluence on target for shot
16882. The absence of fringes in the lower part of the lower image indicates
complete disruption of the Al layer at fluences �1 J/cm2.

of 8 � 1014 W/cm2 on target, which is similar to that used for
spherical implosion shots. (These intensities are averaged over
the envelope of the beam; the actual peak intensities in the
speckles can be 4 to 5 times higher.15) Shot 16881 (Fig. 81.34,
top image) was a low-energy shot to test the instrument under
conditions where any prepulses (if present) were expected to be
below the damage threshold for the Al coating; no change in
reflectivity was observed. (Note that the streak camera trigger
was adjusted between the two shots in Fig. 81.34, explaining
the lack of early data for shot 16881. Furthermore, the interfer-
ometer illumination beam came ~1 ns earlier in shot 16882
compared to shot 16881.)

As seen in Fig. 81.34, the streaked interferometer image of
shot 16882 shows no evidence of an early (−16 ns < t < −2 ns)
prepulse affecting the Al surface. There is also no evidence of
a prepulse in the corresponding UV diode trace for that shot.
The latter, which was normalized to the peak UV intensity on
target, is plotted in the graph directly below the image. The
cumulative time integral (i.e., fluence) is shown in the bottom
trace. This level of prepulse is higher than typical OMEGA
performance but is useful because it allowed the measurement
of the effects a prepulse has on the Al layer. The interferometer
fringes completely disappear once the cumulative prepulse
fluence reaches ~1 J/cm2 (t � −1 ns in Fig. 81.34), corre-
sponding to a prepulse intensity of ~2 � 109 W/cm2. Fig-
ure 81.34 also shows that the fringe contrast degrades well
before the fringes disappear completely. It is likely that the
disruption of the Al surface is not spatially uniform, and one
expects a gradual decrease in fringe visibility as the Al layer is
destroyed. Unfortunately the images in Fig. 81.34 do not allow
a precise evaluation of the prepulse fluence or the intensity at
which the disruption of the Al layer begins. These measure-
ments are therefore supplemented with others to determine the
effect prepulses have on target damage and target performance
(see below).

Aluminum-Barrier-Layer Damage Threshold
Measurements of the UV breakdown threshold16 of thin

barrier layers coated on plastic targets were carried out on
LLE’s tabletop terawatt laser system.17 To provide relevant
interaction conditions, the output from the 1-µm-wavelength,
Nd:glass laser system was frequency tripled to 351 nm and
focused onto the targets with a 60-cm-focal-length lens
(f number ~9) after passing through a binary distributed phase
plate.14 In these experiments, the first minimum in the Airy
pattern had a 380-µm diameter, and the characteristic speckle
size was ~3 µm. The experiments were carried out with 1.4-ps
and 40-ps Gaussian laser pulses.

���

8
��
�

��
�	
��
�
�

���

8
��
�

��
�	
��
�
�

���

�

)�� )�� )� �

����

��.

��-

�6�

�6�

2
9�

9�

�
��
�	
&
'

��
9�
��
�	
�:
;�
�
� �

3�
��
��
��5

	�<
;�
�
� �

����	����

�-..�
��6�	�:�

�-..�
�0�	:�

���

�

�����.

��0

���

�-..�
��6�	�:�



THE EFFECT OF OPTICAL PREPULSE ON DIRECT-DRIVE INERTIAL CONFINEMENT FUSION TARGET PERFORMANCE

34 LLE Review, Volume 81

The target disruption (surface breakdown) was measured by
a change in transmission through the target as a function of laser
fluence. An example of the results is shown in Fig. 81.35, where
the transmission as a function of laser fluence is shown for a
15-µm-thick parylene target coated with 0.02 µm of Al. The
transmission was normalized to the transmission of the optical
system in the absence of a target. The data show that the
transmission begins to decrease when the fluence exceeds
~0.1 J/cm2 (defined as the damage fluence). The transmission
data for both the 1.4- and 40-ps pulses were found to be
indistinguishable, confirming that laser fluence, rather than
intensity (factor of ~30 difference), determines the breakdown
threshold. Other metal coatings show similar behavior.

Microscopic inspection of targets exposed to single shots
showed damage to the plastic (CH) substrate at twice the
threshold for observable changes in transmission.
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Figure 81.35
The UV transmission as a function of laser fluence for a 15-µm-thick
parylene target coated with 0.02 µm of Al. The transmission begins to decay
at fluence levels above 0.1 J/cm2.

Target Performance
The effect of prepulses on capsule implosions was investi-

gated with a series of 17 OMEGA implosions. The imploding
capsules were of nearly identical diameter (896 to 908 µm)
and wall thickness (19.6 to 20.5 µm) and were filled with 10 atm
of D2. Their shells consisted of an outside CH layer ranging in
thickness from 14 to 19.6 µm with an inner CH layer doped
with 1% Si with a thickness ranging from 0 to 8.8 µm. All
capsules were coated with 0.1 µm of Al. Two pulse shapes of
3-ns overall duration were used in these shots; one had a foot
of 1 ns at the half peak intensity while the other had a similar
foot at 1/8 of the peak. SSD beam smoothing was used on all

shots. The on-target UV energy ranged from 17 to 19.5 kJ for
these experiments.

The prepulse monitor was used to characterize the prepulse
power on these shots. The fluence was determined from the
cumulative integral of that power. A scintillator-photomulti-
plier detector at a distance of 3 m from target center measured
the DD neutron yield on these shots.

To characterize the neutron yield performance for these
experiments the yields for each pulse shape and target combi-
nation were normalized to the highest neutron yield shot with
that combination. In Fig. 81.36 these normalized neutron yields
are plotted as a function of the measured prepulse fluence. In
general, target shots with lower prepulse levels outperform
those with higher prepulse levels. From this limited set of data
it appears that prepulse fluence levels in excess of 0.2 J/cm2

cause a reduction of the neutron yield by a factor of 2 compared
to shots with lower prepulse levels.
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Figure 81.36
Normalized neutron yield as a function of prepulse fluence level (J/cm2)
indicates degraded target performance for prepulse fluences above 0.2 J/cm2.

Discussion
This work quantifies the on-target irradiation contrast of the

OMEGA laser and establishes an acceptable prepulse fluence
criterion for high-performance ICF implosions. Of primary
concern was the assertion11 that, 5 to 10 ns prior to the main
laser pulse, OMEGA produces prepulses that lead to plasmas
with electron temperatures exceeding 100 eV. A prepulse
monitor subsequently installed on OMEGA indicates that no
prepulses have been observed between 20 ns and ~2 ns before
the arrival of the main pulse; however, in the final 1 to 2 ns
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before the main laser pulse, OMEGA occasionally produces a
prepulse that can affect target performance.

The photodiodes that monitor the prepulse contrast in both
the initial IR and final UV portions of the system are cross
calibrated to the main laser pulse. The corresponding prepulse
sensitivities are 10−6 and 10−8 below the main pulse intensity.
Experiments that optically probe the integrity of thin Al coat-
ings using interferometry demonstrate that the 0.1-µm Al
layers are completely destroyed by prepulse fluences in excess
of 1 J/cm2. Independent transmission measurements on plastic
targets with 0.02-µm Al layers (Fig. 81.35) indicate that the
transmission through these Al layers is altered when the inci-
dent fluence exceeds 0.1 to 0.2 J/cm2. Damage to the plastic
substrate was typically observed, however, at two times
higher fluences.

The neutron yields of imploding targets (Fig. 81.36) indicate
that prepulse fluences of �0.2 J/cm2 measurably affect
and decrease target performance. This prepulse “threshold”
fluence is consistent with that necessary to change the transmis-
sion through thin Al layers (Fig. 81.35). This threshold fluence
is significantly lower than that required to completely destroy
the fringe contrast of the interferometer experiments testing the
integrity of the Al layer (Fig. 81.34). The interferometer experi-
ments show decreased contrast, however, well before the fringe
visibility disappears completely. Thus the transmission experi-
ments and the interferometer experiments support each other
and are consistent with the target performance data. We conjec-
ture that the small-scale perturbations in the Al surface layer
likely serve as seed for the RT instability during the ablation
phase of the implosion. These perturbations are thus amplified
to levels that affect the symmetry of the implosion and thus
reduce the neutron yield.

Conclusions
The contrast monitors for the OMEGA laser system are

capable of sensing UV prepulses that are �10−8 of the main
laser pulse. Our observations indicate that the prepulse level is
below the detection threshold of 10−8 of the main pulse for all
shots up to ~2 ns before the onset of the main pulse. During
the last 1 or 2 ns before the main pulse, OMEGA intermit-
tently produces prepulses up to 10−6 of the main-pulse inten-
sity (with a fluence ~0.2 J/cm2). The source of this problem is
under investigation.

Optical probe experiments using interferometry show that
the thin Al layers on the target surface maintain measurable
fringe visibility until the prepulse fluence reaches ~1 J/cm2,

which is attained when the prepulse reaches ~2 � 10−6 of the
peak laser power. These findings are consistent with indepen-
dent transmission measurements on thin (0.02-µm) Al layers
that exhibit decreased transmission at fluences exceeding 0.1
or 0.2 J/cm2. Imploding targets also have decreased neutron
yields for prepulse fluences exceeding 0.1 or 0.2 J/cm2. This is
believed to be the result of small-scale perturbations created by
laser damage in the target surface.

From the experiments reported here we conclude that preci-
sion ICF experiments on OMEGA require that the cumulative
prepulse fluences be kept below 0.2 J/cm2 corresponding to an
optical intensity contrast �107 on OMEGA. Prepulse require-
ments for NIF direct-drive targets are expected to be similar to
these requirements if Al barrier layers are necessary.
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Introduction
Although considerable progress in achieving the goals of

ICF has been made in recent years, considerable work still
remains in improving direct-drive laser systems to the point
where fuel ignition can occur. Because of difficulties in manu-
facturing large-aperture optical elements such as those used in
OMEGA, these optics can add aberrations to each laser beam
that can result in wavefront errors in the incident beams. Such
wavefront errors can manifest themselves in unequal illumina-
tion of the target, which in turn reduces the uniformity of the
energy being delivered by the laser. Although numerous diag-
nostic instruments are used on OMEGA to analyze beam-
uniformity problems, a more effective method of measuring
wavefront aberrations than is currently available is required.
Shearing interferometery is currently used to analyze OMEGA
beamlines, but the method suffers from (1) an inability to
perform gradient measurements in more than two directions;
(2) a low sensitivity to high-order phase errors; and (3) low
spatial resolution. One approach taken to avoid these difficul-
ties is to use a point-diffraction interferometric setup that relies
on a liquid crystal (LC) electro-optical device as the primary
modulation element. The fundamental design of this liquid
crystal point-diffraction interferometer (LCPDI), as first intro-
duced by Mercer and Creath,1,2 is similar to that of the general
PDI design. In the LCPDI, however, an LC layer replaces the
semitransparent filter of the conventional design, and the point
used for diffraction (i.e., creation of the reference beam) is a
microsphere embedded in the liquid crystal layer (Fig. 81.37).
The incident beam is focused on the area of the cell that
contains the microsphere, and optical interference occurs be-
tween the portions of the beam that pass through the glass
microsphere and the liquid crystal fluid.

Phase shifting is accomplished by applying a voltage to the
LC device, which undergoes a change in birefringence with
applied voltage. A distinct advantage of the LCPDI is its
common-path nature, i.e., both object and reference beams
follow the same path as opposed to two different paths as in
interferometers such as the Mach–Zehnder. This attribute makes
the LCPDI less sensitive to environmental disturbances such

Design and Synthesis of Near-Infrared Absorbing Dyes for the
Liquid Crystal Point-Diffraction Interferometer (LCPDI)

as mechanical vibration, temperature fluctuations, and air
turbulence. It is also inherently phase shifting, allowing higher
spatial sampling and generally more accurate wavefront char-
acterization than other interferometric techniques. The single-
path design also requires fewer optical elements than the
Mach–Zehnder, thereby reducing size and cost of the instru-
ment. Mercer, Rashidnia, and Creath3 have shown that for
operation in the visible region the LCPDI is significantly
more robust when compared with a phase-shifting Mach–
Zehnder interferometer.3

Because the imaged area of the LCPDI device is substan-
tially larger than the cross-sectional area of the microsphere,
the portion of the beam that passes through the LC fluid must
be attenuated to obtain sufficient contrast to analyze output
images. In practice, this attenuation has been accomplished by
adding a “guest” dye to the LC fluid “host” material used in the
device. The LC host material is a commercial nematic LC

Figure 81.37
Schematic diagram of the liquid crystal point-diffraction interferometer
(LCPDI). The laser beam is focused onto an area of the liquid crystal electro-
optic device containing a glass or plastic sphere in the LC fluid gap. The
portion of the beam passing through the microsphere functions as the
reference arm of the interferometer. Application of an electric field to the
birefringent LC material produces controlled molecular reorientation
with subsequent generation of interference fringes. (Microsphere not drawn
to scale.)
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mixture of cyanobiphenyl and cyanoterphenyl components
(Merck E7), which possesses a relatively high birefringence
and positive dielectric anisotropy (Fig. 81.38).

For successful device operation, the guest dye must meet a
number of important criteria:

• a strong absorbance maximum at or near the wavelength of
incident laser radiation;

• high solubility in the liquid crystal host to maximize contrast
and avoid long-term precipitation;

• excellent chemical and thermal stability; and

• low impact on the long-range molecular ordering in the
LC host.

Two additional properties that would be highly desirable in
dyes intended for LCPDI devices are (1) a low or nonexistent
dichroism of the absorption band of interest so as to assure a
constant attenuation with applied electric field, and (2) a liquid
crystalline phase to allow larger amounts of the dye to be added
without degrading the inherent molecular ordering of the host.

Although hundreds of dyes for visible-region LCPDI de-
vices are commercially available, the selection of available
dyes for the near IR is considerably more limited, and only a
small subset of these absorb at the required 1054-nm wave-

length for operation in OMEGA. A further complication is that
nearly all of these commercially available near-IR dyes are
ionic or highly polar and, as such, show poor solubility in
hydrocarbon-like liquid crystal hosts (0.01 to 0.05 wt%). One
such example of this type of dye is shown in Fig. 81.39. The low
solubility of these dyes essentially limits them to a maximum
blocking extinction, or optical density (OD), in the LC host of
<0.1, which is two decades less than required for producing
acceptable fringe contrast for diagnostic purposes. The lack of
a suitable near-IR dye candidate with sufficient LC host solu-
bility dictated that a new dye or series of dyes be synthesized
for the LCPDI device to meet its design goals.

Dye Selection and Design
The dye systems that were chosen for study are based on

zerovalent transition metal dithiolene complexes,4,5 which are
known to exhibit strong absorbance bands in the 600- to
1500-nm region of the spectrum and to be soluble in nonpolar
organic solvents, depending on the dye’s molecular structure.
Our investigations focused on compounds using nickel as the
central transition element (Fig. 81.40). Nickel dithiolenes are
of special interest for this application because of their high
solubility (up to 10 wt%) in liquid crystalline hosts6 and
because the dyes themselves can possess liquid crystalline
properties if appropriate terminal functional groups are se-
lected.6,7 The latter is a distinct advantage because it would
allow higher concentrations of the dye to be added to the
liquid crystalline host without substantially reducing its degree
of order.

Figure 81.38
Composition of Merck E7, a high-birefringence nematic LC
mixture with positive dielectric anisotropy used as the active
host medium for the LCPDI device.

Figure 81.39
Molecular structure of a commercially available laser dye Q-switch 5 (Exciton, Inc). Because of
their ionic and highly polar nature, nearly all laser dyes exhibit poor solubility in hydrocarbon-
like liquid crystal host materials such as E7.
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The strong near-infrared absorbance maxima observed in
the nickel dithiolenes is a function of both extensive electron
delocalization within the dithiolene ring system and interaction
of this delocalized system with available d-orbitals on the

Figure 81.40
The molecular structure of transition metal dithiolenes with nickel as the
central metal. The physical properties of the complex are determined by the
nature of the terminal functional groups, designated as X, in the figure.

Figure 81.41
Ground-state charge-distribution map of the nickel dithiolene core. The shaded
areas indicate electron-rich areas in the molecule.

Figure 81.42
Electron-density probability maps of HOMO (left) and the LUMO (right) for the nickel dithiolene core.

central metal.8 This interaction can be depicted both graphi-
cally and mathematically by using the linear combination of the
atomic orbital–molecular orbital (LCAO–MO) theory. Here
the atomic orbitals of the individual atoms are combined to
form a series of lower-energy “bonding” and higher-energy
“anti-bonding” molecular orbitals. Absorption of photons of
sufficient energy results in promotion of electrons from occu-
pied (bonding) molecular orbitals to unoccupied (anti-bond-
ing) molecular orbitals. The lowest-energy transition, and thus
the one that occurs at the longest wavelength, occurs between
the highest occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO) and is referred to as
the bandgap. This HOMO/LUMO transition is responsible for
the strong near-IR absorption in the nickel ditholenes.4,8 Fig-
ures 81.41 and 81.42 show ground-state electronic-charge-
distribution maps and HOMO/LUMO electron-density-
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Figure 81.43
Energy levels for bonding (HOMO) and antibonding (LUMO) molecular
orbitals in the nickel dithiolene core shown in Fig. 81.41. The energy
difference between the HOMO and LUMO is termed the bandgap and
determines the portion of the spectrum (UV, visible, or near IR) where the
electronic absorbance bands are observed.

probability maps, respectively, over the nickel dithiolene core
as generated by Spartan 5.0 computational chemistry software
(Wavefunction, Inc.). The energy levels in electron volts for
each molecular orbital can also be represented graphically,
as shown in Fig. 81.43 for the nickel dithiolene core of
Fig. 81.41. The nature of the functional groups attached to the
nickel dithiolene core has a large effect on both the position of
the electronic absorbance maximum and the solubility of the
dye in the host matrix. Figure 81.44 compares the spectro-
scopic and solubility properties of two para-substituted nickel
dithiolenes that have been previously studied in liquid crystal
host systems.6

Because the above two compounds represented nearly the
sum total of literature data on the behavior of near-IR dyes in
LC hosts, we chose to use these materials as the basis of our
design and synthesis efforts. Our goal was to test different
combinations of functional groups on the nickel dithiolene
core, both empirically and computationally, to observe their
effect on both solubility and optical absorbance. To this end, we
initiated the synthesis of a series of materials based on com-
pound (a) in Fig. 81.44 with terminal alkyl and alkoxy groups

Figure 81.44
Effect of molecular structure on
solubility and spectroscopic
properties of two substituted
nickel dithiolenes.

for initial studies of solubility and spectroscopic properties in
the E7 LC host. In a parallel effort, we attempted to use
computational chemistry methods to aid in predicting the
appropriate functional group combinations that would yield
materials with the desired solubility and spectroscopic param-
eters. These calculations were performed using the computa-
tional chemistry software packages Spartan 5.0 for molecular
geometry optimization and Jaguar 3.5 (Schrödinger, Inc.) for
solubility calculations.

Structural energy minimization calculations using
semiempirical methods were undertaken using Spartan 5.0
prior to conducting the solubility calculations to ensure that the
structural geometry of the compounds under evaluation was in
its lowest-energy conformation. We chose the semiempirical
approach because it can accurately predict equilibrium geom-
etry using much less computing resources than ab initio and
density functional methods and, when proper parameters for
transition metals are applied, can also take into account contri-
butions from bonding to d-orbitals. All calculations were
conducted using a DEC AlphaServer running the Digital
UNIX operating system.
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The solubility of a given solute in a solvent can be approxi-
mated by calculating its solvation energy and comparing this
value with the bonding, or “reorganization,” energy. The solva-
tion energy ∆Gsolv is defined in Eq. (1) as9

∆ ∆ ∆ ∆

∆ ∆ ∆

G G G G

G G G

solv elec cav disp

vib lib other

= + +

+ + + , (1)

where ∆Gsolv = solvation energy, ∆Gelec = electrostatic
solute–solvent interaction, ∆Gcav = energy to form a solute
shaped cavity, ∆Gdisp = London and van der Waals inter-
actions, ∆Gvib = change in vibrational energy due to damping,
∆Glib = conversion of rotations and translations to librations,
and ∆Gother = solvent enthalpic and entropic structure (PV
term, etc.).

Although Spartan 5.0 has the ability to conduct geometry
optimization in solution, it is not capable of dealing with
d-orbitals in the solvation calculations. Because the metal
d-orbitals play an extremely important role in determining the
properties of the nickel dithiolenes, they must be taken into
account in these calculations in order to obtain valid results.
For these solubility calculations we instead opted to use Jaguar
3.5, a UNIX-based modeling package that does have this
capability. Using the dielectric constant, molecular weight, and
density of the solvent, Jaguar determines a “probe radius”
parameter that is used to calculate the solvation energy.10

Solvated molecular systems are treated by Jaguar by means
of a self-consistent reaction field method using its own Pois-
son–Boltzmann solver. The Poisson–Boltzman equation
[Eq. (2)]11 sets the sum of the internal and external potentials
equal to zero, allowing the program to solve for the elements of
the solvation energy according to the three-dimensional grid
mapped out by the equation using the finite difference method:

∇ ( ) ∇ ( ) − ( )[ ] + ( ) ( ) =⋅ε φ εκ φ π ρ φr r r q r kTff2 4 0sinh , (2)

where ε = dielectric constant, q = proton charge, k = Boltzman’s
constant, T = absolute temperature, ρ f  = fixed charge density,
φ(r) = dimensionless electrostatic potential in units of kT/q,
r = position vector, and κ2 = 1/λ2 = 8πq2I/εkT, where λ
= Debye length, and I = ionic strength of the bulk solution.

Because currently available software is incapable of con-
ducting these calculations in solvent systems that are either
(1) anisotropic in their physical properties or (2) mixtures of
compounds, a direct calculation of dye solubility in the E7
nematic host mixture was not feasible. Our approach was
instead to use single-component, isotropic solvents with mo-
lecular structures similar to that of the components in the E7
host so as to establish qualitative solubility trends with changes
in terminal functional groups. Cyclohexane (a common organic
solvent) and Merck CB-15 (an isotropic chiral cyanobiphenyl
compound structurally similar to the components of E7) were
chosen as the solvent host media for the calculations
(Fig. 81.45). One difficulty encountered early in the solubility
calculations was that the probe radius calculation assumes that
the solvent host molecules are rigid and spherical. Although
cyclohexane nicely fits this description (Fig. 81.45), CB-15 is
a relatively long, cigar-shaped molecule and as such has a
substantially larger probe radius value (3.647 Å, as calculated
by Jaguar). Unfortunately, current limitations in the Jaguar
software package restrict the maximum probe radius for the
solvent host to a value of <3.1 Å, and we found it necessary to
artificially limit the probe radius value for CB-15 to 2.8 Å in
order for the calculations to proceed. The required reduction in
probe radius has a minimal impact on the calculation, as the
dielectric constant is the parameter that has the greatest influ-
ence on the calculated result. Table 81.V shows the calculated
solvation energies obtained for compounds containing the
nickel dithiolene core with a selected group of terminal func-
tional groups as solutes in cyclohexane and CB-15. The value
∆Gsolv can be used as a qualitative indicator of general solubil-
ity of the dye solutes in the same host, with a larger positive
value generally indicating a greater solubility in the solvent
host matrix. As shown in Table 81.V, the calculated ∆Gsolv
values imply that sulfur-containing substituents are expected to
provide a substantial enhancement in solubility, with the great-
est enhancement expected for alkylthio (-SR) terminal groups
bonded directly to the nickel dithiolene core.

Dye Synthesis
The synthesis of the nickel dithiolene dyes and their pre-

cursors were conducted using literature methods12–15 with
some modifications. The structural identity of synthesized
products was verified using UV-visible–near-IR spectropho-
tometry, Fourier transform infrared (FTIR) spectrometry, and
nuclear magnetic resonance (NMR) spectrometry. Product
purity was assessed by high-performance liquid chromatogra-
phy (HPLC) and, for crystalline products, by melting point
via hot-stage polarizing microscopy. Phase transitions were
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Figure 81.45
The solvent hosts used for the solubility calculations: (a) cyclohexane and (b) Merck CB-15. A space-filling graphical model of each solvent host is shown
at the top of the figure, with the chemical structure drawn below. Note that the hydrogen atoms have been omitted in the structural formulas for clarity. The
asterisk in the CB-15 structure indicates the presence of an asymmetric (chiral) carbon.

characterized by both differential scanning calorimetry (DSC)
and hot-stage polarizing microscopy.

For materials with terminal substituents containing phenyl
groups (-PhR and -PhOR), we used the method of Ohta et al.,12

as shown in Fig. 81.46. Compounds with terminal alkylthio
substituents (-SR) were synthesized based on methods reported
by Wainwright and Underhill,13 N. Svenstrup et al.,14 and
A. Charlton et al.,15 which are shown in Fig. 81.47. Our
modifications to the original published procedures afforded

substantial improvements in yields of pure product in most
cases. Table 81.VI gives the physical properties and yields of
dyes synthesized by these two methods.

Solubility Studies
Prior to generation of a suitable mixture for use in the

LCPDI device, the solubility limits of selected nickel dithiolene
dyes in three host systems (cyclohexane, Merck CB-15, and
Merck E7) were determined by means of a time-based sedi-
mentation experiment. Samples of each dye chosen for study
were prepared in the three host materials at select concentra-
tions between 0.3 wt% to 1 wt%. Each dye was dissolved into
2 ml of each host by heating the host/dye mixture to an elevated
temperature (40�C for cyclohexane and 100�C for CB-15 and
E7) and stirring for several hours. Upon cooling, each sample
was filtered through a 0.45-µm Teflon membrane filter to
remove any insoluble material. All samples were checked
periodically, both visually and by microscopic inspection at
100� magnification, for evidence of dye precipitation. For
samples that showed precipitation at 0.3%, new mixtures at
lower concentrations were prepared until a stable dye concen-
tration was achieved. The results are shown in Table 81.VII,
along with the ∆Gsolv values previously calculated from
Table 81.VI. Because such a large number of mixtures were
required in the sedimentation experiment and only limited
quantities of each dye were available, we were unable to
determine an absolute upper solubility limit for each dye
mixture combination. Experiments are currently underway to

���!6
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Table 81.V: Results of solvation energy calculations on nickel
dithiolene cores with various terminal functional
groups in cyclohexane and CB-15 using Jaguar.
A larger positive value indicates a greater
solubility in the host matrix.

Ni
S

S S

S

X

X

X

X ∆Gsolv
Cyclohexane
(kcal/mole)

∆Gsolv
Merck CB-15
(kcal/mole)

X = SC8H17 6.9435 −7.6725

X = SC7H15 6.2764 −7.7164

X = SC4H9 3.9248 −7.7190

X = PhC4H9 3.2985 −14.4373

X = PhN(CH3)2 0.0812 −17.4080

X = PhOC9H19 5.2212 −21.6724

X = PhOC4H9 0.9780 −21.6950
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Figure 81.46
Synthesis scheme for preparation of bis-[1,2-di-(4-n-
alkyl/alkoxyphenyl)ethane-1,2-dithione]nickel (0)
complexes, referred to as -PhR and -PhOR in the text.
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Figure 81.47
Modified synthesis scheme for preparation
of tetrakis-(alkylthio)-bis-(ethylene-1,2-
dithiolene)nickel (0) complexes, referred to
as -SR in the text. Modifications to the
established literature procedures resulted in
substantially improved yields of product.
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more accurately determine the absolute solubility limit using
only one supersaturated mixture for each dye/host pair by
employing near-IR spectroscopic techniques.

A review of Tables 81.VI and 81.VII shows that there are
substantial differences not only in the solubility of each dye in
the different hosts but also in the position of its λmax as the host
matrix is changed. In general, a 20- to 47-nm bathochromic

Table 81.VII: Comparison of calculated solvation energies and experimentally determined solubility limits of nickel dithiolene
dyes in three host systems. For some dye mixture combinations, an absolute upper solubility limit has not been
determined due to limited dye quantities.

Terminal
(X) group

λmax in E7
(nm)

Cyclohexane CB-15 Merck E7

Solubility limit
(wt%)

∆Gsolv
(kcal/mole)

Solubility limit
(wt%)

∆Gsolv
(kcal/mole)

Solubility limit
(wt%)

-SC8H17 1020 �0.5% 6.9435 �1.0% −7.6725 �0.5%

-SC7H15 1020 �0.5% 6.2764 �1.0% −7.7164 �0.5%

-SC4H9 1020 �0.5% 3.9248 �1.0% −7.7190 �0.5%

-PhC4H9 910 �0.05% 3.2985 �0.5% −14.4373 �0.3%

-PhN(CH3)2 1056 �0.5% 0.0812 �0.5% −17.4080 �0.1%

-PhOC9H19 970 �0.025% 5.2212 �0.3% −21.6724 �0.3%

-PhOC4H9 970 �0.001% 0.9780 �0.3% −21.6950 �0.3%

� ==== substantial precipitation at indicated value
� ==== marginal precipitation at indicated value
� ==== no precipitation at indicated value; actual upper solubility limit not determined

(red) shift is observed for these dyes in the anisotropic, ordered
LC host as compared to an isotropic host such as acetone or
cyclohexane.6 With regard to solubility, the experimental solu-
bility data for the nickel dithiolenes in cyclohexane and CB-15
shows a substantial improvement in solubility when terminal
-PhOR substituents are replaced with -SR groups, as was
predicted by the computational modeling. This trend is also
observed, but to a somewhat lesser degree, in the anisotropic

Table 81.VI: Properties of the substituted nickel dithiolenes synthesized for study as dye “guest” dopants
for the LCPDI.

Terminal
Group

Yield
(%)

Melting point

(�C)

λmax, acetone

(nm)

Purity

%

Observed Literature

-PhC4H9 51 N.R. 228.3–230.6 870 99.4

-PhOC4H9 60 59 246.3–248.7 910 94.0

-PhOC9H19 53 57 184.3–189.1 912 90.0

-SC4H9 68 15 101 1002 99.3

-SC5H11 64 15 95–98 1002 98.8

-SC6H13 27 20 68.5–71.1 1002 98.1

-SC7H15 41 27 81.5 1002 99.2

-SC8H17 56 31 73 1002 99.3

-SC9H19 29 30 80.4–81.2 1002 98.9

-SC10H21 11 25 69.4–70.3 1002 96.5

N.R. = not reported
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E7 LC host mixture intended for use in the LCPDI. The -SR
materials will provide a larger blocking extinction at the same
solution concentration than will their -PhOR counterparts since
the λmax of the -SR compounds in E7 is 70 to 110 nm closer to
the 1054-nm operational wavelength of OMEGA than is the
λmax of the -PhOR substituted materials. The commercial dye
with -PhN(CH3)2 substituents, although its λmax is closest to
1054 nm and is nearly as soluble as the other dyes in cyclo-
hexane and CB-15, displays the lowest solubility of the group
in the E7 host.

Because no single dye has sufficient solubility in the E7 host
to achieve the required OD of 1.8 to 2, it became necessary to
use a mixture of several dyes to increase the total dye concen-
tration past the general solubility limit of 0.3%–0.5% for each
dye component.

LCPDI Guest–Host Mixtures
Multicomponent mixtures of various dyes from Table 81.VII

were formulated and evaluated for their performance charac-
teristics with regard to optical absorbance capability and stabil-
ity in the E7 host LC fluid. Table 81.VIII gives the composition
of these mixtures. The dye mixtures were prepared in the same
manner as described earlier in the solubility experiments.
LCPDI test cells were assembled from glass substrates bearing
a 500-Å, transparent, conductive indium tin oxide (ITO) coat-
ing. The ITO surfaces were spin coated with a polyimide
alignment coating, which, after baking and buffing, served as
an alignment layer for the guest–host LC mixture. Glass spheres
(25-µm diam) were deposited onto the coated, buffed surface
of one substrate, and a second coated, buffed substrate was
placed on top of the spheres with its rub direction anti-parallel

to the bottom substrate to define a 25-µm gap. The substrates
were bonded together using Master Bond UV15-7TK1A UV
curable epoxy, and the cells were filled with the LCPDI guest–
host mixture by capillary action. Absorbance spectra of the
devices were determined using a Perkin-Elmer Lambda 9 UV-
VIS-NIR spectrophotometer with the incident beam polarized
parallel to the cell alignment axis. Figure 81.48 compares the
optical properties of the three mixtures. As is evident from
Fig. 81.48, the mixture containing six -SR substituted dyes and
one commercial -PhN(CH3)2 dye achieves the desired OD
requirements for the LCPDI.

Figure 81.48
Optical-density data on three guest-host dye mixtures for the LCPDI. The
measurements were made with the cell alignment axis parallel to the polar-
ized incident beam of the spectrophotometer.

Table 81.VIII: Composition of three dye mixtures formulated
for optical density (OD) evaluation in LCPDI test cells.

-PhOR mix -SR mix “7-dye” mix

-PhOC4H9 0.25% -SC4H9 0.3% -SC4H9 0.3%

-PhOC9H19 0.25% -SC7H15 0.3% -SC5H11 0.3%

Total 0.5% -SC8H17 0.3% -SC7H15 0.3%

Total 0.9% -SC8H17 0.3%

-SC9H19 0.3%

-SC10H21 0.3%

-PhN(CH3)2 0.1%

Total 1.9%
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To date, there has been no evidence of crystallization or
phase separation of dye components in this mixture after
storage periods of several months, either in the bulk mixtures
or in fabricated devices. In most-recent developments, a dye
mixture containing a new nickel dithiolene compound that is a
liquid at room temperature as an eighth dye component is being
evaluated in an LCPDI device for its performance in the near
IR. Devices containing this new mixture have displayed OD
values of 2.77 and 1.85 for a 25-µm and 15-µm path length,
respectively. The substantial improvement in OD afforded by
this new compound now opens the possibility of fabricating
thinner LCPDI devices that will exhibit improved contrast,
reduced scattering losses, and faster electro-optic temporal
response over previous-generation, near-IR devices.

Summary
The LCPDI device has exceptional potential for use in

OMEGA due to a number of important attributes. Its inherently
phase-shifting nature allows higher spatial sampling and gen-
erally more-accurate wavefront characterization than other
interferometric techniques, while the single-path design re-
quires fewer optical elements than other types of interferom-
eters, thereby reducing size and cost requirements. The compact
and “solid-state” nature of the device provides additional
benefits in the form of reduced sensitivity to environmental
disturbances such as mechanical vibration, temperature fluc-
tuations, and air turbulence. The largest single obstacle to
deployment of the LCPDI in OMEGA has been the availability
of a near-IR dye with sufficient LC host solubility; chemical,
thermal, and optical stability; and electronic absorbance prop-
erties to produce devices capable of sufficient contrast for
output image analysis. Here, we have shown that, through
selection of appropriate functional groups, zerovalent transi-
tion metal dithiolenes can be designed and synthesized that will
allow the LCPDI to realize its design goals for deployment
in OMEGA.

Although present computational chemistry methods and
software are somewhat limited in scope for organometallic
compounds, they can still provide useful qualitative guidance
in the design and development of new dye compounds with
solubility and optical absorbance requirements tailored to a
specific host material. Using this approach, we demonstrated

both theoretically and experimentally that sulfur-containing
alkyl terminal groups are superior to alkoxy, alkylphenyl, and
alkoxyphenyl substituents both in enhancing the solubility of
the nickel dithiolene core in the host medium and in optimizing
the location of the dye λmax for maximum absorbance effi-
ciency. Employing a mixture of dyes rather than just a single-
dye substance was shown to have two benefits: (1) a larger
overall host dye concentration allows construction of thinner
LCPDI devices with better performance characteristics, and
(2) thermodynamic stability of the guest–host mixture is sub-
stantially enhanced since the relatively low concentration of
each dye component reduces the risk of long-term dye precipi-
tation from the host.

In addition to the pending evaluation of the capabilities of
current near-IR LCPDI devices, experiments are also under-
way to more accurately determine the solubility limit of the
dyes by spectroscopic techniques and to further refine the dye
mixture composition so as to achieve additional gains in OD
without sacrificing mixture stability. Our recent modeling
efforts have generated a library of over 40 new transition metal
dithiolene compounds that await further synthesis efforts to
evaluate their potential as dye candidates for the LCPDI as well
as for other near-IR LC device applications in optical commu-
nications and sensor protection.
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