Single-Mode Rayleigh—Taylor Growth-Rate Measurements
with the OMEGA Laser System

Understanding the growth of perturbations due to hydrody- _ Ky KV
namic instabilities is important to the design of direct-drive y=a 1+kL & &

targets for the National Ignition Facility (NIF). Direct-drive
inertial confinement fusion (ICF) has the potential to be moreespectively, whereg is the growth ratek is the wave num-
efficient than indirect-drive ICF; however, there is the potentiaber of the perturbation,is the acceleration of the interfat,
for greater growth of hydrodynamic instabilities due to thes the ablation velocityy is a constant approximately equal
lower ablation velocities, which will prevent a NIF target fromto 0.9, is a constant with an approximate value of 3,laisd
igniting. The primary instability of concern is the Rayleigh—the density scale length at the ablation surface. The importance
Taylor (RT) instability, where a less dense fluid “supports” aof thermal conductiochhas been investigated and leads to a
more dense fluid and as such merits a thorough investigatiomodification of the Takabe formula for the growth rate through
Direct-drive targets are subject to the RT instability twicechanges in the valuesandfthat depend on the details of the
during an ICF target implosion: first during the ablative accelthermal transport at the ablation surface.
eration phase of the implosion and second when the decelera-
tion phase begins core assembly. Target imperfections and Details of the dispersion formula for RT growth rates
laser-irradiation nonuniformities act as amplitude seeds faremain an active subject of research at this time. Previous
the acceleration RT instability, while interior target imperfec-measurement8 of the growth rate, conducted using x-ray
tions and feedthrough of the ablation surface growth to theadiography, have yielded values that are substantially lower
fuel-pusher interface act as amplitude seeds for the decelethan that calculated by either of the above formulae. The need
tion RT instability. for nonthermal electron transport has been proposed as the
cause for these lower growth rates.

The importance of the RT instability problem is reflected in
the number of experiments conduétetto determine the RT The results from a series of single-mode RT-instability
growth rates in directly driven systems. Experiments of intergrowth experiments performed on the OMEGA laser system
est have used laser irradiation of 527 nm and 351 nm and hawsing planar targets are presented. Planar targets with imposed
employed a number of beam-smoothing schemes. It is thmass perturbations were accelerated using five to six 351-nm
development of these advanced laser-irradiation smoothirigser beams overlapped with a total overlapped intensity up to
techniques like induced spatial incoherence fi&iyl smooth- 2.5 x 10 W/cn?. Experiments were performed with both
ing by spectral dispersion (SSDihat has enabled the RT 3-ns ramp and 3-ns flat-topped temporal pulse shapes. The
growth experiments to yield quantitative data. Without theuse of distributed phase plates (DPE'sind SSD resulted in
beam-smoothing techniques, irradiation nonuniformity cara laser-irradiation nonuniformity of 4%—7% over a go@-
dominate the experimental observables, even in initial-largediam region defined by the 90% intensity contour.
amplitude, single-mode, mass-perturbation experiments.

The temporal growth of the modulation in optical depth was

The RT growth rate at the ablation surface has typicallyneasured using through-foil radiography and was detected

been described by the Tak&lwe modified Takabe dispersion with an x-ray framing camera. The temporal-growth evolution

formula given by of the measured variation in the optimal depth for botlu31-
and 60um wavelength perturbations was found to be in good
y=a q/@ -BKIV, agreement wittORCHID simulations when the experimental
details, including noise, were included. In addition, it has been
and found that for current experiments care must be taken in
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relating the actual ablation-surface RT growth rate from théhe pinhole array located 24.8 mm from the rear surface of the

experimental observables used in these experiments. accelerated foil. A second x-ray framing camera measured the
spatial and temporal emissions of the backlighter at a magni-
Experimental Configuration fication of 6 with a standard 16-pinhole array. Each pinhole is

A schematic of the experimental layout (Fig. 71.5) showd 0 um in diameter. Data from the backlighter framing camera
the orientation of the three foils and diagnostics used in thesge shown in Fig. 71.6. The images are timed so that the
experiments. The foils are supported by a fd-boron-  backlighter reaches full emission in the end of the second strip
coated carbon fiber. Five to six beams are incident onto thige., between images 3 and 4). Each image is separated by
20-um-thick CH-foil drive target, which is mounted on a 50 ps, and the timing of the backlighter emission is known to
50-um-thick Mylar washer with a 1-mm hole in the center. Aabout 50 ps. The gating pulses for uniform strips of each of the
2-mmx 2-mm piece of 25m-thick uranium is mounted at the two framing cameras are recorded by an oscilloscope, and the
other end of the boron-coated carbon fiber 9 mm from the drivéme of each image relative to the drive beams is known to
foil. Six to twelve beams were used to irradiate the uranium foihbout 100 ps. The temporal resolution of both x-ray framing
in order to generate the x rays needed to radiograph tleameras was 80 ps. The current noise levels on the framing
accelerated foil. A third foil composed ofp#n-thick alumi-  camera allow the instrument to measure perturbations with
num was centered between the drive and backlighter foils to aaimplitudes=0.4 um. As a result, the early-time amplitude of
as a bandpass filter for x rays between 1.0 and 1.5 keV. Thike accelerated foils was at the detection limit and, therefore,
prevents the very-low-energy x rays from the uranium targedifficult to resolve.
from preheating the accelerated foil.

Laser Irradiation

The typical mass-modulated accelerated foil is composed Typical planar-foil experiments use two independent driv-
of a 20um-thick CH foil that had perturbations imposed on theers so that separate pulse shapes could be used for the drive
side irradiated by the laser. The gt thickness was chosen and backlighter beams. The beams were overlapped onto their
because it represents about two attenuation depths for the 1r@spective targets with a radial displacement accuracy of
to 1.5-keV x rays used for radiography. Perturbation wave35 ym from the center of each foil.
lengths of either 3im or 60um were imposed onto the foils
with initial amplitudes of 0.4%m and 0.5um, respectively. The backlighter pulse shape used was a 3-ns-wide flat-
The face of the foil irradiated by the laser was overcoated wittopped pulse. Each backlighter beam was focused to a 1.5-mm-
a 500-A to 1000-A layer of Al to prevent shinethrodgh. diam spot at the 5% intensity contour and had an energy of
(Foils used for acceleration measurements had no initial in=400 J for a total of 3.2 to 4.8 kJ on the uranium backlighter.
posed mass perturbations.)

The two pulse shapes used for the drive beams are shown in

The primary diagnostic is an x-ray framing cam&¥@he  Fig. 71.7. The first was a 3-ns ramp pulse, and the second was
pinhole array is composed of eighp8: pinholes arranged in  a 3-ns flat-topped pulse. Each of the drive beams was focused
a checkerboard pattern to minimize interference from adjao a ~900pm-diam spot size (at the 5% intensity contour) and
cent images. The framing camera used for the perturbatiancorporated DPP’s with an on-target intensity distribution
amplitude measurement has a magnification ofiBtliwith ~ measured to bk exp[(r/rg)*. The resultant five- to six-

Drive beams

X-ray  Pinhole
framing  array Drive
foll

Figure 71.5

Experimental schematic of the target and primary
diagnostic. The targetis constructed from three foils:
a uranium backlighter, an aluminum debris shield,
and a CH drive foil with an imposed perturbation.
The primary diagnostic is an x-ray framing camera
with a 14.1 magnification provided by (8n pin-
holes located 24.8 mm from the accelerated target.
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beam overlapped spot had a region of constant intensity of The uniformity of a single beam with a DPP and SSD at the
~600um diameter. The drive beams were temporally smoothechaximum bandwidth for these experiments was measured by
by 2-D SSD with a total bandwidth of 0.135 THz at 351 nmimaging the focal spot onto UV-sensitive film and analyzing
with an angular dispersion of 38ad/A x 33 prad/A (IR the intensity distributiod? The resultant nonuniformity for a
bandwidths of 1.5 A 0.7 A). The total drive intensity for six single beam was measured as 12% integrated over ~1 ns. The
irradiation beams peaked at %5L014 W/cn? for the ramp  overlay of six of these beams onto the drive target is, therefore,
pulse and 2.& 10 W/cn? for the flat-topped pulse. expected to give an overall nonuniformity of 5%.

Acceleration Measurements

The measured acceleration for a [2@-thick CH foil
‘ ‘ ‘ t = 1500 driven with the 3-ns ramp pulse with a peak intensity ok2.5

0 ps . o r
104 W/cn? is shown in Fig. 71.8. The data are shown as

squares with error bars that reflect the accuracy of the position
measurement. The round points are the position of the foil as
* *ﬁl . . to=1000 ps  simulated by the 1-D hydrodynamics cadeAC. The agree-
' . ment between the measured foil position and tHeAC

simulation is excellent and shows that the target drive is being
accurately modeled.

‘ ty=—300 ps

While the data shown in Fig. 71.8 are consistent with a
constant acceleration, thdLAC simulation shows that the
acceleration (Fig. 71.9) for a 3-ns ramp pulse is not constant
and changes by a factor of 2 during the experimental measure-
ment. This points to the importance of complete simulations
rather than the application of simplified models that generally
assume constant acceleration.

Start of backlighter

to =—600 ps

E8594 Time

Figure 71.6
Framing camera image of backlighter x-ray emission. The four strips are
timed from bottom to top and right to left. The valuegdoeflect the trigger

time of the strip relative to the start of the backlighter pulse. 350
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Figure 71.7 Figure 71.8

Laser illumination pulse shapes used to accelerate the CH target. The 3@amparison of the measured acceleration of aethick CH foil with a
ramp pulse (dashed curve) has a peak intensity of 264 W/cn?, and the  LILAC 1-D hydrodynamic simulation. The data are shown as squares with
3-ns flat-topped pulse (solid curve) has an intensity ok2L0L4 W/cn®. error bars and the calculation as circles.
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1000g T T T E namics codéORCHID. It agrees with the measured optical
S - ] depth late in time but not at early times. The thin solid line is
E@C? - 1 an estimate of the noise in the experimental measurement as
Se  100g = determined using the FFT technique outlined above. We thus
82 . ] estimate a minimum measurable optical depth of 0.033 as a
< - i noise source. The dashed line in Fig. 71.10 is the sum of the
10 : . ' optical depth as calculated IRCHID, and the noise and
0 1 2 3 4 ) . .
results are a good fit over the entire measurement time.
Time (ns)
E8453 100 : ' | ' |
Figure 71.9 )‘pe_rt: slum
The calculated acceleration of a 2othick CH foil iluminated with a 3-ns 8= 0.5um
ramp pulse with a peak intensity of 2x51014 W/cm?. The acceleration <
predicted by the simulation is not constant in time but continues to increase% - ORCHID
during the target illumination. © with noise
© 0.10F E
2 .-
£
RT Growth Measurements O - Noise level
Face-on radiography was used to measure the RT growth of —_—
imposed perturbations. The modulation in the optical depth is I L ORCHID
. : without noise
calculated by analyzing a 2506w x 2504um region of the 0.01 , ! , ! ,
target for each temporal frame. The backlighter spatial distri- 0.0 1.0 2.0 3.C
bution is taken out by fitting a two-dimensional, fourth-order s
y g E8402 Time (ns)

polynomial to the natural log of the intensity. The fourth-order

polynomial fit was used to model the x-ray intensity distribu-rigure 71.10

tion from the backlighter for shots where no drive foil wasA comparison of the experimentally measured optical depth and the predic-

present. It has also been verified by using higher-order po|yn@0n5 of theORCHID 2-D hydrodynamic simulations. Data are shown for

mial fits (up to eighth order) and showing no Significant_three shots as diarr.lon'ds, squares, and trianglgs; the calcula.ted optical de'pth

. . . L . s shown as a solid line. Good agreement with the experimental data is

improvementin the quality of the polynomial fit as determmedachieved only when the experimental noise is added to the calculated opti-

from the value ok2. This fit is then subtracted from the data, ¢4 depth.

leaving the difference. This analysis tacitly assumes that the

low-order polynomial adequately models the backlighter

emission profile and does not affect the perturbation measure- The 3-ns square pulse data are shown in Figs. 71.11(a) and

ment. The analyzed region for the Bh-wavelength pertur- 71.11(b). The growth of an initial perturbation with a wave-

bation is chosen to be exactly eight wavelengths across thength of 6Qum and an initial amplitude of Ofan is shown in

frame. A 2-D Fourier transform (FFT) then yields the opticalFig. 71.11(a), and the growth of a gir-wavelength perturba-

depth at the perturbation wavelength. One dimension of thgon with an initial amplitude of 0.4%um is shown is

FFT is used to measure the imposed perturbation temporgig. 71.11(b). The data are plotted as points, an©@REHID

evolution, and the orthogonal direction is used to determine th@mulation is plotted as a solid line. In these data the experi-

residual noise in the measurement. mental noise has been subtracted from the data before being

plotted with the simulation output. Several shots are plotted

Data from three target shots (plotted in Fig. 71.10) weréogether so that the temporal development of the modulation in

taken with the 3-ns ramp pulse with a peak intensity ok2.5 the optical depth can be shown. The agreement between the

104W/cmé. The measured data are shown as either diamondgriation in the optical depth measured with x-ray radiography

squares, or triangles. The error bars are calculated by analyziagd theORCHIDsimulations for both cases is quite good over

separate regions in the x-ray images. The results are averagbd temporal range of interest to determining the linear RT

and the standard deviation is plotted as error bars. The framiggowth rate.

camera was triggered at three different times to study the

evolution of the perturbation over 2.5 ns. The thick solid linein  TheORCHIDcalculations are a complete end-to-end simu-

Fig. 71.10 is the optical depth calculated by the 2-D hydrodytation of the experiment and include the backlighter spectrum,
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Figure 71.11

A comparison of the experimentally measured optical depth and the predictionsQ@R@teID 2-D hydrodynamic simulations for both the g6+ and
31-um perturbations. Data are shown as diamonds; the calculated optical depth is shown as a solid line. Good agreement evitihhehtledpta is
achieved only when the experimental noise is subtracted from the measured optical depth. These are data for a 3-ns pgls&re drive

all filtering of the x-ray framing camera, and a correction fora large influence on the temporal evolution of the modulation
the camera resolution. The comparison of the optical deptin optical depth early in time. The comparison within a given
calculated from the simulation with the experimental datasimulation of the growth rate from the evolution of the optical
shows the quality of the simulation. A simple comparison oflepth with the growth rate determined from the evolution of
the growth rate as calculated by a simulation and the growtihe ablation surface gives substantially different results. In all
rate taken from a set of experimental data is not sufficientases of large-initial-amplitude mass perturbations considered
Detailed comparisons of the data from a series of planar-foib date, we have found that the growth rate determined from the
experiments and their associated numerical simulations shawodulation in the optical depth is lower than that determined
that associating the measured growth rate of the modulation from the modulation in spatial position of the ablation surface
optical depth with that due to the ablative RT instability mus(illustrated in Fig. 71.12). Analysis of tH@RCHID results

be done with great care, if done at all. During this study, wshows that the propagation of the initial shock through the foil
have identified two important sources of departure in theesults in a change in theAx of the foil (predominantly
growth rates inferred from variations in the optical depth ashrough a change in the density) even before the ablation
compared to determinations based on variations in the actusiirface has accelerated (or moved) appreciably. A simple
displacement at the ablation surface. The first source of digpproximation to the temporal history of the variation in the
crepancy that must be accounted for is the “noise” in th@Ax data has a functional form cd = ay (& + constant,
measurement. Figure 71.10 indicates that using the measungtiere the constant is due to the initial shock propagation.
variation in the optical depth yields a growth rate value of

1.6 nsl, while ORCHID (without noise) predicts approxi- To check this finding one can take the time derivative of
mately 2.1 nsl. Therefore, the accurate determination andpAx. A closer analysis of tteRCHIDsimulation of a 334m-
treatment of experimental noise are important in determiningzavelength perturbation is plotted for the time of linear growth
growth rates. The second, and possibly more important, caug@8 ns to 1.1 ns) in Fig. 71.13. The data plotted as diamonds
of problems in determining growth rates from the variations irare the amplitude of the optical depth of the planar target as
the optical depth has been found to be the initial shocketermined from the uranium backlighter. The amplitude of the
propagation through the foil. ThH@RCHID simulations of = pAx at the ablation interface is plotted as squares. /She
these experiments have shown that for the pulse shape—fainplitude from the variation in position at the ablation surface
combinations used, the shock propagation through the foil has plotted ax’s. The growth rate as determined by e and
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The growth of the perturbation as a function of time is plotted for three
different simulation quantities: optical deptbAx, and ablation-surface
Figure 71.12 amplitude. Both the optical depth amAx show growth rates that are
ORCHID simulation results for the growth of the perturbation at the abla-substantially different from the ablation-surface amplitude. The time
tion surface and the modulation in the optical depth are shown for one of thderivative of pAx shows a growth rate that agrees with the ablation-
31-um, 0.45um initial amplitude experiments. surface amplitude.

the optical depth are in agreement, but there is a significant The pulse shapes used in our experiments produce both
difference in the growth rates as determined by radiographgccelerations and ablation velocities that evolve in time. This
(optical depth) and the growth rate as determined from thienplies that care must be taken when determining growth rates
ablation surface. The data plotted as triangles are the tinfeom experimental data to ensure the validity of the underlying
derivative of the amplitude from theAx. When the time assumptions. The growth rates can be used to compare experi-
derivative ofpAx is taken, the value gfas determined by the mental data for targets with similar perturbations when the
variation in the displacement of the ablation surface is recowemporal region studied coincides with regions where the
ered. This behavior was also found for thei®®; 0.5um-  acceleration and ablation velocity are relatively constant.
initial-amplitude case and for both pulse shapes considered.

(This second reason for growth-rate departures is reminiscent It is important that the numerical simulations include as
of the experimental noise effect encountered during the analyaany details associated with the actual experiment and diag-

sis of the framing camera data.) nostic configuration as possible. The comparisons between the
hydrodynamic simulations and the experimental data should
Summary be made with the temporal evolution in optical depth modula-

The OMEGA laser facility has been used to study theion. If good agreementis found between the experimental data
growth of perturbations due to the RT instability at the ablatiomnd the simulations, then the ablation-surface growth rate as
interface. The targets were accelerated with 351-nm illuminadetermined from the simulation can be used with some level of
tion at 2.5x 104 W/cn? for 3-ns ramp pulses and at X0 confidence, as the RT growth rate for the initial perturbation
104 W/cn? for 3-ns flat-topped pulses. The comparison ofused in the experiment.
target acceleration with 1-D hydrodynamics simulation is
good and suggests that the laser drive is correctly modeled. Thelt is evident from the effect of the noise on the comparison
comparison for the growth of initial perturbations as measuredith calculations that future experiments will need to address
by the change in optical depth agrees with ZRCHID thisissue. Instruments and experimental techniques are needed
simulation when the measurement noise is included. It ithat will reduce the level of noise so smaller initial perturbation
important to compare the values of the measured optical deptamplitudes can be studied. Instruments are also needed that
and not simply the growth rates in order to understand thill allow shorter-wavelength perturbations to be studied.
underlying physics and infer RT growth rates.
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