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In Brief 

This volume of the LLE review, covering the period of October-December 1994, contains articles on a 
diagnostic method employing krypton spectroscopy for measurement of temperature and shell-fuel 
mixing in high-temperature implosions; the first direct assessment of the ion-acoustic decay instability 
in a large-scale-length, hot plasma; measurements of polarization mode dispersion and group-velocity 
walkaway in birefringent media using a frequency domain interferometer; an evaluation of the mag- 
netic flux dynamics occurring in an optically triggered, thin-film superconducting switch; the effect of 
slurry fluid chemistry on particle size distribution during aqueous polishing of optical glass; and the 
influence of thermal and mechanical processing history in the preparation of well-ordered liquid crystal 
elastomer systems. 

Highlights of the research presented in this issue are 

The addition of -0.01 atm of krypton gas to the fuel allows the implosion temperature to be 
conveniently diagnosed through the spectrum of helium-like ( ~ r + ~ ~ )  and hydrogen-like ( K I - + ~ ~ )  lines. 
The ratio of intensities for the two Kr lines as a function of temperature is sufficient to allow 
temperature measurements of up to -10 keV with a maximum error of <f 10%. 

The electron plasma wave excited by the ion-acoustic decay instability was observed directly using a 
novel Thomson scattering diagnostic. The electron temperature in the interaction region, as deter- 
mined from the frequency of the detected wave obtained using this diagnostic, is in reasonably good 
agreement with the value predicted by computer simulations. 

A new technique based on frequency domain interferometry for the direct measurement of polarization 
mode dispersion (PMD) in birefringent media was used experimentally to determine the group velocity 
walkaway (GVW) of short pulses in nonlinear optical crystals. Experimental measurements of 
walkaway dependence versus propagation angle in KDP-11 crystals using this technique fit the 
theoretical prediction based on the material dispersion to within an accuracy o f f  10%. 

A theoretical model of the flux dynamics in an optically irradiated YCBO thin-film superconducting 
switch has been developed and experimentally verified. Both the magnitude of the peak switched 
voltage in the secondary coil and its response time show a marked dependence on the intensity of the 
laser pulse used to initiate switching. 

The slurry charge control effect, a relationship between the polishing slurry pH and the isoelectric point 
(IEP) of the polishing agent, was identified and established as a key process parameter for the rapid 
production of high-quality optical surfaces from silica-based glass types. Combinations of slurry fluids 
and polishing agents in which the fluid pH value was larger than the polishing agent IEP consistently 
produced surfaces with the lowest surface roughness through inhibition of suspended particle 
agglomeration and enhanced dissolution of in-process glass constituents. 



The ability to readily inducc uniform bulk molecular alignment in liquid crystalline polysiloxane 
elastomeric films by application of mechanical forces during the final crosslinking stage has been 
demonstrated. X-ray diffraction data indicate that an externally imposed stress or strain is critical in 
achieving a monodomain nematic character, and that alignment uniformity is retained after repeated 
thermal cycling from the nematic-isotropic phase transition (Tn.i) to room temperature. 

Kenneth L. Marshall 
Editor 



Krypton Spectroscopy Diagnosis 
of High-Temperature Implosions 

High-temperature implosions are planned for the OMEGA 
Upgrade experimental program. By using relatively thin shell 
targets, temperatures much higher than 1 keV at modest 
compressed densities (- 1 to 5 g/cm3) are predicted. The goal of 
this work is to demonstrate that by adding a small admixture of 
krypton gas (-0.01 atm) to the fuel, the temperature can be 
conveniently diagnosed through the spectrum of helium-like 
(K,'~') and hydrogen-like ( ~ r ' ~ ~ )  lines. By increasing the fill 
pressure, resonant Kr lines can become opaque, through self- 
absorption, and their relative intensities can be used to diagnose 
shell-fuel mixing. 

As an example of predicted high-temperature implosion on 
the OMEGA Upgrade system, in Fig. 61.1 we show tempera- 
ture and density profiles, at peak compression, calculated by 
the LILAC code for a CH shell of I -mm diameter and 10-pm 
thickness, filled with a 10-atm pressure of DT. Typical Up- 
grade laser parameters (laser energy of 30 kJ in a Gaussian 
pulse of 650-ps width) were assumed. As Fig. 61.1 shows, the 
core temperature and density are fairly uniform at -5 keV and 
-4.5 g/cm3, respectively. In the analysis that follows, the core 
profiles will be assumed to be uniform as well. The relatively 
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Figure 6 1.1 

Electron temperature and mass density at peak compression, predicted by 

LILAC, for a DT-filled, high-temperature implosion on the OMEGA Up- 
grade system. The vertical line marks the fuel-shell interface. 

high temperature of the shell is expected to play an important 
role in transmitting core radiation. 

Observation of K-Shell Krypton Lines 
The wavelengths and transition probabilities of Kr lines are 

not fully known from the literature. We have used atomic data 
calculated by M. ~ l a ~ i s c h , '  using adetailed relativistic atomic 
structure code that includes intermediate coupling, higher- 
multipole interactions, and many-body and QED effects. The 
K-shell lines are of much shorter wavelength than past spectral 
line emission from laser targets; for example, the ~ r ' ~ ~  reso- 
nance line has a wavelength1 of 0.94538 A, or photon energy 
of 13.11 347 keV. For this reason, we addressed the question 
of observability of these lines. A simple way to estimate the 
expected intensity of krypton lines is to make a comparison 
with past experiments on argon-filled targets. In recent experi- 
ments on OMEGA, strong helium-like and hydrogen-like 
argon lines were observed when the argon fill pressure was 
0.1 atm (in 20-atm d e ~ t e r i u m ) . ~  In other experiments the argon 
fill pressure was as low as 0.01 atm but still yielded significant 
spectral intensity. We chose to calculate the intensity of K- 
shell krypton lines using the corona approximation. This 
approximation was used to show only the intensity scaling; for 
the temperature-determination curves, the more general colli- 
sional-radiative model was used. The corona approximation is 
valid in the limit of low density, high temperature, and high 
nuclear charge 2, while the converse is true for the LTE 
approximation. The condition for the applicability of the 
corona model to excited states can be written as [Eq. (6-55) 
in Ref. 31 

where Ei is the ionization energy and n is the highest principal 
quantum number for which the model applies. For helium-like 
krypton (of energy of ionization4 Ei = 17.296 keV) and the 
predicted densities of up to N, - cmP3 (p  - 4 g/cm3). the 
model applies to quantum numbers n of up to at least n = 3, over 
the entire 1- to 10-keV temperature range. In the corona 
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approximation, the line intensity is given by the rate of excita- 
tion by electron  collision^:^ 

where AE is the excitation energy, N, and Ne are the densities 
of emitting ions and electrons, respectively, f is the absorp- 
tion oscillator strength, and (g )  is the Maxwellian-averaged 
Gaunt factor5 (kT and AE are in eV). Thus, if the ratio AElkT is 
maintained when krypton is used insteadof argon, thc intensity 
of the same transition should drop by a factor of -8 since AE 
increases by a factor of 4. The actual drop in intensity would be 
much smaller for the following reasons: (a) For argon, Eq. (2) 
would yield an overestimate of the intensity since in the corona 
approximation every excitation leads to a photon emission, 
while for argon some of the excitations result in super-elastic 
collisions with free electrons; (b) whereas the predicted com- 
pressed density is comparable to what was achieved with 
argon, the krypton targets will be bigger and thus contain more 
mass (by a factor of -64) for the same fill pressure. This leads 
to the conclusion that the strong K-shell krypton lines will be 
readily observable for temperatures 2 3 keV. 

Supportive evidence can be found in the fact that the 
resonance line of ~ r + ~ ~  (at 0.94538 A) was easily observable 
on previous short-pulse (100-ps) experimcnts6 on OMEGA, 
using a Von-Hamos focusing spectrometer. The peak laser 
power in those experiments was -6 TW, which is much lower 
than that of the OMEGA Upgrade (-30 TW). 

Determination of Temperature by Line-Intensity Ratio 
We now calculate the temperature dependence of a particu- 

lar Kr line-intensity ratio under steady-state conditions, using 
the collisional-radiative atomic code POP ION.^ Although the 
corona model is largely applicable for the cases under discus- 
sion, as was mentioned previously, the collisional-rad~ative 
model is more precise. For example, we examined the calcu- 
lated relative specie and level populations for ~ r + ~ ~  and Kr+35 
ions. In Fig. 61.2 we show examples of level populations in 
~ r f ~ ~  (helium-like krypton); the sum of populations in all 
levels of krypton ions adds up to 1. The ground-lekel popula- 
tion (especially at the higher temperatures) is essentially 
independent of the electron density Ne, which is a characteris- 
tic of the corona model [see Eq. (6-95) in Ref. 31. At lower 
temperatures, the relative ground-lekel population approaches 
an inverse dependence on N,, which in turn is a characteristic 

of the LTE model [as can be seen from the Saha equation, 
Eq. (6-29) in Ref. 31. Also, then = 2 population increases like 
N,-also a characteristic of thc corona model. The latter can be 
seen from Eq. (2), by equating I ,  with hv Ni Q,, where Q, 
is the relative level population in the level n. On the other hand, 
at the lower temperatures the n = 2 lcvcl population ap- 
proaches independence of N,, a characteristic of the LTE 
model (where relative level populations depend only on the 
temperature, through the Boltzmann factors). Thus, to covcr 
the whole relevant parameter space, a full collisional-radiative 
model is necessary. 

-101 I I , I , ) , I  
I 2 4 6 8 10 
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Figure 61. 2 
Relative populations in levels of Kr+34 (helium-like krypton), as calculated 
by the POPION7 atomic code. The sum of populations in all levels of krypton 
Ions adds up to 1. 

For a temperature-sensitive line-intensity ratio we choose 
the ratio of a hydrogen-like line to a helium-like line. To 
minimizc opacity effects we use the following two lines: 
(a) the Lyman-a line of ~ r + ~ ~  of wavelength 0.9196 A,8 and 
(b) the helium-/? line of ~ r + ~ ~  of wavelength 0.8033 A and 
absorption oscillator strcngth 0.1293.l We must show that the 
opacity of these lines will be negligible for the method to be 
applicable. We concentrate on the helium-/? line since the 
opacity of the Lyman-aline is much smallcr. The line opacity 
at an energy separation 6E from the unperturbed position can 
be expressed as [see Eq. (8-14) in Ref. 31 

where M is the krypton ionic mass. P(6E) is the line profile at 
6E in inverse energy units, f is the absorption oscillator 
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strength of the line, pR is the total areal density (mostly that of 
the fuel), E is the fraction of krypton in the fuel (by mass), and 
Q ,  is the fraction of krypton ions in the absorbing level (i.e., the 
lower level of the transition). For unshifted lines one usually 
calculates z0 = ~ ( S E  = O), but for the helium-pline, which is 
shifted by the Stark effect, we designate z0 as the maximum 
opacity at the shifted peak position. Ineither case. P(0) - l/AE, 
where AE is the line width. We assume the addition of 0.0 1 atm 
krypton to the DT-filled target implosion that was simulated in 
Fig. 61.1. In that implosion the DT fill pressure was 10 atm, 
and the total pR at peak compression was -16 mg/cm2. Ac- 
cording to the POPION code results (Fig. 61.2), Q l  for helium- 
like Kr over a wide temperature range is very close to 1. 

Next we need to estimate the line width, which is related to 
P(0) in Eq. (3) as explained previously. The code results of 
Fig. 6 I .  1 show that the ion temperature at peak compression is 
about twice the electron temperature, or TI - 10 keV, for which 
the Doppler width of the helium-j3 line is about 12.9 eV. A 
rough estimate of the Stark width of the ~r~~~ helium-p line 
can be obtained by noting that for a given density and tempera- 
ture the Stark width is proportional to 1/Z. More specifically, 
the scaling for the Stark width of hydrogenic lines i s1 '  given 
by M - (z,/z)(~' - nj]~; '"  where Z,) and Np are respec- 
tively the nuclear charge and ion density of the perturber, Z is 
the nuclear charge of the emitter, and n,, nf are the principal 
quantum numbers ofthe initial and final levels of the transition. 
Although the ion under discussion is helium-like, the Stark 
width of the upper level, 1 . ~ 3 ~ l ~ ,  turns out to exceed the 
separation to the nearby l s 3 d l ~  level, which makes the tran- 
sition close to hydrogenic (i.e.. the level splitting increases 
linearly with the perturbing field as in single-electron ions). 
The above formula for the Stark width is only approximate and 
does not include such effects as perturbers correlation. How- 
ever, we use its Z scaling only for extrapolating the detailed 
c a l c ~ l a t i o n s ~ ~  for the same transition in argon at the same 
density and ignore the weak temperature dependence of the 
Stark broadening. The Stark width of the ~r~~~ helium-p line 
at p = 4.5 g/cm3 is thus estimated to be -17 eV. Convolving 
this Stark width with the Doppler width yields a total width of 
-26 eV, from which the normalized composite profile yields 
the value of P(6E). Substituting these values into Eq. (3) yields 
an optical depth for the helium-pline of z0 - 0.56. This opacity 
value was estimated for an electron temperature of 5 keV (T, - 
2 Te) and density of 4.5 @m3. For other temperatures (but the 
same doping fraction) the opacity will not change appreciably 
because (1) Q l  is weakly dependent on Tin the range T, -3 to 
10 keV (see Fig. 61.2), and (2) the linewidth depends mainly 
on the density. For other densities the opacity will vary as 

-p-21"ue to the change in linewidth. The opacity of the 
Lyman-a line of ~r~~~ is much smaller than that of the 
helium-p line because the ratio of ~r~~~ to ~r~~~ ground-state 
populations at N, = cmp3 varies over the 1-  to 10-keV 
temperature range from - 1 0-lo to - lop1. 

The curves in Fig. 6 1.2 and the temperature curves calcu- 
lated below assume a steady-state situation. To justify this 
assumption we show in Fig. 61.3 the calculated ionization 
time ti of the ~r~~~ ion as a function of temperature for Ne = 

cmP3; ti depends inversely on Ne and is given by 

ti = ( (a ion~)~e)- l .  The ionization rate was taken as1] 

where Ei is the ionization energy (in eV) and 77 is the number 
of outer-shell electrons (77 = 2 for helium-like ions). The 
time constant for approaching a steady state of level popula- 
tions for a given set of hydrodynamic conditions is given by ti 
since t, is the slowest of the relevant processes. An example can 
be found in the excitation rate from the ground level to the 2 ' ~  
level of Krf3" which is faster than the ionization rate by a 
factor that varies from -700 at the low end of the temperature 
range to -3 at the higher end. We see from Fig. 61.3 that for a 
value of T of 5 keV, the ionization time t, is -50 ps, which is 
about the time period tpeak predicted for the volume-averaged 
temperature to be within -90% of its peak value. Thus. the 
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Figure 6 1.3 
Calculated ionization time r; of Kr+34 as a function of temperature, for N,. = 

1024 cm-3. The ionization time serves as a time constant for approaching a 

steady state of level populations for a given set of hydrodynamic conditions. 
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density of hydrogen-like ions will reach only the fraction 
[I - exp(-rP,,,/r, I] - 0.63 of its steady-state value. Neglecting 
this effect will result in an underestimate of the tempcrature (in 
the above example, 4.6 keV instead of 5 keV). An underesti- 
mate w ~ l l  also rebult if the spectral measurement is not time 
resolved, since the emission time of helium-like lines will be 
longer than that of hydrogen-like lines. 

We show in Fig. h 1.4 the calculated intensity ratio of the 
Lyman-a line of ~r~~~ to the helium-p line of ~ r + ~ ~  as a 
function of temperature for two electron-density values. Clearly, 
the intensity-ratio change is sensitive to temperature, but the 
Lyman-a line may be too weak to be observed for temper- 
atures smaller than -4 keV. In going from T = 10 keV to T = 
4 keV, both the ratio in Fig. 61.4 and the intensity of the 
helium-pline drop by an order of magnitude, which causes the 
intensity of the Lyman-a line to drop by two orders of magni- 
tude. Over a wide density range (changing by a factor of 20), 
the temperature-dependence curve changes very little. This 
behavior is due to the close resemblance to the corona model, 
where the line ratio is completely independent of density. If we 
know the density to be within this range, the maximum error in 
determining the temperature would be less than +lo%. The 
required precision in the intensity measurements is modest: to 
achieve a f 10% precision in the temperature, the intensity 
ratio must be measured with a precision of only a factor of -3 
(at T =  4 keV) or a factor of -2 (at T =  6 keV). The attenuat~on 
of these two lines through the compressed CH polymer shell 
is of no concern, as a cold PAR of more than 1 g/cm2 is needed 
to significantly attenuate them. 

Mixing Diagnosis Based on High-Opacity Kr Lines 
In the previous section the opacity of the helium-P line of 

ICrt3"or a fill pressure of 0.01 atm was shown to be smaller 
than I (zo - 0.56), and thus negligible. We now examine the 
case of much higher fill pressures, where the helium-p line is 
optically thick at peak compression. Although the intensity 
ratio in Fig. 61.4 is then not applicable, a different type of 
information can be obtained on the target behavior. Anticipat- 
ing the last section, we choose the helium-p line rather than 
the higher-opacity helium-a line. 

The intensity of an optically thick line cmerging from the 
plasma volume is related to the escape factor parameter, which 
has been the subject of numerous publications.12-15 The es- 
cape factor G is defined by 

where G(zo) in spherical geometry corresponds to a point 
source at the center of the sphere and to  is the opacity over the 
rad~us. For a source uniformly distributed over the sphere, 
Mancini et a1. l5  have shown that G(zo) is twice as big as the 
point-source case and depends primarily on the type of line 
profile. For example, for a Gaussian (i.e., Doppler) profile, 
G(zo) does not depend explicitly on the linewidth; for zo >> 1, 
~(r,,) - l /(n ln T ~ ) " ~  zO.  For Stark profiles the corresponding 
asymptotic relation was found to be ~(7") - l / roY5.  For ex- 
ample, a Holtzmarkian profile (the simplest approximation to 
a Stark profile) yields the universal asymptotic expression12 

- Mancini et a1.15 have calculated G(zo) for the Lyman-a 
i 

44 
line of argon using complete Stark profiles. They showed that 

S 
c for an accurate value of G, a detailed calculat~on with an actual 
e, 
44 N, (cm-3) 
G -2 - Stark profile should be performed. However, their curves (for ." - - 
M -2  x 1024 a point source) can still be approximated by Eq. (6) if G is 
3 1 x 1023 expressed as a function of TO, rather than as a function of 

Z ~ / P ( ~ E  = 0). because an approximate Stark profile that 
changes only the line width without changing the profile shape 

4 --LA2 

0 2 4 6 8 10 12 will not affect Eq. (6). 
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A measurement of the escape factor of a high-opacity line 

Figure 6 1.4 can yield the value of zo, using Eq. (6) or the equivalent result 
Interlaity ratio of the Lyman-aline of KP35 to the helium-pline of K r 3 5  as Of a detailed calculation,15 E ~ ,  (3) shows, zo depends 
afunction of temperature at two electron-density values. The opacity of both on pR and, through P(6E), on p. For a high-opacity line, most 
lines, which mras shown to be small, was neglected. 

-- of the emergent intensity is located in the far wings of the 



spectral profile. Because the Doppler profile drops much faster 
than the Stark profile, the wings are dominated by the latter, 
although the two separate linewidths are comparable. For this 

I reason we consider the escape factor for a purely Stark profile. 
For the helium-0 line, Po = P ( ~ E  = 0) - p-2/3, when the den- 
sity is high enough to merge the ls3p and 1s3d levels, which 

q we have argued to be the case here. For the crude estimate of 
17-eV Stark width, this relationship reads 

where, as explained, Po refers to the peak of the profile rather 
than to the line center. On the other hand, in an imploding 
spherical target 

in terms of the total fill mass (fuel and krypton) MF. Thus zo is 
independent of the target compression because the opacity 
increases with increasing pR but decreases due to the increas- 
ing width (or decreasing P o )  The two quantities change as 
p213 and cancel each other's effect on zo. 

The foregoing discussion shows that measuring the escape 
factor cannot yield information on the density or pR. Mixing of 
shell material into the fuel, however, does affect the escape 
factor measurement because the pR deduced from the absorp- 
tion of Kr lines yields the pR of only the fuel ( P R ) ~ ,  whereas 
the Stark profile depends on the total density p ~ ,  including 
shell material mixed into the fuel. Combining Eqs. (3), (7), and 
(8), we can relate the volume-averaged fraction of density due 
to mixing 5 = pmix i p F  to TO: 

We can understand the effect of mixing on the opacity as 
follows: Without mixing. the opacity zo is approximately 
constant during the compression because of the two opposing 
effects: (1) increase in the pR of absorbing ions and (2) increase 
in the linewidth. The mixed shell material is involved only in 
the second effect, which causes a net reduction in the opacity. 

The experimental determination of the mixing fraction 
consists of measuring the escape factor G(zo), deducing zo 
from Eq. (6) (or from a more detailed equivalent thereof), and, 
finally. finding SfromEq. (9). In addition to using a crude Stark 

profile. Eq. (9) is correct only for a point source (central hot 
spot). As mentioned earlier, Mancini et al. l 5  have shown that 
for a spherically uniform source, G(zo) is twice as big as for the 
point-source case. To determine which geometry conforms 
better to the experiment we can examine two experimental 
signatures: (a) for auniform source, the core image size at high 
photon energy will be about the same as that at low photon 
energy, whereas for a hot-spot source the former will be much 
smaller than the latter; and (b) for a uniform source the 
observed line profile will be flat topped, whereas for a hot-spot 
source a self-reversal (or minimum) will be observed at the 
position of the profile peaks. 

A Method for Measuring the Escape Factor 
The escape factor of a line can be measured by comparing 

its measured intensity to that of another line. both of which 
have the same upper level. The first should have an opacity zo 
>> 1, the second TO << 1. The two helium-like Kr lines we 
selected are (a) the Lyman-0 line, 1s3p1P - l s 2  'S 
(at 0.8033 A) and (b) the Balmer-a line, 1s3p1P - ls2s I S  

(at 5.0508 A). Note that what we refer to here as Balmer-a is 
the helium-like, 3-2 transition that shares an upper level with 
the helium-0 line (and not, for example, to the stronger 
1s3d1D - 1s2p1P transition at 5.3463 A). Previously, we 
mentioned the he l ium-a  l ine corresponding to the 
1s2p1P - ls2 'S transition. For krypton ions, both the transi- 
tions to the ground level and the 3-2 transitions are easily 
accessible to x-ray measurement. Thus. for argon, the 3-2 
transitions are too soft (A > 20 A) for common x-ray crystal 
instruments, and they also suffer very high opacity in travers- 
ing the target. 

By making an appropriate choice of the krypton fill pres- 
sure, the opacity (for resonant absorption) of the Lyman-0 
line at peak compression will be >>1, while that of the 
Balmer-a will be <<I .  It was estimated earlier that for a Kr 
fill pressure of 0.01 atm, the opacity zo of the helium-Pline will 
be -0.5. Thus, for a fill pressure in the range of 0.1 to 1.0 atm, 
TO will be in the range of 5 to 50. The opacity of the Balmer-a 
line will still be negligible since it is absorbed by ions in the n 
= 2 shell (whereas the helium-0 line is absorbed by ground- 
level ions). Figure 61.2 shows that the population of n = 2 
absorbing ions is smaller than that of 11 = 1 absorbing ions by 
several orders of magnitude. Due to the expected merging of 
the 1 ~ 3 ~ ' ~  and 1s3d1D levels, both ions in the 1s2p1P and 
1 ~ 2 ~ ' ~  levels can absorb the broadened Balmer-a line; 
these constitute 113 of all n = 2 ions. With no merging. only 
1/16 of the 11 = 2 ions can absorb the 1s3p1P - 1 . s 2 . ~ ' ~  tran- 
sition. The high opacity of the resonance line 1s' - 1s2p1p 
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will also increase the n = 2 population (this effect is not Finally we estimate the expected sensitivity of the method 
included in Fig. 61.2). for measuring the degree of shell-rue1 mixing. To find G from 

Eq. ( 10) with a precision of approximately +20%, the relative 
In the absence of any absorption, the intensity ratio of these intensity of eachof the lines must be measured with aprecision 

two lines ILy/fBa would simply be given by the ratio of the 
Einstein A coefficients (spontaneous emission probabilities) 
ALylABa and be independent of any atomic modeling. Since A 
(Lyman-P) = 4.453 x loi4 s-I and A (Balmer-a) = 6.163 x 
10" s-I, ALy/ABa = 72.25. In the case discussed here, the 
observed intensity ratio ILyllBa will be lower than the ratio of 
the Einstein A coefficients ALylABa, by the escape factor G 
for the helium-P line. Thus, G can be found from 

of _+lo%, which requires the relative calibration of two 
instruments for the two very different wavelengths used here. 
A suitable procedure is as follows: the intensity ratio ILy/lBa 
for the case of a very low Kr fill pressure (-0.01 atm) is simply 
given by the known ratioALylAna. Since, for Stark profiles, G 
depends15 asymptotically on z0 like l /z i t5 ,  an error of +20% 
in G will result in an error of k33% in zo. Finally, finding the 
relative mixing from Eq. (9), this error translates into an error 
of +50% in 1 + 5 .  Thus, the method is useful only for exten- 
sive mixing, where 4 is not much smaller than 1. 
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Direct Measurements of the Ion-Acoustic Decay Instability 
in a Laser-Produced, Large-Scale, Hot Plasma 

The final experiment carried out on the 24-beam OMEGA 
laser (in collaboration with scientists from Lawrence Liver- 
more and the University of California, Davis) involved the 
investigation of the ion-acoustic decay instability (IADI) in 
large-scale-length (-1-mm), hot (-1-keV) plasmas. 

In the IADI, an electromagnetic wave (i.e.. an incident laser 
beam) decays into an electron plasma wave (epw) and an ion- 
acoustic wave (iaw), near the critical density n,. (where the 
electromagnetic wave frequency equals the plasma frequency). 
A unique feature of this experiment was the first direct obser- 
vation of the epw using collective Thomson scattering (CTS). 
Further, it was possible from the spectral width of the CTS 
signal to estimate the electron temperature T, in the plasma, 
the result (T,  = 1.5 keV) being in reasonably good agreement 
with the value (1 . l  keV) predicted by the two-dimensional 
code SAGE. 

The IADI' is a fundamentally important subject in plasma 
physics that has been studied by numerous authors in the 
context of laser-plasma  interaction^,^.^ microwave experi- 
m e n t ~ , ~  and ionospheric studies5 It is potentially significant 
in the large-scale plasmas relevant to laser fusion because 
anomalous electron heating can occur even when the insta- 
bility is relatively weak, if the unstable volume is sufficiently 
large. In addition, the instability can lead to anomalous dc 
resistivity and a reduction in electron thermal transport, and 
it has an application as a critical surface diagnostic. Despite 
the significance of the IADI to large-scale plasmas, all previ- 
ous experiments have been carried out in relatively small- 
scale plasmas. 

In this article we present two original results: (1) the first 
direct observation of the epw excited by the IADI, and (2) the 
first study of the IADI in aplasma that approaches laser-fusion 
conditions, in the sense of having a density scale length of the 
order of 1 mm and an electron temperature T, in excess of 
I keV. Previous observations of the epw's have been based on 
the second-harmonic emission, from which little can be in- 
ferred because the emission is produced by unknown pairs of 

epw's, integrated in a complicated way over wave-number 
space and real space. In contrast, we have directly observed the 
epw by using the 90°, collective Thomson scattering of a UV 
laser (at the third harmonic of the pump) from the epw's. 
Because the ratio of probe frequency to electron plasma fre- 
quency is only about 3, the scattering is collective (i.e., kepwLDe 
is small, where kepw is the epw wave number and JbDe is the 
Debye length), even though the scattering angle is large. The 
electron temperature can then be deduced from the ion sound 
velocity, obtained from the measurement of the frequency at 
which growth is maximum at the scattering wave number. 

The experiments were carried out using a large-scale 
(- 1-mm), hot (-1-keV) plasma6 produced by the OMEGA 
laser in the geometry shown in Fig. 61.5. Two opposed sets of 
four UV beams, peaking at time t = 1 .O ns, were used to explode 
a polystyrene (CH) foil of 6-pm thickness and 600-pm diam- 
eter overcoated with 500 A of Al. Four beams from each side 
were used as secondary heating beams and were incident later 
at t = 1.6 ns. The on-target laser energy was typically 50 to 
60 J per beam with a pulse duration of 0.60 to 0.65 ns at a 
wavelength of 35 1 nm. One of the OMEGA beams was used as 
a 1.054-pm pump beam (at wo) to drive the IADI and timed to 
peak at t = 2.2 ns. This beam was incident through a phase plate 
with 3-mm cells and an.fl3.6 lens to produce a focal spot of 
210-pnl diam (at half-maximum), with 36 J in the central Airy 
lobe, giving a maximum intensity in space and time of -1.25 
x loL4 w/cm2. Another beam was attenuated and used 
as the 3% probe. A wave plate was used to rotate the (ellipti- 
cal) polarization of the pump beam to the optimum angle for 
exciting the epw's being diagnosed. The typical plasma had a 
center density of I to 2 x lo2 '  cmP3, which was maintained 
within a factor of 2 at T, - 1 keV for approximately 1 ns. The 
scale length was of the order of 1 mm at t = 2.2 ns. 

The scattering geometry is shown in Fig. 61.6. The CTS 
signal was collected by afocusing mirror at 90" to theThomson 
scattering beam and focused onto the detector system (at the 
opposite port), which included a 1-m spectrometer, a UV 
streak camera, and a CCD camera. The measured wave vector 
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Configuration forlong-scale-length plasmaexperiments. A plastic (CH) disk Schematic diagram of the experiment in the scattering plane. The 1R pump 

target is first irradiated by four near-normal-incidence, primary beams (P) beam is incident 6" below this plane. The initial target normal (the z axis of 

from each side. forming an approximately spherical plasma. This plasma is the simulations) is in the plane perpendicular to the scattering vector k, and 

then heated by four obliquely incident, secondary beams (S) from each side 69" below the scattering plane. It is also 69" from the pump beam. The k- 
and one 1054-nm interaction beam (I). The interaction beam (shown shaded) matching diagram of the CTS is shown in the inset. Note that kePw is nearly 

is focused more tightly than the other beams. perpendicular to the pump laser. 

kepw was nearly parallel to the pump electric field. Simulta- optimum scattering angle of 89" for measurement of the most 
neousl y, the time-resolved, second-harmonic spectrum (through unstable IADI mode, which has kepwjlDe - 0.23. The density 
the Thomson-scattering port) was measured using a 113-m at which the observed kepw isresonant for the IADI depends 
spectrometer, a streak camera, and another CCD camera. upon T,, becoming higher as T, decreases. 

Collective Thomson scattering7 is a three-wave process 
satisfying the k-matching condition k, = ki f kepw and the 
energy conservation law w, = wi f wepw. (The k's and w's are 
the wave vectors and frequencies of the three waves; the 
subscripts i, s, and epw refer to the incident and scattered probe 
beam and the electron plasma wave.) We have measured the 
up-shifted signal at 4w0(= mi + qpW) to reduce the problems 
of incoherent harmonic emission and refraction. The scattering 
angle 8 is given from the k-matching condition by 
kzpw = k? + k? - 2kik, cos8.  For the up-shifted scattering, 
we have w, - 413 wi and k, - 413 ki. The geometry of the 
experiment selected a 90" scattering angle (Fig. 61.6) and 
kepw = 2.9 x lo5 cm-l. At this angle the CTS signal intensity 
is maximum for out-of-plane polarization of the probe 
beam.7 For T, - 1 keV, the observed angle is close to the 

Our experiments were guided by two-dimensional calcula- 
tions using the computer code  SAGE.^ Figure 61.7 shows 
spatial profiles of n,, T,, and ion temperature Ti along the 
center z axis at a time of 2.2 ns, corresponding to the peak of 
the pump beam. This timing was chosen so that the center 
plasma density would be slightly higher than the critical 
density n, - 1021 cm-3 of the pump laser. When the pump laser 
is applied to the preformed plasma, no significant density 
change is predicted. but the electrons in its path are heated by 
classical electron-ion collisions as is shown by the hump on 
the right-hand side of the T, curve. The peak value of T, is just 
above I keV. The SAGE calculations indicate that 15%-70% of 
the pumplaser energy reaches the instability region, depending 
on the laser intensity. 
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Figure 61.7 
Calculated spatial profiles of the electron density n, and the electron and ion 
temperatures (T, ,  Ti) at 2.2 ns. The pump laser enters from the right. 

--- 

1 0 2 2 , , ~ , ~ l , r r , l ~ r . , l , ~ ~ . , ~ r ~ ~  

Owing to the three-dimensional nature of the experiment, 
some approximations were necessary. The pump beam was 
modeled as incident along the target normal (z), for consis- 
tency with the cylindrical symmetry about this direction 
assumed by SAGE. although the actual angle of incidence was 
69". At 2.2 ns the 0.86 n, contour, at which the measured epw 
(kepw = 2.9 x lo5 cm-I) is resonantly excited, is close to a 
prolate ellipsoid with diameters 560 pm along and 162 pm 
transverse to the z axis. Typical rays are incident at 21" to 
the ellipsoid normal and see flow velocities vf of 1 to 2 x 
lo7 crnls generally directed away from the plasma center. The 
experimental geometry is such that vf - kepw = 0 .  

- 
Laser - 

We verified that the measured signals were caused by CTS 
from the IADI-excited epw as follows: ( 1 )  the 4% intensity 
decreased rapidly as the pump laser intensity decreased, and 
the signal disappeared when the pump was below the IADI 
threshold (as determined by conventional second-harmonic 
emission measurements); (2) when the probe beam was turned 
off, no 4% signal was observed; and (3) the 4% intensity 
varied drastically (decreased about ten times) when the probe 
beam polarization was changed from out-of-plane to in-plane. 
Moreover, the measurements discussed in the remainder of this 
article are all consistent with standard instability theory for a 
uniform plasma.1 

1500 

The experimental threshold value of the spatially averaged 
intensity in the instability region was estimated to be 
-(1.4-2.8) x 1012 w/cm2, based on the measured threshold 
laser energy for a CTS signal (5 J) and taking into account the 
collisional attenuation and refraction as estimated by SAGE. 

0.0 1.0 2.0 3.0 4.0 5.0 
Run 2500 
TC365J z position (mm) 

This result is in satisfactory agreement with the theoretical 
value9 of 40.8-2.3) x 1012 w/cm2 calculated using T, = 

0.8 keV (appropriate for a low pump intensity). taking into 
account the swelling at the instability region and the multiple- 
species ion sound theory of Ref. 10. 

Figure 61.8(a) shows a CTS measurement of the time 
evolution of the epw spectral density function with kepw = 

2.9 x lo5 cm-l. A clear red shift relative to the 4% wave- 
length is evident. This Stokes peak is due to the primary IADI 
decay process: in these experiments, where the pump laser 
energy is less than 50 J, no cascade decay process" is ob- 
served. The solid curve in Fig. 61.8(b) shows the spectral 
density function at the time of the peak signal of Fig. 61.8(a) 
plotted against the normalized frequency shift 

(uo - u e p w j / ~ i , w ,  where Ria, is chosen to center the spec- 
trum on a normalized shift of 1. The CTS timing is not known 
precisely. but Fig. 6 1.8(b) is presumed to correspond to 2.2 ns. 
the peak of the pump beam. The dashed curve gives the IADI 
growth rate calculated using the experimental parameters; its 
peak is calculated to occur at wo - wepW = Riaw. The IADI 
resonance condition is thus satisfied, and the normal mode of 
the iaw is excited. The measured CTS spectrum is consistent 
with the growth-rate curve. If the pump laser intensity were 

I 
instead much larger than ten times the threshold, the growth rate I 

peak would shift to a higher frequency and the iaw frequency 
would increase with the laser intensity (driven mode). 

I 
We can now estimate the phase velocity of the iaw. Since the 

dipole approximation is valid in these experiments, the pump 
laser wave number is given by ko - kepw + kiaW - 0 ,  so that 
the wave numbers kiaw and kepw are approximately equal in 
magnitude. The ion-acoustic wave frequency used for the 
normalization of Fig. 61.8(b) is given by 

where AA is the wavelength shift of the peak of the CTS sig- 
nal (3.3k0.2 A). The phase velocity RiaW/kiaw of the iaw is 
then determined to be about 3 x lo7 cmls and may now be used 
to estimate the electron temperature. 

The electron temperature depends on the ion-acoustic dis- 
persion relation. To calculate this with greater accuracy, the 
multiple-ion nature of the plasma was included. Williams 
et al.l0 have obtained fast- and slow-wave solutions for CH 
plasmas and have shown that the slow wave is the important 
one, as it is eight times less damped than the fast wave. The 
phase velocity of the slow wave is effectively independent of 



Figure 61.8 
(a) Time evolution of the spectral density function of the epw (with kep ,  = 2.9 x 105 cm-1) measured by CTS. (b) Solid line: the spectral density function of 

the same epw at f = 2.2 ns. Dashed line: the LAD1 growth rate calculated for a laser intensity five times threshold. 

Ti in the range 0.3 < TiITe < 1, being about 0.8 ( k B ~ e ~ ~ ) 1 ' 2  or 
1.87 x lo-' v,, where M is the proton mass, kB is Boltzmann's 
constant, and v, is the electron thermal velocity. The slow iaw 
frequency at a given wave number is thus an excellent diagnos- 
tic for T,: from the measured peak-signal frequency shift and 
the scattering wave vector (known from the geometry), one 
immediately obtains the slow iaw velocity and hence T,. In this 
experiment, the iaw phase velocity is 3 x lo7 c d s ,  giving T, 
= 1.5 keV and v, = 1.6 x lo9 c d s .  The theoretical values (v, = 

1.4 x 1 o9 c d s  and T ,  = 1.1 keV) given by the SAGE calculation 
(Fig. 6 1.7) are somewhat lower than the experimental values 
(about 13% for v, and 27% for T,). However, if the compli- 
cated nature of the large-scale plasmaproduced, the possibility 
of hot spots within the focal spot, and the three-dimensional 
nature of the experiment are all taken into account, the theoreti- 
cal and experimental values are in reasonably good agreement. 

Several conditions were met that enabled the diagnostic to 
work well: 

The scattering angle was chosen to be large to measure the 
most unstable epw. 

Between the thresholds for the slow-ion-wave IADI (Ith) 

and the fast-ion-wave IADI (8 Ith), only the former was 
significantly excited. 

The refraction of the probe beam itself was small (less than 

7% for this experiment) and that of the up-shifted signal 
even smaller. 

The complications of plasma flow effects on the diagnostic 
were minimized because the detection vector (kepw = k,-  ki) 
was perpendicular to the direction of plasma expansion. 

Because this is a collective scattering, the scattering rate is 
much larger than that from thermal electrons, and it is 
relatively easy to exceed the background bremsstrahlung 
emissions. 

The experimental design assured that only a narrow range 
of densities could contribute to the observed signals.12 

We also measured the conventional second-harmonic sig- 
nal (from the coupling between two epw's) and found its 
threshold laser energy to be comparable to that of the CTS 
threshold energy, consistent with the presence of the IADI. The 
Stokes signal is spread over a large wavelength range and 
decreases gradually without a distinct peak. This finding 
indicates that the epw intensity is spread over a wide range of 
wave numbers in the large-scale plasma. 

In summary, we have studied the ion-acoustic decay insta- 
bility in a large-scale-length (-l-mm), hot (- l -keV) plasma. 
which is relevant to a laser fusion reactor target, and have 
shown that the IADI threshold is low. We have also developed 
a novel collective Thomson scattering diagnostic for the 
interaction of a 1 -pmpump laser near its critical density, using 
the third harmonic of the interaction laser at a 90" scattering 
angle, and we have used this diagnostic to measure the 
electron plasma wave excited by the ion-acoustic decay insta- 
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bility near the critical density (n,  - 0.86 n,). The frequency of  
the detected wave obtained from this diagnostic has been used 
to determine the electron temperature in the interaction region, 
yielding aresult reasonably close to that predicted by theSAGE 
computer code. 
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Frequency-Domain Interferometer for Measurement of the Group- 
Velocity Walkaway of Ultrashort Pulses in Birefringent Media 

A new technique based on frequency-domain interferometry 
( F D I ) ' ~ ~  has been used to measure the group-velocity walk- 
away (GVW) of ultrashort pulses in birefringent media. As the 
name implies, this technique is based on the spectral interfer- 
ence of two short pulses in the frequency domain and makes 
use of the intrinsic phase delay between the fast and slow 
modes of a birefringent medium. Due to the different group 
delays, two pulses launched along the fast and slow axes will 
come out of the medium at different times. In the frequency 
domain, two temporally separated pulses interfere in the same 
way that two waves with different frequencies do in the time 
domain. In the frequency-domain interferometer described 
here, measurement of the modulation period of the interference 
fringes in the frequency domain gives the GVW directly 
without the need for further assumptions about the properties 
of the light source. By analogy with an ordinary interferometer. 
the two optical axes of the birefringent medium can be re- 
garded as two interfering arms. Apolarizer placed at the output 
end of the medium combines the two field components to 
generate interference fringes in the frequency domain. Tempo- 
rally separated pulses can interfere owing to the linear dispersion 
of the grating in a Different frequency com- 
ponents propagate along different directions, resulting in a 
frequency-dependent time delay. Therefore, two temporally 
separated pulses can physically overlap on the detector surface 
of the spectrometer. In comparison with other methods, the 
experimental setup of our interferometer is quite simple, and 
the alignment is very easy. Of greater significance is the fact 

that the experimental data is directly related to the GVW and 
no further curve fitting is needed. 

To understand the physics of the frequency-domain inter- 
ferometer, we must understand the properties of a spectrometer. 
A simplified version of a spectrometer is shown in Fig. 61.9. 
The incident beam is collimated and has a diameter D. The 
incident angle to the grating is i ,  while the diffracted angle is 
a. Assuming two pulses with pulse width .rIl that are separated 
by T. we find that the amplitude fronts of these two pulses are 
no longer parallel to the phase fronts after the grating. At the 
focus of the image lens, each pulse is temporally stretched to 
a duration of DNAlcos(i)c, where N is the groove number of the 
grating, A is the wavelength of the pulses, and c i s  the speed of 
light. The two separate pulses can physically overlap for a time 
to in at the focal (frequency) plane, provided that the original 
separation T is less than the grating-induced stretching DNA1 
cos(i)c shown in Fig. 61.9. 

FDI for the Measurement of Polarization Mode Disper- 
sion of Single-Mode Optical Fibers 

Single-mode optical fibers have seen increasing use in 
coherent optical transmission systems and as polarization- 
dependent fiber-optic sensors. A knowledge of the polariza- 
tion properties of single-mode fibers is of fundamental impor- 
tance in these applications since these properties govern the 
degree and state of the polarization of the radiation. It is well- 
known that birefringence in optical fibers can be induced by 

Figure 61.9 
A ~irnplified diagram illustrating temporal stretching 

of short pulses in a spectrometer. The incident angle 

to the grating is i; the diffracted angle is a. 

E7372 
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built-in stress or by geometric deformation of the fiber core. 
The most important parameters characterizing birefringent 
fibers are the polarization mode dispersion (PMD) and modal 
birefringence (MB). Polarization mode dispersion is the group 
delay time difference between two orthogonally polarized 
HE, modes. while modal birefringence is the refractive index 
difference between these two modes. In optical fiber commu- 
nication systems, the presence of PMD results in bandwidth 
~irnitatioris.~ Polarization mode dispersion has two contribu- 
tions: one is the phase delay, which is proportional to modal 
birefringence: the other arises from dispersion difference be- 
tween two modes. Since the first experimental verifications of 
PMD in birefringent optical fibers made by Rashleigh and 
~ l r i c h , ~  many methods for measuring PMD in single-mode 
fibers have been reported.4-1s These methods fall into four 
categories: optical short-pulse  method^,^ frequency domain 
t e ~ h n i ~ u e s , ~ ? ~  interferometric  method^!,^-^^ and optical het- 
erodyne t e c h n i q ~ e s . l ~ - ' ~  The white-light interferometric 
method has proved to be very accurate and applicable to meter- 
length ~ a m ~ l e s . ~ . ~ ~  

The configuration of the frequency-domain interferometer 
as used in our experiment is shown schematically in Fig. 6 1.10. 
The birefringent axes are labeled as x and y;  the laser light 
propagates along the z direction. Two identical pulses tempo- 
rally displaced by T arc launched into the birefringent fiber 
with their polarization directions aligned to the x and y axes, 
respectively. At the input plane ( z  = O), the electric fields of 
these two pulses can be expressed by 

E,  ( t ,  i = 0) = E(t)  exp(i wo t )  
(1) 

E,(t, = 0) = E(t - T )  exp[i wo (t - T ) ] .  

where E(t)  is the slowly varying envelope of the two pulses 
and q is the carrier frequency of the laser pulses. At the exit 
end of the fiber, the Fourier transformations of the electric 
fields are 

where ~ ( w  - w o )  is the Fourier transform of E(t) and fix ( w )  
and By(@)  are propagation constants of the x and y modes. 

A polarizer with its transmission axis set to 45O with respect 
to thc x and y axes combines the two electric fields: 

1 
Eout (w. z = L)  = - [E,  ( w ,  z = L )  + Ey ( o ,  z = L)] .  (3) 2 

The power spectrum detected by a spectrometer can be ex- 
pressed as 

where AP(w) = Px (a)  - PY(w) is the modal birefringence and 
can be expanded as follows: 

I Nonlinear crystal I I 

Computer Digitizer Spectrometer 

Figure 61.10 
Expcrimcntal setup for measurement of GVW in 

birefringent media, where 2 2  = half-wave plate. 

OB =microscope objectives, P = polarizer, and M 
=mirror. Linearly polarized light is coupled into 

thc birefringent sample with the polarization di- 

rection aligned 45" with respect to the optic axes. 

The microscope objectives and birefringent fiher 

(a) were replaced with CDA, KDP. or KD*P 

(b) for measurements of GVW in nonlinear crys- 

talline media. 
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where dAP/do is the polarization mode dispersion. The third then temporally compressed to I ps by a double-pass grating 
term in Eq. (5) is the difference of group-velocity dispersion pair. Two microscope objectives are used to couple the laser 
(GVD), which describes the difference in pulse spreading for beam into and out of a highly birefringent fiber (3M product, 
the two principal axes. For subpicosecond pulses, the disper- FS-HB-565 1).AA/2-wave plate placed in front of the fiber was 
sion distance (the distance at which pulse width becomes twice used to control the polarization direction of the incident laser 
the initial value) could be shorter than 1 m.19 This term can beam. A polarizer placed at the exit end of fiber was used to 
be ignored, as pointed out in Ref. 4, since the difference in combine the electric field components of the fast and slow 
temporal spreading due to GVD is still negligible. Substituting modes. Finally the collimated output beam was sent to a 
Eq. (5) into Eq. (4) gives spectrometer equipped with an optical multichannel analyzer 

(OMA). Another Al2-wave plate placed in front of the spec- 

1 2 
trometer was used to match the polarization direction of the 

I ( O )  = -(E(w - oO)l 
4 

laser beam to that of the grating inside the spectrometer. The 
waveguide parameters of the fiber used in the experiment are 

A P ( o o ) ~  + *AWL + ,TI]. (6) listed in Table 61.1. 
d o  

Table 61 .I: Waveguide parameters of the fiber used 
in the experiment. 

From Eq. (6), the periodicity of the interference fringes is given 

by Fiber length 2.750 m 

Mode field diameter 6.8 p m  

(7) Fiber diameter 

Operating wavelength 1.060 um 

The polarization mode dispersion can be determined in terms 4 x lo-4 

of the measured quantity R, the fringe spacing in the frequency Loss <2 dB/km 
domain. From Eq. (7), we have 

The input spectrum [ ~ ( o  - oo)12] is shown in Fig. 6 1.11. 
(8) The power spectrum has nearly a square-top shape with a width 

of about 31.6 A. In the experiment, the input polarization 

The experimental setup is shown in Fig. 61.10. The laser - 0 . 2 t " ' " " 1 " ' 1 " ' " " " " 1  
20 40 60 80 100 120 140 

beam originates from an actively mode-locked Nd:YLF oscil- 
E6974 Frequency (A) lator that produces a 50-ps pulse train at a 1054-nm wavelength 

with a 100-MHz repetition rate. The pulse train goes through Figure 61.11 

A careful examination of Eq. (8) reveals that there are two 
possible methods of measuring PMD. In the first method, no 

G 0.8 - 
optical delay is needed (T= 0), and a measurement of the fiber .z 1 

length L and interference spacing R gives the required result of 0,6 1 - 

an 800-m, single-mode optical fiber that increases the band- The spectrum of the incident pulses applied to the fiber. The spectrum 

PMD. This method has the advantage in that it is very simple 2 * 
to implement. The second method relies on adjustment of the 2 0.4 
temporal delay such that R = w,  which makes PMD = -T/L. - 

X 
Physically, this means that the predelay T is set so that two .': 0.2 2 
pulses come out of the fiber at the same time, resulting in no g 

C 
interference in the frequency domain. " 0.0 

width from 0.3 A to 3 1.6 A through the combined effects of shape is typical of the combined effect? of SPM and GVD. The peak-peak 

width is 3 1.6 A. 
self-phase-modulation (SPM) and G V D . ~ ~  The pulses are 
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direction was adjusted to 45' with respect to the fast and slow 
axes of the birefringent fiber. The polarizer was also aligned to 
the same angle as described in Eq. (3). The frequency-domain 
interference fringes are shown in Fig. 61.12. The least-squares 
method was used to fit Fig. 61.1 2 using Eq. (6). The value of 
R was found to be 22.7fO.l pixels, giving a modulational 
period of the interference fringes of 9.13f 0.04 A. The length 
of the fiber was measured to an accuracy of 1 mm. From 
Eq. (8), the PMD is found to be 1.42 pslm with an accuracy of 
1 %. The term d A g / d w  of Eq. (8) can also be expressed as 

where An is the modal birefringence and c is the speed of light. 
Substituting the value for AQ from Table 61.1 into Eq. (9) 
makes the first term on the right-hand side of Eq. (9) equal to 
1.3f0.1 pslm, which is very close to the measured PMD. The 
uncertainty comes from the fact that there is not enough 
information about the sample fiber. The contribution of the 
second term in Eq. (9) is much smaller than the first term, 
which is true in most stress-induced birefringent  fiber^.^^,^^ 

tion,22-21 optical parametric oscillators (OPO), and optical 

parametric amplifiers ( o P A ) . ~ ~ , ~ ~  A major limitation in ul- 
trashort frequency conversion is the GVW between the 
ordinary (0-wave) and extraordinary (e-wave) waves due to 
the different group velocities for the two polarizations.27 Since 
birefringence and dispersion exist in all nonlinear crystals, the 
GVW effect becomes a fundamental factor in determining the 
frequency-conversion efficiency. The walkaway has been used 
to increase the conversion efficiency in type-I1 doubling of 
I -,urn, 1-ps laser pulses by using a second crystal to predelay 
the extraordinary wave relative to the ordinary wave.22.23 It 
was also found that the pulse duration could be reduced from 
1 ps to 200 fs.28 Chien et have studied the conversion 
efficiency of high-power ultrashort pulses and have found that 
the GVW between two polarizations causes reconversion of 
the second harmonic back to the fundamental frequency. 

The GVW between the e- and o-wave is of fundamental 
importance in the frequency conversion of ultrashort pulses. 
Typically, the walkaway is inferred by measuring the refractive 
indices and the dispersion of the e- and o-waves. Most values 
of the refractive index have been obtained by the minimum- 
deviation method (MDM) and are accurate to the fifth decimal 
place.29 Extensive measurements of refractive indices of non- 
linear crystals isomorphic to KH2P04 have been made by 
Kirby and ~ e ~ h a z e r . ~ ~  Although MDM provides an accurate 
measurement of the refractive indices of e- and o-waves, it is 
not convenient for many applications involving nonlinear 
frequency conversion. Since the MDM measurement requires 
a high-quality prism made from the sample crystal, this meth- 
od can be expensive and impractical for ordinary fre- 
quency-conversion applications. The dispersion properties are 
usually obtained by fitting to the Sellmeier or Zernike for- 

which requires multiple measurements with different 

t j light frequencies. Since narrow spectral lines of different 
- 0 . 2 ~ " ' ~ " ' ~ ' " 1 " ' ~ " ' ~ " ' ~  

lamps are used in MDM, it is possible that no experimental data 
100 120 140 160 180 200 220 

exists for some specific wavelength that is used in frequency- 
~ 6 9 7 3  Frequency (A) conversion experiments. Another disadvantage of this method 

Figure 61.12 
Frequency-domain interference fringes for the birefringent fiber. The fringe 

spacing is measured to be 9.13 A. 
- - 

FDI for the Measurement of GVW in Nonlinear Crystals 
Frequency conversion in nonlinear crystals is an important 

method for obtaining coherent radiation sources for wave- 
lengths not covered by lasers and is especially valuable in 
applications involving ultrashort laser pulses. Frequency con- 
version includes second (and higher) harmonic genera- 

is that the refractive indices of o- and e-waves are a function of 
propagation direction. All calculations require that the loca- 
tions of optical axes and the propagation angle, as well as the 
relative angle between the propagation direction and the opti- 
cal axis. be known accurately. 

In this section we report on an alternative method that 
allows direct measurement of the GVW between the e- and o- 
waves in a birefringent crystal. There are several other 
advantages of this technique as far as nonlinear frequency 
conversion is concerned. In practical applications of frequency 
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conversion involving short pulses, it is desirable to know the 
walkaway parameter for the laser frequency involved. Since 
the walkaway can be measured using the same laser pulses that 
will be used in frequency conversion, the measured data about 
the walkaway is immediately relevant. For the applications 
involving cascade processes of frequency conversion of short 
pulses, it is crucial to know either the polarization direction or 
the crystal orientation that corresponds to the minimum walk- 
away, so that the orientations of nonlinear crystal for the next 
stage of frequency conversion can be optimized.28 To our 
knowledge, this method provides the first direct measurement 
of angular dependence of the GVW. 

From Eq. (4), the power spectrum detected in the spectrom- 
eter takes the following form: 

where ~ ( c o  - coo) is the spectrum of the incident pulse, Go is a 
constant, AT is the temporal delay between the two pulses 
traveling along the fast and slow axes of the crystal, and 
Am = w - coo. The GVW is therefore equivalent to the period- 
icity of the interference pattern in the frequency domain. 

The experimental setup is as shown in Fig. 61.10, except 
that the birefringent fiber and microscope objectives used for 
in-and-out coupling the incident light are replaced by a nonlin- 
ear crystal. The frequency-domain interference fringes for a 
2.5-cm-thick CDA crystal are shown in Fig. 61.13. A least- 
squares method is used to fit Fig. 61.13 using Eq. (lo), as 

0 
75 90 105 120 135 150 

E7? 14 Frequency (A) 

Figure 61.13 
Frequency-domain interference fringes of the CDA-I sample. The fringe 

spacing is measured to be 6.7 A. The solid line is the experimental data, while 
the dashed line is the theoretical fitting. 

shown by the dashed curve. There are three sources of error 
in the measurements: (1) measuring the length of the crystal, 
(2) calibrating the spectrometer, and (3) determining the spac- 
ing of the interference fringes. The error bar for thickness 
measurement is 1 %. The calibration was performed using five 
spectral lines of a rubidium lamp ranging from 1053 nm to 
1073 nm. The spectral lines were fitted with a Lorentzian line 
shape, and the overall error bar in the calibration was found to 
be 0.2%. The least-squares fit for the interference fringes gave 
an error of 0.3%. The largest source of error is in the measure- 
ment of the crystals' thickness. After taking into account 
these three error sources, we found that the error in deter- 
mining the temporal walkaway is about 1 %. The experimen- 
tally deternlined GVW values for several commonly used 
nonlinear crystals are listed in Table 61.11, along with the cut 
angles and lengths of the tested crystals. The last column of 
Table 61.11 shows the calculated values of the GVW based on 
the dispersion data of Ref. 30; the measured results are very 
close to the calculated ones. As mentioned previously, this 
method can also be used to measure the length of a birefringent 
crystal if its GVW parameter is known. The last row of 
Table 61 .I1 shows the length of a KDP-I crystal determined by 
this method using the calculated result of the walkaway; the 
resolution is about 50 pm. 

Table 61.11: Parameters of nonlinear crystals and measured 
walkaway. 

Length x2 walkaway walkaway (b) 

(ps/cm) (pslcm) 

KDP* I1 53.7' 1.50 0.94M.02 0.97 

1 KDP I1 1 59.2' 1 1.90 1 1.35M.02 1 1.33 1 
I KDPI 1 41.2' 11.029M.005 1 -- 1 0.79 1 

(a) Measured results 
(b) Calculated results 

Since the refractive index of the extraordinary wave is a 
function of propagation direction, the GVW wlll also be 
affected by the direction of propagation, as shown by the plot 
of walkaway dependence versus propagation angle in 
Fig. 61.14. The angle is measured with respect to the phase- 
matching angle of the crystal (KDP-11) in the YZ plane. The 
scattered triangles are experimental data, while the solid curve 
is the theoretical prediction based on the material dispersion.24 
The experimental data fits the theory very well, with an 
accuracy of 1%. The angle shown in Fig. 61.14 is the angle 
inside the crystal as obtained by Snell's law. The propagation 
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distance is also a function of angle due to the cube-shaped 
crystal, which has been taken into account in Fig. 61.14. In our 
experiment, the pulses were not transform limited (i.e., the 
pulses are slightly chirped). It is believed that the chirp may be 
responsible for the finite visibility of the interference patterns, 
which could affect the accuracy of the measurements when 
visibility is poor. 

Angle (") 

Figure 6 I. 14 
Dependence of the group-velocity walkaway on the propagation direction. 
The angle is measured with respect to the phase-matching angle of the 

sample (KDP-11). 

conversion in that the walkaway can be compensated for in the 
second crystal.28 Compared to other methods, the frequency- 
domain interferometric technique provides reasonably good 
accuracy, experimental simplicity, and linearity in the sense 
that it is not dependent on the laser power. 
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Transient Flux Dynamics in Optically Irradiated 
YBCO Thin-Film Switches 

Fast switching using thin films of high-temperature supcrcon- 
ductor (HTS) has been a subject of interest in recent years. 
Several high-power applications, including fault current limit- 
ers. generation of fast current pulses, and energy extraction 
from superconducting magnetic energy storage (SMES), re- 
quire an opening switch with high current-carrying capacity 
and fast rise times. The property requirements of the opening 
switch are diverse and depend on the application.l In this 
article, we discuss a contactless, inductively coupled opening 
switch that employs YBa2Cu307.x (YBCO) thin films. 

In its simplest form, the switch consists of a film of HTS 
placed between the primary and secondary coils of a trans- 
former, shown conceptually in Fig. 61 .15 .~  A current source 
drives current in the primary coil. If the film is superconduct- 
ing, it screens the magnetic flux, and there is no flux coupling 
between the two coils. If a load is connccted across the 
secondary coil, the voltage across the load is zero. Upon 
illumination by a laser pulse. the film makes a transition to the 
normal state, allowing magnetic flux produced by the primary 
current to couple into the secondary coil. The temporal change 

after trigger 
before trigger 

+ 
Load 

current L Superconducting 
21152 source film 

Figure 61.15 
A conccptunl diagram of the high-temperature superconducting thin-film 

switch. The superconducting film acts as a magnetic shield unt i l  triggered. 
-- 

of flux through the secondary coil results in an induced voltage 
(V = -&/at) across the load. A similar contactless arrange- 
ment has been used to measure critical temperature and critical 
current density of films.3 Optically thick films (500-800 nm) 
were used in our experiment to enhance the current-carrying 
capacity. Aring of 5-mm width, I -mm thickness, and 20-MA/ 
cm2 current density will correspond to a current of 1 kA that 
can produce a field (B = po 1/2a) of about 0.12 Tat  the center 
of the ring. This order-of-magnitude estimate suggests that a 
large field can be excluded using thin films with very high 
critical current density (J,). 

Figure 61.16 shows the configuration of our switching 
system, which has three components: the source (the primary 
coil in our discussion), the switch (the superconducting film), 
and the load circuit (the secondary coil and load). The super- 
conducting magnet serves as the primary coil (source), while 
two superconducting films (switch) are placed on either side of 
the secondary coil. 

Theory 
For the described switch configuration. if the applied field. 

which is pcrpcndicular to the film surface, is below the lower 
critical field (Hcl) of the superconductor. the superconductor 
is in areversible Meissner state and will initially screen the flux 
produced by the magnet from coupling to the secondary coil. 
When it is driven to its normal state by heating with a laser 
pulse, the magnetic flux moves radially inward and produces 
a voltage pulse across the secondary coil. As the film cools 
down and returns to its superconducting state, it will expel the 
flux. Repetitive switching can then be performed with a train 
of laser pulses.2 If the applied field exceeds HcI, the flux will 
still be excluded from the superconductor up to a certain field 
strength depending upon the critical current density of the film 
(critical state model). Beyond this point, only a partial flux 
exclusion will take place as the screening currents in the 
superconductor redistribute to exclude the flux from the center 
of the film. Single-shot switching can still be performed under 
thcsc conditions, allowing the excluded flux to couple to the 
secondary coil. As the film cools into the superconducting 
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Magnet winding I 

' Persistence switch 
I 7 - 

nitrogen/helium dc current source 

Figure 6 1.16 
The experimental setup for the high-field experiment\ show~ng 
the laser illumination scheme and the data acquisilion system. 
- - 

ZIK59  100-A vapor-cooled current leads 

state, however, it will no longer expel the penetrated flux. 
Because the thin-film geometry produces a large demagnetiza- 
tion factor that causes enhancement of the magnetic field at the 
edges of the film, some field penetration occurs at the edges, 
even when the applied field is less than H c I .  

To understand the motion of flux inside the superconductor 
following its transition into the normal state. we must analyze 
the distribution of screening currents and magnetic fields. 
Temporal variation of the flux in the secondary coil, which is 
inductively coupled to the superconducting films, must also be 
i n ~ e s t i ~ a t e d . ~  we  first calculate the current and field distribu- 
tion in a film of thickness t ,  shaped like a circular disk of radius 
R. for a given externally applied field (Be,,) and critical current 
density (J,) by dividing the disk into a set of n concentric 
circular strips of equal width (w = Wn,  where n = 25 for our 
calculation). Starting from the current-density distribution 
J(r) required for complete flux exclusion inside the film, the 
J,-limited distribution is calculated iteratively. At each step of 
the iteration the field is allowed to penetrate from the edge by 
the width of one ring more than the previous step. If the field 
penetrates to a radius a, J(r  < a )  is recalculated to make the 
region 0 < r < n flux free, and J(r  > a) is set equal to J,. For a 
single film and field-independent critical current, our result, 
shown in Fig. 6 1.17, exactly matches the analytical expression 
given by Mikheenko and ~ u z o v l e v . ~  

We then proceed to calculate the temporal evolution of 
current distributions in the two films and the secondary coil. 

This is done by treating each ring in the two films and the 
secondary coil as (2n + 1) circuits. We then solve a set of linear 
equations of the form [ L ]  d[ l ] /d t  + [I?]( I ]  = 0 ,  where [L] and 
[ R ]  are matrices of dimension (2n + 1) x (2n + 1) and [fi is a 
column vector. The diagonal elements of [L] are the induc- 
tances of each circuil, and off-diagonal elements are the 
appropriate mutual inductances. [RJ is a diagonal matrix with 
elements equal to the normal-state rcsistances of the circuits. 
'The elements of [d represent the current in each circuit. Using 

z I 860 Radial distancc from center (mm) 

Figure 61.17 
Static Jc-limited surface current and z-component of the magnetic field for 
a I -cm-diam, lhin superconducting disk of 500-nm thickness. A constant 
critical current density of 5.107 Alcm2 and an externally applied field of 
-0.2 T are assumed. 
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this analysis we calculate the current in the secondary coil as 
a function of time; Fig. 61.1 8 shows the result of this calcula- 
tion. The matrix formulation of the problem enables us to take 
advantage of the computationally efficient, matrix manipula- 
tion tools in commercial software packages such as 
MATLABTM. The numerical method discussed abobe can 
easily incorporate additional d e t a i ~ s , ~  e.g., field-dependent 
critical current densities JJB) and field-dependent supercon- 
ducting flux-flow resistances. 

0 10 20 30 40 50 60 70 80 90 100 

~ 1 x 6 1  Time (ns) 

Figure 61.18 

The simulated current pulse produced at a single-turn secondarq coil for 
differcnc values of load rcsistancc. Two identical, I-cm-diam, 500-nm-thick. 

disk-shaped superconducting films with Jc=5. 107 A/cm2 are placedon either 
side of the secondary coil at a distance of I rrirn. The externally applied field 

(BeXt j  is -0.2 T. 

Experimental Results and Discussion 
The magnet used in our experiment is a Nb-Ti solenoid 

cooled by liquid helium, rated at 100 A and a maximum field 
of 4 T. A schematic drawing of the entire experimental setup, 
including thc cryostat and magnet, is shown in Fig. 61.16. 

The secondary coil is a single-turn inductor patterned on a 
printed circuit board. The sample holder consists of two 2-in.- 
diam circular copper disks with I-cm x 1-cm-sq windows. The 
films, 500-nm-thick YBCO on 1-cm x I-cm LaA103 sub- 
strates with T, > 88 K. are placed on either side of the second- 
ary coil and supported by the copper disks. 

A Nd:YAG laser beam (A = 1064 nm; pulse width = 

150 ps) was used to illuminate the films from either side 
through a splitter arrangement (Fig. 61.16). A stainless steel, 
semirigid coaxial cable carries the secondary voltage signal 

out of the cryostat to a computer-interfaced oscilloscope for 
viewing (Fig. 61.16). 

After cooling the sample to the desired temperature using 
liquid nitrogen or helium in zero magnetic field, the magnet 
was then charged at a ramp rate of 0.1 Als up to the desired 
level and was maintained in persistent current mode. The 
magnetic field strength was measured using a Hall probe and 
a gaussmeter. 

With the magnet charged, the switch was illuminated by the 
laser. The YBCO films screening the secondary coils were 
driven normal by this laser irradiation, which allowcd thc flux 
to penetrate. A secondary voltage (of negative sign) appeared 
across the load. The magnet was then discharged by heating the 
persistent switch, leaving some of the flux trapped in the 
superconductor. Driving the films normal again expelled the 
trapped flux, and the corresponding secondary voltage signal 
(or positive sign) was obscrvcd. 

Figure 61.19 shows a comparison of the experimentally 
observed secondary voltage signal at an applied field of 
-0.2 T with the one obtained with the theoretical analysis 
described in the previous section. The simulation was done by 
varying Jc to match the flux associated with the output voltage 
pulse. The peak voltage of the simulated pulse is higher than 
theexperimentally observed pulse because instantaneous tran- 
sition to the normal slate was assumed. The critical current 
density requiredtomatch the flux was 1.33 x 1 0 ~ ~ / c m ~ ,  which 

Experiment 

-20 L I I I I J 
-10 0 10 20 30 40 

ZlR62 Time (ns) 

Figure 61.19 
A comparison of experimentally obtained secondary voltage with the simu- 

lated voltage pulse representing the same flux. The experiment was carried 
out at 12.4 K, in -0.2-T field, and 8 mJ of laser energy per film. 
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is of the right order of magnitude but slightly lower than the we can conclude that higher laser fluence will give rise to faster 
value of J,  at zero field, as quoted by the film manufacturer. signals with higher peak voltage. The energy ( E )  delivered to 
Possible sources of reduced effective J,. might include sup- the load is given by E = l / ~ I ~ ~ ( t ) d t ,  where R is the load 
pression in the magnetic field or sample inhomogeneity. resistance and V(t) is the voltage across the secondary. For the 

same flux, @ = 1 V(t)dt, a faster signal will deliver higher 
The variation of the secondary voltage signal for different energy in the load. Both the peak voltage and the flux are larger 

laser energies is shown in Fig. 61.20. At lower laser energies, at lower temperatures because J ,  is higher. 
the entire bulk of the film is not heated instantaneously above 
the transition temperature. The 500-nmfilm thickness is greater An inductively coupled switch of the type we have de- 
than the optical penetration depth (=I20 nm); consequently the scribed lends itself to a variety of applications. For example, in 
upper section of the film absorbs most of the energy when the a current multiplication circuit using programmed inductive 
laser pulse is incident on the film. The heat is eventually elements   PIE),^ storage inductors are charged in series and 
redistributed by diffusion, elevating the temperature of the discharged sequentially in stages that are connected in parallel 
entire film above the critical temperature. The heat is then with the load through a set of isolating closing switches. This 
redistributed throughout the remaining bulk of the film by circuit can be used to deliver alarge load current using switches 
thermal d i f fu~ ion .~  If we divide the film into a series of layers that are rated at a fraction of that current. The most important 
normal to the propagation direction of the incident laser constraint in such a circuit is the synchronization of the 
radiation, the bottom layers will remain superconducting and opening switches with the closing switches. If the opening 
carry the screening currents even after the top layers become switches in this circuit are not triggered within a short temporal 
nonsuperconducting. These screening currents continue to window, transient high current or voltages will catastrophi- 
exclude flux and retard its motion. Since the secondary voltage cally destroy the circuit elements. Optical triggering provides 
is the temporal derivative of the flux, the peak voltage goes accurate timing. The optically triggered inductive opening 
down, and rise and fall times increase, with the decrease in 
laser fluence. However, as shown in Fig. 61.20, the time 
integral of the secondary voltage pulse, representing the total 
flux that has traversed the film, is the same for pulses triggered 
by laser irradiation of varying intensity. Based on these results, 

Z1863 Time (ns) 

Figure 6 1.20 

The speed of flux motion depends on theincident laser energy. For lower laser 

energy the bottom part of the film remains superconducting for a while, 
impeding the motion of flux. The film was a I-cnl-diam disk with a thickness 

of 500 nm. 

switch will be suitable in circuits with such constraints. 

The contactless arrangement of our switch is espe- 
cially suited for applications such as energy extraction from 
S M E S , ~ - " ~ O U ~ ~  there are some unresolved problems. The 
main application of SMES is as a backup source of energy to 
be delivered to the load in a crisis situation. If an opening 
switch is placed in series with the magnet winding, the finite 
closed-state resistance of the switch results in acontinuous loss 
of energy while the system is idle. A contactless switch will 
solve this problem; the film properties, however, will need to 
be significantly improved for this design to be practical for 
high-power applications. 

Conclusion 
We have described the flux dynamics in a contactless 

opening switch. The switching is performed by the optical 
heating of YBCO thin films, which in their superconducting 
state screen the flux coupling between two inductively coupled 
circuits. A single-turn secondary coil with a small L/R time 
produces a fast voltage pulse. The rise time of the output signal 
is about 1 ns. At lower temperatures the critical currents are 
higher and can screen higher fields. Fast voltage pulses of 
100 V and higher are possible and may have switching appli- 
cations. We have developed a theoretical model, supported 
by experimental evidence, that can be used as a diagnostic tool 
to study flux motion. 
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Slurry Particle Size Evolution During 
the Polishing of Optical Glass 

Significant advances have been made in the fabrication of 
glass optical components since Newton's time, especially in 
the mechanically dominated grinding operations; however, 
optical polishing remains a very challenging finishing opera- 
tion, primarily because of uncontrolled chemical factors and 
associated chemo-mechanical interactions. Most modern fab- 
rication shops still rely on the specialized skills of experienced 
opticians to manage the complex system of polishing agent, 
fluid, glass work, and polishing tool. As an added source of 
difficulty, the proprietary nature of compositional data for 
some of the system elements (especially the glass work and 
polishing agent) means that knowledge of the initial process 
conditions is usually incomplete. Coupled with inherently low 
glass removal rates, the optician's labor makes polishing the 
most expensive operation in precision optical fabrication. 

In this article, evolution of the slurry particle size distribu- 
tion during aqueous glass polishing is investigated. Ourprimary 
focus is on the role of slurry fluid chemistry, which can also be 
influenced by the in-process dissolution of glass  constituent^.^ 
This issue is especially significant in commercial polishing 
processes. where recirculation of the slurry is an economic 
necessity. The discussion here is limited to three glass types 
(Corning 7940 fused silica, Schott BK7 borosilicate crown, 
and Schott SF6 dense flint) and three polishing agents (Ce02, 
monoclinic Zr02. and nanocrystalline a-A1203). A more ex- 
tensive treatment of the subject, including materials of purely 
academic interest, may be found in Ref. 2. 

Introduction 
In the fabrication of typical precision optical elements, the 

purpose of polishing is threefold: (1) to shape the glass work 
to within 0.1 pln (A/5,A=0.5 pm) orlcss of the desired surface 
form, (2) remove subsurface damage (SSD) created by the 
preceding grinding operations, and (3) reduce the peak-to- 
valley (PV) surface roughness to less than 5 nm (A/100). The 
mechanism of glass removal. while not entirely understood, is 
generally accepted as plastic scratching of the hydrated or 
corroded glass surface by a polishing agent suspended in an 
aqueous fluid.3 This mechanism is considered to be the es- 

sence of the chemo-mechanical theory of glass polishing. The 
most common polishing agents are Ce02 and Zr02 with mean 
particle sizes ranging from 0.01 to 3 pm. The polishing agent 
is supported by a viscoelastic tool made of pitch (wood or 
petroleum based) or polyurethane foam. Since the polishing 
agent sinks into the tool until the smallest grains are load- 
bearing, the glass removal rate is not strongly dependent on the 
particle size distribution within some poorly specified upper 
l i n ~ i t . ~  The total glass thickness removed is about 25 pm, with 
removal rates ranging from 0.1 to 1 pmlmin. The creation of 
SSD is not an issue in the polishing of glass because, unlike 
grinding, there is no fracturing of the surface. 

The mechanical aspects of polishing have been modeled as 
an area-averaged wear process using Preston's e ~ p a t i o n ~ . ~  

where: is the height at a point on the surface of the glass work. 
Cp is Preston's coefficient (units of arealforce), L is the total 
load, A is the area over which wcar occurs, and s is the path 
traveled by the work relative to the tool. This equation predicts 
that the glass removal rate at any point on the surface is 
proportional to the local pressure (L/A) and velocity (ds/dt). 
The term CL7 is generally used as either a fitting parameter or an 
empirical measure of polishing e f f i c i e n ~ ~ . ~ , ~  The latter use is 
made clear by solving Eq. (1) for Cp in terms of polishing 
process parameters: 

where p is the density of the glass work, Am is the mass lost 
by the glass work during a given interval of polishing time, and 
As is the total path length traveled by the tool across the 
work during the same time interval. Typically reported values 
of Cp are of the order of cm"dyne (l(3-I ~ a - l  or 
9.806 x 1 0-7 mm2/kgf) .4,8,9 
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Preston's deceivingly simple model lacks an explicit ac- 
counting of the role of process chemistry. This point is clarified 
by the work of Brown etuL on purely abrasive (i.e., chemically 
inactive) polishing of metals.1° For this specific case, they 
proposed an expression for Cp that is proportional to the 
inverse of Young's modulus of the bulk metal. If glass polish- 
ing was also a purely abrasive process, then there would be no 
hydrated surface layer. The corresponding value of Cp, calcu- 
lated using the value of Young's modulus for the bulk glass, 
would be of the order of 1 0 ~ ' ~  cm2/dyne, which is two orders 
of magnitude larger than typically reported empirical values. 
A major portion of this discrepancy is most likely due to three 
chemistry-related processes: (1) the complex hydrationlcorro- 
sion of multicomponent silicate glass, (2) redeposition of 
silica species during polishing, and (3) surface charging of the 
glass work and the polishing agent. Cook's review of these 
processes and his proposed rate model suggested a number of 
interesting experiments, particularly relating to the influence 
of surface charge on mass transport during polishing.4 This 
was a precursor to the trend of increasing interest in sur- 
face charge effects in the microgrindingH as well as polish- 
ing9.'2,13 of optical glass. 

Hunter has summarized the mechanisms for the spontane- 
ous separation of electric charges in systems consisting of 
oxides and fluids.14 The mechanisms relevant to such sys- 
tems consisting of two material phases are 

(a) differences in the affinity of the two phases for ions of 
opposite charge, and 

(b) ionization of surface groups. 

Mechanism (a) involves the differential adsorption of an- 
ions or cations from the fluid onto the oxide surface as well as 
the differential dissolution of one type of ion over another from 
the oxide into the fluid. Equilibrium is established when the 
electrochemical potential is the same in both the oxide and 
fluid phases for any ion that can move freely between them. 

For mechanism (b), the degree of charge development (and 
its sign) at the fluid-oxide interface due to ionization of surface 
groups on the oxide depends on the pH of the fluid. Metal- 
oxide surfaces typically possess a high density of amphoteric 
hydroxyl groups that can react with either H+or OH-depend- 
ing on the pH: 

This behavior may be regarded as a specific example of 
mechanism (a), with Hf and OH- acting as the freely moving 
ions. These types of reactions can occur at the surface of a 
metal-oxide polishing agent particle as well as at an optical 
glass surface. 

Well-developed techniques based on electrokinetic effects 
exist for measuring surface charge in systems containing either 
microscopic particles suspended in a fluid15 or macroscopic 
solid bodies immersed in a fluid.16 For suspended microscopic 
particles, measurement of the velocity of the particles under 
the influence of a known externally applied electric field 
permits the determination of the mobility of the particle. The 
mobility is related to the net electric charge, or surface poten- 
tial, of the particle with respect to the bulk fluid. This technique 
is known as particle electrophoresis. 

For the case of a macroscopic solid body, the surface charge 
can be determined by constraining the fluid to flow along a 
surface under the influence of a pressure gradient. Ionic charges 
at the surface tend to be swept along with the moving fluid, 
which results in an accumulation of charge downstream. The 
resultant potential difference induces an upstream electric cur- 
rent by ionic conduction through the fluid. A steady state is 
quickly established, and the measured potential difference along 
the portion of the surface over which the fluid is flowing is called 
the streaming potential. This streaming potential is related to 
both the pressure gradient driving the fluid motion and the 
surface potential of the solid with respect to the bulk fluid. 

The above descriptions of electrokinetic measurement tech- 
niques refer to the term "surface potential." What is typically 
calculated from electrokinetic measurement data is known as 
the zeta (0 potential, defined as the average electric potential 
at the "surface of shear" near the solid (microscopic particle or 
macroscopic body) with respect to the bulk fluid potential. 
This surface of shear is an imaginary hydrodynamic boundary 
in the region of the fluid-solid interface. Between the solid 
surface and the surface of shear, the fluid is considered to be 
stationary in the reference frame of the solid. 

Recent literature on polishing has referred to both the 5 
potentia19,12 and the isoelectric point ( IEP)~  of the polishing 
agent and the glass work. The relationship between the IEPand 
the 5 potential can be readily understood in terms of the 
preceding discussion. The IEP of a hydrated surface is defined 
as the pH at which there is no net charge within the surface of 
shear, which clearly corresponds to 5= 0. 
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In spite of the complexity of the task, there has been recent 
progress toward the development of a deterministic glass- 
polishing model. Based on empirical data from two different 
sources, a polishing rate model has been proposed by cook4 
that accounts for the single oxygen bond strength of the metal- 
oxide polishing agent (R-0,  in kcal/mole), the pH of the tluid. 
and the IEP of the polishing agent: 

The rate factor (Re) is a predictor of the relative polishing 
activity of metal-oxide polishing agents. 

Our earlier research with an atomic force microscope (AFM) 
showed that electrostatic forces between planar glass disks and 
individual metal-oxide polishing agent particles can be easily 
controlled by manipulating the pH of the surrounding fluid.' 

1. Materials 
Three glass types commonly used for precision optical 

components were examined in this study: Corning 7940 (fused 
silica),I7 Schott BK7 (borosilicate crown), and Schott SF6 
(dense lead silicate flint). l s  Their chemical compositions 9,20 

along with some of their fundamental properties2,19,21 are 
listed in Tables 61.111 and 61.1V, respectively. The action of 
three high-purity metal-oxide polishing agents on these three 
glass types was evaluated at three levels of slurry fluid pH (4. 
7, and 10). spanning the range of values normally encountered 
in polishing. Two of the three polishing agents, Transelco 
ceo2?' and Norton monoclinic Z ~ O , , ~ ~  are supplied as aque- 
ous slurries with a median particle size of I pm. The third 
polishing agent, Norton nanocrystalline a - ~ 1 ? 0 ~ , ' ~  is also 
supplied as an aqueous slurry but with a median particle size of 
0.6 pm. It is engineered for greater friability (i.e., a lower 
resistance to crumbling) than conventional a-A1203 grinding 
abrasives, thereby improving the prospects for successful 
glass polishing.25 

In this work, we investigate the manifestations of such chemi- 
Table 61 .III: Composition of the three glass types cally modulated forces in aplanar continuous-polishing process (weight %). 

and assess the effectiveness of manipulating the slurry chem- 
istry to produce higher-quality surfaces in less time. 

Experiment 
Commercially available products were used in our experi- 

ments whenever feasible. Optical glass disks and polishing 
slurries were characterized in terms of the (potential. Slurries 
were further characterized in terms of the particle size distribu- The scope of our core experimental program was thus 
tion, and planar glass polishing experiments were conducted defined as the evaluation of 27 different combinations (33) of 
with a commercially compatible continuous polishing ma- glass, polishing agent. and fluid. 
chine. Particle electrophoresis and streaming potential 
measurements were used to determine the IEP's of metal- 2. Equipment and Methods 
oxide polishing agents and silicate glass types prior to actual a. Prevaration of elass surfaces. To ensure consistent initial 
polishing experiments. conditions for each polishing experiment, a uniform planar 

Table 61 .IV: Some thermal and mechanical properties of the three glass types. 

(a) Linear thermal expansion coefficient (a)  of 7940 determined over a temperature range of 5°C to 35 0C.9 ' 
a of BK7 and SF6 determined over a range of -30°C to 70°C.2' 

- - - - -  

I (b) Vickers hardness (H, ) measured using 0.05 kgf with samples immersed in water.2 _ 1 

Glass Type 

7940 

BK7 

SF6 

I (c) Fracture toughness (K.) also measured using 0.05 kgf with samples immersed in water.2 K, is 1 
undefined here for fused silica because it does not fracture radially under such a low load. 1 

Tramition 
Temp. ( Tg) (OC) 

1075 

559 

423 
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a 
(104c) (a) 

0.5 

7.1 

8.1 

Density 
(g/cm3) 

2.20 

2.5 1 

5.18 

Young's 
Modulus 

(GPa) 
73.1 

81.0 

56.0 

H L ~  
(kgf/mm2)(b) 

953 

772 

465 

KC 
(MPa m112)(c) 

-- 

0.86 

0.44 



disk geometry was adopted for all glass samples. Fine an- 
nealed plates were rough ground to a thickness of 15 mm and 
then core drilled to produce at least two dozen 40-mm-diam 
disks of each glass type. The individual disks were beveled and 
then processed using a controlled grinding strategy to mini- 
mize the depth of subsurface damage ( s s D ) . ~ ~  A cast iron tool 
and Microgrit #9 abrasive,27 which has a median par- 
ticle size of 5.75 pm, were used in the last fine-grinding 
operation. The resultant PV surface roughness was measured 
over a 4-mm scan length using a Pocket Surf 111 roughness 
gage,28 and the depth of SSD was measured using a modifica- 
tion of the Itek ball method.29 All surface sampling 
measurements, including PV roughness and SSD, were taken 
at five sites per disk: the center site plus the four sites within 
5 mm of the edge at the 3, 6, 9, and 12 o'clock positions. 

b. potential and particle-size analysis. The c potential 
values of the three optical glass types were determined using a 
Brookhaven EKA electrokinetic analyzer.30 Six disks of each 
glass type were cut and rough ground to the rectangular 
dimensions (33 x 20 x 5 mm) required to line the fluid cell of 
the Brookhaven EKA. One large face of each rectangular 
sample was fine ground as specified above and then polished 
using a pitch tool with an aqueous slurry of monoclinic Zr02. 
The polished surfaces were planar to within a 2  with a scratch1 
dig quality of 60140.~' Samples of a given glass type were 
cleaned and mounted end-to-end in the upper and lower re- 
cesses of the EKA streaming potential cell with the polished 
surfaces exposed to the fluid. The streaming potential that 
developed along the surface of the glass-lined channel was 
measured while an electrolyte solution (1 x lop3 M aqueous 
KC1) was forced, by external pressure, to flow along the 
surface. The pH values were varied between 3 and 10 by 
adding either HC1 or NaOH to the transport electrolyte. The c 
potential values. calculated from the streaming potential mea- 
surements using the Briggs m e t h ~ d , ' ~ , ' ~  were plotted as a 
function of fluid pH. The corresponding IEP values of each 
glass type (pH at which c= 0) were obtained by interpolation. 

The c potential values of the three polishing agents were 
determined using a Brookhaven ZetaPlus zeta potential ana- 
lyzer.32 which measures theelectrokinetic mobility of particles 
suspended in a fluid using electrophoretic light scattering 
(ELS). The c potential, calculated from the electrokinetic 
mobility using the Smoluchowski equation,15 was measured 
with the polishing agents suspended in water as well as in 
aqueous solutions of NaCl and catechol (1,2-(H0)2C6H4). 
Catechol was chosen as a tluid additive because of its reported 
role as a potential silica sequestering agent during polishing 

with pitch t o o ~ s . ~ , ~ , ~ ~  Since a salt-rich, aqueous environment 
is known to effectively screen out electrostatic interactions 
near macroscopic oxide surfaces34 and between particles in 
colloidal ~ ~ s t e m s , ~ ~ , ~ ~  NaCl was also chosen as a fluid addi- 
tive. Samples of each of the three slurries as received from the 
manufacturers were diluted (10: 1) with three different carrier 
fluids: deionized water, aqueous catechol (500 ppm, 4.5 x 
lop3 M), and aqueous NaCl[500 ppm, (0.01 M)]. The catechol 
concentration was chosen based on the maximum conceivable 
evolution of analogous compounds from a pitch polishing tool 
in recirculated slurry systems.37 The maximum salt concen- 
tration was limited by the electrolytic current handling capa- 
bility of the ZetaPlus instrument. Small working volumes of 
the nine polishing agent/fluid combinations were prepared at 
three pH values (4.7, and 10) adjusted by the addition of HCl 
or NaOH. Measured cpotential values of each polishing agent/ 
fluidcombination were then plotted as a function of pH, and the 
corresponding IEP values were obtained by interpolation. 

The particle size distribution of polishing slurries was 
measured using a Horiba ~ ~ 9 0 0 . ~ ~  This instrument optically 
determines the size of particles suspended in a fluid over a 
range of 0.04 to l000pm by combining Fraunhofer diffraction 
and Mie scattering i n f ~ r m a t i o n . ~ ~  Typically, two or three 
droplets of a given slurry were dispersed directly into the 
carrier fluid ( V  =. 250 ml) of the LA900. An aqueous solution 
of an anionic aurfactant [(NaP03)6, 0.2% by weight] was used 
as the carrier fluid to prevent any agglomeration of the sus- 
pended metal-oxide particles. The diluted slurry was 
recirculated through the LA900 until the forward-scattered 
red light (A = 633 nm) signal stabilized, indicating uniform 
mixing. The particle size distribution was then measured and 
stored as a 74-bin hi5togram. 

c. Glass polishing experiments. Glass polishing experi- 
ments were conducted on a custom-built, 535-mm-diarn 
continuous polishing machine (CPM) with a 297-mm-diam 
conditioner and a pair of 178-mm-diam work rings (for indi- 
vidual work pieces). The theory and operational considera- 
tions of this planar polishing machine have been presented 
elsewhere by preston5 and Cooke et ~ 1 . ~ ~  and will not be 
discussed here. Unique features of our CPM include a vacuum- 
activated slurry agitationlrecirculation system.ll arnechanical 
agitator in the outer catchment trough to prevent liquidlsolid 
separation by settling, and in situ measurement of the frictional 
force (FT)  between the polishing tool and an individual 
40-mm-diam glass work piece using an Entran load cell.41 
The overall sensitivity of the frictional force measurement 
system is approximately k0.1 N. 
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Given the ambitiously large number of material combina- 
tions to be evaluated and the need to eliminate any chemical 
carryover between experiments, polyurethane foam was used 
instead of pitch as the polishing tool. Although this choice 
simplifies tool replacement between experiments, the surface 
figure of the work, or edge roll-off, was compromised. On the 
basis of cost and the availability of die-cut sheets large enough 
to cover the 535-mm-diam turntable of our CPM, we selected 
a 0.5-mm-thick blown polyurethane pad. Rode1 H S P . ~ ~  The 
open cellular structure of this material provides a high density 
of sites for retaining polishing agent particles, which is a 
necessary condition for efficient glass removal during polish- 
ing with any polyurethane 

The primary role of the CPM conditioner in our polishing 
experiments was to dominate the process chemistry by provid- 
ing a significant surface area for toollslurrylglass interactions. 
The conditioner also functioned as a truing device by shearing 
off any local asperities on the surface of the polyurethane 

To isolate glass-specific chemical effects, a separate 
conditioner was prepared for each of the three glass types that 
were polished. Each conditioner was fabricated by blocking 17 
individual glass disks (40-mm diam, 15 mm thick) to a large 
Pyrex disk (297-mm diam, 25 mm thick). Since the functional 
surface of the conditioner was made of the same glass type 
as the individual work piece in the frictional force measure- 
ment system, only the particular glass type being studied in a 
given experiment participated in the process chemistry. This 
choice of common glass types essentially eliminated any 
competing effects that could be attributed to a different condi- 
tioner material. 

A consistent CPM operational procedure was followed in 
each of the glass polishing experiments. Since chemistry- 
related issues were our primary concern, constant values of 
pressure (40 gf/cm2) and synchronous rotation rate (9 RPM 
for the turntable and work rings) were maintained throughout 
the experiments. 

At the conclusion of each experiment, the roughness of a 
blocked disk near the center of the conditioner was measured 
using a Zygo Maxim-3D laser interference microscope.45   he 
surface figure of the glass work and the conditioner disk was 
evaluated using a Davidson Optronics Fizeau interferometer, 
which has a He-Ne laser source (A= 632.8 nm) and a 127-mm- 

using" 

where p is the glass density and A is the area of the work in 
contact with the polyurethane pad. The mass loss was deter- 
mined by weighing the work before and after polishing using 
an analytical balance with a reproducibility (one standard 
deviation) of 20 pg. The maximum uncertainty in the reported 
glass removal rates was 3%. 

A typical polishing experiment required approximately 7 h. 
including cleanup time. The polyurethane pad was replaced 
whenever an experiment called for a change in glass type or 
polishing agent. New pads were preconditioned by an 8-h 
polishing session with the slurry and glass type of interest, 
which ensured that the pad was fully charged with polishing 
agent particles. 

Results and Discussion 
1. Glass Surface Conditions prior to Polishing 

The surface conditions of each glass type following fine 
grinding with #9 A1203 abrasive are summarized in Table 6 1 .V 
in terms of the PV roughness and depth of SSD. The results 
clearly demonstrate that the performance of a given loose 
abrasive grinding operation is highly dependent on the glass 
type. From Table 61 .V, we see that only 7940 follows the 
constant SSD-to-PV roughness ratio of 4.0 (k0.4) for loose 
abrasive grinding advanced by ~ l e i n i k o v . ~ ~  The two multi- 
component glass types, BK7 and SF6, have significantly lower 
SSD-to-PV roughness ratios. 

Table 61.V: Roughness and subsurface damage of the 
three glass types after fine grinding with 
#9 A1201 abrasive. 

(average of 
(average of 

five sites) 
five sites) 

diam reference flat for testing planar surfaces.46 2. Isoelectric Point (IEP) Values of Optical Glasses and 
Polishing Agents 

The glass removal rate (AzlAt) was calculated from the mass The pH dependence of the 5 potential values obtained for 
loss (Am) of the glass work over a given time interval (At) each glass type using the Brookhaven EKA instrument is 
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shown in Fig. 61.21. The corresponding IEP values of each 
glass type, obtained by interpolation, are listed in the legend. 

-40 1 I I I 

3 5 7 9 11 

COMI? pH 

--- 
Figure 61.21 
Zeta potential of 7940, BK7, and SF6 versus fluid pH. The pH was adjusted 
by the addition of HCI or NaOH to the transport fluid ( 1  x M aqueous 

KCI). Error bars 5 f 2  mV ( f 3  standard deviations) have been omitted 

for clarity. 

polishing agenufluid combination, when plotted as a function 
of pH, allowed us to determine the IEP values by interpolation, 
as shown for nanocrystalline A1203 suspended in aqueous 
catechol in Fig. 61.22. The IEP values for the eight remaining 
combinations of polishing agent and fluid additive were ob- 
tained by similar means and are summarized in Table 61 .VI. 
The IEP values published by cook4 are also included in the 
table for reference. 

Several important observations can be made concerning the Figure 61.27 

results shown in Fig. 61.21: Zeta potential of the nanocrystalline A1203 polishing agent diluted in aque- 

ous catechol(500 ppm, 4.5 x M) versus fluid pH. The pH was adjusted 

The measured value of the IEP of 7940 is in excellent by the addition of HC1 or NaOH to the fluid. The data shown represents an 
average of three sample5 with +I  standard deviation error bars. 

agreement with that reported by Jednacak etal. for vitreous 

A remarkable feature of the data in Table 61.VI is the 
The c potential values of the three glass types are all 
negative (i.e., the surfaces are negatively charged due 
to the dissociation of OH groups) for the entire range 
of pH values usually encountered in optical polishing 
(4 < p H  5 10). 

While the presence of significant amounts of intermediates 
andlor modifiers in BK7 and SF6 results in only a modest 
reduction of their IEP values relative to that of 7940, the c 
potential values are fairly distinctive for pH values between 

consistency between the measured and previously published 
IEP values for nanocrystalline A1203, which is an indication 
of the lack of specifically adsorbed ions on the surface of the 
polishing agent.49 Conversely, the IEP values of Ce02  and 
Zr02 are very sensitive to the fluid chemistry. The presence of 
either additive reduces the IEP values of both polishing agents. 
which suggests that catechol and NaCl provide ions that are 
specifically adsorbed at the surfaces of Ce02  and Zr02. These 
results are considered valid only in the absence of mechanical 
action since individual polishing agent particles are not sub- 

6 and 9. This behavior is caused by differences in the density jected to mechanical forces that might cause them to crumble 
and charging characteristics of active surface oxide species, during c potential measurements. The total active surface 
ostensibly due to the compositional differences between the area of the polishing agent particles also remains essentially 
three glass types. constant, unlike the case when glass is polished. 

The c potential values of each polishing agent were mea- 3. Original Particle Size Distribution and Friability of the 
sured in all nine combinations of fluid additive and pH using Polishing Agents 
the Brookhaven ZetaPlus instrument. The results for each The original particle size distribution of each sluny as re- 
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Table 61 .VI Isoelectric point (IEP) values of the three polishing agents in deionized water, aqueous 
catechol, and aqueous sodium chloride. 

ceived from the manufacturers was measured using the Horiba 
LA900 instrument. All three polishing agents fall within the 
median particle size range of 0.01 to 3.0 p m  that is typical of 
precision polishing operations, as shown in Table 61 .VII. 

Polishing 
Agent 

Ce02 

m-ZrO 2 

n-A1203 

Table 61 .VII Original particle size statistics of the three 
~olishing agents. 

Maximum Minimum 
Polishing Median Size 

Size Size Agent 

IEP 
previously published 

(Ref. 4) 

6.8 

6.2 

9.5 

Minimum 
Size 

COM 14 

IEP 
measured in 

deionized water 

8.8 

6.3 

9.3 

15 I 

I Ultrasonic I I 

Particle diameter (pm) 

IEP 
measured in catechol (aq) 

(4.5 x lo-") 
(500 P P ~ )  

7.0 

3.0 

9.4 

The friability of each polishing agent was assessed by 
Figure 61.23 

evaluating particle size distribution in recirculated slurry 
Effect of ultrasonic energy on the particle size distribution of the CeO2 slurry. 

exposed to 20-kHz, 40-W in the LA 900 Particle size measurements were performed between successive 3-min expo- 
instrument. These measurements were conducted between sures to ultrasound (40 W, 20 ~ H Z ) .  For clarity, the t= 6 min. distribution has 

successive, 3-min exposures to ultrasound. been omitted. 

IEP 
measured in NaCl (aq) 

(LOX 1 0 - 2 ~ )  

(584 ppm) 
7.3 

5.0 

9.3 

Figure 6 1.23 illustrates the effect of ultrasonic energy on the 
particle size distribution of Ce02. The initial distribution (t = 

0 min) is bimodal, with the dominant mode representing the 
larger particles in the population. After 3 min of ultrasonic 
exposure, the distribution character is reversed, with the domi- 
nant mode representing the smaller particles in the population. 
Evidently, the ultrasonic energy induced a significant fraction 
of the C e 0 2  particles to break apart. After 6 min (not shown) 
and 9 min of ultrasonic vibration, the size distribution shifts 
further toward smaller particle diameters, but not as dramati- 
cally as within the first 3 min. 

The effect of ultrasonic energy on the median particle size 
of all three polishing agents is shown in Fig. 61.24. Based on 
the decaying exponential character of the size dependence 
shown in the figure, we can define an empirical ultrasonic 
friability index F,, as 

where D is the median particle size measured after exposure to 
ultrasonic energy U and Do is the original median particle size. 
This friability index F,, is a useful measure of the relative 
change in median particle size per unit of ultrasonic energy, i.e., 
the more friable the polishing agent, the larger the value of F,,. 

The median particle size and corresponding value of F,, 
for all three polishing agents after 3 and 6 min of ultrasonic 
exposure are listed in Table 61.VIII. The original median 
particle size (t = 0) is also given in Table 6 1 .VIII for convenient 
reference. In terms of F,,, nanocrystalline A1203 is the most 
friable polishing agent, followed in decreasing order by Ce02 
and monoclinic Zr02. 
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Table 61 .VIII: Median  article size and ultrasonic friabilitv index of the three volishing agents. 

at pH 7 for 30 consecutive hours. The mass loss of the work 
and the slurry particle size distribution were measured hourly 
for the first 8 h, then at 15- and 30-h intervals. 

3. 

- - 
Polishing 

Agent 

V I 
m-Zr02 . - 

A 

A-~ a, - 
0 

C O M I ~  Time (h) 

Median Size (prn) 
(t = 0 rnin) 

Median Size (pm) 
(t = 3 min) 

The resulting glass removal rate and median particle size 
are plotted versus polishing time in Fig. 61.25. The glass 

0.0 1 I I 

to assess the in-process evolution of slurry particle size over 
a prolonged period of polishing. and 

0 10 20 30 1 .O I I 

COM 15 Ultrasonic exposure time (min) 

~ ~ p - - - - ~ ~ ~ ~ p ~ - ~  

Figure 61.24 
Effict of ultrasonic exposure timeon themedian particle sizeof the polishing 

agents. 
~ - ~ ~ ~ - ~ p ~ ~ p ~ ~ - ~  

4. Glass Polishing Experiments - 

Two preliminary experiments with the CPM were con- 
ducted using the most commercially important glass and & 
polishing agents, BK7 and G O 2 ,  respectively. The goals of 

I I 

to study the effect of catechol and NaCl as slurry additives. 

F,LS 
(t = 3 min) 
(x IO-~/J) 

. Y L i - cd I& - removal need to condition rate is seen new to stabilize pads for after at least 6 h, this which length validates of time. the 

1.5 - 
3. E 
V 

a, 
N . - 
[I: 

I I . 0  e, 
. 0 - 
5 
a 

6 
0.5 6 

3 
dm 

E 

The core experiments were then conducted using all 27 
combinations of polishing agent, glass type, and slurry fluid 
pH. The results of each experiment are discussed below. 

Ce02 

these experiments were O.O0 10 20 38.O 

a. Assessment of in-~rocess varticle size evolution. The 
effective working lifetime of the polyurethane pad and slurry 
was initially determined by running the CPM with a new pad, 
a BK7 work and conditioner, and a fresh batch of Ce02 slurry 

Median Size 
Urn) 

(t = 6 min) 

Between 8 and 30 h of polishing, the glass removal rate is 

Figure 61.25 
Removal rate of RK7 and the corresponding median size of the Ce02 

polishing agent versus polishing time. 

FLLV 
(t = 6 min) 
(X 1 0 ~ ~ )  

$ essentially constant. This experiment established areasonable 

2 MA n-AI2O3 I minimum pad lifetime of 30 h, which was never exceeded -. during the remaining CPM experiments. 
I 

After 6 h of polishing, the median Ce02 particle size was 
reduced to 0.64 pm (approximately 50% of the initial value). 
Conlparison of Figs. 61.24 and 61.25 suggests an equiva- 
lence relationship between 6 h of BK7 polishing under these 
conditions with 3 min of ultrasonic vibration in the Horiba 
LA900. These results also serve as a reminder that the glass 
polishing process also functions as a milling process for the 
polishing agent. 
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b. Effect of catechol and sodium chloride as slurry 
additives. Our carlier AFM screening experiments'3 revealed 
that catechol and NaCl function only to buffer mildly the 
forces between individual metal-oxide particles and polished 
glass surlaces. Thcir strong influence on the measured IEP 
values of Ce02 and ZrOZ, as indicated in Tablc 61 .IV, suggests 
the possibility of more-complex interactions between slurry 
particles. To resohe this issue, we studied the effect of cat- 
echo1 and NaCl as slurry additives using the CPM. 

'The average BK7 glass rcmoval rate obtained during 4 h of 
polishing with aqueous Ce02 slurries containing no slurry 
fluid additive, aqueous catechol(500 ppm. 4.5 x 1 0-3 M), and 
NaCl(5% by weight. 0.86 M) is plotted as a function of slurry 
pH in Fig. 61.26. At each of the three pH levels, the relative 
elTect of thc additives on the glass removal rate was quite 
consistent. 'The additive-free slurry fluid yielded the maxi- 
mum removal rate, followed by aqueous catechol and aqueous 
NaCl. The maximum removal rate was obtained with no 
additive at pH 7. In contrast with the glass removal rate, the 
final rms surface roughness values (average of five measure- 
ments) of'the conditioner for all nine combinations of slurry 
fluid additive and pH were nearly indistinguishable, averaging 
from only 10 to 16 A. 

I W no additive 1 
- 1 r catechol (500 ppm) I 

0.00 ' - 
0 4 6 8 10 12 

COM17 pH 

Figure 61.26 
Glass removal rale as a function of slurry pH and slurry additive for polishing 

of BK7 with Ce02. 
- 

These results demonstrate that, in terms of final BK7 
surface roughness, the performance of Ce02 is insensitive to 
significant variations in fluid chemistry. This insensitivity to 
fluid chemistry variations implics that an insignificant level of 
specifically adsorbed ions evolve from BK7 glass during the 

polishing process. There also is a penalty for using either 
catechol or NaCl as a slurry additive between pH 4 and pH 10, 
as evidenced by the lower glasa removal rate. Since these 
additives made no significant impact on the polishing process. 
they were excluded from the remaining experiments. 

c. Core glass ~ o l i s h i n ~  experiments. The results of the 27 
core polishing experiments with CeOz, monoclinic ZrOz, and 
nanocrystalline A1203 are summarized in Table 61 .IX. The 
rangc of data presented includes the average glass removal rate 
(RR) during each 4-h polishing session, the corresponding 
value of Preston's coefficient (Cp), the coefficient of friction 
(p) betwecn the work and the polyurethane pad. the final rms 
surface roughness of the conditioncr, and the ratio of the final 
and original median particle size (Df/Do) of the alusry. 

A careful review of Table 61.IX shows that polishing 
slurries containing monoclinic Zr02 are clearly the least sen- 
sitive to glass typc or slurry pH, while those containing 
nanocrystalline A1203 are the most sensitive to these 
chemistry-related process factors. The CeOz results are inter- 
mediate to the other two polishing agents. This ordering of 
chemical sensitivity is identical to the ultrasonic friability 
indcx ordering (Table 61.VIII) but is contrary to the IEP 
stability (Table 61.V1). This apparent inconsistency can be 
reconciled if the available surface area of the polishing agent 
is taken into account. From Eq. (3), the total number of 
hydroxyl groups able to participate in ionization reactions 
scales with the combined surface area of the polishing agent 
particles in the recirculated slurry. Highly friable polishing 
agent particles will crumble progressively with use; exposing 
new active surface groups and accentuating [he chemical 
aspect of their pcrformance. 

The coefficient of friction ( p )  has been shown previously to 
be a good quantitative indicator of the efficiency of glass 
removal9," and, as such, is a uaef'ul element with which to 
begin quantitative interpretation of the data In Table 61.IX. In 
Fig. 61 2 7 ,  Cp is plotted as a function of p for all 27 core 
polishing experiments. Although there are a number of outly- 
ing points, the reasonably good linear correlation (r2 = 0.718) 
confirms quantitatively that p may be regarded as a measure of 
the useful mechanical work done during polishing. Those 
process conditions that induced a value of p in excess of 0.4 
always resulted in a value of Cp characteristic of efficient mass 
transport away from the work ( ~ 1 0 - ' b m ' / d ~ n e ) .  

If one studies the effect of slurry pH on the efficiency of 
glass removal, an interesting pattern emerges from the data. 
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Table 61 .IX: Results of the core polishing experiments. 

Friction rms 
RR 

Except for the case of Ce02  and SF6, a glass prone to selective 
corrosion of the PbO network modifier in acidic to neutral 
fluids,jO each polishing agent exhibits a unique, glass-inde- 
pendent optimum pH for the maximum removal rate. For 
Ce02. monoclinic ZrO:, and nanocrystalline A1203. the glass 
removal rates were maximized at pH 7,4, and 10, respectively. 
Returning to Table 61 .VI, these optimum pH values roughly 
correspond to the respective IEP values measured in the 
presence of specifically adsorbed ions (i.e., in 0.01 -M aqueous 
NaCl). An abundance of such ions was assumed to be present 
during our polishing experiments because of the dissolution of 
glass constituents and the use of HCl or NaOH to adjust the 
slurry pH. Given this assumption, our results are partially 

consistent with Cook's rate model, which predicts a maximum 
glass removal rate for a given polishing agent if the slurry pH 
is close to the IEP of the polishing agent [Eq. (4)]. However, 
as shown in Figs. 61.28-61.31, the reliability of the rate 
constant (R,) as a predictor of glass removal rates is suspect. 
This reliability issue is especially apparent in Figs. 61.30 and 
61.31, which show that R, is not positively correlated with 
removal rates obtained in fluids that are corrosive to the glass. 

The optimum pH for maximum glass removal did not result 
necessarily in the s ~ ~ ~ o o t h e s t  possible surfaces, which is a 
primary objective of polishing. Minimum surface roughness 
values for all nine combinations of polishing agent and glass 

34 LLE Review, Volume 61 



aql JO (a1ou/1e3y JO s)!un) q)%ua~ls puoq ua8Lxo al%u!s aq) s! (0-x) aq1 JO (a[olu/1e3y JO s)!un) q18ua~)s puoq ua8Lxo a18uls aq) s! (0-x) 
'01 ~d 1s Ju!qs!~od LX~ JOJ [p] 1uslsuo3 a~e~ aqi snslai\ ale1 [c~orna~ ssq~ .L ~d 1s Su!qs!lod LX~ JOJ [p] ~ue~suo~ ajeJ aql snsJaA ale1 IsAoluaJ ssels 

OE' 19 aln?d 

[Id91 - H~I x (0-X)lo1zo1/1 
1Zl403 

0. I 8'0 9.0 P'O Z'O 0'0 

- SZ'O % I : 
0' I 8 '0 9'0 P'O Z'O 0'0 

I I 00'0 
0' I 8 '0 9'0 P'O Z'O 0'0 

I I 00'0 

- 
- SZ'O 

- 
ZO'Z-Lu 

- OS'O 

- SL'O 

IOS'O = z-' 
8EE'O - XZOE'1 = k 

00' I 

.lua%e Bu!qs~[od 

aq) JO (a[olu/11?3y JO s)!un) q)8uaJls puoq ua8Lxo al%u!s aql s! (0-x) .psd ausq)a~nL[od aql pus 
.p ~d )I? %u!qsqod LX~ 103 [PJ IU~JSIIO~ ~ICJ aql snsJa.4 alsJ IsAoluaJ sss1~ ~JOM sscli? aq) uaamlaq uo!lr~!~jjo ~uat~n~jao3 aqj snsJaA 1ua!x~~ao3 s'uolsaJd 

82.19 aJn%!d LZ' I9 aJn%!t~ 

0. I 8 '0 9'0 P'O Z'O 0'0 
00'0 

B - 
SZ'O % m 

2 

- - 0S.O g 1 
: h 

- 
SL.0 g LC 

9EL'O = ZJ - 
IPZ'O-"189.1 =k 

00' I 



0 . 0 0 1 -  
0.0 0.2 0.4 0.6 0.8 I .O 

COM22 l / l ~ g ~ ~ [ ( R - O )  x IpH - IEPI] 

were observed for some con~binations of polishing agent, 
glass type. and pH; we term this phenomenon the slurry 
charge control efject. 

Figure 61.31 
Glass removal rate versus the rate constant 141 for SF6 polishing at pH 7. 
( R - 0 )  is the single oxygen bond strength (units of licalfmole) ul' the 

polishing agent. 

type were obtained when the slurry was maintained at pH 10. 

pH - IEP 

COM23 Surface charge 

To understand this result, it should first be noted that all three 
polishing agents and all three glass types have a negative Figure 61.32 

surface charge density at pH 10. As indicated by Df/Do. Dependence of the glass surface roughness on the difference between the 

significant in-process reduction of the mean slurry particle fluid pH and the isoelec~ric point of the polishing agcnt (measured in 0.0 I -M 

size occurred for all nine of polishing agent and aqueous NaCI). Each data point corresponds to a unique conlbination of 
polishing agent (Ce02, monoclinic ZrO2, or nsnocrystalline A1203), glass 

glass type at this pH ievel. The repulsive electrostatic interpar- 
type (7940, BK7, or SF6). and slurry pH (4.7, or 10). 

ticle forces induced by the basic tluid environment inhibit the 
formation of agglomerates in the slurry, thereby preventing the 
formation of deep scratches or sleeks on the surface of theglass 
work. The aqueous solubility of silica, which forms the net- 
work of all three glass types, is also sharply accelerated above 
pH 8.51 At pH 10, it is therefore quite plausible to ex- 
pect preferential dissolution of any microscopic irregularities 
on the silicate surface because of their relatively high surface- 
area-to-volume ratios. Supportive evidence for the above can 
be found in the scatter diagram of Fig. 61.32, which is a plot of 
the average rms surface roughness values on a logarithmic 
scale obtained at the conclusion of each of the 27 core polish- 
ing experiments versus the difference between the fluid pH 
and the IEP values of the polishing agents. Each plotted sym- 
bol in Fig. 61.32 represents one polishing session for the 
indicated glass type and polishing agent at a given pH value. 
The abscissa, pH-IEP, is an opposite indicator of the sign of 
the surface charge on the polishing agent. Note that for pH 
values larger than the IEP of the polishing agent ( i t . ,  for which 
the polishing agcnt and glass are negatively charged), the 

Interpretation of the slurry charge control effect is quite 
simple as summarized in Table 61 .X. For glass types with a 
silica network, the combination of fluid and polishing agent 
should be selected so that the fluid pH is always larger than the 
IEP of the polishing agent. This precaution ensures that both 
the polishing agent particles and any silica species have sur- 
face charge of the same sign. As was mentioned previously, 
the corresponding repulsive electrostatic force inhibits ag- 
glomeration of any particles suspended in the slurry, resulting 
in the smoothest possible surface finishes. 

Referring to Figs. 61.33 and 61.34, thc polishing of 7940 
with nanocrystalline A1203 provides an excellent example of 
the slurry charge control effect. In terms of both removal rate 
and surface roughness, the best results were obtained at pH 10, 
where both the polishing agent particles and the glass work 
had relatively large negative charge densities. At pH 7, where 
the polishing agent particles and the glass work were oppo- 

surface roughness values were, without exception, quite low. sitely charged, significant agglomeration occurred, causing an 
When the pH is less than the IEP, large values of roughness increase, in the surface roughness and a decrease in the removal 
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Table 61  .X: Qualitative summary of the slurry charge 
control effect. The s~noothest su$aces are 
obtained u.sing combinations of polishing 
agent und gloss hpe  with su$ace charge 
o f  the same sietz. 

I I 1 Surface 1 Surface 1 Surface 1 
Charge Charge Charge I / ICP I State at I State at ( State at I 

Polishing 
Agents 

Measured in aqueous NaCI (0.01 M) using electrophoretic 
light scattering 
Measured in aqueous KC1 (0.001M) using the streaming 
potential technique 
Relatively large positive charge density 
Relatively small positive charge density 
Slight positive charge density (pH close to the IEP) 
Slight negative charge density (pH close to the IEP) 
Relatively small negative charge density 
Relatively large negative charge density 

Glass Types 

rate. At pH 4, no agglomeration occurred since the polishing 
agent particles had a relatively high positive charge density, 
while the glass work had only a slight negative charge density. 
The removal rate in this system was nearly as high as with 
the pH 10 slurry. The corresponding large value of surface 
roughness at pH 4 is probably due to the reduced solubility of 
silica in the acidic environment, which inhibited corrosion of 
the network. 

7940 I 3.76) 1 0- I - 

Landingham etal. have previously encountered agglomera- 
tion problems in the pitch polishing of fused silica with 
A I ~ O ~ . ~ '  In hindsight, this is not surprising since their inves- 
tigation was limited to slurry pH values between 7.4 and 9.0, 
where silica and A1203 are oppositely charged. Although the 
more recent success of Tesar et al. l 2  in the pitch polishing of 
fused silica with Ce02  and monoclinic ZrOz at pH 4 appears 
to be at odds with the slurry charge control effect, their slurries 
were dispensed at a very low rate (1.2 mllmin.) and were not 
recirculated. These two process features reduced the tendency 
of the polishing agent to agglomerate because the accumula- 
tion of silica species in the slurry was negligible. Since no 
results were reported by Tesar et a/ .  at pH 10, we were unable 
to make a more direct comparison of their results with our own. 

- - 

Conclusions 
The concepts and analytical tools of colloid science for 

characterization of surface charge effects were used in this 
work to demonstrate the strengths and limitations of a newly 
proposed polishing process rate model. The pivotal role of 
slurry fluid chemistry, particularly pH, in maintaining 

Figure 6 1.33 Figure 6 1.34 

Glass removal rate and coefficient of friction between the work and the Surface roughness and the final median particle size of the slurry divided by 

polyurethane pad as a function of slurry pH for polishing of 7940 with the original median particle size as a function of slurry pH for poli5hing of 
nanocrystalline Al2O3. 7940 with nanocrystalline A1201. 
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electrokinetically favorable conditions for a well-dispersed 
polishing agent was also identified and explored. For the 
silicate glass types studied here, these electrokinetically favor- 
able conditions were sufficient for obtaining the smoothest 
possible surfaces. A relationship between fluid pH and the 
isoelectric point of the polishing agent, termed the sluny 
charge control effect, was also established, and its importance 
in controlling surface roughness was demonstrated. Our re- 
sults have shown that there are chemically modulated forces 
present in the polishing system that can be equal to and, in some 
cases, exceed the mechanical forces and that these chemically 
modulated forces exert their effect at the interparticle level, not 
between individual particles and the glass work. The latter was 
most clearly demonstrated by the performance of nano-crys- 
talline A1203, which was limited by the slurry fluid pH and not 
by the mechanical friability of individual polishing agent 
particles. The pH of the fluid and the IEP of the polishing agent 
were also shown to be the process parameters that, if carefully 
controlled, can lead to the production of higher-quality sur- 
faces in less time. 
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Effect of Thermal and Mechanical Processing on Molecular 
Ordering in Liquid Crystal Elastomers 

Liquid crystalline polymers have been the focus of intensive 
research in recent years because of their potential for use in a 
wide range of optical as well as photonic applications.1-3 
Although the macroscopic alignment required for practical 
applications can be achieved by surface treatment and the 
application of an external electric or magnetic field, the effec- 
tiveness of these processing techniques is limited to films with 
a thickness less than 100 To overcome this problem. 
liquid crystalline (LC) elastomers have been explored in view 
of the relative ease with which mesogenic moieties can be 
aligned by s t re t~hing.~- l '  An additional feature of these mate- 
rials is the ability to "lock-in" this stress-induced alignment via 
crosslinking of reactive side-chains to produce a three-dimen- 
sional polymer network. 

Finkelmann et a1.12 have previously described a novel two- 
stage reaction scheme for the preparation of LC elastomers; 
this process is shown in Fig. 61.35. In the first stage, a 
hydrosilylation reaction was conducted on the terminal meth- 
ylene groups of the polymer to obtain a partially crosslinked 
elastomer carrying two pendant groups: a nematogen and a 
methacrylate. In the second stage, a constant stress was applied 
to produce uniform nematic alignment followed by a second 
crosslinking step by means of the less-reactive metha- 

cryloyl groups. Poly(methylhydrosiloxane), with a degree of 
polymerization 1 1  of 120. was employed exclusively in 
these experiments. 

In this article we describe the preparation of mesogenic 
elastomer systems based on two commercially available 
polysiloxanes, poly(methylhydrosiloxane) (n = 40) and poly- 
(ethylhydrosiloxane) (n = 80). and their characterization by 
Fourier transform infrared (FTIR) spectroscopy, differential 
scanning calorimetry (DSC), hot-stage polarized optical mi- 
croscopy, stress-strain analysis, and x-ray diffraction to 
elucidate the dynamic features of preparation and processing 
of LC elastomers. 

Experimental Section 
I .  Materials 

Poly(methylhydrosi1oxane) (PMHS), -[(CH3)SiH-O-]40-, 
(0.30 Stoke, Spectrum Chemicals); poly(ethylhydrosi1oxane) 
(PEHS), -[(C1HS)SiH-O-]80-. (1 .OO Stoke, Gelest); toluene 
(anhydrous, 99+% Aldrich Chemical Company); and a Pt- 
catalyst (PC072, United ChemicalTechnologies) were all used 
as received without further purification. The nematic mono- 
mer and cross-linking agents were synthesized by standard 
literature methods, as shown in Figs. 61.36 and 61.37. 

Divinyl cross- 
link agent (Cl)  

-+ m-I+ +- 
Polymer (PMHS) Nematic monomer (NM) 

I 
Vinyl-methacroyl 

crosslink agent (C2) I 
Hydrosilylation. 
stage- 1 crosslink 

Stage-2 crosslink 

Figure 61 3.5 
The two-step process for the preparation of aligned 

LC elastomers. The components are combined and 

reacted to form a partially crosslinked elastomer; 

the combination of heat and mechanical stress 

completes the crosslinking reaction and aligns the 

mesogenic pendant groups. 

Partially crosslinked elastomer Fully crosslinked, aligned elastomer 
COIY 
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KOH, KI 

EtOH, reflux 24 h 

(COCI),, DMF/CH,CI, 
room temp., I h 

. j L A  

NaOHEI,O 3. 
OCH, + CH,= CH-(CH2)?-0 

room temp., 4 h ( Pyridine, dry THF 
$ mom temp.. 24  h 

Nematic monomer 

L ---- J 

COIIO Crosslinking agent 1 

Figure 61.36 
Synthesis schcn~c for the preparatiorl of the nematic monomer and the diacrylate crosslinking agenl used for cla3tomer preparation. 

Cs2C03, KI. DMF 
2 CHFCH- (CH2)9 Br + HO 

HO--(CH2)6 Br + 110 G COOH 
I 

CH,=CH-(CH,), 0 0 (CH,),- CH=CH, 

ethanol, retlux 24 h 

HO-iCH,)n 0- COOH + CH2: C-COOH 

reflux 14h 

CH,= C-COO-(CH,),O - 
I 

I (COCI),, DMF/CH,CI, 
room temp. 1 h 

CH, 

I 
CHI= C- COO-iCH,),O + 

NaSMe, DMF 

reflux 3 h 

- -  

Figure 61.37 

Synlhesis schcmc for the preparation 

of the methacrylate crosslinking agent 
used in the elastomer preparation. 

CH, 
I - 

CH,= C-COO- iCII,),O 

Pyridine, dry THF 
room temp., 24 h 

1 

Crosslinking agent 11 
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2. Preparation of Elastomers 
To prepare the elastomers, appropriate quantities of the 

nematic monomer (NM), the first crosslinking agent (Cl), and 
the second crosslinking agent (C2), as shown in Fig. 61.38, 
were added to PEHS or PMHS in a round-bottomed reaction 
flask to ensure a polymer:NM:Cl:C2 molar ratio of 
1:0.3:0.1 :O. 1. Upon addition of toluene (1 3.6 ml/g-material), 
the flask was sealed: flushed with nitrogen, and heated to 
ensure dissolution of solids. The catalyst was added ([Pt/CH2 
= CH-] -- 0.002), and the flask was shaken vigorously for 30 s 
before quickly transferring the contents to a heated TeflonTM 
mold kept overnight at 60°C under a nitrogen purge (first-stage 
reaction). The elastomer was carefully removed from the 
mold, stretched by the desired amount, and left for three days 
on a hot plate at 60°C to complete the elastomer preparation 
(second-stage reaction). This method of elastomer preparation 
is similar to that reported by Finkelmann et ~ 1 . ~ ' ~  with the 
exception that a constant strain, as opposed to a constant 
stress, was used in our experiments. The extent of reaction was 
monitored using FTIR spectroscopy. The elastomers prepared 
from PEHS and PMHS parent polymers were denoted as ES 
and MS, respectively. 

3. Methods of Characterization 
The degrees of polymerization of PEHS and PMHS were 

evaluated from a viscosity versus molecular weight relation- 
ship derived from product data (United Chemical Technol- 
ogies). Infrared spectra of both the parent polymers and the 
elastomers were obtained using a Nicolet 20SXC FTIR spec- 
trophotometer. Differential scanning calorimetry (DSC) data 
were collected using a Perkin Elmer DSC-4 at +20°C/min 

under a helium purge with liquid nitrogen cooling. A hot-stage 
polarized optical microscope (Leitz Orthoplan-Pol and a Mett- 
ler FP52 hot stage) was used for mesophase identification and 
verification of transition temperatures determined by DSC. 
Mechanical characterization of elastomers was conducted in a 
water bath at 55+1°C using an Instron Table Model 1102 
instrument. The stress o i s  determined in terms of the original 
cross sectional area, and the strain is defined as E = (1 - lo)/lo, 
where 1 and lo are the length at the time of data collection and 
original length, respectively. 

Two-dimensional, flat-plate x-ray diffraction patterns were 
collected using a Statton box camera with a sample-to-film 
distance of 5.0 cm. An image-plate storage phosphor detector 
was utilized in place of x-ray film to reduce data-collection 
time.13 Samples were irradiated with nickel-filtered copper 
radiation. A qualitative assessment of orientation and liquid 
crystallinity was accomplished using the flat-plate diffraction 
data. The x-ray diffraction patterns were obtained with a 
Rigaku RU-300 pole figure goniometer used in the Bragg- 
Brentano geometry. This diffractometer was equipped with a 
copper rotating anode operated at 50 kV and 280 mA, a 
diffracted-beam nickel filter, and a scintillation detector. Re- 
flection-mode 8/28 scans provided information on planar 
orientation, while symmetrical transmission-mode 8/28 
scans provided a preliminary assessment of in-plane orienta- 
tion. A quantitative orientation analysis was performed by an 
azimuthal diffraction technique.14 Data were collected using 
the Rigaku RU-300 pole goniometer as mentioned above. 
Azimuthal analysis involved positioning a sample at a fixed 
angle 8 in the symmetric transmission mode with the detector 

CH2=CH- (CH,),- 0 Figure 61.38 

Materials used in the preparation of the liquid crya- 

talline elastomers: (a) poly(methylhydrosiloxane); 

(dl (b) poly(ethy1hydro-siloxane); (c) nematic mono- + mer; (d) first crosslinking agent; and (e) second 
CH2= CH- (CH2), 0 0 - (CH2),-CH=CH2 crosslinking agent. 

I 
CH2=C- C O O - ( C H 2 ) c  0 COO 0 -(CH214-CH = CH, 
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EFFECT OF THERMAL AND MECH,~NIC~~L PROCESSING 

Results and Discussion C0113 

Fourier transform infrared spectrometry was used to 

at a fixed 20  to detect a desired Bragg diffraction peak. The 
sample was then rotated 360" around the normal to thc sample 
plane, defined as the x rotation. In this study the transverse 
direction was mounted at zero azimuthal angle, i.e., parallel to 
the plane of the x-ray beam. Azimuthal data allowed the 
determination of in-plane orientation. Orientation distribution 
was quantified by the use of the Herman's orientation distribu- 
tion function (HOFA) defined for in-plane alignment as1' 

3 (cosZ - 1 
HOFA = 

2 
(1) a, 

0 

Co = 
with (cos2 X) defined as ' $  

Co 
ci" 

Z ~ ( x ) s i n  XCO$X 
(EOS2 X) = 

Z ~ ( x ) s i n x  ' 
(2) 

wherc I(x) denotes intensity as a function of azimuthal angle 

monitor the extent of hydrosilylation reaction, as illustrated in 
Fig. 61.39 for elastomer MS, where a comparison of scans 
recorded after the first- [Fig. 61.39(a)] and second-stage 
[Fig. 61.39(b)] reactions shows the expected reduction in the 
intensity of the Si-H stretching band at 2160 cm-l. The effect 

I 

(a) 

(b) 1 

of reaction 011 the mechanical properties of both the ES and 

X. The value of HOFA ranges from -0.5 to 1 for in-plane 
orientation distribution, with a value of -0.5 indicating a 
perfect alignment of polymer chains along the strain direction, 
a value of 0 indicating a random or balanced alignment, and 
a value of 1 indicating perfect alignment of polymer chains 
along the transverse direction.14 2400 1 2200 2000 1800 1600 

MS elastomers is illustrated in the stress versus strain curves of 
Fig. 61.40. In light of the reported effect of crosslink density on 
glass transition (Tg)  and liquid-crystal-to-isotropic transition 
temperatures,"-" it is important to ensure that akalid compari- 
son of ES to MS elastomers is made. The crosslink density in 
terms of the molecular weight between crosslinks, M,, is 
related to the elastic modulus E ( ~ l m m ~ )  at low strains and at 
temperatures above TK by Eq. (3)? 

where p is the density estimated at 1.0 g ~ c r n ~ . ~ ~ ~ ~  R the ideal 
gas constant, and T the temperature (OK). Since the data were 

Frequency (cmpl) 

Figure 61.39 
FTIR spectra of the MS elastomer after (a) first-stage and (bi second- 

stage reaction. 

collected at a temperature (55°C) that is above the T,  for all 
samples considered, Eq. (3) is appropriate for evaluating E 
from Fig. 6 1.40. Using Eq. (3), an M, of 660 glmole (E = 

12.4 ~ l m m ' )  and 560 glmole (E = 14.6 ~ l m m ' )  were found 
for the ES and MS elastomers, respectively. Figure 61.37 also 
shows the expected increase in E (i.e., a decrease in M,.) with 
an increased extent of reaction. Since samples must be stretched 
during the second-stage reaction to achieve bulk alignment of 
the nematic pendant groups, the maximum strain sustained, E ~ ,  

is an important parameter. For our elastomer composition as 
defined earlier, ES and MS possessed an ~h value of 0.31 and 
0.16, respectively. The difference in ~b is attributed to the 
higher molecular weight of the ES system since the degrees of 
polymerization of the PEHS and PMHS polymers are 80 and 
40, respectively. 
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Figure 61.40 
Stress (o) versus strain ( E )  recorded at SS°C for MS elastomer after first-stage 

( A )  and second-stage reaction (A), and ES elastomer after first-stage ( 0 )  

and second-stage reaction (0). 

The DSC thermograms of ES and MS are presented in 
Fig. 61.41, where the subscripts s and n refer to samples that 
were stretched and not stretched, respectively, during the 
second-stage reaction. Samples described as "stretched" are 
those that were strained to the fullest possible extent without 
tearing during the second-stage reaction. Since the glass tran- 
sitions of pure PEHS and PMHS are -149°C and -140°C, 
respectively, the substitution and crosslinking reactions would 
appear to be responsible for the elevated glass transitions of 
both polymer hosts. This factor is consistent with the increase 
in E observed in Fig. 6 1.40. In the first heating scan of the ES 
elastomer prepared without stretching, an endotherm occurs at 
82°C [Fig. 6 1.4 1 (a)] due to a nematic-to-isotropic transition. A 
lower value for the transition enthalpy (AH) was obtained for 
an equivalent sample that had been stretched. After the ES 
sample is heated through this transition temperature and slowly 
cooled to room temperature, the nematic-isotropic endotherm 
now appears at 63°C [Fig. 61.38(b)] with a greatly reduced 
AH. If this same ES elastomer sample is instead rapidly cooled 
to low temperatures (i.e., quenched) from 90°C and then 
annealed at 60°C, subsequent heating gives an endotherm at 
70°C with a AH of 1.9 J/g, identical to the value shown in 
Fig. 61.38(b). These results infer that the AH for the nematic- 
isotropic transition is independent of thermal history applied 
after the initial heating cycle, while, in contrast, the nematic- 
isotropic transition temperature (T,,.;) displays total thermal 
history dependence. For the MS elastomer [Fig. 61.4 1(c:1], the 
endotherm at 80°C is accompanied by a reduced AH as com- 
pared to the ES elastomer, even though the nematic texture was 

clearly visible between Tg and 80°C by hot-stage polarizing 
microscopy. The absence of an endotherm for elastomer MS 
when the same sample is rescanned [Fig. 61.4 I(d)] suggests a 
lack of nematic ordering. Finkelmann et a1.,I2 however, have 
reported values for Tg, Tn.i, and of O°C, 83"C, and 
1.7 J/g°K, respectively, for the elastomer prepared from PMHS 
with a degree of polymerization of 120. Other than the differ- 
ences in the chain length of the starting PMHS and in the 

AH,, = 2.7 J / ~  \ , 
AH, = 2.3 J/g 

Tg = 22°C 
AC, = 0.16 J1g.K 

4 0  -20 0 20 40 60 80 100 

COIIS Temperature ("C) 

Figure 61 .41 
DSC therrnograms recorded at 20°C/min. of (a) ES elastomer: (b) second 
heating scan of ES elastomer after the sample was first heated to 90°C and 

cooled at S°C/min to room temperature; (c) MS elastomer; and (d) second 
heating scan of MS elastomer after the sample was heated to 90°C and cooled 

at S°C/min to room temperature. 
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7 observed values of AH, and AH, of the ES and MS elastomers 
without any previous thermal history are both greater than 
those that can be properly accounted for by a typical nematic- 
to-isotropic transition. 

To gain further insights into the relationship between mo- 
lecular ordering and the endotherms acquired during the first 
heating scans of the ES and MS elastomers, we turned to x-ray 
diffraction techniques. The flat-plate diffraction pattern for the 
unstretched ES sample [Fig. 6 1.42(a)] shows two broad dif- 
fraction rings characteristic of a polydomain nematic, as was 
also observed for the unstretched MS elastomer. Interplanar 
spacing calculations reveal that the inner and outer rings have 
d-spacings of 8.8 A and 4.38 A, respectively. Upon stretching 
the elastomers, in-plane orientation occurs: as evidenced by 
the formation of arcs in the flat-plate diffraction pattern for the 
ES elastomer with E =  0.3 [Fig. 61.42(b)], which is character- 
istic of a monodomain nematic.15 Due to the lower sustainable 
strains in the MS elastomer (see Fig. 61.40), the effect of strain 
on orientation in this system is not pronounced, as evidenced 
by the lack of arc formation in the flat-plate camera photo- 

Figure 61.42 
Flat-platex-ray ditfractionpalterns 
of ES elastomer: (a)  unstrctched; 

(b) stretched lo e= 0.3; and ( c )  a? 

in (b) but first heated to 903C and 
then cooled to room temperature. 

graphs. In the ES samples, the majority of the diffraction 
scatter lies in the equatorial position (zeroth order) in the flat- 
plate pattern, which indicates that the 8.8-A and 4.38-A 
diffraction peaks are of the type (hkO). In the following discus- 
sion, the term "thermal treatment" indicates that the samples 
were heated at 90°C for 10 min and then cooled to room 
temperature. Upon thermal treatment of the stretched ES 
elastomer, the nematic order is retained, as evidenced by the 
absence of any discernible effect on arc formation in compar- 
ing Figs. 61.42(b) and 61.42(c). In fact, the AH,?.; at 63OC, 
1.9 Jlg as noted in Fig. 61.41(b), is typical of a nematic-to- 
isotropic transition. Thus, the ~LH~,.~ observed in Fig. 61.41(a) 
appears to be caused by a combination of nematic-to-isotropic 
transition and molecular relaxation. 

'Transmission-mode x-ray diffraction data were collected 
for elastomer ES over a selected range of 219, as shown in 
Fig. 61.43. An inspection of Fig. 61.43 reveals that, for both 
unstretched [I(a)] and stretched [Il(a)] ES samples, the 4.38-A 
peak (corresponding to the outer ring shown in Fig. 61.42) 
observed in the tlat-plate diffraction data actually comprises 
tcvo peaks with d-spacings 014.47 A and4.13 A. 'The two peaks 
can be resolved because of the 20-cm sample-to-detector 
distance, as compared to the 5-crn distance utilized in the flat- 
plate diffraction work. The intensity of the 4.13-A peak rela- 
tive to that of the 4.47-A peak is clearly diminished by stretch- 
ing. The 4.13-A peak disappears with an increase in intensity 
of the 4.47-.A peak with thermal treatment, as revealed in 
comparing J(b) to I(a) and lI(b) to II(a) (Fig. 61.43). These 
observations indicate that stretching and thermal treatment 
may induce some degree of molecular relaxation, consistent 
with the facts that AHn >M, and that AH,, and AH, both 
decrease to 1.9 J/g upon thermal treatment (see Fig. 61.41). 

Azimuthal diffraction data collected on the 4.47-.A peak, as 
shown in Fig. 61.44, permit a quantitative assessment of 
molecular relaxation resulting in an enhanced order reflected 
by the HOFA parameter defined by Eq. (1 ). These data suggest 
that the unstretched ES sample has no in-plane alignment. 
which implies a near-random distribution of lattice planes 
based on a HOFA value of 0.02. For the stretched ES sample, 
the peaks at 0' and 180" azimuthal positions in Fig. 61.44 
(along the sample transverse direction) and a HOFA value of 
0.35 reveal the effect of stretching on the preferred orientation 
of ( / ikO) lattice planes. Thermal treatment of the stretched 
sample shows an enhancement of the azimuthal intensity along 
the transverse direction, resulting in an increased HOFA value 
of 0.43 apparently due to the alignment of nematic domains. To 
be consistent with the observed order in which the HOFA value 
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Figure 6 1.13 
X-ray diffraction patterns of ES elastomer: I(a) 
unstretched, no thermal processing; I(b) sarnple 
I(a) hcatcd at 90°C for 10 min and by cooled to 
room ternperaturc; Il(a) stretched to e = 0.3, no 
thermal processing; 1I(b) stretched as in II(a) fol- 
lowed by heating at 90°C for I0 min and cooled to 
room temperature. 

increases upon stretching and thermal treatment, the DSC Based on the flat-plate x-ray diffraction pattern, an imposed 
thermograms in Figs. 61.4 1(a) and 6 1.41 (b) should be inter- strain gives rise to a monodomain nematic characler, whereas 
preted in terms of stored enthalpy at the molecular scale that is a polydomain character is observed in the absence of 
relea~ed to some extent by stretching during the second-stage applied strain. Furthermore, the monodomain character 
reaction and completely released by thermal treatment. This achieved with the application of strain is retained when the 
mode of enthalpy storage does not seem to contribute to the sample is heated above the nematic-isotropic transition 
experimentally quantified HOFA parameter on a relatively tenlperaturc and cooled back to room temperature. 
macroscopic scale in the case of nematic ordering. 

The DSC thermograms, coupled with the transmission- 
From the x-ray diffraction and thermal analysis data re- mode x-ray diffraction data, suggest that (a) enthalpy is 

viewed above, wc can make several observations regarding the stored in the freshly prepared elastomer; (b) the imposed 
effect of processing on mesonlorphic behavior: strain helps to release the stored enthalpy to some extent; 

and (c) the stored enthalpy is almost completely released 
upon thermal cycling between the nematic-isotropic transi- 
tion and room temperature. 

2600 - 1 - I - r - 1  
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X-ray diffraction azimuth plots for ES elastomer at 20=  19.8", i.e., thc 
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Summary REFERENCES 
Liquid crystalline elastomers derived from siloxane poly- 

mers, PMHS and PEHS. were prepared following a two-stage 
reaction scheme to investigate the effects of processing condi- 
tions and thermal treatment on mesomorphic characteristics. A 
thorough analysis of these elastomers by a combination of 
R I R ,  DSC, mechanical analysis, polarized hot-stage optical 
microscopy, and x-ray diffraction techniques has shown that 
the chain length of the precursor siloxane polymer plays an 
important role in achieving bulk alignment via stretching 
during the second-stage reaction. The imposed strain was also 
demonstrated to be critical in achieving a monodomain nem- 
atic character, which is completely recoverable after repeated 
thermal cycling from Tn.i to room temperature. The latter 
feature is especially important in the preparation of freestand- 
ing, optical-quality birefringent films for laser and other optical 
device applications. 
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