
Krypton Spectroscopy Diagnosis 
of High-Temperature Implosions 

High-temperature implosions are planned for the OMEGA 
Upgrade experimental program. By using relatively thin shell 
targets, temperatures much higher than 1 keV at modest 
compressed densities (- 1 to 5 g/cm3) are predicted. The goal of 
this work is to demonstrate that by adding a small admixture of 
krypton gas (-0.01 atm) to the fuel, the temperature can be 
conveniently diagnosed through the spectrum of helium-like 
(K,'~') and hydrogen-like ( ~ r ' ~ ~ )  lines. By increasing the fill 
pressure, resonant Kr lines can become opaque, through self- 
absorption, and their relative intensities can be used to diagnose 
shell-fuel mixing. 

As an example of predicted high-temperature implosion on 
the OMEGA Upgrade system, in Fig. 61.1 we show tempera- 
ture and density profiles, at peak compression, calculated by 
the LILAC code for a CH shell of I -mm diameter and 10-pm 
thickness, filled with a 10-atm pressure of DT. Typical Up- 
grade laser parameters (laser energy of 30 kJ in a Gaussian 
pulse of 650-ps width) were assumed. As Fig. 61.1 shows, the 
core temperature and density are fairly uniform at -5 keV and 
-4.5 g/cm3, respectively. In the analysis that follows, the core 
profiles will be assumed to be uniform as well. The relatively 
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Figure 6 1.1 

Electron temperature and mass density at peak compression, predicted by 

LILAC, for a DT-filled, high-temperature implosion on the OMEGA Up- 
grade system. The vertical line marks the fuel-shell interface. 

high temperature of the shell is expected to play an important 
role in transmitting core radiation. 

Observation of K-Shell Krypton Lines 
The wavelengths and transition probabilities of Kr lines are 

not fully known from the literature. We have used atomic data 
calculated by M. ~ l a ~ i s c h , '  using adetailed relativistic atomic 
structure code that includes intermediate coupling, higher- 
multipole interactions, and many-body and QED effects. The 
K-shell lines are of much shorter wavelength than past spectral 
line emission from laser targets; for example, the ~ r ' ~ ~  reso- 
nance line has a wavelength1 of 0.94538 A, or photon energy 
of 13.11 347 keV. For this reason, we addressed the question 
of observability of these lines. A simple way to estimate the 
expected intensity of krypton lines is to make a comparison 
with past experiments on argon-filled targets. In recent experi- 
ments on OMEGA, strong helium-like and hydrogen-like 
argon lines were observed when the argon fill pressure was 
0.1 atm (in 20-atm d e ~ t e r i u m ) . ~  In other experiments the argon 
fill pressure was as low as 0.01 atm but still yielded significant 
spectral intensity. We chose to calculate the intensity of K- 
shell krypton lines using the corona approximation. This 
approximation was used to show only the intensity scaling; for 
the temperature-determination curves, the more general colli- 
sional-radiative model was used. The corona approximation is 
valid in the limit of low density, high temperature, and high 
nuclear charge 2, while the converse is true for the LTE 
approximation. The condition for the applicability of the 
corona model to excited states can be written as [Eq. (6-55) 
in Ref. 31 

where Ei is the ionization energy and n is the highest principal 
quantum number for which the model applies. For helium-like 
krypton (of energy of ionization4 Ei = 17.296 keV) and the 
predicted densities of up to N, - cmP3 (p  - 4 g/cm3). the 
model applies to quantum numbers n of up to at least n = 3, over 
the entire 1- to 10-keV temperature range. In the corona 
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approximation, the line intensity is given by the rate of excita- 
tion by electron  collision^:^ 

where AE is the excitation energy, N, and Ne are the densities 
of emitting ions and electrons, respectively, f is the absorp- 
tion oscillator strength, and (g )  is the Maxwellian-averaged 
Gaunt factor5 (kT and AE are in eV). Thus, if the ratio AElkT is 
maintained when krypton is used insteadof argon, thc intensity 
of the same transition should drop by a factor of -8 since AE 
increases by a factor of 4. The actual drop in intensity would be 
much smaller for the following reasons: (a) For argon, Eq. (2) 
would yield an overestimate of the intensity since in the corona 
approximation every excitation leads to a photon emission, 
while for argon some of the excitations result in super-elastic 
collisions with free electrons; (b) whereas the predicted com- 
pressed density is comparable to what was achieved with 
argon, the krypton targets will be bigger and thus contain more 
mass (by a factor of -64) for the same fill pressure. This leads 
to the conclusion that the strong K-shell krypton lines will be 
readily observable for temperatures 2 3 keV. 

Supportive evidence can be found in the fact that the 
resonance line of ~ r + ~ ~  (at 0.94538 A) was easily observable 
on previous short-pulse (100-ps) experimcnts6 on OMEGA, 
using a Von-Hamos focusing spectrometer. The peak laser 
power in those experiments was -6 TW, which is much lower 
than that of the OMEGA Upgrade (-30 TW). 

Determination of Temperature by Line-Intensity Ratio 
We now calculate the temperature dependence of a particu- 

lar Kr line-intensity ratio under steady-state conditions, using 
the collisional-radiative atomic code POP ION.^ Although the 
corona model is largely applicable for the cases under discus- 
sion, as was mentioned previously, the collisional-rad~ative 
model is more precise. For example, we examined the calcu- 
lated relative specie and level populations for ~ r + ~ ~  and Kr+35 
ions. In Fig. 61.2 we show examples of level populations in 
~ r f ~ ~  (helium-like krypton); the sum of populations in all 
levels of krypton ions adds up to 1. The ground-lekel popula- 
tion (especially at the higher temperatures) is essentially 
independent of the electron density Ne, which is a characteris- 
tic of the corona model [see Eq. (6-95) in Ref. 31. At lower 
temperatures, the relative ground-lekel population approaches 
an inverse dependence on N,, which in turn is a characteristic 

of the LTE model [as can be seen from the Saha equation, 
Eq. (6-29) in Ref. 31. Also, then = 2 population increases like 
N,-also a characteristic of thc corona model. The latter can be 
seen from Eq. (2), by equating I ,  with hv Ni Q,, where Q, 
is the relative level population in the level n. On the other hand, 
at the lower temperatures the n = 2 lcvcl population ap- 
proaches independence of N,, a characteristic of the LTE 
model (where relative level populations depend only on the 
temperature, through the Boltzmann factors). Thus, to covcr 
the whole relevant parameter space, a full collisional-radiative 
model is necessary. 
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Figure 61. 2 
Relative populations in levels of Kr+34 (helium-like krypton), as calculated 
by the POPION7 atomic code. The sum of populations in all levels of krypton 
Ions adds up to 1. 

For a temperature-sensitive line-intensity ratio we choose 
the ratio of a hydrogen-like line to a helium-like line. To 
minimizc opacity effects we use the following two lines: 
(a) the Lyman-a line of ~ r + ~ ~  of wavelength 0.9196 A,8 and 
(b) the helium-/? line of ~ r + ~ ~  of wavelength 0.8033 A and 
absorption oscillator strcngth 0.1293.l We must show that the 
opacity of these lines will be negligible for the method to be 
applicable. We concentrate on the helium-/? line since the 
opacity of the Lyman-aline is much smallcr. The line opacity 
at an energy separation 6E from the unperturbed position can 
be expressed as [see Eq. (8-14) in Ref. 31 

where M is the krypton ionic mass. P(6E) is the line profile at 
6E in inverse energy units, f is the absorption oscillator 
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strength of the line, pR is the total areal density (mostly that of 
the fuel), E is the fraction of krypton in the fuel (by mass), and 
Q ,  is the fraction of krypton ions in the absorbing level (i.e., the 
lower level of the transition). For unshifted lines one usually 
calculates z0 = ~ ( S E  = O), but for the helium-pline, which is 
shifted by the Stark effect, we designate z0 as the maximum 
opacity at the shifted peak position. Ineither case. P(0) - l/AE, 
where AE is the line width. We assume the addition of 0.0 1 atm 
krypton to the DT-filled target implosion that was simulated in 
Fig. 61.1. In that implosion the DT fill pressure was 10 atm, 
and the total pR at peak compression was -16 mg/cm2. Ac- 
cording to the POPION code results (Fig. 61.2), Q l  for helium- 
like Kr over a wide temperature range is very close to 1. 

Next we need to estimate the line width, which is related to 
P(0) in Eq. (3) as explained previously. The code results of 
Fig. 6 I .  1 show that the ion temperature at peak compression is 
about twice the electron temperature, or TI - 10 keV, for which 
the Doppler width of the helium-j3 line is about 12.9 eV. A 
rough estimate of the Stark width of the ~r~~~ helium-p line 
can be obtained by noting that for a given density and tempera- 
ture the Stark width is proportional to 1/Z. More specifically, 
the scaling for the Stark width of hydrogenic lines i s1 '  given 
by M - (z,/z)(~' - nj]~; '"  where Z,) and Np are respec- 
tively the nuclear charge and ion density of the perturber, Z is 
the nuclear charge of the emitter, and n,, nf are the principal 
quantum numbers ofthe initial and final levels of the transition. 
Although the ion under discussion is helium-like, the Stark 
width of the upper level, 1 . ~ 3 ~ l ~ ,  turns out to exceed the 
separation to the nearby l s 3 d l ~  level, which makes the tran- 
sition close to hydrogenic (i.e.. the level splitting increases 
linearly with the perturbing field as in single-electron ions). 
The above formula for the Stark width is only approximate and 
does not include such effects as perturbers correlation. How- 
ever, we use its Z scaling only for extrapolating the detailed 
c a l c ~ l a t i o n s ~ ~  for the same transition in argon at the same 
density and ignore the weak temperature dependence of the 
Stark broadening. The Stark width of the ~r~~~ helium-p line 
at p = 4.5 g/cm3 is thus estimated to be -17 eV. Convolving 
this Stark width with the Doppler width yields a total width of 
-26 eV, from which the normalized composite profile yields 
the value of P(6E). Substituting these values into Eq. (3) yields 
an optical depth for the helium-pline of z0 - 0.56. This opacity 
value was estimated for an electron temperature of 5 keV (T, - 
2 Te) and density of 4.5 @m3. For other temperatures (but the 
same doping fraction) the opacity will not change appreciably 
because (1) Q l  is weakly dependent on Tin the range T, -3 to 
10 keV (see Fig. 61.2), and (2) the linewidth depends mainly 
on the density. For other densities the opacity will vary as 

-p-21"ue to the change in linewidth. The opacity of the 
Lyman-a line of ~r~~~ is much smaller than that of the 
helium-p line because the ratio of ~r~~~ to ~r~~~ ground-state 
populations at N, = cmp3 varies over the 1-  to 10-keV 
temperature range from - 1 0-lo to - lop1. 

The curves in Fig. 6 1.2 and the temperature curves calcu- 
lated below assume a steady-state situation. To justify this 
assumption we show in Fig. 61.3 the calculated ionization 
time ti of the ~r~~~ ion as a function of temperature for Ne = 

cmP3; ti depends inversely on Ne and is given by 

ti = ( (a ion~)~e)- l .  The ionization rate was taken as1] 

where Ei is the ionization energy (in eV) and 77 is the number 
of outer-shell electrons (77 = 2 for helium-like ions). The 
time constant for approaching a steady state of level popula- 
tions for a given set of hydrodynamic conditions is given by ti 
since t, is the slowest of the relevant processes. An example can 
be found in the excitation rate from the ground level to the 2 ' ~  
level of Krf3" which is faster than the ionization rate by a 
factor that varies from -700 at the low end of the temperature 
range to -3 at the higher end. We see from Fig. 61.3 that for a 
value of T of 5 keV, the ionization time t, is -50 ps, which is 
about the time period tpeak predicted for the volume-averaged 
temperature to be within -90% of its peak value. Thus. the 
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Figure 6 1.3 
Calculated ionization time r; of Kr+34 as a function of temperature, for N,. = 

1024 cm-3. The ionization time serves as a time constant for approaching a 

steady state of level populations for a given set of hydrodynamic conditions. 
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density of hydrogen-like ions will reach only the fraction 
[I - exp(-rP,,,/r, I] - 0.63 of its steady-state value. Neglecting 
this effect will result in an underestimate of the tempcrature (in 
the above example, 4.6 keV instead of 5 keV). An underesti- 
mate w ~ l l  also rebult if the spectral measurement is not time 
resolved, since the emission time of helium-like lines will be 
longer than that of hydrogen-like lines. 

We show in Fig. h 1.4 the calculated intensity ratio of the 
Lyman-a line of ~r~~~ to the helium-p line of ~ r + ~ ~  as a 
function of temperature for two electron-density values. Clearly, 
the intensity-ratio change is sensitive to temperature, but the 
Lyman-a line may be too weak to be observed for temper- 
atures smaller than -4 keV. In going from T = 10 keV to T = 
4 keV, both the ratio in Fig. 61.4 and the intensity of the 
helium-pline drop by an order of magnitude, which causes the 
intensity of the Lyman-a line to drop by two orders of magni- 
tude. Over a wide density range (changing by a factor of 20), 
the temperature-dependence curve changes very little. This 
behavior is due to the close resemblance to the corona model, 
where the line ratio is completely independent of density. If we 
know the density to be within this range, the maximum error in 
determining the temperature would be less than +lo%. The 
required precision in the intensity measurements is modest: to 
achieve a f 10% precision in the temperature, the intensity 
ratio must be measured with a precision of only a factor of -3 
(at T =  4 keV) or a factor of -2 (at T =  6 keV). The attenuat~on 
of these two lines through the compressed CH polymer shell 
is of no concern, as a cold PAR of more than 1 g/cm2 is needed 
to significantly attenuate them. 

Mixing Diagnosis Based on High-Opacity Kr Lines 
In the previous section the opacity of the helium-P line of 

ICrt3"or a fill pressure of 0.01 atm was shown to be smaller 
than I (zo - 0.56), and thus negligible. We now examine the 
case of much higher fill pressures, where the helium-p line is 
optically thick at peak compression. Although the intensity 
ratio in Fig. 61.4 is then not applicable, a different type of 
information can be obtained on the target behavior. Anticipat- 
ing the last section, we choose the helium-p line rather than 
the higher-opacity helium-a line. 

The intensity of an optically thick line cmerging from the 
plasma volume is related to the escape factor parameter, which 
has been the subject of numerous publications.12-15 The es- 
cape factor G is defined by 

where G(zo) in spherical geometry corresponds to a point 
source at the center of the sphere and to  is the opacity over the 
rad~us. For a source uniformly distributed over the sphere, 
Mancini et a1. l5  have shown that G(zo) is twice as big as the 
point-source case and depends primarily on the type of line 
profile. For example, for a Gaussian (i.e., Doppler) profile, 
G(zo) does not depend explicitly on the linewidth; for zo >> 1, 
~(r,,) - l /(n ln T ~ ) " ~  zO.  For Stark profiles the corresponding 
asymptotic relation was found to be ~(7") - l / roY5.  For ex- 
ample, a Holtzmarkian profile (the simplest approximation to 
a Stark profile) yields the universal asymptotic expression12 

- Mancini et a1.15 have calculated G(zo) for the Lyman-a 
i 

44 
line of argon using complete Stark profiles. They showed that 

S 
c for an accurate value of G, a detailed calculat~on with an actual 
e, 
44 N, (cm-3) 
G -2 - Stark profile should be performed. However, their curves (for ." - - 
M -2  x 1024 a point source) can still be approximated by Eq. (6) if G is 
3 1 x 1023 expressed as a function of TO, rather than as a function of 

Z ~ / P ( ~ E  = 0). because an approximate Stark profile that 
changes only the line width without changing the profile shape 

4 --LA2 

0 2 4 6 8 10 12 will not affect Eq. (6). 
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A measurement of the escape factor of a high-opacity line 

Figure 6 1.4 can yield the value of zo, using Eq. (6) or the equivalent result 
Interlaity ratio of the Lyman-aline of KP35 to the helium-pline of K r 3 5  as Of a detailed calculation,15 E ~ ,  (3) shows, zo depends 
afunction of temperature at two electron-density values. The opacity of both on pR and, through P(6E), on p. For a high-opacity line, most 
lines, which mras shown to be small, was neglected. 

-- of the emergent intensity is located in the far wings of the 



spectral profile. Because the Doppler profile drops much faster 
than the Stark profile, the wings are dominated by the latter, 
although the two separate linewidths are comparable. For this 

I reason we consider the escape factor for a purely Stark profile. 
For the helium-0 line, Po = P ( ~ E  = 0) - p-2/3, when the den- 
sity is high enough to merge the ls3p and 1s3d levels, which 

q we have argued to be the case here. For the crude estimate of 
17-eV Stark width, this relationship reads 

where, as explained, Po refers to the peak of the profile rather 
than to the line center. On the other hand, in an imploding 
spherical target 

in terms of the total fill mass (fuel and krypton) MF. Thus zo is 
independent of the target compression because the opacity 
increases with increasing pR but decreases due to the increas- 
ing width (or decreasing P o )  The two quantities change as 
p213 and cancel each other's effect on zo. 

The foregoing discussion shows that measuring the escape 
factor cannot yield information on the density or pR. Mixing of 
shell material into the fuel, however, does affect the escape 
factor measurement because the pR deduced from the absorp- 
tion of Kr lines yields the pR of only the fuel ( P R ) ~ ,  whereas 
the Stark profile depends on the total density p ~ ,  including 
shell material mixed into the fuel. Combining Eqs. (3), (7), and 
(8), we can relate the volume-averaged fraction of density due 
to mixing 5 = pmix i p F  to TO: 

We can understand the effect of mixing on the opacity as 
follows: Without mixing. the opacity zo is approximately 
constant during the compression because of the two opposing 
effects: (1) increase in the pR of absorbing ions and (2) increase 
in the linewidth. The mixed shell material is involved only in 
the second effect, which causes a net reduction in the opacity. 

The experimental determination of the mixing fraction 
consists of measuring the escape factor G(zo), deducing zo 
from Eq. (6) (or from a more detailed equivalent thereof), and, 
finally. finding SfromEq. (9). In addition to using a crude Stark 

profile. Eq. (9) is correct only for a point source (central hot 
spot). As mentioned earlier, Mancini et al. l 5  have shown that 
for a spherically uniform source, G(zo) is twice as big as for the 
point-source case. To determine which geometry conforms 
better to the experiment we can examine two experimental 
signatures: (a) for auniform source, the core image size at high 
photon energy will be about the same as that at low photon 
energy, whereas for a hot-spot source the former will be much 
smaller than the latter; and (b) for a uniform source the 
observed line profile will be flat topped, whereas for a hot-spot 
source a self-reversal (or minimum) will be observed at the 
position of the profile peaks. 

A Method for Measuring the Escape Factor 
The escape factor of a line can be measured by comparing 

its measured intensity to that of another line. both of which 
have the same upper level. The first should have an opacity zo 
>> 1, the second TO << 1. The two helium-like Kr lines we 
selected are (a) the Lyman-0 line, 1s3p1P - l s 2  'S 
(at 0.8033 A) and (b) the Balmer-a line, 1s3p1P - ls2s I S  

(at 5.0508 A). Note that what we refer to here as Balmer-a is 
the helium-like, 3-2 transition that shares an upper level with 
the helium-0 line (and not, for example, to the stronger 
1s3d1D - 1s2p1P transition at 5.3463 A). Previously, we 
mentioned the he l ium-a  l ine corresponding to the 
1s2p1P - ls2 'S transition. For krypton ions, both the transi- 
tions to the ground level and the 3-2 transitions are easily 
accessible to x-ray measurement. Thus. for argon, the 3-2 
transitions are too soft (A > 20 A) for common x-ray crystal 
instruments, and they also suffer very high opacity in travers- 
ing the target. 

By making an appropriate choice of the krypton fill pres- 
sure, the opacity (for resonant absorption) of the Lyman-0 
line at peak compression will be >>1, while that of the 
Balmer-a will be <<I .  It was estimated earlier that for a Kr 
fill pressure of 0.01 atm, the opacity zo of the helium-Pline will 
be -0.5. Thus, for a fill pressure in the range of 0.1 to 1.0 atm, 
TO will be in the range of 5 to 50. The opacity of the Balmer-a 
line will still be negligible since it is absorbed by ions in the n 
= 2 shell (whereas the helium-0 line is absorbed by ground- 
level ions). Figure 61.2 shows that the population of n = 2 
absorbing ions is smaller than that of 11 = 1 absorbing ions by 
several orders of magnitude. Due to the expected merging of 
the 1 ~ 3 ~ ' ~  and 1s3d1D levels, both ions in the 1s2p1P and 
1 ~ 2 ~ ' ~  levels can absorb the broadened Balmer-a line; 
these constitute 113 of all n = 2 ions. With no merging. only 
1/16 of the 11 = 2 ions can absorb the 1s3p1P - 1 . s 2 . ~ ' ~  tran- 
sition. The high opacity of the resonance line 1s' - 1s2p1p 
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will also increase the n = 2 population (this effect is not Finally we estimate the expected sensitivity of the method 
included in Fig. 61.2). for measuring the degree of shell-rue1 mixing. To find G from 

Eq. ( 10) with a precision of approximately +20%, the relative 
In the absence of any absorption, the intensity ratio of these intensity of eachof the lines must be measured with aprecision 

two lines ILy/fBa would simply be given by the ratio of the 
Einstein A coefficients (spontaneous emission probabilities) 
ALylABa and be independent of any atomic modeling. Since A 
(Lyman-P) = 4.453 x loi4 s-I and A (Balmer-a) = 6.163 x 
10" s-I, ALy/ABa = 72.25. In the case discussed here, the 
observed intensity ratio ILyllBa will be lower than the ratio of 
the Einstein A coefficients ALylABa, by the escape factor G 
for the helium-P line. Thus, G can be found from 

of _+lo%, which requires the relative calibration of two 
instruments for the two very different wavelengths used here. 
A suitable procedure is as follows: the intensity ratio ILy/lBa 
for the case of a very low Kr fill pressure (-0.01 atm) is simply 
given by the known ratioALylAna. Since, for Stark profiles, G 
depends15 asymptotically on z0 like l /z i t5 ,  an error of +20% 
in G will result in an error of k33% in zo. Finally, finding the 
relative mixing from Eq. (9), this error translates into an error 
of +50% in 1 + 5 .  Thus, the method is useful only for exten- 
sive mixing, where 4 is not much smaller than 1. 
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