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In Brief 

This volume of the LI,E Review, covering the period January-March 1994, contains articles on 
backlighting diagnostics; the effect of electron collisions on ion-acoustic waves and heat flow; using 
PIC code simulations for analysis of ultrashort laser pulses interacting with solid targets; creating a 
new instrument for characterizing thick cryogenic layers; and a description of a large-aperture ring 
amplifier for laser-fusion drivers. Three of these articles-backlighting diagnostics; characterizing thick 
cryogenic layers; and large-aperture ring amplifier-are directly related to the OMEGA Upgrade, now 
under construction. 

Highlights of the research reported in this issue are 

The expected backlighting and self-emission images of a particular CH target to be imploded on 
the OMEGA Upgrade are calculated. To overcome the problem of target self-emission, the image 
should be monochromatized with a diffracting crystal. A computer study delineates the interesting 
images that may be expected. 

Previous calculations of the damping rate of ion-acoustic waves were based on inclusion of ion- 
electron collisions alone. Here, a Fokker-Planck code allows us to include electron-electron 
collisions as well. Significant corrections can occur for low-Z plasmas in the moderate collisional 
range. The effect on the thermal conductivity is also determined. 

PIC code simulations of the interaction of a short-pulse laser with a plasma have been carried out. 
A very short scale-length regime, with vacuum heating, and a long scale-length regime, with classic 
resonance absorption, have been identified. In between. there is an interesting and complex 
transition regime. 

Future OMEGA Upgrade targets will have much thicker cryogenic fuel layers than those dealt 
with here in the past. Improved interferometric methods are necessary for accurate character- 
ization. In response. a convergent beam interferometer has been developed, and its properties 
are described. 

A large-aperture ring amplifier (LARA) has been developed, with a clear aperture of 37 mm. that 
delivers output energies in excess of 15 J in a 1-ns pulse at a wavelength of 1.053 pm. 

Albert Simon 
Editor 





Target Imaging and Backlighting Diagnosis 

The case of an x-ray backlighting image of a CH-shell target 
imploded by the OMEGA Upgrade laser system has been 
calculated and analyzed. The goal is to obtain information on 
the conditions at peak compression, where the experimental 
constraints due to target self-emission and required spatial 
resolution are maximal. Particular attention is devoted to the 
problem of discriminating against the target self-emission. It is 
shown that this can be done by obtaining a monochromatic 
image at a single spectral line emitted by the backlighter. 
Additionally, the target self-emission image has useful signa- 
tures, which can be studied with or without a backlighter. Two 
experimental configurations for monochromatic imaging are 
discussed: (a) an x-ray microscope with a flat crystal mono- 
chromator, and (b) pinhole imaging in conjunction with a 
curved crystal monochromator. Useful images are obtained 
with simple (undoped) CH-shell targets and without the need 
for a short-pulse backlighter beam. 

The method of x-ray backlighting offers some advantages 
over methods employing target emission for the study of 
compression and stability of laser-imploded targets. One ad- 
vantage of backlighting over emission imaging is the poten- 
ti a1 to delineate the interface between the pusher and the fuel. 
This capability is more easily realized if the compressed fuel 
is relatively cold near the interface (i.e., a temperature gra- 
dient exists in the fuel). Such information can, in principle, 
provide a direct measure of compression and evidence of 
any shell distortion. Emission methods can only delineate the 
hot core, which may consist of the fuel as well as an 
indeterminate section of the pusher. An additional advantage 
is the ability to choose a short-enough backlighting wave- 
length (say, d < 3 A) to avoid too high an opacity; with 
emission, the interface region is often not hot enough to emit 
such short wavelengths. 

An important ingredient in the backlighting schemes, as 
discussed below, is two-dimensional monochromatic imaging; 
this added feature can be likewise applied to, and enhance, 
methods based on target emission. Monochromatic imaging 
can be used to probe a particular layer in the target, which is 

doped with a suitable material. The imaging then involves a 
particular atomic transition of that material that gives rise to 
either monochromatic emission or absorption. However, in 
the case of backlighting, monochromatic imaging must be used 
even in the absence of a doped layer to overcome the back- 
ground due to target emission. 

When performing backlighting imaging, the self-emission 
of the imaged target is normally considered a hindrance and its 
suppression is considered desirable. In the test case studied 
here the backlighting and self-emission images happen to be of 
comparable intensity. This is an advantageous situation be- 
cause the two image components provide complementary 
information on the compression and implosion uniformity. 

Most backlighting experiments in the past were less chal- 
lenging. Typically, they used softer backlighter radiation 
(d > 8 A) than we envisage using here. Softer radiation is 
heavily absorbed by the shell so it can only delineate the outer 
surface of the shell. This kind of measurement cannot yield 
reliable information on the compression or stability. Softer 
radiation is easier to produce in copious amounts, and the 
requirements on spatial resolution in imaging the outer sur-  
f ace  of the shell are more moderate. Additionally, the prob- 
lem of target self-emission in those earlier experiments was 
much less severe because the self-emission of a low-Z poly- 
mer target is mostly very weak, except for the emission from 
a highly compressed core, such as predicted for OMEGA 
Upgrade targets. 

Case Study of Experimental Parameters 
We discuss the feasibility of backlighting experiments, 

using the LILAC code for simulating a candidate OMEGA 
Upgrade target. The target is a polymer shell of 940-ym diam 
and 30-ym thickness, filled with 80 atm DT gas, and imploded 
by a trapezoidal pulse. The pulse rises linearly over a 0.1-ns 
period to 13.5 TW, then remains constant for 2.2 ns, before 
dropping linearly over a 0.1-ns period. LILAC results were 
used for simulating the expected backlight image for this test 
shot. Figure 58.1 shows the density and electron-temperature 
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profiles predicted for this target at peak compression. The 
shell material has been compressed to a mean radius of -50 pni 
and thickness of -30 pm, with a density in the range of 
- 10-50 g/cm3. corresponding to a pAr value of -90 mg/cm2. 
The electron temperature in the shell ranges from -80 to 
-1000 eV. Most of the backlight radiation absorption will 
occur within the colder, outer part of this compressed shell. 

Radial coordinate (pm) 

- - - - - - - -- - - --- -- - - 

Figure 58.1 
The dcnsity and electron-temperature profiles predicted by the LILAC code 
at peak compression for thc case studied i n  this article. 
-- --- - -- - -- - -- -- 

Absorption Modeling 
A simplified post-processor code was developed to calcu- 

late the transport of backlight radiation through the polymer 
target. The absorption at a wavelength 2 in the CH nlaterial 
consists of two contributions: free-free (brernsstrahlung) and 
bound-free (photoionization); other absorption mechanisms 
(such as Compton scattering) are negligible for radiation of a 
few-keV photonenergy. The free-free absorption coefficient at 
a frequency  in cm-l) is given by 

given by 

where gbfis the bound-free Gaunt factor, tz is the principal 
quantum numher of the absorbing level, and kbf has to be 
calculated separately for each ionic species. For helium-like 
and higher ionic species, z4 is replaced by (s-cr)" where c i s  
the Slater screening constant that equals1 0.3 for K-shell 
electrons. Neglecting the contribution to the opacity from 
L-shell and higher-shell electrons, the total opacity along 
various rays traversing the target can be now calculated, using 
the LILAC-predicted profiles of electron denaity and tempera- 
ture through the target. To know the various N ;  that go into the 
calculation of kbfas well as into the ; averages, we need first 
to calculate the distribution among the charge states (degrees 
of ionization). To calculate the charge-state distribution of 
carbon ions we make use of the LTE (local thermodynamic 
equilibrium) model. The LTE model becomes more valid as 
the plasma density increases and the temperature and the 
atomic charge Z decrease. These conditions indeed prevail 
within the cold, compressed part of the shell, made of low-Z 
polymer material. To verify the applicability of LTE we use 
the condition2 given by Griem: 

where EH is the ionization energy of hydrogen (13.59 eV) and 
n is the loweat principal quantum numher for which the level 
population is still in LTE with the continuum (i.e., whose 
population is related to that of free electrons by the Saha 
equation). For a typical temperature of 150 eV within the 
compressed shell, which is the principal absorber of backlight- 
ing radiation, and with Z = 6 and n = 1, Eq. (3) becomes N ,  > 
3.2 x l ~ ~ % m - ~ .  This is well below the predicted values of 
N, 2 1 x loz5 ~ n l - ~ .  

We use the Saha equation to calculate the distribution of 
carbon ions in the c+', and ct6 charge states, while 
ignoring lower ionizations (which are negligible even at the 
lowest existing temperature, -80 eV). The charge-state densi- 
ties are then given by the set of equations: 

2 312 
where y i s  the free-free Gaunt factor (quantum correction). ( N P N + ~ / N + ' )  = [ 2 ~ ' ~ ( ~ ) / ~ + ' ( ~ ) X 2 m 7 z f l / h  ) 
For a multispecies target, :2i~JVi is replaced by N: ( z 2 ) / ( z )  in 
terms of species averages. The bound-free absorption coeffi- 
cient for K-shell electrons (in crn-I) in hydrogen-like ions is ~ X ~ [ - ( E ' ~  - M+~)/KT] , (4) 
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where Z(T)  is the partition function, Ef5 is the ionization 
energy of hydrogen-like carbon, Ef4 that of helium-like car- 
bon. and Nc is the total carbon ion density. The reduction in 
ionization energy AE is calculated by an approximation3 to the 
theory of Stewart and ~ ~ a t t : ~  

.r = r D / r i  , in terms of the Debye radius m and the interionic 
distance ri: 

It should be noted that to calculate the charge distribution, we 
need to know ( z )  in Eq. (8), which calls for an iterative 
solution. To simplify the calculation we adopt the LILAC value 
of ( z )  for Eq. (8), since the reduction in ionization energy is 
needed only as a correction in the calculation of the charge 
distribution. Using the resulting densities, we can readily 
calculate the ; averages, as well as the total bound-free opacity 

where khf14 is the bound-free opacity due to the helium-like 
carbon ion, and khji5 due to the hydrogen-like carbon ion. 

For the simulation we choose a backlight wavelength of 
2.62 A, corresponding to the 1 s 2 ~ - l s ~  line of T~+'O. When 
irradiating a titanium backlighter target, this will be the stron- 
gest line, with a relatively low level of underlying continuum 
r a d i a t i ~ n . ~  We assume that the backlighter is irradiated by a 
single beam, identical to an OMEGA Upgrade beam with an 
energy of 500 J and the same pulse duration and shape as 
described above. We further assume a backlighter focal spot 
of 150-pm diam, giving rise to an irradiance of -1.4 x l0I5 
w/cm2. This diameter is sufficiently large for imaging the 
core at peak compression at which time the outer shell dia- 
meter is only -120 pm. The optimal choice of wavelength for 

a particular target implosion is one giving an opacity of -1 in 
going through the target center at the desired time of probing. 
In this way the image will show the higher opacity going 
through the limb than through the center, thus delineating the 
outer as well as the inner surface of the cold pusher. 

Monochromatic Absorption Images 
In Fig. 58.2 we show examples of the predicted instanta- 

neous backlighting images of the 2.62-A line at various times 
during target compression. The abscissa is the lateral coordi- 
nate in the image plane, assuming unit magnification. The 
backlighting incident intensity is assumed to be unity. Target 
self-emission was not included in this calculation. The images 
assume that a monochromator was used for the detection; 
methods of monochromatization are described below. We see 
that titanium was a suitable choice for this target implosion; 
indeed, the opacity through the target center at peak compres- 
sion [Fig. 58.2(e)] is -0.9. As a result, the absorption through 
the target center is visibly lower than that through the limb. 
[The opacity through the limb in Fig. 58.2(e) is -2.3.1 The 
position of the minimum in the curve (maximum absorption) 
corresponds approxinlately to the fuel-shell interface; how- 
ever, it is slightly larger than the interface radius. Thus, the 
minimum of the 2.87-ns frame [Fig. 58.2(e)] is at a radius of 
-58 pm, while the interface (Fig. 58. I) is at a radius of -45 pm. 
For homogeneous shells, the dip in the backlight image would 
correspond to a line of sight that is tangent to the fuel-shell 
interface; this direction corresponds to the longest chord 
through the target, therefore to the highest opacity. The main 
reason for this difference is the fact that the inner part of the 
shell is hot and has lower absorption (additionally, the density 
at this time peaks outside the interface radius). This difference 
yields an underestimate by a factor of -2 in the derived 
compressed density. In cases where the electron-temperature 
profile is more centrally peaked, the absorption-profile mini- 
mum will yield a value closer to the correct density. 

To minimize the smearing effect due to time integration, a 
framing camera can be employed behind the imaging device. 
In this case, only one frame can be easily accommodated 
because the various frames in a framing camera are recorded at 
various spatial directions. whereas here only one direction will 
yield the desired image: that given by the line connecting the 
main and backlighter targets. Figure 58.2 indicates that during 
a period of - 100 ps around peak compression (from -2.8 to 
-2.9 ns) the backlight image changes very little. Therefore, the 
method used to obtain time resolution need not achieve better 
than -50-ps resolution (for probing peak compression). 
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Figure 58.2 
Examples of the predicted backlighting images at various tirnes during the compression. The backlighting incident intensity was normalized to unity, 
Monochromatic backlighter was assumed at 2.62 A (titanium). Target self-emission was not included. The vertical bars mark the fuel-shell interface. 

Alternatively, the backlighter x-ray pulse can be shortened 
by using a polymer-coated Ti target, so that the Ti emission is 
delayed. To test this possibility we simulated the emission from 
a titanium target coated with varying thicknesses of polymer 
(CH) and irradiated with a single OMEGAUpgrade beam. The 
pulse shape was typical of those projected to be used in high- 
performance implosions: its total duration is 9 ns, it rises 
slowly first and then faster, until reaching a plateau of 0.3 TW 
from 8 to 9 ns, then dropping to zero. The total pulse energy is 
0.5 kJ. This pulse shape is different than that described above, 
and used everywhere else in this work, and was chosen to 
verify x-ray pulse shortening even for this longer pulse. To 

simulate a backlighter disk of 150-pm diameter, irradiated at 
1.4 x lo i5  W/cm2, we assumed in the simulations a spherical 
target of 300-,um radius, irradiated at that irradiance. We 
summarize the results in Fig. 58.3, showing the x-ray emission 
from an uncoated titanium target, as well as from a titanium 
target coated with an 18-pm-thick CH layer. The x-ray emis- 
sion is integrated over the 4.5- to 5-keV energy band, compris- 
ing mostly the ~ i + ~ ~  resonance line at 4.73 keV. Even with no 
CH coating. the x-ray pulse is considerably shorter than the 
incident laser pulse because the early ("foot") part of the 
laser pulse is too weak to yield significant x-ray radiation 
within this energy band. A coating of 18 ,urn CH further 
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shortens the x-ray pulse to a width of -160 ps, while reducing 
the x-ray power by only a factor of -2. Thicker coatings cause 
precipitous reduction in x-ray power and are thus not useful. [ ( v  Y )  = z B L ( v )  exp[-!(vo> r)dx] 

larger than the spectral width of the backlighter line. For a 

6 

5 -  
9 
LI 

4 -  5 
a 

3 -  
? 

2 -  

1 

0 

Figure 58.3 
wider bandwidth we sample a larger fraction of the continuous 
self-emission, but the intensity from the backlighter (assumed 

4 6 8 10 
trast between the backlighting and the self-emission images. It 

E6923 Time (ns) will be realized only if the monochromator bandwidth is not 

I I 

Simulated x-ray emission from an uncoated titanium target. as well os from to be mostly in a single spectral line) will remain about the 
a titanium target coated with an 18-pm-thick CH layer. The x-ray emission is same, lowering the contrast, 
integrated over the 4.5- to 5-keV energy band, comprising mostly the ~ i + ~ ( '  

X 2  

resonance line at 4.73 keV. 

+ 1 r(vo, r) exp [ Y ~ ( V ~ ?  r')dx'] dx , (I 2) 
- 

Uncoated Ti X I  

where .xl = - R~ - I ( 21'12 y2)lI2, x 2 = - x , ,  r = x 2 + y  , 
I I 

= ( + 2 )  , R is the target radius, IBL(vO) is the spectral 
intensity emitted by the backlighter at the line-center fre- 
quency vo (i.e.. at 2.62 A), and the local emission r(v) is given 
by Eq. (1 1). The resulting one-dimensional profile I(vo,y) is in 

- reality. of course, circularly symmetric. Since we chose 
IBL(v0) to correspond to the peak of the backlighting line. the 
profile calculated by Eq. (12) gives the highest possible con- 

Emission Profiles 
The backlighting images (such as in Fig. 58.2) should now 

be combined with the target self-emission profiles. We note 
that in LTE the local emission ~ ( v )  and the absorption coeffi- 
cient k(v) are related through Kirchhoff's law,6 in terms of the 
blackbody function B,: 

where K is the Boltzmann's constant. Expressing Eq. (10) in 
explicit units, 

We next estimate the backlighting irradiance IBL(v0) at the 
2.62-A wavelength, the l ~ 2 ~ - l s ~  transition of T ~ + ~ O .  The 
assumed laser irradiance on the backlighter is 1.4 x 1 0 ' ~  
w/crn2, or 9.4 x lo2' keV/(ns cm2). At this irradiance, the 
x-ray yield for producing the ~ i + ? "  line at 2.62 A can be 
conservatively taken5 to be 0.03% into unit solid angle perpen- 
dicular to the target, giving an x-ray flux of 2.8 x 1018 keV/ 
(ns cm' Q). To calculate the flux per unit photon energy. as 
explained above, this number has to be divided by the larger of 
the spectral line width and the instrumental width. The former 
is - 1.2 eV (see below), whereas a typical instrumental width 
would be -4 eV. We finally obtain for the backlighting 
spectral flux at the frequency vo of line center 

where Q designates solid angle. The total spectral intensity Using this value and the plasma profiles calculated by the 
emerging along a line of sight (in the x direction) at a distance LILAC code (Fig. 58.1) we solve Eq. (12) numerically to 
y from the axial direction. due to both the backlighter as well obtain the combined image of backlighting and self-emission. 
as the target self-emission. is obtained by solving the radiation The imaging device is assumed to have unit magnification 
transport equation and throughput. 
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We show in Fig. 58.4 the combined monochromatic image 
(at 2.62 j\) due to backlighting and self-emission at peak 
compression, intercepted by a monochromator crystal of 4-eV 
bandwidth. The curves are normalized to the spectral intens~ty 
of the backlighter, 7.0 x 10" keV/(keV ns cm2 Q) We note 
that the two contributions (backlighting and self-emission) are 
of comparable intensity in this particular case. This indicates 
that without the use of a rnonochromator crystal the self- 
emission will dominate the image and render the method 
impractical. Thus, if instead of using a monochromator we 
were to use a filter, the intensity of the monochromatic back- 
lighting radiation (consisting of mostly a single spectral line) 
will remain about the same, but that of the continuous self- 
emission will greatly increase. For example, an appropriate 
filter for the 2.62-A titanium line would be a 25-pm-thick 
titanium filter. Such a filter will produce a bandpass of an 
- I  -keV width (spanning the range -4 to -5 keV) as compared 
with the -4-eV bandpass of the mvnochromator crystal. 

~ h 9 2 6  Radial coordinate (pm) 
--------- 

Figure 58.4 
The combined image due to backlighting and sclf-emission a t  peak compres- 

sion of an imploded CH shcll. The image is calculated aaauming a 

monochro~natic detection at the Is?p-ls2 line uf a titanium backlighter 
( A =  2.62 Aj .  The curbes are normalizcd to a spectral intensity of 7.0 x loZo 

keV/(heV ns cm2 Q). 
- --- -- - -- - -- 

?'he fact that both image components have comparable 
intensities makes the imaging method more powerful because 
information on both the cold shell as well as the interface can 
be simultaneously obtained. An underperforming target can 
be expected to show an absorption dip that is both shallower 
(becausc of a lower areal density pAr along the corresponding 
chord) as well as displaced to a larger radius (because of a 
lower compression). If the target performance great1 y deviates 
from predictions (leading nor~nally to a colder core), we may 

have to employ softer radiation to see a comparable image. 
Also. the two-dimensional image can show long-wavelength 
perturbations of the spherical symmetry. 

Of particular interest is the spike seen in the self-emission 
image at a radial distance of -40 pm. This spike is emitted by 
the innermost surface of the CH shell and is due to the so- 
called "limb darkening," or the fact that the depth of a line-of- 
sight through the rim of a shell is longer than that through its 
center. In the complete two-dimensional image this spike will 
appear as a circular ring and will closely correspond to the 
fuel-shell interface. It provides therefore a direct measure of 
the achieved compression. Because of the potentiill usefulness 
of this spike we study its characteristics in svrne detail. The 
spike. if observable, can be used also in experiments with no 
backlighting. The image will not be then purely monochro- 
matic, as in Fig. 58.4, but will instead be averaged over the 
transnlitted spectrum of the filter. Our calculations also 
showed that averaging the image over the transmitted spec- 
trum of a 25-pm-thick titanium filter hardly changed the self- 
emission image in Fig. 58.4. 

The spike in Fig. 58.4 is spatially very narrow (-3 p m  wide) 
because only the innerrnost surface of the CH shell is hot 
enough to emit the 4.73-keV radiation contributing to the 
image. As Fig. 58.1 shows, that temperature is in the range 
-0.6-1.0 keV. If the core in an actual experiment is colder, 
the spike will be too weak to be seen, unless we choose 
softer radiation (E < 4.7 keV) for the imaging. Furthermore, 
an excellent spatial resolution is required. In Fig. 58.5 we 
show the result of a convolution of the emission image of 
Fig. 58.4 with an imaging device of 6-,urn spatial resolution 
(and unit magnification). The spike is still seen, but poorer 
resolution renders it indistinct. 

Figure 58.6 shows the self-emission of the test-case target 
at various photon energies. The motivation is to maximize the 
spike visibility; thereSol-e, the backlighting part of the image 
was eliminated. The contrast of the spike with respect to the 
central peak maximizes in the 4- to 5-keV spectral range. To 
understand this we turn to Eqs. ( I  I ) and (12). The factor k ( E )  
E~ appearing in Eq. (1  1) is essentially independent of E. By 
writing the derivative dEldT from Eq. (11) we see that at 
higher photon energies the contrast between the spike and the 
central emission falls due to the exp(E1T) factor. This is 
because the central core is hotter than the shell interface re- 
gion, and, when EITis smaller, the exponential term increases 
more slowly with increasing E. At low photon energies, ab- 
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EhY?4 Radial coordinate (pm) 

Figure 58.5 

Convolution of the emission image of Fig. 58.1 with an imaging device of 
6-pm spatial resolution (and unit magnification). 

100 

I I I I 

- Before convolution 

sorption sets in and the limb-darkening effect disappears. The 
observed radiation from the hot part of the shell comes from the 
outer surface of that region and does not depend on its depth. 

- 

To maximize the spike emission it is instructive to know 
the relative contribution of the hydrogenic fuel and the CH 
shell to the emission profile. Figure 58.7 shows the emission 
profile of Fig. 58.4 w ~ t h  and without the hydrogenic fuel 
contribution. Even though the fuel has a lower nuclear charge 
than the carbon in the CH, a significant fraction of the central 
emission comes from the fuel because the fuel temperature is 
considerably higher than that in the shell. To increase the shell 
emission we may dope the CH shell with a higher-Z element. 
Irrespective of the detailed atomic physics of a high-Zdopant. 
its final effect is to increase the absorption coefficient and, 
through it, the local emission [see Eq. (1 I)]. To simulate doping 
we therefore multiply the absorption coefficient (and thereby 
also the emission coefficient) by a number rn, w h ~ c h  
in Fig. 58.8 assumes the values 1, 2, 4, and 10. The only 
indeterminate information here is the quantity of a given type 
of dopant corresponding to each rn. Figure 58.8 (calculated for 
a photon energy of 5 keV) shows that doping the shell cannot 
increase the contrast of spike to fuel emission because the 

- - After convolution 
(6-pm resolution) - 

EN28 Radial coordinate (pm) 
pppp. - 

Figure 58.6 
Self-emission profiles of the test-case target at various photon energies. 

The curves are normalized to a spectral intensity of 7.0 x 1 0 ~ ~  keV/(keV ns 
cm* Q). 
-- - - -- 

I 
I 

- - 

- - 

. I I I I  

0 50 

opacity through the region emitting the spike is not negligible 
(it is of order 1). For negligible opacities, the strong Z depen- 
dence of the absorption coefficient [Eqs. (1) and (2)] when 
substituted into Eq. ( I  1) will result in much higher emission. 
However, when opacity is not negligible, the increase in the 
absorption coefficient, which also appears in the exponent of 
the attenuation [see Eq.(12)], will dominate and limit the spike 
intensity to that of a blackbody emitter. Additionally, the 
doped cold shell will further absorb the radiation emitted at 
the interface region. The length corresponding to this absorp- 
tion is longer than through the center; this turns a flat-topped 
profile, characteristic of a high-opacity emitter, into the bell- 
shaped profiles for the high-rn cases in Fig. 58.8. 

Finally, we note that if the spike is still observed in the 
presence of mixing (which will be the case if the mixing is 
modest), it would permit an estimate of the degree of mixing. 
Mixing will raise the fuel emission (hence, the central peak in 
the image) relative to the spike emission. To simulate this 
effect, we show in Fig. 58.9 the emission profile when the fuel 
absorption coefficient is multiplied by in = 1, 2, and 4. Since 
the absorption coefficient of hydrogen is purely due to 
inverse bremsstrahlung, which depends on Z like z2 [see 
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TARGET IMAGING AND BACKL~GHTING DIAGNOJI.T 
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Figure 58.7 
En~ission profile of Fig. 58.4 with and without the hydrogenic fuel contribu- 

- -Excluding DT fill - - 
- 

- 2 
N . - 

tion. 
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Eq. (1 )], we can estimate the amount of CH mixed into the fuel 
for the In = 4 caqe as 8% by atom numbcr. Much higher levels 
of mixing and shell distortion will make the spike disappear 
and render thi\ method inapplicable. 

0.4 
P 

f 

i2 0.2 

0.0 

Image Monochromatization 
To improve the absorption-image visibil~ty we assumed 

above that the backlighter emission is intercepted by a mono- 
chromator crystal that is angle adjusted for peak diffraction at 
2.62 A, the backlighting wavelength. The narrow reflection 
window of the crystal will greatly reduce the reflected broad- 
band self-emission but will only slightly attenuate the single 
backlighting line. Roughly, the energy band diffracted by the 
crystal will be - 1 eV, as compared with a filter transmission 
window of - I keV. Thus, without a monochrornator, the peak 
self-emission tlux will be several orders of magnitude higher 
than the backlighter flux. 

- - 
- : - 

I  I L 1 I I I I I I I I  

We now discuss in more detail the effect of introducing an 
x-ray reflecting crystal into the detection system. A problem 
we need to consider is the limitation on the field of view 
caused by the fact that the wavelength selection by a crystal is 
related to directional selection. In the dispersion direction, 
each wavelength can vnly be diffracted within a narrow angu- 
lar diffraction range (,of the order of - 10-"ad) around the 
Bragg angle. However, the image generated by either a pin- 
hole camera or a microscope can have a larger divergence than 
the acceptance angle of the crystal, in which case the mono- 
chroruatic backlighter image may be clipped. For example, a 
150-pm image size that is recorded by a pinhole at a distance 

~ 6 9 2 9  Radial coordinate Wni) 

Figure 58.8 
Sirnulation of shell doping with a high-Z additive. The absorption coefficient 
in the shell is multiplied by nz. Detection is at 5-keV photon energy. 

- - -- - -- - - -- 
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---------------- 

Figure 58.9 

E~nission profiles when the fuel absorption coefficient is multiplied by in,  to 
simulate shell-fuel mixing. Detection is at 4.73-keV photon energy. 
~- 
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TARGET IMAGING AND BACKLIC;HTING D~AGNOS~S  

of 50 mm from the target corresponds to a divergence angle of tation on the solid angle occupied in the target vacuum tank, 
3 x lo-' rad. Since an x-ray microscope is placed at longer only small Bragg angles are feasible. The advantage of large 
distances (-200 mm), the divergence is smaller (-7 x 1 o - ~  rad). Bragg angles described above disappears, but the focusing 
To minimize the clipping problem we need to maximize the geometry compensates for this. A film is placed close to the 
crystal acceptance angle A& for a given linewidth AA. To crystal because farther from the crystal the focusing due to the 
see the relationship between the two. we differentiate the curvature of the crystal eliminates the imaging. We have then 
Bragg condition 2dsinOB = A and obtain two options for monochromatic imaging, both shown sche- 

matically in Fig. 58.10: (a) using an x-ray microscope with a 
E / a E  = A/AA = tan OB/AOB. (14) flat crystal (topaz) interposed just in front of the recording 

medium, and (b) pinhole imaging coupled to a curved-crystal, 
The resolving power UAA is a slowly varying function of the Rowland-circle spectrometer. In (a) the Bragg angle is large 
Bragg angle OB, so to maximize AOB we should maximize BB. (e.g., 74.5" for topaz). whereas in (b) the Bragg angle is small 
This requires selecting a crystal whose 2d spacing is only (12"-18" in our present design). 
slightly larger than the relevant wavelength, so that the diffrac- 
tion angle will be close to 90". One appropriate choice for the K-B 
2.62-A wavelength is topaz (303), of 2d spacing 2.712 A, T~~~~ microscope Crystal 

giving a Bragg angle of 74.5". However, topaz has a high 
resolution (-6000), which makes AOB narrow. If we choose Backlighter 
Ge (1 11) of 2d = 6.545 A and resolution -3000, the Bragg 
angle for the 2.62-A line will be only 23.5". Using Eq. (10) klighter 
we see that the gain of a factor of -2 in AOB, with respect to (b) 
topaz (because the resolution is lower), is outweighed by a Target 
decrease of a factor of 8 in tanOB. 

& 
Film 

The resolving power UAA of topaz (303) was measured7 
to be -lo3 in the range OB = 10"-40". Extrapolation to 
OB = 74" yields a resolving power of -6 x lo3. which from 

Film 
Eq. (14) corresponds to AOB= 6 x 10-~rad.  This divergence is 

Fh917 . . 

smaller than that of the image of either the pinhole camera 
-- - -- - 

(4 x lop3) or the microscope ( 1 x lop3). However, the clipping ~i~~~~ 58, 
problem is actually less severe due to the spectral linewidth Schematic representation of two geometries for monochromatic backlight- 

AA, For example, the Doppler width of the 2.62-A line in a ing: (a) Kirkpatrick-Baez x-ray microscope and a flat diffracting crystal; 

titanium of ion temperature T~ = 500 e~ is AE, = (b) pinhole imaging with a curved crystal on a Rowland circle. 
- 

1.2 eV, which corresponds to AOB = 9 x lop4 rad, about equal 
to the microscope image divergence. The finite spectral The basis for imaging with a curved crystal, as stated 
linewidth causes the crystal to reflect in each direction a above, is that all rays diverging from a single point on the 
slightly different wavelength within the linewidth. This eases Rowland circle and diffracted by a Johansson-type curved 
the clipping problem but results in an intensity reduction of the crystal fall on the crystal at the same Bragg angle. This 
order of 619 = 0.67. The field of view is still a problem for the assertion needs to be examined since the pinhole located on the 
pinhole-camera imaging, but not for microscope imaging. Rowland circle [Fig. 58.10(b)] has a finite aperture. To find 

the divergence due to this finite size. we make use of the 
The problem of limited field of view can be overcome by dispersion relation8 of the Rowland spectrometer: A1 = R AOB, 

using a curved crystal (the Rowland circle geometry8), so that where R is the radius of curvature of the crystal (i.e.. twice the 
all rays forming the image have the same angle of incidence radius of the Rowland circle) and ABB is the change in the 
on the crystal. This is strictly true only for a Johansson-bent incidence angle on the crystal, corresponding to a travel A1 
crystal. The resulting geometry is as follows: A pinhole is along the Rowland circle. Achoice of R = 60 cm (correspond- 
placed on the Rowland circle at a location corresponding to the ing to an actual spectrometer under construction at LLE) and 
backlighter wavelength (say. 2.62 A). The target and the A/= 10 pm(correspondingtoapinholeofthatdiameter)yields 
backlighter are placed outside the circle. Because of the limi- AOB = 1.67 x lop5 sad. This is smaller than the crystal accep- 
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tance angle AOB = 3.5 x quoted above, meaning that a 
10-pm-diam pinhole will not constitute the limiting factor in 
achieving monochromatic imaging. Instead, that limitation 
will be given by the imperfection of the crystal manufacturing 
and bending, as well as of the alignment. 

We turn now to a comparison of sensitivity using both 
methods of imaging. A K-B microscope implemented at L L E ~  
has a solid-angular aperture of 3 x lo-'. For measuring the 
4.73-keV titanium line, a gold coating is appropriate. having 
a reflection efficiency of -0.3 over the range -3.0-5.5 keV. 
The effective throughput (product of the angular aperture and 
the efficiency) is 9 x For the case of the pinhole- 
crystal method, a 10-pm-diam pinhole at 50 mm from the 
target, as assumed above, yields a solid-angular aperture of 
4 x smaller than the aperture for the case of a K-B 
microscope. This is an additional advantage (in addition to the 
ease of aligning) in using a microscope-crystal combination, 
as opposed to using a pinhole with a curved crystal. It should 
be noted that there is no sensitivity gain due to the curvature of 
the crystal in the latter case because the film is placed very 
close to the crystal [Fig. 58.10(b)], before any significant 
focusing occurs. As explained above, such focusing would 
eliminate the imaging. 

The effect of the monochromator bandwidth in reducing the 
continuum radiation participating in the image was already 
included (assuming a bandpass of 4 eV). We now calculate the 
crystal attenuation of the backlighting image for the experi- 
mental arrangement shown in Fig. 58.10(a). As it turns out, 
the results forthe arrangement in Pig. 58.10(b) for aparticular 
configuration are very similar.10 The attenuation of the back- 
light image due to diffraction off a crystal monochromator is 
only by afactor of 2-5 because the beam forming the image is 
quasi-collimated when falling on the crystal. 

We estimated above a resolving power of -6 x lo3 for the 
topaz crystal at 2.62 A; this corresponds to an energy window 
of AE,. = 0.79 eV. This happens to be smaller than the generic 
4-eV bandwidth assumed in the calculations above. We first 
note that the divergence of the beam focused by the micro- 
scope and incident on the crystal is smaller than the angular 
reflection curve. If the crystal angle is properly tuned, all rays 
are approximately incident at the angle of the peak in the 
reflectivity curve. However, the actual reflectivity is not sim- 
ply given by the peak reflectivity because of the finite spectral 
width of the 2.62-A line. The reflection as a function of 
wavelength is simply related to the angular reflection curve 

through the Bragg relation. This curve is approximately a 
Gaussian with peak reflectivity R,,, and width AE,. The 
spectral line shape can also be taken as a Gaussian of width AE,. 
The effective crystal reflectivity will be lower than K,,, 
because only rays of wavelength close to line center fulfill 
exactly the Bragg diffraction condition; the effective reflectivity 
is then given by the integral (assuming that the angle of 
incidence is the Bragg angle of peak reflectivity for the line- 
center wavelength): 

exp - AE/AE, dE = R,,,,AE,/AEl. (15) [ ( )*I 
where AE;' = AE;? + A,?;'. For increasing AE, both the 
incident intensity (first Gaussian) is decreasing as well as the 
reflectivity (second Gaussian) because the detuning from line 
center is then larger. AE, should not be construed as a total 
width; in fact AE, is smaller than either AE, or AE,. As 
expected, when AE, << AE, , R = R,,,, . In the opposite case. 
when AE, >> AE,, R = R,,,, AEc/AEI . In either case, the 
reflected intensity drops as we go to larger Bragg angles 
because (1) the peak reflectivity R,,, drops for increasing OB 
and (2) AE, also drops for increasing OB. Since the resolving 
power EIAEis usually almost constant as BB changes, it means 
that AE, changes like - l/sinOB. In the case of flat-crystal 
diffraction we are compelled to pay the price of reduced 
intensity to ensure a large enough field of view (by going to 
large Bragg angles, where AOB is larger, even though AE, is 
smaller). When using a curved crystal (Rowland spectrom- 
eter), the field-of-view problem is overcome because of the 
property of Rowland circle focusing, namely, that all rays 
diverging from a point on the circle h l l  on a Johansson-bent 
crystal at the same angle, enabling us to take advantage of the 
higher reflectivity at small Bragg angles. On the other hand. 
small Bragg angles are also mandated by the geometric con- 
straints of the target vacuum chamber. 

For the case of the topaz crystal. it was est~mated earlier 
that AE, = 0.79 eV and AEl = 1.2 eV, yielding R = (0.6611.2) 
R ,,,, = 0.55 R,,,,. To estimate R ,,,,,, we extrapolate the data 
for the integrated reflectivity of topaz to 74" and find R,,, 
-2 x Using the relationship R,,,, = AOB x R,,, and the 
value of AOB estimated above, we find R,,, = 0.33 and, 
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finally, the effective reflectivity R = 0.18. This attenuation is 
the price we have to pay for using a monochromator crystal 
for reducing the contribution of target self-emission. 

Conclusions 
The expected backlighting and self-emission images of a 

particular CH target to be imploded on the OMEGA Upgrade 
are calculated for a variety of experimental parameters. The 
goal is to image the shell at peak compression with opacity of 
the order of 1. In this case, the image should delineate the 
inner surface of the imploded shell (or at least its colder 
portion), thus providing useful information on the compres- 
sion and the symmetry. It is shown that to overcome the 
problem of target self-emission, the image has to be 
monochromatized with a diffracting crystal, and that the re- 
sulting attenuation of the backlighting image is not severe (by 
a factor of -5).  For the target studied. the two image compo- 
nents are then comparable in intensity, and both provide useful 
information on target behavior. Two experimental configura- 
tions for monochromatic imaging are described: (a) using a 
microscope and a tlat crystal, and (b) using pinhole imaging 
and a curved crystal in the Rowland geometry. Useful images 
are obtained with simple (undoped) CH-shell targets and 
without the need for a short-pulse backlighter beam. 

A particularly interesting feature is the appearance in the 
self-emission of a circular spike that closely delineates the 
fuel-shell interface but requires high spatial resolution to be 
observed. The optimization of its appearance is studied. Fi- 
nally, it is shown that mixing of shell material into the fuel at 
up to - 10% by atom number might be diagnosable by the spike. 
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Particle-in-Cell Code Simulations of the Interaction of 
Gaussian Ultrashort Laser Pulses with Targets of Varying 

Initial Scale Lengths 

Introduction 
Since the advent of ultrashort laser pulses1 there has been 
interest in the interaction of such pulses with solid targets. 
Several new modes of laser-plasma interaction at high intensi- 
ties (la2 > 1016 w/cm2 pm2) have been identified, the most 
important being "vacuurn heating,"? which dominates over 
resonance absorption when scale lengths are very short. These 
new absorption mechanisms, as well as nonlinear resonance 
absorption (wave breaking), are usually studied with a PIC 
(particle-in-cell) code. In one series of published results from 
PIC simulations, the interaction of p-polarized light with a 
plasma over a wide range of irradiances and scale lengths is 
de~cr ibed .~  The range covered in these simulations included 
the transition from resonance absorption to vacuum heating. 
The simulations were carried out for a constant pulse, and few 
details were provided on the behavior of the fields and of the 
plasma. Other published results of PIC simulations4 have 
concentrated on the effect of the radiation pressure on the 
motion of the ions at intensities in excess of 10l8 w/cm2 pm2. 
Above this intensity the interaction enters another regime in 
which relativistic effects become important. We will not deal 
with the relativistic regime in this article. Incidentally, Vlasov 
codes have also recently been developed to study these nonlin- 
ear absorption  mechanism^.^ 

Here, we present simulations in which a 100-fs Gaussian 
pulse interacts with preformed plasmas of varying scale lengths. 
These calculations simulate many of the actual experimental 
conditions in which laser pulses are preceded by either a long 
ASE pulse or a pedestal due to imperfect pulse expansion and 
recon~pression in chirp-pulsed amplification schemes. These 
simulations, carried out at an irradiance of 1 016 ~ l c m '  pm2, 
near the irradiances reached in many experiments, include ion 
motion. A set of simulations was carried out with electron-ion 
collisions included. We find that observables like the absorp- 
tion fraction, the fast-electron and fast-ion energy, and the 
production of harmonics depend strongly on the scale length of 
the initial profile. 

The calculations were carried out with the 1112-D relativis- 
tic PIC code EUTERPE.~ Electron scattering due to collisions 
with the ions is included using a Monte Carlo rotator at the 
end of each time step.' To treat p-polarized oblique inci- 
dence,  simulations are done by transforming to a reference 
frame moving in the transverse direction with velocity zid = c 
sine, where 0 is the angle of i n ~ i d e n c e . ~  This method suffers 
from two limitations: First, it does not model rippling of the 
critical surface, which becomes significant above 1018 
w/cm2 pm' and leads to a more complex angular distribution 
of the incident laser light. Second, at large angles, the maxi- 
mum density. which transforms as n,/nc = y-3(n,/nc)', 
where 

becomes very large, which forces the time step to be very small 
and the number of particles to be large in order to obtain 
reasonable results. Most of the runs were done with 50,000 
particles and with a mesh size of 500-1000 grid points. The 
absorption fraction, defined as the internal energy in the 
plasma divided by the cumulative input energy, is calculated 
in two ways: In the first way, the internal energy in the plasma 
is obtained as the sum of the kinetic energy over all the parti- 
cles minus the initial internal energy of the plasma. In the 
second way, the internal energy is calculated by subtracting the 
electromagnetic energy in the box from the time-integrated 
Poynting vector at the left (input) boundary. Ideally, these two 
methods should yield the same absorption fraction. 

Transition from Resonance Absorption 
to Vacuum Heating 

In vacuum heating,' the longitudinal electric field does not 
penetrate into the plasma because of the steep density gradient 
but reaches its maximum value in the vacuum near the plasma 
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boundary. When electrons penetrate into the vacuum wilh the 
right timing, they are accelerated outward by the large longi- 
tudinal electric field. They are then turned around by the 
oscillating field and the electrostatic potential and penetrate 
into the solid with velocity v = z ~ ~ , ,  where they deposit their 
energy. Vacuum heating becomes the dominant absorption 
mechanism when the oscillatory orbit of the electrons in the 
laser field becomes large compared to the scale length. This 
can occur for either very steep density gradient or very large 
laser intensity. 

I 
I 

We will discuss the transition from resonance absorption to 
vacuum heating for the nonrelativistic intensity regime, 1d2 < 
1018 w/cm2 pm'. We are especially interested in finding 
"observables," experimental and numerical. that lead to the 
definition of the regime. Experimental observables include the 
absorption fraction, the fast electron spectrum (deduced from 
hard x rays, K ,  emission. and electron spectrometry), and the 
harmonic emission. Numerical observables include the experi- 
mental observables, the electron phase space, the electron 
trajectories, and the longitudinal electric field profile. Veloci- 
ties are normalized to the velocity of light, positions to c/%, 

and time to where q is the laser frequency. 

The difference between resonance absorption and vacuum 
heating can be readily seen by plotting the electron trajectories 
(orbits) for two exlreme scale lengths: Lld= 1 and LlA= 0.001, 

where d is the laser wavelength. In Fig. 58.15(a), in which 
are plotted the trajectories of selected electrons (every 
1000th) near the critical surface for a constant irradiance of 
5 x 1016 w/cm2pm2, an incident angle of 30°, and Lld= 1 ,  we 
observe the growth of the electron plasma wave until wave 
breaking starts at about 60 q - ' .  Wave breaking tends to 
occur in a random fashion in the resonance region when 
electron orbits cross. The electron trajectories for vacuum 
heating, shown in Fig. 58.1 5(b), show a very different behav- 
ior. In this case the conditions are a constant irradiance of 
10" W/cm2 pm2, an incident angle of 30°, and Lld = 0.001. 
Starting with the first period of the laser, and for each succes- 
sive period (T= 2n), electrons are pulled out into the vacuum 
and returned to the solid with velocities near v0,,. Interesting 
structures can also be observed: the successive long and short 
orbits into the vacuum every two laser periods and the smaller 
orbits with a "period" of one-half a laser period. 

The difference in the longitudinal electric field profile for 
the two cases is shown in Fig. 58.16 along with the electron 
density profile. The electric field shown here, and in all 
subsequent graphs, is the oscillating field averaged over a 
period of the laser field normalized to the incident longitudinal 
electric field. In the resonance absorption case [Fig. 58.16(a)] 
the resonant field at the critical surface is large compared to 
the incident field and creates a "hole" in the density profile 
due to the ponderomotive force. In the vacuum heating case, 

(a) Resonance absorption 

Time (o-i) 

(b) Vacuum heating 

4 
Q) 

laser 

Time (o-i) 

Figure 58.1 5 
Electron trajectories for the two regimes: (a) resonance absorption: (b) vacuum heating. In both cases the laser is incident from the bottom. Only o sample of 
all the electrons is shown. Conditions are (a) 1A2 = l oL6  w/cm2 p m Z  andp-polarized light incident at 30'. LlA = 1 .0 linear, cold plasma without collisions, and 

stationary ions; ( b )  1A2 = W/cm2 pm2 and p-polarized light incident at 30°, LlA = 0.001 linear, cold plasma without collisions, and stationary ions. 
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(a) Resonance absorption (b) Vacuum heating 

Figure 58.16 

Period-averaged oscillating longitudinal electric field and electron denslty profile for the two cases in Fig. 58.15. The electric field is normalized to the incident 

longitudinal field. 

the field does not penetrate into the plasma and displays the 
swelling expected near the surface of a conductor. The peak 
value of the field in the vacuum heating case is much lower 
than that in the resonance absorption case. As will be dis- 
cussed below, this leads to much lower hot-electron energies 
for the same irradiance. 

The transition from one regime to the other is complex, yet 
it is necessary to understand the changes that are occurring 
during this transition because many experiments are carried 
out under these conditions. The most straightforward way to 
study this transition is to vary the ion density profile, holding 
the irradiance fixed. In this way we avoid the added complex- 
ity that would arise from changes in such quantities as the 
absorption fraction and the electron maximum energy due to 
changes in the irradiance. 

Interaction with Gaussian Pulses 
Most, if not all. PIC simulations are carried out with a 

temporal irradiance characterized by a rising portion followed 
by a constant intensity up to some time limited by either 
computer time, by "numerical heating" due to the statistical 
nature of the problem, or by numerical instabilities in the code. 
These irradiation conditions approximate reasonably well 
those at the peak of pulses with pulse duration larger than tens 
of picoseconds; this may not be the case in ultrashort pulse 
laser interactions. With the advent of lasers with pulse duration 
of about 100 fs, it is now possible with present day computing 
power to simulate the interaction of an entire pulse with a 
plasma. Of course, PIC codes cannot simulate realistically 

high-density plasma in which electrons are described by 
Thomas-Fermi statistics and ions by short-range interaction. 
Atomic physics processes such as ionization and radiation are 
not included in PIC codes, although some effort is being made 
to include i ~ n i z a t i o n . ~  

In this section we present the results of the study of the 
interaction of a 100-fs Gaussian pulse (full-width at half- 
maximum) with plasmas of varying initial electron and ion 
density scale lengths. The initial scale length is varied in order 
to simulate many present day experiments in which aprepulse 
creates a plasma in front of the solid surface before the arrival 
of the main pulse. Simulations with a Gaussian pulse can 
model more realistically than constant pulses the production of 
fast ions and the effect of the temporal variation of the irradi- 
ance on the absorption fraction, on the production of fast 
electrons and ions and of harmonics, and on the distortion of 
the density profiles due to the ponderomotive force. The 
simulations include ion motion and, in some cases, electron- 
ion collisions. In the collisionless case the ions have a charge 
of unity and a mass of 3600 me. In the collisional case, the 
simulations are specialized to fully ionized aluminum (Z= 13) 
and a laser wavelength of 620 nm [the wavelength of a CPM 
(chirped pulse modulated) dye laser]. The irradiance is started 
and stopped at 1% of the peak power, taken to be 1016 w/cm2 
pm2. The simulations were carried out at a 30' angle of 
incidence and included 50,000 particles. 

Four linear density profiles were used: Wil = 0.001, 0.01, 
0.1,l .O. The following experimental diagnostics are displayed 
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for these four cases: the energy spectrum of the electrons that 
entered the solid (those reaching the high-density boundary), 
the energy spectrum of all the ions at the end of the pulse, and 
the cumulative absorption fraction as a function of time. The 
effect of the initial density profile on the electric field near or 
in the plasma and on the ion density profile at the end of the 
pulse will also be discussed. 

We first discuss changes in the longitudinal electric field 
profile due to variations in the initial scale length, as displayed 
in Fig. 58.17. At the two extremes, L/A= 0.001 and L/A= 1 .O, 
the electric field shows the behavior expected from vacuum 
heating and resonant absorption respectively. As the scale 
length is decreased from LlA = 1 .O, we observe the gradual 
change from the the single resonant peak to the wave swelling 
outside the steep plasma profile. Conditions at LlA = 0.1 are 
complex: the resonant field is split and a resonance at 2 n, can 
be observed. At that scale length the resonant peak occurs near 
the edge of the plasma: the width of the resonant region is equal 
to or larger than the scale length and the orbits of the thermal 
electrons in that region can extend into the vacuum. As the 
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L/h = 1.0 

20 

10 0 0 1 10 20 30 

Distance (c/o0 ) 

gradient steepens to LIA = 0.01, some field swelling in the 
vacuum interfaces can now be observed along with aresonance 
peak at the edge of the plasma and small multi-resonances in 
the overdense plasma. At the steepest gradient the field is 
confined to the vacuum and all resonances have disappeared. 

The effect of the ponderomotive force due to the electro- 
magnetic field on the ion density profile is shown in Fig. 58.18 
at a time near the end of the pulse. The dashed line indicates the 
initial density profile. In the shortest scale length case, LlA = 

0.001, the pressure from the reflected laser beam is not large 
enough to move back the density profile during the pulse 
duration. Ions below the critical surface have expanded into 
the vacuum due to two effects: the pressure of the heated 
thermal electrons that have expanded into the vacuum and the 
electrostatic potential from electrons pulled into the vacuum 
by the vacuum heating absorption process. At such a short 
scale length the density gradient at the critical surface is not 
steepened, but lengthened due to the expansion. The medium- 
scale-length cases, LlA = 0.01 and 0.1, show a slight 
deformation of the ion density profile. This effect is caused 
by the ponderomotive pressure of the resonant field situated at 
the edge of the plasma, not by the pressure of the reflected 

Figure 58.17 
TC3j34 Distance (c/o ) Distance (c/o ) Period-averaged oscillating longitudinal electric field in the transition from 

resonance absorption to vacuum heating at the peak of the Gaussian pulse 

(400 Q-'). Laser conditions are IA? = IOl6 W/cm2 pm2 and p-polarized Figure 58.18 
light incident at 30"; the initial density profiles are linear, and collisions are Ion density profile at the end of the pulse for the conditions in Fig. 58.17. The 
not included. dashed curve is the initial density profile. 
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light. At the peak of the pulse the profile steepening is slight 
and should not affect the resonant absorption process. At the 
end of the pulse the profile for the case LlA= 0.1 was steepened 
to LlA = 0.025. Profile modification is more evident in the 
long-scale-length case bccause the resonant field is larger than 
at shorter scale lengths. At the peak of the pulse a small 
plateau is creatcd. and the local scale length at the critical 
surface is about 0.5 A. By the end of the pulse a hole about 
0.5 11, deep has been dug into the ion density profile by the 
resonant electric field. 

One of observables strongly affected by variations in the 
scale length is the harmonic emission, plotted in Fig. 58.19. For 
the case LIA = 1 we observe the harmonic emission expected 
from resonance absorption: an exponentially decreasing series 
of harmonics. For ,511 = 0.1, the harmonic series is very noisy 
andis cut off above n = 2. The case Llh=O.OI is very interesting 
in that the emission occurs at half-harmonics: 312 and 512; we 
have found no explanation for this behavior. At the steepest 
gradient, very weak harmonics are observed at n = 3 and 4, but 
none at n = 2. The low harmonic level is probably due to the 
low absorption efficiency of the vacuum heating mechanism 
at this intensity. At higher intensities the entire range of 
harmonics can be observed. 

10 '  

100 
N 3  
DJ lo-' 

10-2 

target. The maximum energy of the electrons decreases with 
scale length, in agreement with the decreasing peak values of 
the electric field observed in Fig. 58.17. It is not straightfor- 
ward to obtain a temperature from the spectra because the 
electron distribution is not Maxwellian, especially for the 
short-scale-length cases. One reason is that vacuum heating 
tends to produce beams of electrons rather than a distribution; 
the other reason is that the spectra are cumulative over a range 
of intensity, therefore over a range of temperatures. For LlA = 
0.1 and LIA= 1 .O, the distributions are nearly Maxwellian with 
temperatures of 22 keV and 35 keV respectively. For Ll/Z = 

0.001 and Llh = 0.01 the slopes of the main body of thc 
distribution yield 6 keV and 10 keV, respectively. 

Llh = 0.0 1 

E!iJ 0 20 40 60 80 100 

TC353h Electron energy (keV) 

Figure 58.20 
Cumulative distribution of the electrons entering the solid (leaving at the 

N3 right-hand-side boundary) for the conditions in Fig. 58.17. 

lo-' 
- 

The ions spectra for the four cases, another experimental 
diagnostic, are shown in Fig. 58.21. The spectra contain the 

Figure 58.19 

Power spectrum of the reflected light for the conditions in Fig. 58.17. Note 
the half-harmonics produced in the case Llk = 0.01. 

The spectraof the electrons that have left the computational 
box at the high-density end for the four cases are shown in 
Fig. 58.20. These are electrons that create observable 
bremsstrahlung hard x rays and K, emission from the solid 

main body of the ion distribution at low energy and thc 
distribution of the fast ions accelerated by the hot electrons. 
From LlA = 0.001 to LlA = 0.01, as expected the peak ion 
energy increases with scale length as did the hot-electron 
distribution. The increase is small between LlA = 0.01 and 
L/A= 0.1, and the peak energy is actually lower for WA = I 
than for LIA = 0.1, despite the fact that the fast-electron 
energy increases sharply in that range of scale length. Two 
effects may bc responsible for the scaling of the fastest ion 
energy: not enough time to accelerate the ions to their maxi- 
mum velocity because of the short pulse duration; the 
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accelerating electrostatic potential, given roughly by ThIL, 
where Th is the hot-electron temperature, is lower in the long- 
scale-length cases. 

Llh = 0.001 C- 
W 
2 .- 
C lo-" 
-d A 

Ion energy (keV) Ion energy (keV) 
TC3537 

Figure 58.21 
Total ion spectrum at the end o f  the pulse for the cases in Fig. 58.17. The 
energetic ions are the fast ions accelerated into the vacuum. 

would be expected to depend only on the laser intensity 
through v,,,. These results, and the behavior of the longitudi- 
nal electric field, point to the existence of three regions as 
discussed in Ref. 3: the vacuum heating region below LIA = 

0.01 ; a region in which the oscillatory orbit of the electrons is 
about the distance between the critical surface and the vacuum1 
plasma interface; and a resonance absorption region above 
LlA = 0.03, where the resonance occurs inside the plasma and 
the oscillating electrons never reach the vacuum. The second 
region is very complex. The resonance structure of the e lec-  
t r ic  field splits for some values of LlA, while harmonic 
resonances appear in the overdense plasma. A detailed study 
of the electron orbits shows that the electrons near the 
plasma/vacuum interface can be accelerated into the vacuum 
without undergoing wave breaking, while electrons slightly 
deeper in the plasma, but still in the resonance region. are 
accelerated by wave breaking. The different regimes can be 
seen as plateaus in the absorption fraction separated by transi- 
tion regions. Similar results. but slightly shifted to higher 
scale lengths, were obtained for an irradiance of 1017 
w/cm2 pm2: The transition to vacuum heating occurs now 
for LIA = 0.03 as compared to LlA = 0.01 for the lower 
irradiance case. 

The cumulative absorption fraction as a function of time is 
plotted in Fig. 58.22 for the four cases. The peak of the pulse 
is at 400 q - l .  In these graphs, the absorption fraction is 
defined as the time-integrated Poynting vector at the vacuum 
boundary minus the electromagnetic energy in the computing 
box, divided by the time-integrated input laser energy at the 
vacuum boundary. The "hash" in the line is due to the time- 
varying value of the electromagnetic energy in the box. The 
final absorption fraction is low at the short scale lengths (about 
10%) and increases with scale length as the resonance absorp- 
tion regime becomes dominant. Adding collisions (Z= 13) has 
little effect on these results: the absorption fraction is slightly 
larger early in the pulse but is slightly lower near the peak of 
the pulse because collisions decrease slightly the resonant 
field. At this intensity vacuum heating is a very inefficient 
absorption process. 

The results of the simulations are summarized in Fig. 58.23 
where the absorption fraction and the maximum electron and 
ion energy are plotted as a function of the scale length. The 
absorption remains very low for LIA < 0.01 and increases for 
increasing scale length to the large values associated with 
resonance absorption. The electron peakenergy scales roughly 
as (LIA )0.4, except through the vacuum heating range where it 

Time (ap; ) Time (mi: ) 

Figure 58.22 
Cumulative absorption fractions for the conditions in Fig. 58.17. The "hash" 
in the line is due to the time-varying value o f  the electromagnetic energy in 
the box. 
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Figure 58.23 
Summary of the results from the simulations of the transition from vacuum 
heating to resonant absorption for conditions in Fig. 58.17. 

Conclusions 
The transition from the resonance absorption regime to the 

vacuum heating regime in short-pulse laser-plasma interaction 
has been studied using the 1112-D PIC code EUTERPE. Laser 
conditions were a 100-fs Gaussian pulse with 1A2 = 1016 

w/cm2 pm2 andp-polarized light incident at 30". The transi- 
tion was observed by varying the density scale length over the 
range LlA = 0.001 to 1 .O. 

We observed that vacuum heating occurred for LlA < 0.01. 
This is a very steep scale length that can be obtained only with 
very short pulses (about 100 fs) in the absence of any prepulse 
energy on the target. For 0 . 3  > LIA > 0.01 the resonant region 
remains at the edge of the plasma. In this transition regime 
the behavior of the resonant field becomes complex as the 
orbits of the resonant electron extend into the vacuum. For 
LlA > 0.3, the resonance region moves into the plasma, and the 
"classic" resonance absorption regime is recovered. The peak 
resonant longitudinal electric field, the peak electron energy, 
and the absorption fraction increase with increasing scale 
length. Harmonic production above the second harmonic 
disappears in the transition regime. Adding collisions with 
Z = 13 has little effect on these results. 
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Effect of Electron Collisions on Ion-Acoustic Waves and Heat Flow 

Introduction 
The damping rate of ion-acoustic waves in plasma plays an 
important role in establishing the threshold for the onset of 
stimulated Brillouin scattering, ion-temperature-gradient in- 
stability, current-driven ion-acoustic instability, and other 
drift-wave microinstabilities. The effect of electron-ion (e- i)  

collisions on the ion-acoustic damping rate has been recently 
investigated by analytically solving the electron Fokker- 
Planck (FP) equation for a Lorentz plasma (i.e., neglecting 
e-e collisions) with cold ions and arbitrary kdei (where k is 
the wave number and lei is the e-i mean free path).' It was 
shown that, as e-i collisions are introduced, the damping rate 
yrises monotonically above the collisionless Landau limit y ~ ,  

112 
reaches a peak at kdei - (2rne/mi) (where Z is the charge 
number and rn is the mass), and then decreases to zero as kdei 
+ 0 with the damping rate yfluid predicted by fluid theory. 

The main purpose of this article is to assess the contribu- 
tions from both e-e and e-i collisions on the damping of the 
ion-acoustic waves. Results are based on numerical simula- 
tions using a code (SPRING) that solves the linearized 
electron FP and cold-ion fluid equations. We are able to 
explore a wide range of values of kdei and Z by expanding the 
electron-distribution function in an arbitrary number of 
Legendre modes, and by using the exact form of the Rosen- 
bluth' potentials (neglecting terms of the order of metmi). In 
the high-Z limit. where e-e collisions can be ignored, the 
analytic Lorentz-plasma results of Epperlein et al. are recov- 
ered. For low-Z plasmas, e-e collisions become significant 
and promote a reduction in the damping near kdei = 1 .  though 
ystill remains larger than yL and yfluid The approximation of 
isotropic Rosenbluth potentials is also investigated and found 
to yield sufficiently accurate values of y (error <lo%). A 
further useful approximation that involves adjusting the e-i 
collision frequency to simulate the strength of e-e col.lisions 
is shown to be similarly accurate. Although finite ion-temp- 
erature effects have been neglected in the current analysis, 

their contribution to y has been investigated by  anda all^ and 
more recently by Tracy et who calculated the ion-acoustic 
eigenfrequency m for arbitrary kdii (where dii is the i-i mean 
free path) and isothermal electrons. 

It is also of interest to calculate the effective (or generalized) 
thermal conductivity K based on the perturbed distribution 
function and compare it to the classical Spitzer-HLm ( s H ) ~  
conductivity KSH. Not only does this give insight into electron 
kinetic effects, but it can also provide a way of incorporating 
kinetic effects into fluid equations. This idea has been success- 
fully used in the context of electron heat transport in 
laser-produced plasmas6 and more recently in the context of 
drift-wave microinstabilities in tokamak plasn~as.7~8 In par- 
ticular, generalized thermal conductivities have been calcu- 
lated by Hammett and perkins' (KH~)  for col l i~ionles~ plas- 
mas, and by Chang and callens for arbitrary kd,;, m, and Z. 

The results for  calculated here are shown to reproduce the 
analytic results of Epperlein et al. obtained in the Lorentz 
plasma approximation. In the collisional limit (kdei << 1) K 

approaches KSH, and in the collisionless limit (kd,; >> 1) it 
approaches K H ~ .  We find, however, significant discrepancies 
with the results of Chang and Callen. They underestimate K 

by factors ranging from 2.4 (at Z =  1) to 7.1 (as Z + m) in the 
collisional limit. 

The introduction of a spatially modulated inverse- 
bremsstrahlung heating source has also been recently shown 
to significantly reduce the effectiveness of heat conduction 
when kdCi >> l.9 A simple analytic formula for K I ~ / K S H  as a 
function of kdei has been proposed. based on simulations 
with an approximate form of the FP equation. Here we are 
able to assess the accuracy of the q~ formula and show that 
the reduction in conductivity (relative K ~ H )  for kde, >> I is 
indeed larger than for the undriven case, with freely propagat- 
ing sound waves. 
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In the following sections. we describe the electron FP and for 1 > 2. The ion velocity ui and electric field E are first order 
cold-ion fluid equations and the numerical scheme (SPRING in the perturbation, and 
code) adopted for thcir solution; finally, our results are pre- 
sented and summarized. 2 -312 

Fo ( v )  = N , ( z ~ I ,  ) exp(-u'/2ut2) 

Electron Fokker-Planck and Cold-Ion Fluid Equations 
Our model consists of a quasi-neutral homogeneous back- is an equilibrium Maxwellian, where Ne is the background 

112 . ground plasma with fully ionized ions. The full electron FP electron number density. v ,  = (T, / m e )  is the electron ther- 
operator is used, with the exception of e-i energy-exchange mal velocity, and T, is the electron temperature (in energy 
terms (which provide contributions of the order of units). The velocity-dependent e-i collision frequency is 
m,lmi << 1). Adopting a perturbation of the electron distribu- given by 
tion function of the form 

1=0 where e is the electron charge and InA is the Coulomb loga- 
rithm (assumed the same for both electrons and ions). The 

where ,LJ = v,/v and q(p) is the lth Legendre mode, the terms c:, and C& (defined in the Appendix) represent the 
linearized electron FP cquation (defined in the rest frame of the isotropic and anisotropic parts of the e-e collision operator, 
ions) becomes10 respectively. Since the latter involves integration over the 

perturbed distribution function. it is usually neglected in FP 

$0 ikv iku, ca~cu la t ions .~~  The validity of such approximation is the 
-+i"-iux- 
dt dFo - cie(6.fn) + ' ;e(fo3 '0 (2) subject of "Approximations to the Fokker-Planck Equation" 

on p. 72. 

and 

The linearized cold-ion continuity and momentum equa- 
$1 2 - + lkzlfo + ikv - fi - tions are 
dt 5 

and 

= -3vCif2 + cLp(~i.f2) + c : , ( ~ ) , f 2 ) ,  (4) where Rir = (4mn, /3)~dvv3vei f i  is the i-e momentum ex- 
change rate, rii is the perturbed ion number density, and Ni 
is its background value. The perturbed electric field is calcu- 
lated via Poisson's equation, 

where the perturbed electron number density is 
- - 

1(1+ 1) -- 
2 

+ C ~ , ( F ~ ,  h )  + ~ f ~ ( f i ~ , f i )  ( 5 )  "e = 4~Jowv2.f0du. 
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Numerical Scheme (SPRING code) problem we use an implicit-moment method, l 3  which involves 
A computer code (SPRING) has been written to solve taking density and momentum moments of the FP equation 

Eqs. (2)-(8). It uses a "time-splitting" scheme with the follow- and substituting back into the ion continuity and Poisson's 
ing stages: equations. An approximation to the electric field at a time 

( t  + At ) can then be obtained from 

(acceleration), 
ikE(t + At) 

(compression), 

(viscosity), 

- - 411 Ie '  {Ztzi (f) - ,I<, (t) + ikAtNe 
(1 + o;;~t') 

where p = (4mn,/3) dvv4 fo and ZJ, = (4n/3Ne)I dzJzJ3fi . - . - 
Since we are interested in low-frequency phenomena, such 

af,- i 
- - ct7, (FO .fo ) + tie (.fo, Fo ) as sound waves, Eq. (9) allows us to use time steps larger 
at than wJF1. 

(e-e collision), 

& -  i 
-- ~ e e ( ~ o > h ) +  c & ( F o , ~ )  at 

and 

(advection and e-i angular scattering). 

where 1 > 0. The acceleration, compression. and viscosity 
stages are advanced explicitly in time. In the e-e collision 
stage, the isotropic collision operators (which are differential 
operators) are evaluated implicitly using the chang-cooper12 
scheme, whereas the anisotropic operators (which are integral 
operators) are evaluated explicitly. In the advection-scattering 
stage, .fi is solved implicitly at each velocity group. using 
the boundary condition that fPl = fL+l = 0 .  The distribution 
function is defined on avelocity mesh with constant spacing of 
typically Av = 0.125 v, between v = 0 and 6v,. 

After advancing the distribution function in time, with a 
fixed time step At, the ion-fluid equations are solved explicitly. 
However, solving Poisson's equation explicitly to calculate E 
can lead to numerical instabilities when Atwp > 1 [where 

1 1 2 .  
up = (411Nee2 /me) 1s the plasma frequency]. To avoid this 

The sound-wave eigenfrequencies are determined by ap- 
propriately initializing the dependent variables and monitoring 
their temporal evolution over several wave periods. In the past, 
simulations of this kind (involving the ion FP equation) have 
suffered from the occurrence of spurious transients that re- 
quired complicated procedures to filter out the correct 
eigenfrequencies.3 This problem appears to be associated with 
the fact that the "exact" perturbed eigenfunctions fi are not 
known a prior;. Rather than trying to guess,fi, a more satisfac- 
tory approach is to start withfi = ni = 0 and ui = 1. The variables 
then typically converge to the appropriate eigenmodes within 
a few sound-wave periods. (An alternative approach based on 
eigenvalue analysis has also been proposed by Tracy et ~ 1 . ~ )  

SPRING Simulation Results 
The code SPRING provides ion-acoustic damping rates 

ylkc, for different values of kAei, kAD, Z, and A, where 

AD = vt/wp is the Debye length, A is the atomic mass, and 
112. 

c, = (ZT, /mi) is the isothermal sound speed. The code also 
calculates an effective thermal conductivity defined by 
K = -qFP/ikTFP. where 
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is the electron heat flow and relation can be derived using the standard fluid equations 
(neglecting viscosity effects) with the Spitzer-Harm thermal 

TFp = (4m,/ive)/du(u4/3- u2ur2),fo conductivity KSH = yO(Z)Neurdei, where the Z-dependent, 
thermal-conductivity coefficient is approximately given by 

is the temperature. Since we are primarily concerned with yO(Z) = 3.20(0.24 + Z)/(l+ 0.242) and yo(") = 1 2 8 1 3 ~  . 
collisional effects, we choose AD << k-I ; also, for simplicity, The resultant dispersion relation (using dl& = - iw)  is found 
we take A = 22. to be 

1. Damping rate y 2 
The first test of SPRING involves neglecting e-e collisions (10) 

altogether. This is equivalent to using the Lorentz plasma 3 + i  - 3r 
approximation, or high-Z limit, since v,,/v,, - 2 .  In this 
instancc Eqs. (2)-(8) can be solved analytically by the method 

[:<I + I '  

of continued fractions (see Ref. 1). and the results are plotted where ris  the ratioof the thermal diffusion rate ( 2 k 2 ~ s H  / 3 ~ , )  
as curved in Fig. 58.11. The code is found to reproduce these to  the sound transit rate (kc,) across k-I. Since 
damping rates very accurately throughout the whole rangc of I. = 2yoklei (mi / ~ r n , ) l ' ~ / 3 ,  it has been found convenient to 
kAe,. (In practice, this requires using Z >> lo4.) plot ylkc, as a function of pkdei, where 

Figure 58.1 1 

Plots of the damping rate of ion-acoustic waves ylkc, as functions of pk/ZPi, 

where c, is theisothermal sound speed, kis the perturbation wave number, Lei 
is the electron-ion mean free path, and P i s  a scaling faclor ( P  = 0.24. 0.68, 

0.92. and I for Z = 1, 8, 64, and m, respectively). Solid curves represent 

SPRING simulations with (a) Z =I, (b) Z = 8, (c) Z = 64, and (d) Z = m. The 

dashed curve refers to the fluid rcsult. 

To test the accuracy of the numerical implementation of the 
e-e operators we first consider the collisional case (kd,; << 1) 
with Z =  1. In this limit the Legendre expansion [Eq. (I)]  can 
be truncated at 1 = I ,  and~fo approaches a perturbed Maxwell- 
ian. Since this is also the fluid limit, a sound-wave dispersion 

is a scaling factor of order unity. The damping rates based on 
Eq. (10) are plotted in Fig. 58.11 (dashed curve). SPRING 
simulation results are found to be in good agreement with these 
as kdei + 0. 

Let us now consider the more interesting case of finite Zand 
kd,, . The rcsults are shown in Fig. 58.11 (solid curves a-c) for 
Z =  1.8, and 64. Starting from the large kd,, limit. we note that 
the dominant collisional contribution comes from e-i colli- 
sions. [Here, a large number of Legendre modes are neccssary 
to accurately model the damping (e.g., typically L = 20 for 
pkdei = lo2).] In the intermediate regime of pkd,, - 1 we 
find the peculiar result that e-e collisions actually reduce the 
damping rate. The reason for this becomcs apparent if we 
consider the nature of the electron collisional process. As 
shown by Epperlein et 01. ' elastic scattering between electrons 
and ions gives rise to both sound-wave damping, through 
thermal diffusion, and sound-wave "undamping," through 
disruption of the Landau wave-particle interaction. However, 
the main collisional contribution between electrons is energy 
exchange, which acts to drive fo toward a perturbed Maxwell- 
ian. Hence, introducing e-e collisions can actually reduce the 
damping rate by bringing it closer to the fluid limit. Since 
v,;/v,, - 2 ,  this effect is strongest for low-Z plasmas. (Al- 
though y does not fall below y~ for Pkd,; > 0.01, if we 
artificially reduce the value of 2, we can effectively extend the 
"fluid limit" to larger values of kd,, and thereby allow yto be 
less than yL.) 
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To a lesser extent, e-e collisions also affect the anisotropic 
parts of the electron distribution function (i.e.. f , ,  f2 ,  ...). For 
example, the e-e collision terms on the RHS of Eq. (3) are 
responsible for reducing the thermal conductivity, thus giving 
rise to the Z-dependent thermal coefficient yo in the fluid limit. 

2. Approximations to the Fokker-Planck equation 
The e-e collision operator for 1 > 0 (see Appendix) can be 

separated into an isotropic part C: , (~~,f i ) ,  which involves 
derivative operations on~fi, and an anisotropic part ~ : , ( ~ ~ f i ) ,  
which involves integral operations on.fi. Since the latter is 
more difficult to implement numerically. it is usually neglected 
in clectron FP calculations. Here we investigate the implica- 
tions of neglecting both C::, ( ~ ~ . f i )  and ~ : , ( ~ ~ , f i )  for I > 0 and 
how we can simulate their effects by appropriately adjusting 
thc value of vei. We also briefly explore the possibility of using 
a generalized collision frequency to simulate the contribution 
from an infinite Legendre-mode expansion. 

The effect of neglecting e-e collisions altogether (the so- 
called Lorcntz approximation) has already been demonstrated 
in Fig. 58.1 1 .  There we see that apart from the weakly colli- 
sional regime pkl,, >> 1, where electron collisions play a 
relatively minor role in the sound-wave damping. or the 
strongly collisional regime (pkl[,; << loJ), where the ther- 
mal diffusion rate is much less than sound transit rate, it is not 
reasonable to neglcct e-e collisions for Z < 64. This is espe- 
cially true near the maximum value of flkc,, at [3kki = 0.002, 
where even for Z = 64 the Lorentz approximation leads to 
large errors. 

The firs1 approximation we consider uses isotropic 
Rosenbluth potentialsonly ( i . ~ . .  setting C& = 0 ) .  Figure 58.12 
shows a comparison of the damping rate (open circles) with 
the more accurate calculation discussed in the previous 
section. We note that the largcst errors occur over the range 
lo-' < pklei < 10' with an overall maximum of about 
10%. Since the relative contribution from e-e collisions is 
most significant for low Z, the worst possible case occurs 
with Z = 1. 

The second approximation neglects e-e collisions alto- 
gether for 1 > 0 (i.e., setting Ci, = C,$ = 0 for 1 > 0). To offset 
this more drastic approximation we introduce a modified 
collision frequency v[:i = [ y o ( ~ ) / y o ( ~ ) ] ~ ~ , i .  The new factor 
[yo (m) /yo(~) ]  = (Z + 4.2)/(Z + 0.24) has thc cffect of giving 
the correct (SH) thermal conductivity in the collisional limit. 
A plot of the corresponding damping rate for Z =  1 (the crosses 
in Fig. 58.12) shows that, once again, the errors arc larger at 

intermediate values of pklei with a maximum of about 10%. 
As in the previous case, this low-Zexarnplc provides the worst 
possible case. 

The advantage of neglecting e-e collisions for 1 > 0 (through 
the introduction of vZi) is that Eqs. (3)-(5) becomc algebraic 
in v, allowing for much faster numerical solution of the 
coupled equations. 

Figure 58.12 

Plots of the damping rate of ion-acoustic waves y lkc,  as functions of Pkk,; 
for Z =  1 (as in Fig. 58.1 1 ) .  Results using isotropic Rosenbluth potentials are 
displayed as open circles, whereas those using v:i are displayed as crosses. 

- 

Provided we are only interested in low-frequency waves 
[such that o << vei (v,)], we can now go a step further and use 
the techniques of Ref. I to reduce Eqs. (3)-(5) to a single 
equation, 

112 

Here. v*(k) = v~,[t + (idiu/6v6) ] is the low-frequency- 
generalized collision frequency proposed by Epperlein et al.,' 

which incorporates the contribution from all Legendre modes 
with I > I .  By substituting Eq. (1 1) into Eq. (21, we are left with 
a single differential equation for.fo, which is easier to solve 
than the original set of coupled equations. However, a discus- 
sion of the numerical methods involved is outside the scope of 
this article. 
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3. Effective thermal conductivity K 

Figure 58.13 plots (a) J K / K ~ ~ (  and (b) arg(K) as functions 
of pkIei for Z = 1, 8, 64, and .o (solid curves). The dashed 
curve shows the results of Hammett and Perkins (for a 
collisionless plasma). 

When neglecting e-e collisions (Lorentz plasma approxi- 
mation), our results agree with the analytic solutions of Ref. 1. 
In the collisional limit (kIei << I), we have K =  KSH, whereas 
in the coll isionless limit ( k I r i > > l ) ,  we have 
K = K H ~  = 3(2/ r ) l l 2  N,v,/(k( [see dashed curve HP in 
Fig. 58.13(a)]. (The formula for KHP i s l . 5  times larger than 
the one used by Hammett and Perkins since ours is defined in 
terms of the isotropic temperature TFP.) Comparing our results 
with those of Chang and  alle en,^ however, we find consider- 
able discrepancy in the kIei << 1 limit. Although the authors 
point out in their paper that they underestimate the thermal 
conductivity by a factor of 2.4 for Z = 1, this factor actually 
rises up to 7.1 for Z >> 1. 

Two mechanisms can be identified that reduce the heat 
flow below the SH limit, q s ~ .  The first one is caused by a 
departure of fo from the perturbed ~ a x w e 1 l i a n . l ~  When the 
mean free path of heat-carrying electrons (with velocities close 

to 3.6 v,) becomes greater than k-I, their spatial gradient in 
configuration space is reduced. Since these relatively 
collisionless electrons cannot thermalize instantaneously with 
thermal electron population (as required by fluid theory), the 
heat flow is reduced below r jsH The reduction in heat flow is 
therefore governed by the balance between the thermal-diffu- 
sion rate and the e-e thermalization rate [as given by the 
collision term in Eq. (2)]. In the Lorentz plasma approxima- 
tion, where e-e collisions are neglected altogether. there is no 
effective coupling between different electron-energy groups, 
as illustrated by the large phase shift between qFp and TFP in 
Fig. 58.13(b). As seen in Figs. 58.1 3(a) and 58.13(b), the 
departure from fluid theory then becomes significant when 
r - k ~ r i ( m i / ~ m e ) 1 1 2  > 1 ,  i.e., when the thermal-diffusion time 
becomes less than the hydrodynamic time. As e-e collisions 
are introduced (identified by the finite-Z curves),fb is driven 
closer to a perturbed Maxwellian and the onset of kinetic 
effects is shifted to larger values of khei. The phase difference 
between qFp and TFP is also considerably reduced by the 
introduction of e-e collisions and becomes negligible for 
Z = 1 [see Fig. 58.13(b)]. 

Regardless of the e-e thermalization strength, the electron 
heat flow cannot exceed the "free-streaming," or collision- 

Figure 58.13 
Plots of (a) / ~ / h - ~ ~ (  and (b) a r g ( ~ )  as functions of pkAei,  where  and h 3 ~  are the effective and Spitzer-Harm thermal conductivities, respectively. As in 

Fig. 58.1 1, the solid curves refer to SPRING simulation results with (a) Z = 1. (b) Z = 8, (c) Z = 61, and (dl  Z =  m [for Z = I .  a r g ( ~ )  <<I] .  Here the dashed 
curve refers to the model of Hamrrlett and Perkins. 
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less, limit as calculated by Hammett and ~ e r k i n s , ~  i.e., values of ICIKSH (also for Z= 1) have been calculated for range 
qHp = -(ik/(k()3(2/n)112 NeTFPut. This gives us the second of bkAei and displayed as circles in Fig. 58.14. As shown, the 
mechanism for the reduction of K, with the upper limit shown simple analytic fit [Eq. (12)] can accurately reproduce the 
by the plot of KHp / K ~ ~  = 9(2n)'l2 ( A / ~ z ) ' / ~  /(I 28pkjlei) more accurate SPRING simulation results. For comparison, 
(dashed curve) in Fig. 58.13(a). the values of K for an undriven plasma [curve Z = 1 in 

Fig. 58.13(a)] has also been plotted in Fig. 58.14. 
Other processes can also affect the electron thermal conduc- 

tivity. Inverse-bremsstrahlung heating. for example, 
preferentially heats low-velocity electrons, which in turn 
modifies,fO and leads to even further reduction of K . ~  Such a 
phenomenon has been recently investigated and shown to have 
a significant impact on both filamentation9 and stimulated 
Brillouin scattering15 in laser-produced plasmas. The corre- 
sponding values of K have been calculated using the - 

L t  
nonlinear FP code SPARK: the following analytical fit to the , km 
simulation results has been proposed:9 - k 

where A, = ln A] is the electron delocal- 
ization length and q = [yo (z)/yo (..)]I1' . (As observed in 
Ref. 9, certain care is needed in defining Z for multispecies 
ions.) The resulting dashed curve (IB) for Z = I is plotted in 
Fig. 58.14 as a function of pkAei. Although the original Figure 58.14 

simulation results were based on a two-Legendre-mode expan- Plot of K I K ~ H  as a function of k U e i  for Z = 1 (as in Fig. 58.13). Here the 

sion for the distribution function (i.e., L = I) ,  the contribution dashed curve refers to the analytic formula for FQ~ (from Ref. 9), and circles 

from higher-order modes have been investigated by ~ ~ ~ ~ ~ l ~ i ~  represent SPRING simulation results with an inverse-bremsstrahlung 
heating source. 

and short6 [using a generalized collision frequency v* of the 
type discussed in "Approximations to the Fokker-Planck 
equation"] and found to be negligible. Summary 

The effect of electron collisionality on the damping of ion- 
Here, we are able to check on the accuracy of Eq. (12) by acoustic waves has been investigated by numerically solving 

using SPRING with an inverse-bremsstrahlung heating source the electron FP and cold-ion-fluid equations. The code 
of the type16 (SPRING) developed for this purpose reproduces the analytic 

results previously obtained for a Lorentz plasma (i.e., without 

inserted on the right-hand side of Eq. (2), where 

e-e collisions). 

The introduction of e-e collisions shows that the Lorentz 
approximation is inadequate near the peak of the damping rate 

112 
at kAei - (zme/mi) . For kAei > (zm,/mi)'12 and Z < 64, 
e-e collisions reduce the damping rate below the Lorentz 
value, though it still remains higher than the yfluid and x. 

A convenient approximation that involves adjusting the 
and q, is the light-wave frequency. The code is then run until e-i collision frequency to model the contribution from e-e 
the distribution function reaches a steady state. In this case, collisions for 1 > 1 has been found to yield errors of up to 10% 
ion motion does not play a significant role. The corresponding in the damping rate. A further generalization of the e-i collision 
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frequency that simulates the contribution from all Legendre 
modes with 1 > 1 has also been discussed. 

(21 + 3) 
J!~-/ 

Calculations of the effective thermal conductivity K for a 
Lorentz plasma have shown significant reduction from the + 
Spitzer-Harm value K ~ H  for kAei > lop4. However, even for (21 - 1) (21 - 1) 

Z as high as 64, e-e collisions extend the validity of the fluid where 
approximation for up to kAei - l o p 2 .  In the limit as 
kAei + ,=-, , K approaches the value 3 ( 2 / ~ c ) ' / ~  Nezl,/k pre- 
dicted by Hammett and Perkins. 

Heating the plasma with a spatially modulated inverse- and v,,,(z1) = 4 n ~ ~ ( e ~ / m , ) ~  l n ~ / v '  is the velocity-depen- 
bremsstrahlungheatingsource,andsolvingforthesteady-state dent e-e collision frequency. Here we note that 
distribution function, has been shown to further reduce K. The cje(fo. ,fo) = C'&(f0, fO)  . 
accuracy of a simple analytic formula previously derived for 
KIB has been verified for up to kAei - lo2. REFERENCES 
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Characterization of Thick Cryogenic Fuel Layers: Compensation 
for the Lens Effect Using Convergent Beam Interferometry 

Historically, the fuel content and fuel-layer uniformity of 
cryogenic targets have been characterized interferometrically 
using plane-wave i l l~mination.l-~ This technique has the sen- 
sitivity necessary to detect a deviation from sphericity of the 
fuel layer's inside surface as small as a few percent of its total 
thickness. In the past at LLE, the targets examined were 
typically 250-pm-diam glass capsules with wall thicknesses 
of a few micrometers that were filled with enough fuel to 
produce a condensed fuel layer less than 10 pm in thickness. 
Future OMEGA Upgrade cryogenic targets will consist of 
polymer capsules several tens of micrometers thick with diam- 
eters ranging from 700-1 100 pm. These will be filled with 
condensed D2 or DT fuel with a thickness of up to 100 pm. 

A capsule with a thick cryogenic layer condensed on its 
interior behaves as a strong negative lens, which has several 
adverse effects on its interferogram when created with plane- 
wave illumination. Computer simulations of typical 
interferograms are shown in Fig. 58.24. The highly divergent 
and spherically aberrated wavefront created by the target 
cannot be effectively collected and imaged using optics with 
convenient numerical apertures, resulting in loss of informa- 
tion near the perimeter of the target's image. In addition, when 
this highly curved wavefront interferes with a planar reference 
wavefront, an interferogram with a fringe spatial frequency 
that increases radially to very high values near the perimeter of 
the target's image is produced. Since the phase, and therefore 

Computer-generated interferograms of a 10-pm-thick polystyrene capsule with a diameter of 1120 pm that contains 100 pm of condensed fuel. These were 

created with the assumptions that both the object and reference beams consisted of planar wavefronts with a 514-nm wavelength, and,f/6 optics were used to 

image the target. All of the surfaces in (a) are perfectly concentric with one another, whereas (h) di5plays a 5% fuel nonconcentricity, i.e.. the cenler of the 
spherical inner surface of the condensed fuel layer has been displaced to the right in the figure by 5% of its total thickness. Obviously, a 5% nonconcentricity 

can he easily detected, but higher-order nonuniformities are much more difficult to detect due to the very high fringe frequency. In addition. information 

regarding the state of the fuel near the perimeter of the target'5 image has been lost due to refraction of the object beam outside of the imaging optics' finite 
collection aperture. 

-. . . - - - - - - - 
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thickness, resolution resulting from the analysis of an inter- 
ferogram is inversely proportional to the number of detector 
elements per fringe, the phase sensitivity is reduced dramati- 
cally when the fringe frequency approaches the Nyquist limit 
of the detector. As the fringe frequency nears the frequency 
of pixels in the CCD array. aliasing occurs and the fringes 
become unresolved. Evidence of this is the MoirC patterns 
exhibited in the theoretical interferograms of Fig. 58.24, 
where the fringes are beating with their array locations instead 
of CCD detector elements. 

There are several requirements of a cryogenic-target inter- 
ferometer that are applicable to OMEGA Upgrade target 
experiments. First, it should be sensitive to high-order fuel 
nonuniformities, not only nonconcentricity of the inner and 
outer fuel-layer surfaces. It should also be suitable for a wide 
range of capsule/fuel-layer dimensions. It should be simple to 
implement, optically stable, and amenable to computerized 
wavefront-measuring techniques (i.e., phase-shifting interfer- 
ometry) to obtain the most accurate quantitative information 
possible. Finally, it should be compact and versatile enough 
to be adapted to in-situ fuel-layer characterization both in 
laboratory and target chamber experiments. 

To realize these requirements, an interferometer has been 
developed that illuminates the target with a wavefront that is 
convergent to a point near the target's rear focal point, thus 
causing a nearly planar wavefront to emerge from it. A com- 
parison between the emergent wavefront with plane-wave and 
convergent-beam illumination is shown in Fig. 5 8 . 2 5 .  With 
convergent-beam illumination, when the transmitted wavefront 
interferes with a planar reference wavefront, a low-fringe- 

frequency interferogram of the target is produced that can be 
analyzed with a better phase resolution. 

When imaged on axis, the wavefront emerging from the 
target with plane-wave illumination departs from a plane with 
two major components: a diverging spherical element desig- 
nated as .XI in Fig. 58.26 and a spherical aberration contri- 
bution designated asx2. In Fig. 58.26,,ftgt is the effective focal 
length of the target as measured from the capsule's equatorial 
plane (i.e., the y-axis), examples of which are given as a 
function of fuel-layer thickness for a 10-pni-thick polystyrene 
capsule in Fig. 5 8 . 2 7 .  For (r!f,gt)2 << 1, where r is the inner 
radius of the condensed fuel layer, x l  can be approxiniated as 
parabolic: r l  = (r2/2 ftgt)?', while x2 depends on y to the 
fourth power as x2 = w ~ ~ ~ ~ ~ .  The optical system collects 
and images this transmitted wavefront and the capsule. Since 
the perimeter of the target's image is normally in focus in an 
interferogram, the emergent wnvefront is imaged as if pro- 
jected back into the equatorial plane of the target; hence y is 
the normalized pupil function and is given by the ratio of the 
distance from the center of the target's image to the inner 
radius of the fuel layer r. Therefore, if x l  is eliminated by 
illuminating the target with a wavefront converging to a point 
behind it, a distance,Agt away from its center, only the spheri- 
cally aberrant component of the transmitted wavefront remains. 
This flattens the wavefront emerging from the target, with only 
the curvature due to the spherical aberration term left. By using 
convergent-bean1 illumination, not only is more light collected 
from regions near the perimeter of the target, but the interfero- 
gram consists of fewer rings that are concentrated near the 
perimeter of the target's image. decreasing the maximum 
fringe frequency to a value well below the Nyquist limit of the 
detector array. 

Figure 58.25 
An illustration of the wavefront that emerges from a 

capsule filled with a thick condensed fuel layer when 
both plane-wave and convergent-beam illumination 

are used, along with hypothetical interferograms that 
are produced when the transmitted wavefront inter- 

feres with a planar reference wavefront. It is apparent 
in (a )  that a relatively small portion of the highly 
divergent wavefront can be effectively collected and 
imaged. However. in (b), not only is the transmitted 

wavefront flattened, but the light surrounding the 
capsule can also be readily collected and imaged. 

-- 
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thickness, resolution resulting from the analysis of an inter- frequency interferogram of the target is produced that can be 
ferogram is inversely proportional to the number of detector analyzed with a better phase resolution. 
elements per fringe, the phase sensitivity is reduced dramati- 
cally when the fringe frequency approaches the Nyquist limit When imaged on axis, the wavefront emerging from the 
of the detector. As the fringe frequency nears the frequency target with plane-wave illumination departs from a plane with 
of pixels in the CCD array, aliasing occurs and the fringes 
become unresolved. Evidcnce of this is the Moir6 patterns 
exhibited in the theoretical interferograms of Fig. 58.24, 
where the fringes are beating with their array locations instead 
of CCD detector elements. 

There are several requirements of a cryogenic-target inter- 
ferometer that are applicable to OMEGA Upgrade target 
experiments. First, it should be sensitive to high-order fuel 
nonunlformities, not only nonconcentricity of the inner and 
outer fuel-layer surfaces. It should also be suitable for a wide 
range of capsule/fucl-layer dimensions. It should be simple to 

two major components: a diverging spherical element desig- 
nated as x l  in Fig. 58.26 and a spherical aberration contri- 
bution designated asx2. In Fig. 58.26,Agt is the effective focal 
lenglh of thc target as measured from the capsule's equatorial 
plane (i.e.. the y-axis), exanlples of which are given as a 
function of fuel-layer thickness for a 10-pm-thick polystyrene 
capsule in Fig. 58.27. For (rlf,gt)7 i< 1, where r is the inner 
radius of the condensed fuel layer, xl can be approximated as 
parabolic: xl = ( r2 /2  ftgt)y2, while r2 depends on J to the 
fourth power as x2 = 1 1 . ~ ~ ~ ~ ~ .  The optical system collects 
and images this transmitted wavefront and the capsule. Since 
the perimeter of the target's image is normally in focus in an 

implement. optically stable, and amenable to computerized interferogram, the emergent wavefront is imaged as if pro- 
wavefront-measuring techniques (i.e., phase-shifting interfer- jectcd back into the equatorial plane of the target; hence y is 
ometry) to obtain the most accurate quantitative information the normalized pupil function and is given by the ratio of the 
possible. Finally, it should be compact and versatile enough distance from the center of the target's image to the inner 
to be adapted to i~l-si t~l  fuel-layer characterization both in radius of the fuel layer r. Therefore, if x l  is eliminated by 
laboratory and target chamber experiments. illuminating the target with a wavefront converging to apoint 

behind it: a distance ft,, away from its center, only the spheri- 
To realize these requirements. an interferometer has been cally aberrant componcnt of the transmitted wavefront remains. 

developed that illuminates the target with a wavefront that is This flattens the wavefront emerging from the target, with only 
convergent to a point near the target's rear focal point, thus the curvature due to the spherical aberration term lett. By using 
causing a nearly planar wavefront to emerge from ~ t .  A com- convergent-beam illumination, not only is more light collected 
parison between the emergent wavefront with plane-wave and from regions near the perlmeter of the target, but the interfero- 
convergent-beam illumination is shown in Fig. 58.25. With gram consists of fcwer rings that are concentrated near the 
convergent-beamillumination,whe~ithetransn~ittedwavefront perimeter of the target's image, decreasing the maximum 
interferes with a planar reference wavefront, a low-fringe- fringc frequency to a value well below the Nyquist limit of the 

detector array. 

---. - 

Figure 58.25 
Air illustration of the wavefront that emerges from a 

I I 
capsule filled with a thickcondensed fuel layer when 

both plane-wave and convergent-hcam illurn~nation 

are used, along with hypothetical interferograms that 

are produced when the transmitted wavefront inter- 

fcres with a planar reference wavefront. It is apparent 
in (a) that a relatively small portion of the highly 

divergent wavel'rolrt can hc effectively collected and 

imaged. However, in (b). not only is the transmitted 

wavefront flattened. hut the light surrounding the 

capsule can also be re,ldily collected and imaged. 
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Figure 58.26 
An illustration of the wavefront emerging from a cryogenic target when it is 
illuminated with a planar wavefront. The emergent wavefront is normally 
imaged as if projected back into the equatorial plane of the target. making the 

y-axib lie along a major diameter of the spherical inner surface of the 
condensed fuel layer. The transmitted wavefront contains two major compo- 
nents: a diverging spherical constituent designated as xj and a spherical 

aberration term designated as x2,  and ftgt is the effective focal length of 

the target. 
-. 

The values for r2/2f,gt and WO40 in Fig. 58.28 were calcu- 
lated by tracing paraxial rays through a hypothetical cryogenic 

Outside 
diameter (um) 

Fuel-layer thickness (pm) 

Figure 58.27 
The effective focal length,ftgr of cryogenic targets as a function of condensed 
fuel-layer thickness. A 10-pm-thick polystyrenecapsule was assumed for the 
various outside diameters shown. Paraxial rays were traced through hypo- 

thetical targets to find their focal lengths, which are measured from their 

equatorial plane. 
-- 

the fuel layer when planar wavefronts with a 0.5-ym wave- 
length are utilized to create its interferogram. Eliminating the 
spherical component of the emerging wavefront by illuminat- 
ing the same target with a beam of light converging 
to its focal point 6.8 pm behind it produces only 13 fringes, 
which are mainly concentrated toward the perimeter of the 
image. Hence. a greater sensitivity to nonconcentricities and 
higher-order nonuniforlnities in the fuel layer can be achieved. 

The optical system used to create an interferogram of a 
cryogenic target with convergent-beam illumination is shown 
in Fig. 58.29. (The properties of the light sources and compo- 

target to find its focal length and applying third-order aberra- nents of the initial beamsplitting system shown in Fig. 58.30 
tion theory to determine the spherical aberration component. will be discussed in detail later since their use will become 
The values shown are for the emerging wavefront projected more apparent following a description of the imaging system.) 
back into the equatorial plane of the target and denote the The light is delivered to the interferometer using two single- 
maximum values these quantities take, i.e., for ?. = 1. The mode optical fibers. one for the object arm and another for the 
number of fringes present in an interferogram between the reference arm. The optical fibers serve several purposes. They 
center of a target's image and a point along its radius can vibrationally and optically isolate the laser source from the 
readily be determined from Fig. 58.28 by summing xl  and x2 structural and optical components of the interferometer. In 
for a given y and dividing by the wavelength of the light used addition, the optical fiber's flexibility makes relative place- 
to create it. For example, a 10-pm-thick polystyrene capsule ment of the light source and the interferometer unrestrictive. 
with a diameter of 11  00 pmn containing 100 pm of condensed Transmitting only the lowest-order mode, the optical fibers 
fuel would have 39 fringes between its center and the inside of also serve to spatially filterthelight emitted by thelaser source. 
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- The target is imaged onto a CCD array by the optical relay 

diameter system composed of lenses L3 and L4. The ratio of the focal 
lengths of these lenscs, f44f3, determines the magnification of 
the imaging system. In some instances, the working distance 
between the target and L3 (i.e.,,h) is required to be large, such 
as the case of imaging in the OMEGA Upgrade target chamber. 
For large magnifications, the required value of .f4 may then 
exceed the physical dimensions of the space allotted to this 
target diagnostic. In this case, f4 can be made equal to,f3. and 

- 
a microscope objective lens can be used to further image the 

900 intermediate unity-magnification image of the target onto the 
- 1100 CCD array. 

-15 
0 20 40 60 80 100 The light emerging from the optical fiber in the reference 

Fuel-layer thickness (ym) 
7'1119 

--- - - -- - -- -- - --- - -- 

Figure 58.28 

The values for r2/2flgl and \V(,J" for cryogenic targets as a function of 

condensed fuel-layer thickness. Again a 10-ym-thick polystyrene capsule 

was ascurned for the outside diameters shown. Third-order aberration theory 

was used todetermine Won(,. The values shown are for theemerging wavefront 

projected back into the equatorial plane of the target and denote the maximum 

values these quantities take. i.e.. for y = 1. 
-- - - - - - - -- - - - - - - - 

CCD array 

Figure 58.29 

A schematic of the optical system used to create an interferogram of a 

cryogenic target with convcrgent-beam illumination The optics that control 

the point of focus of the convergent bean1 and those that image the target are 

shown. The dotted line denotes the collimated reference beam. 

The light emerging from the optical fiber in the object arm 
is first collimated with lens L1 and is focused to apoint with L2. 

arm of the interferometer is collimated, and the reference 
beam is combined with the object beam using a 50/50 
beamsplitter. The partially reflective coating on the parallel- 
plate beamsplitter faces L4 so that no aberration is introduced 
into the object beam by passage through a thick plate. Since the 
reference beam is collimated. its passage through the plate 
does not affect the planar reference wavefronts except to 
displace them laterally with respect to thc optical axis of the 
collimating lens. The direction of propagation between the 
object and reference beams (i.e., the tilt) is controlled by 
rotating the reference beam's collimating lens about an axis 
perpendicular to its optical axis. Both the object and reference 
beams have a Gaussian. and therefore nonuniform. intensity 
profile upon emerging from the single-mode optical fiber. The 
centroid of the intensity distribution of the interferogram 
produced on the CCD array can also be positioned by translat- 
ing the collimating lens in a direction perpendicular to its 
optical axis. 

As the position of the focal point of L2 is translated longi- 
tudinally with rcspcct to the target's position, the irradiance of 
the object beatn at the target (and its image) varies dramati- 
cally. The individual irradiances of the object and reference 
beams at the CCD array must be equal to produce interference 
fringes with the maxitnutn possible contrast. Hence, to obtain 
high-contrast interferograms for a wide range of cryogenic 
target dimensions. the ratio of the power launched into the two 
fibers must be continuously variable. Referring to Fig. 58.30. 

All lenses in the interferometer are achromatic doublets cor- this is accomplished using a polarizing beamsplitter in con- 
rected for infinite conjugates. All imaging takes place close junction with linearly polarized laser light and a half-wave 
to the optical axis of the interferometer, so the use of these plate that can be rotated about its cylindrical axis. As the half- 
lenses minimizes spherical aberration. Since the light between wave plate is rotated, the power ratio of the object beam to the 
L ,  and L2 is collimated, only the position of L2 is adjusted to reference beam varies continuously between 0 and 1. 
locate the focus of the convergent beam at the rear focal point 
of the cryogenic target. 
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Figure 58.30 

A schematic ofthe optical system that divides the source of radiation into the object and reference beams. Variable wavefront division is possible using the half- 
wave plate and the polarizing beamsplitter. Polarization-preserving fiber is unnecessary if quarter-wave plates are used to circularly polarize the light launched 
into the single-mode optical fibers, thereby reduciny the detrimental cffects that the variable bending conditions of the fiber have on the interferogram. 

When linearly polarized light propagates through an opti- 
cal fiber that is not polarization preserving. the polarization 
direction of the light emerging from the fiber depends on the 
bending conditions of the fiber between the source and its 
termination. The contrast of an interference pattern also de- 
pends on the relative angle between the polarization directions 
of the two beams that produce it. To stabilize the interfero- 
gram's contrast. quarter-wave plates are used to launch 
circularly polarized light (with the same handedness) into 
each fiber. Although some ellipticity is introduced into the 
light's polarization during propagation through the fiber, the 
contrast remains relatively constant as the fibers' bending 
conditions change. 

An interferogram created with long-coherence-length light 
generally contains a significant amount of low-contrast noise 
due to interference between reflections from the various 
optical surfaces. To reduce this noise, a source of short- 
coherence-length light can be utilized. However, this makes 
the alignment and optical-path balance between the object and 
reference beams more critical. GaAlAs gain-guided laser 
diodes operate with numerous longitudinal modes resonating 
simultaneously, producing radiation with a bandwidth of 

several nanometers. This translates to a coherence length of 
only a few millimeters. To aid in alignment, [he optical system 
is first aligned using a long-coherence-length source such as a 
He-Ne laser. When the maximum contrast of the interference 
fringes has been obtained by trimming the length of the optical 
fibers and adjusting the spacing between the polarizing 
beamsplitter and the optical-fiber coupler in the reference 
arm, the "flip-in" mirror in Fig. 58.30 can be removed and the 
laser diode becomes the light source. Fine path-length adjust- 
ment is accomplished by careful positioning of the optical- 
fiber coupler in the reference arm, which is mounted on a 
precision slide. A broadband polarizing beamsplitter and liq- 
uid-crystal wave plates that have an equal retardance for two 
wavelengths7 are used so the contrast of the interferogram is 
not altered when the light sources are interchanged. 

Phase sensitivities of the order of a few hundredths of a 
fringe can be achieved using phase-shifting t e ~ h n i ~ u e s . ~ - ' ~  
This involves sequentially acquiring multiple interferograms, 
each with a known phase offset between them caused by 
introducing a slight path-length change in one of the 
interferometer's arms. The phase of each point in theinterfero- 
gram, modulo 27~. is then obtained by performing simple 
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mathematical operations on the set of interferograms. One 
advantage of phase-shifting methods is that the phase resolu- 
tion depends primarily on the dynamic range of the CCD array 
(and the contrast of the interferogram) and, to a lesser degree, 
on the dimensions of individual pixels, as is the case with 
fringe-finding techniques. 

An elegant method of introducing a controlled phase step 
into one of the interferometer's arms is to slightly elongate the 
optical fiber in that arm. This method introduces a path-length 
change alone and does not affect the tilt between the object 
and reference wavefronts, which can often be disturbed when 
an optical element such as a mirror or lens is displaced to 
introduce the same phase shift. A piezoelectric element to 
stretch the fiber and its associated electronics is commercially 
available in a single, compact unit.ll The device is driven with 
a 0- to 10-V signal, which is compatible with typical digital- 
to-analog converters. The total phase shift introduced with 
respect to the maximum applied voltage can be selected by 
varying the total length of the fiber cemented to the piezo- 
electric element. 

Typical interferograms produced with both plane-wave and 
convergent-beam illumination are shown in Fig. 58.31. To 
date, a laser diode has not been purchased, although suitable 
candidates have been identified. Therefore, both images in 
Fig. 58.31 were produced with a He-Ne laser. At this time, 
both large-diameter capsules and the methods to produce 
uniform, thick condensed fuel layers in them remain to be fully 
developed. Hence, tests were performed on room-temperature 
capsules with effective focal lengths comparable to those 
calculated for OMEGA Upgrade-sized capsules containing 
thick cryogenic fuel layers. Figure 58.31(a) was obtained by 
removing L2 and adjusting the half-wave plate to produce 
maximum fringe contrast. In Fig. 58.31(b), L2 was replaced 
and its position was adjusted until the center of the target's 
image was nearly uniform in intensity. Note that the f-number 
of L2 must be chosen to sufficiently overfill the target's image 
so that the curvature of the object wavefront passing around 
the capsule can be accurately determined, as described below. 

The interferogram shown in Fig. 58.3 1 (b) is analyzed in the 
following manner to obtain information about the thickness 
and uniformity of the condensed fuel layer. First the center of 
the target's image is located while blocking the reference 
beam. The reference beam is restored, and phase-shifting 
techniques are utilized to map the phase of the wavefront as a 
function of position within the image, modulo 2n: The phase 
of the wavefron~ is "unwrapped" so that continuous surfaces 

representing the wavefront inside and outside the target's 
image are obtained. The discontinuity between the wavefront 
transmitted through the capsule and that passing around it 
occurs near the circumference of the capsule, where there is a 
substantial step in the object wavefront's phase and there 
may be a dark area due to light being refracted outside the 
aperture of L3. 

The wavefront within the interior of the capsule is then 
fitted to a set of polynomials that are orthonormal over a unit 
circle, such as Zernike polynomials.12~13 The center and radius 
of curvature of the wavefront surrounding the target's image 
is then determined. Although the background rings should 
be made concentric with the center of the target's image, the 
lateral displacement between the centroid of the target's cir- 
cumference and the center of curvature of the wavefront 
surrounding the target's image determines the magnitude and 
direction of the residual tilt between the object and reference 
wavefronts. The difference in curvature of the wavefronts 
transmitted through and passing around the target is used to 
determine the thickness of the fuel layer, accounting for the 
contribution due to the empty capsule. The coefficients of 
the higher-order polynomials reveal the thickness and lateral 
dimensions of the nonuniformities present in the condensed 
fuel layer. 

Although the analysis of the interferogram produced is 
significantly more complicated, the interferometer described 
above has several advantages over optical systems that illumi- 
nate the target with planar wavefronts. By illuminating the 
target with a beam converging to its rear focal point, the 
wavefront emerging from the target is flattened, with only the 
curvature due to the spherical aberration term remaining. More 
light is collected from regions near the perimeter of the target, 
and the interferogram consists of a set of rings that are concen- 
trated near the perimeter of the target's image. This enhances 
the phase sensitivity, and therefore the sensitivity to thickness 
variations, that can be achieved with a specific CCD array. 

In addition, this interferometer incorporates several unique 
features. The location of the convergent beam's focal point can 
be continuously adjusted to compensate for a wide range of 
capsule/fuel-layer dimensions. Stretching the optical fiber in 
the reference arm provides phase-shifting capabilities without 
translating optical components. The use of relatively short- 
coherence-length light suppresses interference from spurious 
reflections within the optical system, thereby reducing noise in 
the interferogram. 
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Figure 58.31 

Actual interferograrns of a 3.3-pm-thickglass capsule with adianieter of 270 pm. This capsule has the aame focal length (-8.0 mm) as the target used togenerate 
the interferograms in Fig. 58.24; however. W0.r~  for the capsule in these images is only -0.55 pm instead of -6.5 prn for the comparable cryogenic target. The 

capsule was illuminated by a He-Ne beam and imaged by.fl3.5 optics. In (a). L2 was removed and the half-wave plate adjusted to produce maximum fringe 
contrast. L2 was replaced in (b) and its position was adjusted until the center of the capsule's image was nearly uniform in intensity. Note the low-contrast noise 

in each due to interference between the reflections froni the variou~ optical surfaces and the relatively long coherence length of the light used. 
- - -- 
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Compact, Multijoule-Output, Nd:Glass, Large-Aperture 
Ring Amplifier 

A high-gain, large-aperture ring amplifier (LARA) has been 
developed with a 37-mm clear aperture that delivers output 
energies of >15 J in a 1-ns pulse at a wavelength of 1.053 pm. 
The compact ring amplifier fits entirely on a 4' x 10' table and 
is the main component of the OMEGA Upgrade driver line. 
The key elements of the ring cavity are a flash-lamp-pumped, 
40-mm-diam Nd:glass amplifier rod, a telephoto lens vacuum 
spatial filter, and a Pockels cell that optically switches the 
pulse to be amplified in and out of the ring cavity. 

System Optical Configuration 
The standard optical configuration for the LARA amplifier 

is shown in Fig. 58.32. Apulse originating from a regenerative 
amplifier passes through an apodizer before entering LARA. 
The apodizer modifies the beam profile in order to produce a 
prescribed near-field intensity distribution after amplification. 
A typical apodizer and its corresponding annular beam are 
shown in Fig. 58.33. The apodizer pattern (Fig. 58.33) is one 

of carefully shaped teeth protruding into the transmission 
region. The radially varying teeth width determines the radi- 
ally varying transmission function. Although this concept is 
not new,' the fabrication technique used is new. The apo- 
dizer is manufactured by depositing a thin, opaque layer of 
chrome on one side of a plane-parallel BK7 substrate. The 
plane-parallel substrate minimizes pointing changes when 
the apodizer is inserted into the beam. Using standard litho- 
graphic techniques, the apodizer is etched into the chrome 
layer. The teeth in the apodizer are at high spatial frequency 
and are removed by the spatial filter in LARA, leaving behind 
the low-frequency. radial intensity modulation. Different 
apodizers can be used to produce different beam profiles 
after amplification in LARA. Annular, flat-topped, and a 
variety of other beam profiles have been produced in this 
fashion. After passing through the apodizer, the pulse is 
switched into LARA for amplification by reflection off the 
input polarizer. 

yocl<els 
A nnrliTer 

Apodizer cell / v 7 

LCP 
Pockels 114 . 

image 
olation 
age 

I -# Principal 

Spatial filter with telephoto lenses 

Figure 58.32 
Standard LARA design with apodizer image at the output beam inside the cavity 
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GDL Shot #952 

Figure 58.33 

Cerated apodizer used to produce annular beam from 
LARA (left) with corresponding near-field output 

from LARA (right). 

Apodizer 
E6972 

Near field 

The polarization of a pulse inside LARA is controlled by 
the combination of two polarizers: a half-wave plate and a 
Pockels cell as shown in Fig. 58.32. With the Pockels cell off, 
s-polarized light enters LARA by reflection off the input 
polarizer. The half-wave plate changes the light top-polariza- 
tion, which is transmitted by the output polarizer. After one 
round trip, the light is again changed back to s-polarization by 
the half-wave plate and is reflected out of LARA by the 
output polarizer. Under an ideal situation where the polarizers 
have infinite contrast between transmitted p-polarized and 
reflected s-polarized light, a pulse can travel at most one 
round trip before being reflected out of LARA by one of the 
polarizers. This design feature limits the amount of amplified 
spontaneous emission (ASE) that can build up inside LARA. 

If more than one amplification pass is desired, the Pockels 
cell can be pulsed to its half-wave voltage during the first 
round trip of an injected pulse. When the pulse passes through 
the polarizer section again, it experiences a full-wave rota- 
tion from the half-wave plate and pulsed Pockels cell and is 
transmitted by the output polarizer. After the pulse passes the 
Pockels cell for a final round trip, the Pockels cell is turned 
off, and the pulse is subsequently reflected out of LARA off 
the output polarizer. In this fashion, multiple round trips in 
LARA can be made by turning the Pockels cell on for multi- 
ples of the round-trip cavity time (22 ns). For example, four 
round trips occur when the Pockels cell is turned on for 66 ns. 

p-polarized light to circular polarization while passing through 
the amplifier rod and spatial filter. The effects of radial bire- 
fringence are mitigated by passing circularly polarized light 
through the amplifier rod. Also, backreflected beams from 
near-normal surfaces in the cavity such as the spatial filter 
lenses are reflected out of LARA from the polarizers because 
of a half-wave rotation from double passing the quarter-wave 
plates. This prevents damage due to ghost reflections by 
directing the ghost energy out of LARA before it is amplified. 

A vacuum spatial filter with telephoto lenses is placed 
inside LARA to provide 1 : 1 imaging in the cavity, provide 
spatial beam cleanup after each amplification pass, increase 
the threshold for "self-lasing" of the cavity, and cancel odd- 
order wavefront aberrations for an even number of round trips. 
A typical ring cavity design with 1 : 1 imaging would use a two- 
lens relay, with one lens at each principal plane in Fig. 58.32 
and focal lengths equal to one-fourth of the round trip cavity 
distance. At the high energies of LARA, a vacuum relay is 
required toeliminate breakdown at the focus of the lenses. For 
a 1 : 1 imaged cavity the principal planes must lie in opposing 
legs of the ring and cause difficulties in the design of a vacuum 
relay. Therefore a relay with telephoto lenses is placed in one 
leg of the ring. The effective focal length of the telephoto lenses 
is equal to one-fourth the cavity round-trip distance, but the 
principal planes are displaced from the lens positions allowing 
the relay to lie in one leg of the ring. 

Polarization control is also used for purposes other than Spatial amplitude noise from each amplification pass is 
containing the pulse in the LARA cavity. The addition of two filtered by placing a pinhole at the focus of the vacuum relay. 
quarter-wave plates, as shown in Fig. 58.32, changes 'The pinhole also reduces ASE in LARA by limiting the range 
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of pointing angles that can propagate inside LARA. Since the 
spatial filter causes an image inversion when traversed. odd- 
order aberrations in LARA, such as coma, will be eliminated 
provided an even number of round trips are made. 

After amplification, the pulse is switched out of LARA by 
reflection off the output polarizer and passes through a quarter- 
wave plate and an isolation stage. The isolation stage consists 
of two liquid crystal polarizers (LCP) of opposite handedness 
surrounding a Pockels cell. The isolation stage is used to 
improve the contrast between the amplified pulse out of 
LARA and any pre- or post-pulses. The isolation stage also 
protects LARA from light propagating back through the 
isolation stage. 

One of the drawbacks of the present LARA design 
(Fig. 58.32) is the 1: 1 imaging of the cavity that places the 
image of the input apodizer inside 1,ARA. At times, space 
constraints do not allow for proper image relaying of the 
apodizer through the output of LARA. An alternative LARA 
design that overcomes this difficulty is shown in Fig. 58.34. 
Here, the image of the apodizer in the output beam falls 
outside the LARA cavity, which simplifies image relay into 
the rest of the amplifier chain. 

System Characterization 
Several features of the LARA amplifier are investigated: 

holdoff, gain versus bank energy, near field, interferometry, 
and prepulse contrast. Unless otherwise stated, the results 
presented are for a four-pass LARA in the configuration 
shown in Fig. 58.32. Since the amplifying medium in the 
LARA cavity is a flash-lamp-pumped, 40-mm-diam Nd:glass 
amplifier rod, a ~naximum repetition rate of one shot per 
5 min is used for system characterization. 

The holdoff voltage of the ring amplifier cavity is defined 
as the voltage to which the amplifier can be fired before self- 
lasing of the ring occurs. Self-lasing of the ring occurs when 
the round trip gain for ASE exceeds the round-trip losses with 
the Pockels cell in the "off" state. Below the self-lasing 
threshold, any ASE traveling around the ring can accumulate 
on1 y over one round trip before being reflected from the cavity. 
The self-lasing threshold is primarily determined by the prac- 
tical limitations set by the finite contrast of the polarizers and 
the Pockels cell, as well as nonideal wave plates. the size of 
the spatial filter pinhole, and the birefringence of optical 
components between the input and output polarizers. Since 
there are more optical components between the polarizers in 
the cavity configuration in Fig. 58.34, a lower self-lasing 

Apodi~er 

cell Principal 

-p Principal Polarizers 

plane 4~ --- r-- --T- 
/\ + 

W4 Spatial filter with telephoto lenses 

- 
Figure 58.34 
Alternative I,ARA design with apodizer irnage of the oulput beam outside l l ~ e  cavity. 
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E6595 Bank energy (H) 
The onset of self-lasing is easily diagnosed with the fluores- 

-- 

cence traces from the amplifier rod. Figure 58.35 shows ~i~~~~ 58.36 
photodiode-recorded fluorescence traces of a LARA under Total gain of LARA as a function of flash-lamp bank energy for three- and 

threshold or holdoff voltage is both expected and observed. 
Holdoff voltages as high as 6.4 kV, with a corresponding 
single-pass, small-signal gain of Gss = 19, have been measured lo5 -7 0H~.7 kV 

normal operating and under self-lasing conditions without 
pulse injection. Self-lasing manifests itself in the familiar 
spikes superimposed on a usually smooth fluorescence trace. 
More dramatic self-lasing can be detected by placing burn 
paper outside of LARA facing the input and output polarizers. 

for the cavity in Fig. 58.32. while holdoff voltages for 
Fig. 58.34 are around 6.0 kV (Gss = 16). Since the gain lo4 
bandwidth of ~d :g lass '  is -200 A, the optical elements of the 

C . - 
LARA cavity must not provide only for high contrast at the t7 
1.053-pm amplification wavelength, but also for wavelengths 
to either side. Thus, we observed a higher self-lasing threshold 
for zero-order wave plates than for multiple-order wave 
plates. It should also be kept in mind that incorrectly set wave 

lo3 

plates in the cavity can result in catastrophic self-lasing with 
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Figure 58.37 
Near field of 13.7-J shot from LARA with azimuthally averaged lineout. 

Figure 58.35 peaked at the edges of the beam due to the radial gain in the 

The fluorescence traces from a LARA amplifier exhibiting self-lasing (top 40-mm The peaked edges were expected be- 
trace) and under normal hold-off conditions (bottom trace). cause the apodizer used with this test was not designed to 

-- 

produce a flattop beam at total small-signal gains of >1(15. An 
The total small-signal gain of the LARA system as a appropriately designed apodizer can easily produce a flattop 

function of flash-lamp bank energy for three and four round profile at this energy. 
trips is shown in Fig. 58.36. With four round trips, total gains 
of >lo5 have been achieved at bank energies of 6 kV without The wavefront quality of LARA at full aperture and high 
noticeable degradation in beam quality. Figure 58.37 shows energy has been investigated with a self-referencing Mach- 
the output beam profile for a full-aperture, 13.7-J LARA shot Zehnder interfer~rneter.~ Figure 58.38 shows a reduced 
with 140-pJ input energy. The azimuthally averaged lineout interferogram of the LARA output at 17.8 J. The background 
shows the 37-mm beam diameter with an intensity distribution phase error of the interferometer error is removed from the 
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measurement using a separately recorded wavefront of the 
input beam without passing through LARA. The peak-to- 
valley wavefront distortion of an amplified full-aperture beam 
after four round trips is approximately 1 wave (see Fig. 58.37). 
Half of this wavefront distortion is directly attributable to the 
LARA Pockels cell. In the OMEGA Upgrade driver-line 
application, the aperture diameter is 20 mm and the corre- 
sponding peak-to-valley wavefront distortion is a very 
satisfactory -0.25 waves. 

GDL Shot #I067 

Figure 58.38 
Interferogram of 17.8-5 shot from LARA (interferometer error subtracted); 
peak-to-valley wavefront error = 0.970k0.138 waves, rms error = 

0.255k0.307 waves. 

One interesting characteristic of LARA is its 'first-shot 
syndrome,' which manifests itself as a degradation of wave- 
front quality for the first shot of the day. Figure 58.39 shows 
the peak-to-valley wavefront error over a 37-mm aperture 
obtained for a series of shots on a typical day. The peak-to- 
valley wavefront quality of the first shot of the day with a 
"cold'' amplifier rod is shown by the circle in Fig. 58.39. The 
series of data points below this circle shows areduced peak-to- 
valley distortion for all subsequent shots taken at various 
intervals between 7 and 20 min. There is a 20.5-wave peak-to- 
valley reduction from the first shot of the day to all subsequent 
shots. The 'first-shot syndrome' is not well understood, but 
similar observations have been made previously on the 
24-beam OMEGA system. As a practical precaution, the first 
shot of the day for LARA will not be allowed to propagate 
down the main amplifier chains of the OMEGA Upgrade. 

For the OMEGA Upgrade, the required prepulse energy 
contrast on target is >lo9, which translates to a prepulse 
contrast for LARA of >lo4. Prepulses on the LARA output 

are due to leakage of a small percentage of the circulating 
pulse within LARA during each round trip. Without firing the 
LARA amplifier, the measured prepulse contrast is -4 x lo3. 
Under amplified conditions the prepulse contrast is enhanced 
(multiplied) by the single-pass small-signal gain of the 
LARA amplifier (typically GSs = 10) since the prepulse is due 
to the circulating main pulse during the next-to-last round trip 
inside LARA. Thus, the LARA prepulse contrast is 24 x lo4, 
which is well within the OMEGA Upgrade requirements. 

0 5 10 15 20 25 

E6969 Time since previous LARA shot (min) 
~ -ppppp- 

Figure 58.39 
The peak-to-valley wavefront quality of LARA output at full aperture for the 
first shot of the day (circle) and subsequent cycled shots (diamonds). 
- ~ p p p ~ ~ ~ - ~ - ~ ~ ~  

Conclusions 
A high-gain, large-aperture ring amplifier (LARA) has 

been developed with a 37-mm clear aperture that delivers 
output energies of >15 J in a 1-ns pulse at a wavelength of 
1.053 pm. The compact ring amplifier fits entirely on a 4' x 10' 
table and is the main component of the OMEGA Upgrade 
driver. The key elements of the ring cavity are a flash-lamp- 
pumped, 40-mm Nd:glass amplifier rod, a telephoto lens 
vacuum spatial filter, and a Pockels cell that injects the input 
pulse and ejects the output pulse from the ring cavity. 
LARA produces a high-energy output beam with excellent 
wave-front quality and near-field beam profile. LARA output 
beam profiles can be tailored by an input apodizer. At full 
aperture (37 mm), a four-pass LARA introduces -1-wave 
peak-to-valley distortion on the wavefront quality of the 
beam. At the 20-mm aperture used by the OMEGA Upgrade, 
the peak-to-valley distortion is only -0.25 waves. Excluding 
the first LARA shot of each day, a consistent wavefront 
quality is maintained for all shots. The prepulse contrast of 
LARA output is typically >lo4, which meets the OMEGA 
Upgrade specifications. 
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