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IN BRIEF 

This volume of the LLE Review, covering the period April-June 1993, contains 
articles on spectral features from argon-filled target implosions on OMEGA, and 
on the theory of an implicit difference scheme for the Fokker-Planck equation. 
The advanced technology section includes reports on a novel polymer liquid- 
crystal wave plate and a new scheme for phase conversion of the OMEGA 
Upgrade beams that results in greater, smoother energy deposition on fusion 
targets. Finally, reports on the as-designed configuration of the OMEGA 
Upgrade and on the newly configured glass development laser system 
are summarized. 

Highlights of the research reported in this issue are 

The theoretical approach to anew, implicit, conservative finite-difference 
scheme for the Fokker-Planck equation, relating to Coulomb collisions 
between particles in a plasma is presented. This scheme provides an 
increase in computational efficiency by using time steps much larger than 
the thermal collision times, which simulate plasmas far from thermal 
equilibrium. 

Two types of target fills were used on the concluding series of OMEGA 
experiments prior to shutdown for the Upgrade: low-pressure argon 
mixed with deuterium and high-pressure argon. The results of these 
experiments are presented, showing new diagnostic features in the x-ray 
spectra produced by the implosions. The low-pressure implosions yielded 
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information on the peak core conditions, such as electron temperature and 
core density, while the high-pressure implosions yielded information on 
the cooler, peripheral layer of the core, such as its PAR. 

A novel phase-conversion technique was developed using a Fourier 
grating as an optical kinoform. This technique has the advantage of 
providing very smooth beam profiles on a range of target planes, while 
avoiding the lossy sidelobes associated with two-level phase plates 
previously used on OMEGA. 

Liquid-crystal polarizer and wave-plate technology has been frequently 
reported in past LLE Reviews. This issue highlights a nematic polyn7er 
liquid-crystal wave-plate design for use at 1054 nm with high laser- 
damage threshold and potentially low cost. A single-substrate design, 
with very-low-cost possibility, is also presented. 
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Stephen Loucks, Administrative Director of LLE and Manager of the OMEGA 
Upgrade building project, and Nelson Principio, Deputy OMEGA Upgrade 
Project Manager, discuss building plans in front of the new OMEGA Upgrade 
shield a~a l l  in the target bay. The shield wall, comprised of two million pounds 
of cement, is complete. Building construction is scheduled to be cornplcted in 
August 1993, allowing LLE staff to continue with component integration for the 
OMEGA Upgrade. 



Section 1 
PROGRESS IN LASER FUSION 

1.A Implicit and Conservative Difference Scheme 
for the Fokker-Planck Equation 

The Fokker-Planck (FP) equation plays an important role in the investigation of 
clectron transport processes in laser-produced plasmas.'~2 Much of the progress 
in the numerical solution of the FP equation has been possible following the 
pioneering work oSChang and ~ o 0 ~ e r . j  They proposed a practical differencing 
scheme that preserved particle number and allowcd the distribution function to 
evolbe through a series of quasi-equilibria, while maintaining positivity at all 
energy groups. 

Recently, however, Larsen et  ~ 1 1 . ~  showed that although the Chang-Cooper 
scheme works well for linear problems, such as the scattering of test particles, 
it sometimes fails for general nonlinear problems involving the evolution of 
distribution functions farfromequilibrium. ~arsenetal.'generalized the Chang- 
Cooper method to allow fora more efficient solution of the nonlinear FPequation 
uxing larger time steps. Unfortunately. their approach relies on having analytic 
expressions for the collision coefficients, which are not generally available. 

One important property of the FPequation not addressed by the above authors 
is energy conservation. ~ a n g d o n ~  introduced this property to the Chang-Cooper 
scheme, for Coulomb scattering between like particles, by appropriately 
differencing the collision coefficients. This modification has been successfully 
tested by ~ h o ~  and found to ensure adequate energy conservation provided the 
distribution function does not change substantially over one time step.? For 
modeling thermal-transport problems in laser-produced plasmas, Epperlein et 
a1.l found that energy conservation could be further improved through a 
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"predictor" step, whereby the collision coefficients are estimated by linearly 
extrapolating the distribution function in time. Berezin et ul.' developed further 
numerical schemes that conserved not only particle energy and density but also 
maximizedentropy. Unfortunately, their methodsrely on explicit time integration 
and are thus of limited practical use. 

In this article we develop a fully implicit finite-difference method for solving 
the FP equation for like-particle collisions in plasma that conserves both energy 
and number density enactlv. The essence of our approach is to first linearize the 
FP equation, with the collision coefficients as defined by Langdon, and then 
apply the Chang-Cooper approach to difference the equation in velocity space. 
The conservative properties of the scheme are illustrated by considering the 
standard test problem6 of the thermali7ation of a nearly monoenergetic electron 
distribution in ahomogeneous plasma. It is shown that, whereas the conventional 
scheme is limited by energy conservation to time steps no larger than about 100 
thernial collision timcs, there is no such limitation with the new scheme. 

Although the numerical solution of the finite-difference equation in our 
proposed scheme requires thc inversion of a full matrix rather than a tridiagonal 
m a t r i ~ , ~  the relaxation in time-step constraints can sometimes far outweigh the 

factors of greater than ten in computational speed. 

In the next section the FP equation is described, and its basic conservation 
properties are reviewed. Then the numerical scheme is developed, and the test 
problem of electron thermalization in a homogeneous plasma is presented. In the 
last two sections we describe simulations of laser-produced plasmas using an FP 
code and summarize the main conclusions. 

The Fokker-Planck Equation and Its Conservation Properties 
Thc FP equation describing Coulomb collisions of like particles in a 

homogeneous, fully ionized plasma is given by 

where , f (v ,  t )  is the normalized particle distribution function, such that 
m 

NO = 5 d7171~ f (v, t = 0) 
0 

is the initial number density. The collision time between thermal particles is 
defined by 

where o, = ( T ~  1 m)"' is the thermal velocity, To is the initial temperature. eir 
the charge, m is the mass, and InA is the Coulomb logarithm. The collision 
coefficients, describing friction and diffusion, are given byX 
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and 

respectively. The equilibrium solution of Eq. ( 1 )  is a Maxwellian, 

fM = ( 2 1  n ) " 2 ( ~ o  1 u:]exp(-u2 1 2~1:) . 

Since the particle number density is 

co 

we can readily establish its conservation by taking the i duu' moment of Eq. ( I ) .  
This gives us 0 

where the appropriate boundary conditions on f are that [ ~ f  + D(df ldu)] 
vanishes at u = 0 and -J. 

ca 

Energy conservation can be verified by taking the ( I  / 2)ml  duu4 moment of 
Eq. ( 1 1 ,  i.e., o 

where E [ = ( ~ / ~ ) N T ]  is the energy density. Integrating Eq. (6) by parts, and 
using the fact ( u ~ f )  vanishes at z1=  0 and m, we obtain 

From Eq. (2) and rewriting Eq. (3) as 
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we then have 

By recognizing that the two double integrals on the right-hand side of this 
equation are identical, we thus have energy conservation. 

The Numerical Scheme 
The conventional approach for solving Eq. ( I  ) is to discretize in time such that 

At = (t"" - t n )  and use 3f 13, = [ f " "  - f t l ) /  At to obtainJ . 

where i = 0. ..., I is an iteration index. At the beginning of each iteration, the 
nonlinear coefficients are then calculated with either , f17s'3i=o = f "  or 

.f n + l , i = o  = 2 f n  - f l ' - I  (i.e., a predictor step). However, as will be shown later, 
such iterative methods can lead to large energy-conservation errors when 
Ar >> T for plasmas far from thermal equilibrium. 

In this article we develop a noniterative, fully implicit method for solving 
Eq. ( 1 )  that conserves energy exactly for arbitrary values of At. The first step 
involves expanding FV) by a truncated Taylor series," 

Substituting this equation hack into Eq. ( l ) ,  we then obtain I 

where 

and 
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Here, we identify terms (a) and (b) as differential and integral operators on 
J ' " + I ,  respectively. They represent the time rate of change of fresulting from the 
distribution of (a) test and (b) field particles at tfl+l. By neglecting the more 
cumbersome term (b), Eq. (1 2)  reduces to Eq. (1 0) with c"+',~ = Cil and 
D ~ i + l , i  = Dlf. However, even though terms (a) and (b) individually conserve 
number density. we will now show that term (b) is essential to ensure overall 
energy conservation. 

rn 

Taking the (1 12)rnJ dzw4 moment of Eq. (12). we find that 
0 

Comparing Eq. (14) with Eq. (6) and noting that ( d ~ ~ d j ' ) "  j'" = 2Fi7 and 
!dun4 F = 0, we are left with 
0 

which can then be expanded (using the techniques described earlier) to 

Once again, terms (a) and (b) correspond to the differential and integral 
operators, as in Eq. (13). These terms cancel each other out and lead to exact 
energy conservation for arbitrary values ofY1 and f'"+'. We do recall. however, 
that number-density conservation does not require the use of term (b).3 

Our remaining task is to difference Eq. (12) in velocity space. We introduce 
f ,  = f ( u j ) .  where the index j = 1, .... Jdenotes a cell center. The cell boundaries 
are defined by u j i l12  = ( u j  + z 1 , + ~ ) / 2 ,  where a I l 2  = 0 and = urnax 
and thecell sires (not necessarily uniform) aregiven by Auuj = ( u j i l  1: - u,-1 1 
and A z ~ ~ + ~  2 = + - ~ 1 , ~ ) .  Equation i 12) now becomes (using the convention 
of summing over repeated indices) 
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where 

The matrix elements, corresponding terms (a) and (b) of Eq. (13) are given, 
respectively, by 

*" = - D:'li! D)l-I I 2  

/ A  ( + + c + , i 2 6 ~ + , , 2  A ~ , + 1 1 2  Az'/- , i?,  
- ( 1  - % - I / ? )  . for;=k 

- -- DL112 + ~ : ' + , , ~ ( l -  6 ,+l i2)  , for j + 1 = k 
A v , , , , ,  

D; I , >  - -- - - C)1-1,?6,-1:2 , for; - I = k 
A u / - , / ?  

= 0 ,  f o r j - 1 > k  a n d j + l < k .  

and 

B;~  = AU;ZI~.~;+~ +(y;+l12 -Y;- l12)pi~ ,  . for; = k 

= A Z I L V : [ ~ ~ + I I ~  -.f;-112 +(Y;+I I?  - Y ; - I I ~ ) ~ ~ + I I ~ u ~ + I ~ ? ~ u ~ + I I ~ ]  

+ ~ k ( y + l 1 2  - Y ? - I / ~ ) S ~ ~  f o r ~ > k .  

with 

j - I  f!' - ,f! 
2  S, = C bulvl  , . / + I  I f 2  = ---, and 

/ = I  " j + ~  / : A u j + ~  I Z  

II. I = ~ , + 1 / 2 A z ~ ; + , / 2 ~ , + , 1 2  + ~ , - l f 2 ~ ~ , - l / 2 ( ~ - ~ , - , / 2 ) ~  
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Following the Chang-Cooper method, we use 

where 

and M.,+~ = Ail,+ /2C,+1 / / DJ+l 2.This type of weighting has been designed 
to preserve positivity and provide the correct equilibrium solution for,f3 

In order to comply with the energy-conservation relations discussed in this 
article, the collisional terms are calculated from Eqs. (2) and (8) as  follow^:^.^ 

and 

The appropriate boundary conditions give rise to 

Y J + I I Z  = 0  f J + 1  = 0 ,  and ~ J + I I ~  = 0  

Test Problem 
We consider the thermalization of an approximately monoenergetic distribution 

of particles through small-angle Coulomb scattering. Figure 55.1 shows the 
typical evolution of such a distribution, obtained by solving Eq. (17). As 
expected from previous calculations (e.g., Ref. 5), the particles attain close to a 
Maxwellian distribution fM of density No and temperature To in about five 
collision times. 
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Fig. 55.1 

Plot of the distribution function,f[normalized to 

For the case shown in Fig. 55.1, where the time step was taken lo beO.l r ,  both 
iterative and implicit approaches for solving the FP equation are found to be 
sufficiently accurate. So the question is-What happens to the solution when 
At >> T*? 

Using the new implicit-conservative scheme we find that the distribution 
function evolves to the correct Maxwcllian steady-state solution in about three 
tinie steps, while maintaining constant energy. With the iterative approach, 
however, the lack of exact energy conservation leads to Maxwellian distribution 
functions of different temperatures T. To characterize these results, we calculate 
the fractional temperature difference l(T = T ~ )  1 701 - l6T 1 as a function 
of A t l ~ .  These are plotted in Fig. 55.2, assuming either f n f ' 3 i = 0  = f "  or 
,f n+'3i=0 = 2 f "  - f "-' (,predictor step). As observed, in the absence of further 
iterations and for At < 2 0 ~ ,  considerable improvement can be achieved with 
the predictor step. For At > 20r, however, neither approach is satisfaclory, 
and the predictor method leads to larger errors. In fact, for At >> LOOT, the 
predictor method has been found to produce negative distribution functions and 
numerical instabilities. 

As expected, iterations are found to improve the accuracy of the solutions (see 
Fig. 55.2). These improvements, howevcr, become less pronounced as AtlT 
increases, and the energy errors still remain above 20% for At > 1 00r, even after 
ten iterations. 

The results presented in Figs. 55.1 and 55.2 are not too sensitive to the initial 
spread in energy distribution about the most likely energy, though the closer the 
distribution is to equilibrium, the smaller the energy errors become. 
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1 (da\heJ c'llr\c\l. and ~ i r h  t i ther no itcrarion 

( /  = 0)  or ten ittration\ I/ = 10) 

Simulations of Laser-Produced Plasmas 
The ablation of a target by a high-power laser, as envisaged in a laser-fusion 

scenario, has been routinely simulated using the SPARK FP code.',2 The code 
assumes fluid ions and solves for the electron-distribution function, including 
effects such as transport in configuration space, laser heating, and electron 
thermalization in velocity space. Since the last process is modeled by the same 
equation considered in this article. its method of solution can have an important 
impact on the computational efficiency of the code. 

As discussed in the previous section, if the time step used in the code is much 
greater than z (where t = z,, is now the thermal collision time between electrons), 
and the electron-distribution function is far from equilibrium, one might expect 
significant energy errors when using the standard iterative scheme for the 
electron-electron collision operator. To demonstrate this effect we simulate the 
evolution of a laser-produced plasma using SPARK. 

We first consider an idealized planar plasma of the type initially studied by 
~ 1 b r i t t o n . l ~  The ions are assumed cold, immobile, and fully ionized, with an 
effective ionization number of Z = 10. Figure 55.3 shows the corresponding 
electron-number-density profile as a function of space z .  A 1.06-ym laser 
is incident from the right, with its energy being deposited via inverse- 
bremsstrahlung (up to the critical density. No = N, = lo2' ern-') at a constant 
intensity of 1 0 ' ~  w/cm2 over a period of 100 ps. Unlike Albritton, however, we 
assume a much lower initial electron temperature of 1 eV. 

SPARK is run with 40 zones in z and 40 feathered zones in u, such that 
A?;+, / Au,; = I .I I and u,,, = 200 0,. Using the implicit-conservative scheme 
we find that a constant time step of 0.1 ps provides a converged solution for the 
thermal heat front (shown in Fig. 55.3). The overall CPU time for this simulation 
is 74 son a Cray Y-MP. To highlight the nonlocal nature of the electron transport, 
Fig. 55.3 also plots the temperature profile (dashed curve) based on a fluid 
description of the energy equation, using the Spitzer-Harm heat flow formula. ' I 
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This shows certain well-known features of nonlocal transport,lO.l such as 
inhibition of the main heat front and preheat due to long-mean-free-path 
electrons coming from the corona. 

Fig. 55.3 
Plots of electron number density N(in cm-3) and 
temperature T(in eV), as functions of: (in pm). 
Solid curves are obtained using the implicit- 
conservative scheme on SPARK, with (a) At = 1 
ps and (b) At = 0.1 ps, and dashed curves are 

Laser 
-an/ 

CPU time: 
74 s 

The above simulations have been repeated using the conventional iterative 
method for theelectron-electron collision operator. Figure 55.4plots the resulting 
temperature profiles forAt= 1 ,  lo-', and 10-3 ps, assuming ,f"+I.i=O = f." 
(followed by one iteration). The corresponding CPU times are 1.3, 13, 130, and 
1300 s. A comparison between Figs. 55.3 and 55.4 shows the slow convergence 
of the iterative scheme. This is specially true at high densities, where the preheat 
is occurring. Also. even though curved (in Fig. 55.4) is not yet fully converged. 
it has already taken 18 times more computational effort than the corresponding 

Fig. 55.4 I , , , ,  

Plots of electron temperature T (in eV) as a 
function of I (in pm). Results are based on the 
iterative scheme with one iteration and (a) Ar = 
1 ps, (b) Ar = 10-1 ps, (c) At = ps, and (d) 
Ar = 10-3 ps (same conditions as in Fig. 55.3). 

1 30 



PROGRESS IN LASER FUSION 

Fig. 55.5 

Plots o f f  (in arbitrary units) as a function of 
electron kinetic energy ( 112)mv2(in k e ~ ) . ~ u r v e s  
correspond to positions A and B in Fig. 55.3. 

To understand the poor performance of the iterative scheme we must first 
realize that the electron-distribution function is far from a Maxwellian. This is 
shown in Fig. 55.5, which plots,fas afunction of electron kinetic energy (1/2)mv2 
(in keV), corresponding to positions (A) and (B) in Fig. 55.3. Here we note the 
typical~odouble-~axwellian nature of the electron distribution in the overdense 
region (A). where the "hot" tail shares the same temperature as the tail of the 
distribution at the critical density (B). Another important clue to the poor 
performance of the iterative scheme lies in the values of tee, which are plotted 
in Fig. 55.6 (for the same conditions as in Fig. 55.3). Together with the discussion 
in the "test problem" section, this figure shows why the convergence of 
the iterative scheme is so slow at high densities and low temperatures. Indeed, 
even for At = ps, the high-density unheated plasma has a characteristic 
tee - 0.0 1 At. 

To test the implicit-conservative scheme under less-idealized plasma 
conditions, we now consider the recent Rayleigh-Taylor experiments performed 
at Lawrence Livermore National Laboratories using the NOVA laser.12 We 
attempt to model their plasma conditions by simulating the evolution of a CH 
foil, illuminated by 530-nm laser light with I -ns linear rise time followed by a 
2-11s flat section, at an intensity of 5 x l0I3 w/cm2. 

Our initial conditions correspond to a fully ionized, 18-mm CH plasma at 
a temperature of 0.5 eV and an electron number density of 3.38 x ~ m - ~ .  
The code is run in one-dimensional planar geometry on a Lagrangian mesh, 
assuming cold fluid ions. The configuration space mesh uses 50 zones, and the 
velocity mesh uses 35 feathered zones (where the mesh size increases at a 
constant ratio, Avj+l / Avj = 1.1 1) and z7,,, = 280v,. 
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Fig. 55.6 

Figure 55.7 plots the electron temperature and number density as functions of 
space ; at 3 ns. The implicit-conservative scheme has been uced with aconstant 
time step of 1 ps. The overall computation time of the simulation is 230 CPU sec 
on a Cray Y-MP. I 

In this case, tu obtain a similarly accurate solution. the conventional iterative 
scheme (with one iteration) would require a prohibitively small time step 
of ps. By using the predictor step (followed by one iteration), however, 
it has been possible to successfully reproduce the results in Fig. 55.7 with 
At = 0.01 ps. (Unfortunately, this type of iterative scheme leads to numerical 
instabilities for At > 0.0 1 ps.) This uses a total of 7200 CPU sec of computational 
time. So despite the fact that the implicit-conservative scheme requires three 
times more computational effort per At, the 100-fold increase in At has produced 
a 30-fold enhancement in computational speed. 

It must be realized that many factors can affect the relative efficiency of using 
the implicit-conservative scheme. An obvious one is the value of T,,, as 
demonstrated by the previous numerical simulations: another is the number of 
velocity groups J .  Since the solution of Eq. ( 17) requires inversion of afull matrix 
rather than a tridiagonal matrix [as required by Eq. ( 1  O)], the computational effort 
scales approximately as .I2 instead of J .  This explains the larger computational 
effort (per time step) required by the implicit-conservative scheme. Although 
thiscan eventually limit the size of .I, it is found that in practice one can alleviate 
this problem by judiciously feathering the velocity mesh (as done in the above 
simulations). 
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3 I)\. Uewlt.; arc obtained u i n g  thc imp l~c i t -  

con\er\ ati\ C' \chell~e OII SP.-ZRh' v. i th A( = I p\ 

Conclusions 
In this article an implicit finite-difference scheme has been developed for 

solving the FP equation for like-particle collisions in plasmas. Unlike the 
currently available schemes, it enforces not only number-density conservation, 
but also exact-energy conservation. These properties have been demonstrated 
both analytically and numerically by considering the thermalization of an 
approximately monoenergetic distribution of particles. It is shown that even 
when the numerical integration time step is much larger than the thermal 
collision time, the correct steady-state solution is obtained. By comparison, 
numerical solutions based on conventional iterative approaches can yield 
unacceptably large energy errors. 

The usefulness of the new implicit-conservative scheme has been 
demonstrated by implementing it in the laser-plasma transport code SPARK. 
Apart from improving the reliability of the code, the relaxation in time-step 
constraints has typically allowed for over an order of magnitude reduction in 
computational time. 

ACKNOWLEDGMENT 
I wish to thank Dr. R. W. Short for many helpful discussions. This work was supported by the 

U.S. Department of Energy Office of Inertial Confinement Fusion under Cooperative Agreement 
No. DE-FC03-92SF19460, the University of Rochester, and the New York State Energy Research 
and Development Authority. The support of DOEdoes notconstitute anendorsement by DOEof the 
views expressed in this article. 



LLE REVIEW, Volume 55 

REFERENCES 
1. E. M. Epperlein, G. J. Rickard, and A. R. Bell, Phvs. Re,: Lrrf. 61, 2453 

(1988); Cornput. Phys. Cornmun. 52, 7 (1988); E. M. Epperlein and 
R. W. Short. Phys. Fluids B 3. 3092 ( 1991): 4. 22 l l (1992). 

2. E. M. Epperlein, "Fokker-Planck Modeling of Electron Transport in Laser- 
Produced Plasmas" (to be published in Laser atzd Purticle Beurlls). 

3. J.  S. Chang and G. Cooper, J. Conzput. Phys. 6. 1 (1970). 

4. E. W. Larsen, C. D. Levermore, G. C. Pomraning, and J. G. Sanderson, 
J. Cornput. Ph-vs. 61, 359 (1985). 

5 .  A. B. Langdon. in CECAM Report qf Workshop on "The Flux Limiter and 
Heat Flow Instubilifies in Lrist,r-F~isiorz Plastncrs" (Universite Paris Sud, 
France, 198 I ) ,  p. 69. 

6. T. H. Kho, Phys. Rev. A 32,666 (1985). 

7. Y. A. Berczin, V. N. Khudick, and M. S. Pekker. J.  Cotnpur. Phys. 69. 163 
( 1  987). 

8. I. P. Shkarofsky. Can. J. Phys. 41, 1753 ( 1  963). 

9. W. R. Briley and H. McDonald, J. Cornput. Phys. 34,55 (1980). 

10. J. R. Albritton, Phis. R ~ L :  Lett. 50, 2078 (1983). 

11. L. Spitzer, Jr. and R. Harm, Phys. Re\: 89, 977 (1953). 

12. S. G. Glendenning el ul., Plrys. Re\: Lett. 69, 1201 ( 1992). 

l .B New Diagnostic Features in the Spectra of Recent 
Argon-Filled-Target Implosions on OMEGA 

Recent argon-filled-target implosions were performed for two kinds of target 
fills: (a) low-pressure argon in an Ar-DD mixture and (b) high-pressure argon. 
These experiments provide additional diagnostic signatures for comparison to 
code predictions. Generally, the measurements indicate deviations from 
predictions and can serve as indirect evidence of instability. 

Targets of low argon-fill pressure have the distinction of low opacity of argon 
lines. This means that the observed line emission can yield information on the 
peak core conditions. In addition, we observe the free-bound continuum, which 
in high-pressure shots is indistinct due to opacity effects. This spectral feature 
provides additional information on the core electron temperature (through the 
continuum slope as well as the continuurnjump) and on the core density (through 
the reduction in ionization energy). 
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Targets with high argon-fill pressure provide information on the cooler, 
peripheral argon layer of the core through the observation of absorption lines. In 
the past, absorption lines of 1 s-2p transitions in argon ions with a partially filled 
L shell have been observed. Here. we also observe 1 s-3p transitionsin absorption. 
These lines provide information on the temperature and pAR of that cooler 
region. However, the predicted strong absorption of helium-like argon lines 
has not been observed. This is interpreted as due to a cooler-than-predicted 
compressed core. 

Table 55.1 lists the experimental conditions for the shots used in the analysis. 
All targets were polymer shells, overcoated with a 0.05-pmlayer of A1 (to protect 
against shinethrough), imploded by 600-ps OMEGA pulses. These shots were 
also part of an NLUFexperiment performed by C. F. Hooper and colleagues from 
the University of Florida. 

Table 55.1: Experimental conditions for the shots used in the analysis. 
I 

Target Target 
Shot No. Diameter Thickness Fill Pressure Laser Energy 

( P I )  (Pm) DD (atm) Ar (atm) (J) 
I 

Low-Pressure Argon Experiments 
Figure 55.8 shows the spectrum for shot 24501, emitted by a low-argon- 

pressure target. The argon lines are generally of low opacity for such low 
argon-fill pressure. We can predict this low opacity even without knowing the 
degree of target compression. To see that, we note that the opacity of a layer 
of areal density pAR due to resonant line absorption is given by 
r, = (ire2 f 1 ~ ~ r n c ) p A R  b P(v) ,  where 7, is the opacity at the frequency v, 

f is the absorption oscillator strength, b is the fraction of all ions in the absorb- 
ing ground state, M, is the ionic mass, and P(v) is the line profile in inverse- 
frequency units (normalized to unit area) at the frequency V. For Stark-broadened 
lines, the line width AE is proportional to p2I3, so that P(v) - pP2l3. Strictly 
speaking, this is only true for the ion-broadening component of the profile; 
however. for lines like Lyman-P, having no unshifted Stark component (hence, 
a central dip), this is practically true for the total profile. Since for a given target 
implosion pR = ( 3 ~  1 4 1 ~ ) " ~  p2I3, where M is the total argon mass, the line- 
center opacity depends only on the initial fill mass (or the fill pressure and radius) 
but not on the compression. For the Ar Lyman-P line, the opacity at the two line 
peaks (straddling the central dip) becomes r,,,, - 0.1 bp'I3 R ~ ,  wherep is the fill 
pressure in atmospheres and R, the initial radius in microns. For shot 2450 1, this 
becomes T,,,, - 2; hence, opacity is small but not negligible. 



LLE REVIEW, Volume 55 

! 

1.2 - J: - . - 
C 
9 

2 0.8 
2 - . - 
+2 - 
.," 0.4 
C - 
c - 

0.0 
2.5 3.0 3.5 4.0 4.5 5.0 5.5 3.0 3.5 4.0 1.5 5.0 5.5 

~ 6 6 x 5  Photon energy (keV) E ~ ~ X X  
Photon energy (keV) 

Fig. 55.8 
Calibrated spectrum from a low-pressure argon target (shot 24501). The target was filled with a rrrixtul-e of 0.1 
atm argon and 20 atm deuterium. (a) The vertical bars show the unshifted positions of the hydrogen-like and 
helium-like Kedges (o subscript), as well as the shifted positions, calculated from the experi~uentally determined 
density and temperature. H and He refer to ArCi7 and Ar+I6, respectively. (b) Determining the tcmperature from 
the continuum slope and a lower bound of the continuum jump (which yields an upper bound on the temperature). 
The line marking the continuum jump is arbitrarily placed near 4 keV. 

We proceed to fitting theoretical Stark profiles calculated by ~ o o ~ e r '  to thc 
measured Lyman-P profile of shot 24501, shown in Fig. 55.9. Note that thesc 
profiles correspond to the case of a very small admixture of argon in an otherwise 
deuterium plasma, as is the case in shot 24501. These profiles are somewhat 
narrower than the profiles for a pure argon plasma for the same electron density. 
For example. the simplified formula for the ion-broadening of hydrogenic lines2 
shows that for a given electron density, the linewidth is proportional to z"', 
where Zis the charge of the plasma ions (the perturbers). Before fitting to profiles 
of different densities, we show in Fig. 55.9(a) that Stark profiles are relatively 
insensitive to the temperature. The two Stark profiles shown are for the same 
electron density ( N ,  = cm-9, but two different temperatures (200 and 800 
eV). For an unknown temperature in the range of 200 to 800 eV, using a profile 
for an intermediate temperature, the deduced density can be in error of less than 
&20%. The Stark profile also depends slightly on the ion temperature (even 
before thc Doppler broadening is folded in). and we used profiles calculated for 
Ti = T,. Oncc we select a calculated profile closest to the measured one, final 
fitting is obtaincd by stretching or contracting the energy scale and noting that 
the profile width changes with density approximately like N,?/~ .  The Doppler 
broadening was also included in the calculated profiles. To account for the 
small opacity, we replace the actual profile P(AE) by the expression 
I - exp[-z,,,p(AE) I P,,,], where P,,, is the profile value at either peak and 
z,,,, = 2, as explained abovc. The best-fit profile corresponds to an electron 
density of 0.7 x 1 0 ~ % m - ~ ,  or p - 2.3 g ~ m - ~ .  The assumed temperature for the 
theoretical profile was 1.0 keV, in anticipation of the results obtained below. 
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Fig. 55.9 
(a) Calculated Stark profiles (from Ref. 1) for 
the same electron density but two different 
temperatures. For an unknown temperature 
in  the range of 200 to 800 eV, the deduced 
density can be in error of less than +20%. (b) 
Fitting of a theoretical Stark profile to the 

The spectrum in Fig. 55.8 provides an additional diagnostic feature, the free- 
bound continuum. Note that the intensity scale in Fig. 55.8(a) is linear, whereas 
in Fig. 55.8(b) it is logarithmic. This is the continuum due to recombination into 
the K shell, and it appears at energies above the Kedge. There are two, close K 
edges here: (a) the Ar+I7 edge, due to recombination of electrons andAr+I8 ions, 
at 4.426 keV, and (b) the Ar+16 edge, due to recombination of electrons andAr+17 
ions, at 4.120 keV. First, the electron temperature in the compressed core can be 
deduced from the slope of the free-bound continuum, which in Fig. 55.8(b) 
corresponds to 7, - 1.0 keV. For the slope determination we look beyond the K 
edge of the first continuum (e-  + Ar+18), where the two continua simply add up. 
As described below, the edge is shifted into lower photon energies. which 
facilitates the slope measurement. 

(b) Stark profile: N, = 7 X' 1023 cm-3 
2.0 

0.5 
3.85 3.89 3.92 3.96 4.00 

E6686 
Photon energy (keV) 

mcahurcd I.y~nan-p linc of ~ r " '  (91 315 1 c V )  

for \hot 7450 I. 
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An additional signature associated with the free-bound continuum is the 
reduction of ionization energy. As is evident from Fig. 55.8, the free-bouni 
continua extend well into the low-energy side of the Kedge before falling. This 
reduction is due to the interaction with neighboring ions (or the background 
plasma) and depends on the density and temperature. Because of the overlap of 
the Ar+I7 edge with the e- + Ar+" continuum, it is easier to determine the 
measured shift of the Ar+I6 edge. General1 y. the effect increases with increasing 
density and decreasing temperature. Using the theory developed by Stewart and 
~ y a t t . ~  we show in Fig. 55.10 the calculated reduction in ionization energy of 
helium-like argon (Arf 16) for the relevant parameter ranges. The calculation is 
for the same argon-to-deuterium ratio as in shot 24501 (1 :200 in fill pressures). 
A similar calculation was done for hydrogen-like argon ( ~ r + " ) .  As seen. the 
reduction depends on both temperature and density for the parameter ranges 
encountered here. There are two limiting expressions (defined by the number ND 
of particles in the Debye sphere) that are sometimes used for the reduction in the 
ionization energy AE,: 

AE; = p2 / rn (for N D  >> 1) 

and 

AE, = e2 l a  (for ND << 1) , (1) 

where rl, is the Debye length and a is the ion-sphere radius; the first is given 
by the Debye-Huckel theory and the second by thc ion-sphere model. As a rule, 
the Stewan-Pyatt model gives smaller energy shifts than either theory. In 
addition, the parameter ranges in Fig. 55.10 correspond to intermediate values 
of ND (No - 1 ). As a result, AE, in Fig. 55.10 does depend on the temperature, 
which is not the case for the ion-sphere model; however, the dependence on 
density is closer to that of the ion-sphere model than to that of the Debye- 
Huckel model 

Using Fig. 55.10, we estimate the reduction in ionization energy in the 
experiment (shot 24501). We use the density value derived from the Stark 
broadening of the Lyman-P line [Fig. 55.9(b)], and the temperature derived 
from the continuum slope [Fig. 55.8(b)]. The derived reduction for Ar+I6 is 
AEi = 120 eV, and for Ar+I7 the reduction is 130 eV. The vertical bars in 
Fig. 55.8(a) show the unshifted positions of the hydrogen-like and helium-like 
K edges (o subscript), as well as the shifted positions, calculated from the 
experimentally determined density and temperature. As seen, the predicted 
reduction is generally consistent with the shape of the measured continuum. The 
shift of the hydrogen-like edge isnot clearly seen because of asmaller continuum 
jump at this edge. 
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Fig. 55.10 
Calculated reduction in ionization energy of ~ r + l ~  (helium-like argon) for the relevant 
parameter ranges, using the theory of Stewart and Pyatt (Ref. 3). The calculation is for the 
same argon-to-deuterium ratio as in shot 24501 (1:200 in fill pressures). 

The electron temperature can be additionally estimated from the continuum 
jump. This is the intensity ratio (I+/[-) between the continuunl just to the high- 
energy side of the Kedge and that to the low-energy side. The continuum on the 
low-energy side is due to recon~bination to higher levels (L shell, etc.) as well as 
due to bremsstrahlung. The continuum on the high-energy side of the edge is due 
to all these processes, in addition to recombination to the K shell. This jump 
decreases strong1 y with increasing temperature because recombination radiation 
at a given frequency varies like ( k ~ ) ~ ' "  e x p [ ( ~ ,  -hv)lkT],  whereas 
bremsstrahlung varies like (kT)-'I2 exp(-hv I kT); hence, the ratio of the first 
to the second varies like ( k ~ ) ~ '  e x p ( ~ ,  1 k ~ ) .  

Since the dependence of both recombination and bremsstrahlung on electron 
density is the same (-N,,~), one would expect this dependence to cancel out and 
leave only a temperature dependence. This indeed is the case in a calculated 
curve of the continuunl jump near the K edge of hydrogen-like ions.4 In that 
curve, the density-independent continuunl jump is monotonically decreasing 
with increasing temperature. However, we need to modify that curve in two 
ways. First, the density independence of the continuum jump due to a given 
species is only correct for a constant fraction of the relevant ion species. The 
K-edge jump of Ar+I7 will start to fall as the temperature decreases because 
recombination ( e + Ar + I 8  3 Ari"] will reduce the number of available 
Ar+18 ions. The effect of the varying fraction of Ar+" ions with temperature 
(which also depends on density) was not included in the calculation of Ref. 4. 
Thus, instead of one monotonically decreasing curve, the continuum jump as a 
function of temperature has a maximum at low temperatures, which is density 
dependent. Only at high enough temperatures do the curves for different 
densities approach each other. Second, we need to calculate the jump near the 
~ r + ~ ~ ( h e l i u m - l i k e )  edge since this jump is much more distinct than that near the 
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coupled with the ionic populations calculated with the collisional-radiative code 
POP ION.^ In Fig. 55.1 I we show the calculated continuum jump for the Kedge 

Ar+17 edge and is easier to compare to the experiment. For this continuum jump, 
the curves at high temperature decrease faster with increasing temperature than 
in the hydrogen-like calculations because here ionization of the type 
~ r " ~  3 Ar+" + e -  reduces the number of Ar+I7 ions, just as recombination 
of the type ( e  + Art" 3 Ar'I6) reduces the jump at low temperatures. 

We calculated the continuum emission for each ion species from Ref. 5. 

of Ar'16, as a function of temperature, for two electron densities. As seen, the 
curves indeed have density-dependent maxima and only at sufficiently high 

b 

temperatures become almost density independent. Using the same procedure, we 
calculated the jump near the Ar+17 edge. For the density and ternperature values 
deduced here. thatjump is only about 1.1. This jump is dominated by the ratio 
of to ~ r " ~  ion populations, which is much smaller than 1 for these 
conditions-the reason why this edge is indistinct in Fig. 55.8. 

Fig. 55.1 1 
The calculated continuum jump for the K edge 
of ~r+16,  as a function of temperature, for two 
electron densities. 

In Fig. 55.8, only a lower bound on the continuum jump can be estimated 
because the continuum level on the low-energy side of the edge (I-) is below the 
background level. To measure accurately the continuum jump as calculated here, 
we should have observed a continuum rising from the edge toward lower 
energies and having the same slope as the continuum above the edge (i.e., 
corresponding to T- 1 keV). Such a rising continuum is only seen below -3 keV, 
and even then it is of a lower temperature. This means that the continuurll of 
- 1 keV below the edge is buried underneath the observed background, due to 
time integration. as well as radiation from, and attenuation by, cooler target 
regions. To obtain a lower bound on the continuum jump, we draw a line on the 
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semilog intensity plot [Fig. 55.9(b)] having a slope of 1 keV and going through 
the lowest observed continuum intensity. This yields a minimum jump of 14, 
which from Fig. 55.1 1 corresponds to T <  I .2 keV. Note that we have arbitrarily 
placed the line marking the continuum jump near 4 keV. Because of the high 
sensitivity of the jump to temperature, only an approximate slope must be known 
to yield a reasonable temperature estimate. 

As an additional diagnostic tool. we use the RATION code7 to calculate the 
total line and continuum spectrum emitted by an argon plasma of a given 
temperature and density. RATION is a steady-state, non-LTE atomic physics 
code, which includes the transport of lines through the target using the escape- 
factor approximation. as well as Stark and Doppler broadening. We vary the 
temperature and density to achieve best correspondence with the experimental 
profile. The main value in applying this procedure is to test additional consistencies 
not checked in the foregoing analysis. such as intensity ratios between lines or 
lines and continuum. etc. A complete correspondence between calculated and 
time-integrated spectra is not expected unless most of the spectrum is emitted 
over time and space where the conditions do not change significantly. This can 
be expected to approximately be the case for emission from peak compression. 
Figure 55.12 shows the RATION spectrum corresponding to T = 1 keV and 
Ne = 0.7 x 10" emp3 (p = 2.3 g emp3). The effect of opacity was included, 
assuming a 40-pnl-diam core. Also, an instrumental linewidth of 15 eV was 
included in the calculation. The predicted spectrum agrees with the measured 
spectrum in general, but not in all details. For example, the line-intensity ratios 
are somewhat different and indicate that the temperature in the experiment as 
measured by the line ratios is lower than 1 keV. The difference in Teas determined 
by the lines and by the continuum is the result of integrating in time and space 
over emission from somewhat different temperatures. 

t672h Photon energy (keV) 

Fig. 55.12 
The spectrum calculated by the code RATION with the following assumed parameters: 
T = I keV and N ,  = 0.7 x 1 024 cm-3 (p = 2.3 g cm-3). 
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High-Pressure Argon Experiments 
In Fig. 55.13 we show a comparison between the spectra from a high-pressure 

(shot 24498) and a low-pressure (shot 2450 I )  argon target. As menlioned above, 
the high or low pressure refers here to the partial pressure of argon. This 
difference in pressure affects the resonant (self) absorption of argon lines and 
yields very different emergent spectra. 

One issue needing clarification before analysis can be applied is the emission 
from the argon gas trapped in the polymer shell during the filling process. This 
gas is heated by the laser and emits argon lines from the ablated region. As such, 
it is not relevant to the diagnosis of the compressed core. However, these 
lines provide convenient spectral references because their broadening in the 
low-density ablated plasma is very small. Figure 55.13 shows that these narrow 
lines appear only in the high-pressure shot; the low-pressure shot shows Stark- 
broadened lines coming from the compressed core. This can be understood by the 
severe opacity of theargon lines in the high-pressure case. Thelines from the core 
are absorbed on the way out within acooler argon layer, and the narrow lines from 
the shell can be observed with no competition from the core lines. In the low- 
pressure case, the unabsorbed core lines dominate over the lines from the shell 
because the core argon gas has both higher total mass and higher density as 
compared to the argon gas in the shell. On the other hand, the intensity of the 
argon lines from the shell should be proportional LO the fill pressure, which is 
consistent with Fig. 55.13. 
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The high-pressure spectrum shows no lines of helium-like ( ~ r ' l ~ )  nor 
hydrogen-like ( ~ r '  1 7 )  species from the core, as is the case for the low-pressure 
shots. The absence of these lines cannot be attributed solely to self-absorption 
(opacity) because under strong opacity conditions these lines should have 
appeared as absorption lines. This is indeed the case for lines of lower ionizations 
as seen in the high-pressure spectrum. There are two groups of such lines 
that appear in absorption. The first is on the low-energy side of the helium-a 
line ( ls2p-1 s2) at 3 140 eV. The second appears on the low-energy side of the 
helium-P line (ls3p-1s') at 3683 eV. Whereas the first group has been studied 
extensively in the the second group has been studiedonly recently l 5  and 
has been observed only in emission.16 The absorption lines in the first group are 
due to transitions of the type 1sZ-l s2p in argon ions with partially filled L shells; 
likewise, the absorption lines in the second group are due to transitions of the type 
IS?-ls3p, ls3d in argon ions with partially filled L shells. These lines are thus 
absorbed in acooler argon peripheral layer, where lower ionizations prevail. The 
area enclosed within these absorption lines is proportional to the PAR of that 
cooler region.x However, in typical cases the first group of absorption features 
(near the helium-a line) has yielded only a lower limit on that quantity. The 
reason is that a relatively small value of pAR is sufficient to absorb these lines 
almost completely. In Ref. 8, the flat-bottom absorption structure near the 
helium-a line yielded a lower bound of only -5 mg/cm2 for the pAR of the cool, 
absorbing layer. 

The interest in the absorption features near the helium-P line is that their 
absorption probabilities are lower than for the comparable absorption lines near 
the helium-a line. As a result, the absorption near the helium-P line in Fig. 55.13 
is much weaker than that near the helium-a line. The former can thus yield a 
better estimate of the pAR of the absorbing layer. Using the methods described 
in Ref. 8, we estimate for the pAR of the absorbing layer of Fig. 55.13, using 
the absorption features near the helium-a line: pAR > 5 mg/cm2. Applying the 
same procedure to the absorption features near the helium-P line we obtain 
pAR - 8 mg/cm2. In deriving this value we made use of the absorption oscillator 
strength in I s-3p transitions in hydrogen-like ions, which is 5.4 times lower than 
for 1 s-2p transitions. As in Ref. 8, the pAR of the absorption layer consists of the 
sum of absorption due to successive charge states, which is proportional to the 
total area within the absorption structure. 

The spectral features near the helium-P line have been recently measured in 
emission (rather than in absorption) and extensively studied. A comparison of 
the spectra in the two cases shows a close similarity. In particular, the two 
features marked Aand B in Fig. 55.13 correspond to the two features calculated 
in Ref. 15 as due to transitions of the type A: 1~2131'-lsZ21, and type 
B: 1~3131' - ls231. We note that in type A the "spectator" electron is in the n = 2 
shell, whereas in type B it is in then = 3 shell. When the lines appear in absorption, 
the absorbing (or initial) state in type A is the ground state of the relevant ion, 
whereas in type B it is an excited state. The fact that the A and B features in 
Fig. 55.13 have comparable areas indicates strong excitation of the absorbing 
ions. The excitation energy of the various ions contributing to the absorption 
varies from 200 eV for the lithium-like ion to 250 eV for the nitrogen-like ion. 



LLE REVIEW, Volurne 5 5  

Fig. 55.14 

Using these values in a collisional-radiative model, we estimate the temperature 
in the absorption region to vaiy in the range 80 to 160 eV. Other inner layers of I 

argon fill gas can have a higher temperature; however, for much higher I 

! 
temperatures the population would have been dominated by helium-like ions. 
We know this is not the case since no helium-like absorption lines appear in the 

I 
high-pressure spectrum of Fig. 55.13. Using this, we can obtain an upper limit 
on the temperature in the absorption layer: T < 600 eV. 

I 
i 

It is instructive to compare the high-pressure spectrum of Fig. 55.1 3 to code 
prediction. Figure 55.14 shows the spectrum calculated by the LILAC code 

I 
f 

coupled to an atomic physics post-processor. Here, strong absorption in helium- 
like lines is evident, contrary to the observed spectrum. It should be noted that 

1 
the absorption features near the helium-P line are not included in the code 

I 

calculations, as are the absorption features near the helium-a line. In particular, 1 
the predicted strong absorption of the Heij line (at 3683 eV) is missing in the I 

I 
observed spectrum. The narrower He, line (at 3 140 eV) overlaps the nearby 
lower-ionization absorption features, so it is not very clear whether the line is I 
missing from the high-pressure spectrum. However, the much broader Hep line 
(especially its higher-frequency wing) is free from such overlap, and its absence 

I 

from the measured spectrum is thus more definite. If the core temperature is 
nowhere higher than about 600 eV, no strong ~ r + ' ~  lines would be emitted; 
however, these very lines could still appear in absorption due to continuum I 
absorption on ~ r + ' ~  transitions. The absence of such absorption lines can be 1 
explained by a combination of two factors: (a)cooler-than-predicted temperature l 

and (b) lower-than-predicted pAR for the ahsorption region and, hy implication, 
for the whole core. The lower-than-predicted values could be the result of 
hydrodynamicinstability, whichdegrades thecompression and, thus, its resulting 

i- 
core heating. 

~ 6 6 8 1  Photon energy (keV) 
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Section 2 
ADVANCED TECHNOLOGY 
DEVELOPMENTS 

2.A Phase Conversion of Lasers with Low-Loss 
Distributed Phase Plates 

An essential requirement for direct-drive laser fusion is the uniform irradiation 
of spherical targets that are located at the far field and quasi-far field of a laser 
system. Uniform absorption of laser light results in reduced Rayleigh-Taylor 
instabilities and improved spherical convergence of the target during high- 
density compression. A major irnpedimcnt to achieving irradiation uniformity 
with high-power, solld-state laser systems i\ the presence of hot-spot structure 
In each of the frequency-converted beams at the target plane. The hot-cpot I 
intensity nonuniformities are caused by spatial variations in the near-field phase 
front of each laser beam. The central thrust of beam-uniformity studies involves 
controlling the beam profile presented to the target plane. Laser phase conver- 
sion provides a mcans to modify a laser beam's coherence properties, thereby 
changing its focusing characteristics. 

Distributed-phase-plate (DPP) technology, previously deployed as two- 
level phase plates on the OMEGA laser systeni,' has been recently developed 
to efficiently increase the level of irradiation uniformity on target for the 
OMEGA IJpgrade laser system. Phase conversion using two-level DPP's had 
provided a center-peakedenergy distribution with high-order diffraction losses. 
However, specific profiles, such as super-Gaussian, inverse-quadratic, or 
cosinusoidal, do not possess undesirable diffraction losses. Target irradiation 
using these desired profiles increases the energy available to the targct and 
reduces the threat of damage to target diagnostics. Houever, it is simultaneouslq k 

required that an insensitivity to near-field wavefront errors be rnainta~ned. 
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Hence, the primary goal in the design of laser phase converters is to achieve 
lossless, wavefront-insensitive, phase conversion that allows flexible control of 
the laser-beam profile. 

Another important goal for irradiation-uniformity research involves controlling 
the power spectrum and reducing the contrast of the initial speckle modulation 
produced by the process of phase conversion. The focusing of a spatially (phase) 
coherent laser beam produces a strongly modulated focal spot that contains 
medium- to low-frequency hot spots. On the other hand, the focusing of a phase- 
converted laser beam, using DPP's, produces a circularly shaped beam with a 
speckle distribution that contains higher frequency modulation with 
correspondingly higher peak irradiance. A laser-beam power spectrum. positioned 
somewhere between these two extremes, may provide a time instantaneous 
irradiation uniformity that less efficiently seeds the Rayleigh-Taylor instability. 
Since the validity of this assumption remains an important question, experimental 
investigation of this possibility, using flexible DPP technology, is warranted. 

Over the past five years, lens arrays, Fourier gratings, and other diffractive 
optics have been developed as improvements to the two-level DPP used on the 
OMEGA system. Recent theoretical calculations andexperimental demonstrations 
have shown that a large fraction of the energy. lost at the target by the two-level 
DPP, can now be regained by producing multibeamlet overlap with continuous 
DPP's that contain either an array of lenses or a two-dimensional grating-like 
structure. Extensive design and analysis of a new baseline DPP have been 
completed for the OMEGA Upgrade laser. 

Phase-Plate Modeling 
The randomly assigned, binary-phase-encoded, ordered array (Fig. 55.15) 

has been used for the phase conversion of laser light together with various beam- 
smoothing schemes. However. phase conversion with two-level DPP's is not 
optimizedforefficient energy coupling or diffraction pattern flexibility. Previous 
DPP's were composed of an ordered array of transparent elements. For this 
variety of phase plate, the phase values of approximately 15,000 hexagons are 
randomly binned into two levels that differ in phase by .rc radians. The diffraction 
patterns of the hexagonal beamlets are collected and brought to focus for target 
irradiation. The diffracted laser light, due to each hexagonal element, observed 
at the focal plane of a lens resembles an Airy-disc pattern. The coherent addition 
of all the diffracted beamlets is also approximated by an Airy-disc pattern. The 
encircled-energy curve shows that only a 75% energy efficiency is obtained 
when the 8% intensity contour is tangentially mapped to the target. 

Alternatives to the two-level binary phase plate include the lenslet array, 
the random phase array, the Fourier grating, as well as numerous combinations 
of these basic forms. Each of these phase plates can be composed of either 
multilevel binary structures such as the optical kinoform3 or a continuous- 
surface relief. In contrast to the two-level binary phase plate, the lenslet 
array4" operates on a different principle. The lenslet array separates an incident 
laser beam into an array of beamlets made to overlap at the target plane by a 
focusing optic. The individual beamlets are directly mapped to the individual 
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(a) 

AR coatings Focusing A 

j lens 

Fig. 55.15 
(a)l'herandornly assigned. binary-phase-encoded,ordered array, referred toas a two-leveldictributedphase plate 
(DPP), was previously used for the phase conversion of the OMEGA laser to achieve smooth intensity 
distributions at the focal plane of a lens. Phase conversion with two-lcvcl DPP's is not optimized for energy 
efficiency or pattern flexibility as shown in  the azimuthally averaged intensity profile (b). 

elements of a Fourier plane array. Phasc conversion with a lenslet array can 
provide high efficiency but suffers from envelope distortion arid limited power 
spectrum flexibility. As anotheroption for spatial phasc conversion, the continuous 
random phase plate, characterizcd by a spatial correlation length and rrns phasc 
difference, uniformly increases the angularspectrurriof an incident beam to forrn 
asingle focal spot at the target plane. Phase conversion with acontinuous random 
phase plate can provide high efficiency but only limited pattern flexibility. 

Several new phase-platc designs are based on the simple Fourier g r a t i r ~ g . ~ - ' ~  
Phase conversion with a Fourier grating can provide both high efficiency and 
pattern flexibility. The purpose of thc Fourier grating is to diffract the collir~iated 
incident beam into multiple orders or multiple beamlets (Fig. 55.16). These 
orders are collected by a lens to form an array of foci at the Fourier plane of the 
lens. The lateral separation bctween the foci (d*) can be expressed in terms of the 
wavelength hof light used, the,f-number (f#) ofthe focusing lens, and the number 
of grooves or elements in the grating, N: 

d* = hfkN = &fiv,/D , 

where N is cqual to the diameter of the grating (D) divided by the groove spacing 
(d); N =  D/d. The Fourier graling separates an incident laser beam into a periodic 
angular speclrurn of bearns made to focus at the focal plane of a lens. In contrast 
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to the lenslet array, for the case of a Fourier grating, the entire laser beam is 
mapped to each of the individual elements of the foci array (Fig. 55.17). 
Placement of the target surface outside the focal plane of the lens causes an 
expansion and overlap of the foci. For a system with a 28-cm-diam beam, a 
1.8-m focal length. and a 700- to 1000-ym target diameter, the propagation 

I d~s tance  beyond the focal plane (&) is between 0 and 4 rnm. The interference 
pattern assoc~ated w ~ t h  the overlap of the beamlets depends primar~ly on the 
phase-transfer-function of the d ~ s t r ~ b u t e d  phage plate. 

1 Focus~ng lens 

I 
I 

Number of grooves = N = Dld -fH 

I 0 7 0 7  d* = hf/d = hf# D/d = hf#N 

Fig. 55. I6 
A Fourier grating separates an incident laser beam into a periodic angular spectrum of beams brought together 
at the focal plane ofa lens. The entire near field of the laser beam is simultaneously mapped toeachof the elements 
of the foci array. Phase conversion with properly modified Fourier gratings can provide high efficiency and 
pattern flexibility. 

Fig. 55.17 
The foci produced by a Fourier grating expand 
and overlap outside the focal plane of the lens. 
For a system with a 28-cm-diam beam, a 1.8-m 
focal length, and a 700- to 1000-pm target 

perimeter 
Lens f = 1.8 m 

\ I-' Target plane 

Grating / A z = 0 4 m m  
Focal plane 

diameter. thc required propdpatiori ~li\tancc 
be!ontl the local planc I\ dpproximatel! 1 mm. 
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The profile of a surface-relief Fourier grating, schematically represented in 
Fig. 55.1 8, can in the simplest case be composed of one sinusoidal component. 
This simple form does not generally meet the important requirements for phase 
conversion; however. it is useful in explaining the basic physics of continous 
phase plates. Phase retardation is distributed over a two-dimensional surface by 
introducing optical path differences (OPD's) in the form of a thin film of varying 
thickness f ( x , y )  and material refractive index n. The exact amount of phase y 
retardation Q, experienced by a transmitted wavefront depends upon the 
wavelength (A) of light and is given by I 

A 

Fig. 55.18 
The optical path profile of a surface-relief 
diffractive structure is characterized by its 
spatially val-ying surface height (thickness 1 )  

and its material index of refraction (n) .  These 
phase plates typically have a height variation of 
several microns and a spatial scale of several 
millimeters. 

The complex ampl~tude transmittance of the two-dimensional Fourier grating is 
defined as 

= , 1 2 k l 1 ~ , ~ i k ( , i -  I ~ { [ ( h ~ ,  - tq  ) c o \ ( 2 ~ u l d ) t ( / i ~ ,  +/I! )]I?] 

The complex amplitude distribution of the laser beam, prior to being transmitted 
through the phase plate, is given by 
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where L designates the laser beam 

The amplitude distribution of the laser light after transmission through the 
mask is a product of Eqs. (3) and (4): 

= Y L  (a, P)e i ~ ~ ( a , P )  . ei2kh,eik(n-l){[(hO-hl ) cos (2na ld )+(ho+h l  ) ] / 2 }  

Sinusoidal phase modulation within the exponent gives rise to a series of Bessel 
functions that, in the case of a solid-state laser beam, correspond to a series of 
aberrated point-spread functions that exist at the focus of a lens: 

The resulting amplitude distribution located at the focal plane of a lens is given 
by the Fourier transform relation, 

where .(a$) is the complex amplitude distribution and E = alhf, TJ = Plhf are 
the spatial-frequency variables. The input amplitude is a product of the laser- 
beam amplitude and the amplitude transmittance of the DPP. 

Since the transform of a product is equal to the convolution of the individual 
transforms, A(E,TJ) can be conveniently expressed as 
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where A ~ ( E , ~ )  is the Fourier transform of thc laser-beam amplitude. 

The above expressiorl reprcsents a two-dimensional convolution (denoted 
by **) between tht: far-field amplitude distribution of the lascr beam, A L ( & , q ) ,  
and the individual scries components. This exprzsslon indicates the effect that 
the laser beam has on each individual Fourier component. 

The focal irradiance distribution located at the Fourier plane of a lens is given by Y 

The array of foci, representing the Besszl function series associated with 
sinusoidal phase modulation, is shown in Figs. 55.19(a) and 55.19(b). This 
irradiance distribution is itself not useful for laser-fusion experiments; however, 

I 

accurate control of its power spectrum is important and can, in part, be achieved 
by specifying a particular set of Fourier components. Non-sinusoidal spatial 
phase modulation is required to achieve the desired intensity pattern flexibility 
on target. A DPP can be designed using one of many iterative phase retrieval 
a ~ g o r i t h m s . l ~ - ' ~  However, optimum phase plates can also be designed using 
specific analytic functions that represent the beam's phase. This latter approach I 

best utilizes Fourier-intuition and experimental ingenuity. Conlputationally 
intensive iterative algorithms can then be used tocomplete a specific DPPdesign I 

after the basic concept is established. I 
i 

A continuous DPP can consist of a specific combination of a Fourier grating 
plus acontinuous random phase plate to achieve both high efficiency and pattern 
flexibility at the target plane (Fig. 55.20). Phase conversion with a continuous 
DPPcan meet these design requirements over a sufficiently long depth of focus 
to accommodate a h ide  range of target diameters. Phase-plate designs consisting 
of a Fourier grating together with a continuous random phase distribution can 
produce desirable envelopes. The irradiance distribution from the combined 
phaseplate,asdescribedby across-section through thecenter [Fig.55.2 I(a)] and 
a false, three-dimensional representation [Fig. 55.21(b)], looks qualitatively 

I 
similar to that of the continuous random phase plate but it is less center-peaked. 

! 
The random irradiance variations associated with spcckle, which obeys negative 
exponential statistics, is the dominant visual characteristic for both of these 
phase plates. In both of these cases an energy transfer greater than 95% is 
delivered to the target plane. The combined phase plate produces a focal spot that 
encircles a 700-pm target with an intensity contour of approximately 8% of the I 

1 
peak irradiance. Adjustments in the shape of the envelope at its center and edge 
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Fig. 55.19 
The irradiance distribution at the focal plane of a lens contains an array of foci representing the Bessel function 
series associated with sinusoidal phase modulation. Figure 55.19(a) shows an intensity cross section while Fig. 
55.19(b) shows the full two-dimensional distribution. This distribution is used for first-order DPP design but in 
itself is not useful for laser-fusion experiments. Nonsinusoidal spatial phase modulation is required to achieve the 
desired intensity pattern flexibility on target. 

Continuous distributed 
phase plate 1000-pm target plane 

/ 700-pm target plane 
, 

Focusing lens d T 1  = 700 pm 

Eh711 dT2=  1000 1.1m 

Fig. 55.20 
A continuous DPP can consist of a combination of a Fourier grating and a continuous 
random phase plate to achieve both high efficiency and pattern flexibility at the target 
plane. Efficient phase conversion with a continuous DPP can be achieved over a 
sufficiently long depth of focus to accommodate a wide range of target diameters. 
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Fig. 55.2 1 
The irradiance distribution from a continuous DPP, as described by a cross-sectional intensity scan through the 
beam center (a) and a Pdse 3-D representation tb), looks qualitatively similar to that produced by a continuous 
random phase plate. The random irradiance variations. associated with speckle that obeys negative exponential 
statistics. is the dominant visual characteristic for both phase plates. 

are made possible by varying the rms phase and correlation length ofthe random 
phase screen and also by varying the amplitude and frequency of the Fourier 
grating. Irradiation of larger targets can be accomplished with this same phase 
plate by placing the target outside the focal plane !Figs. 55.22(a) and 55.22(b)]. 
A typical axial shift from the focal plane, required to irradiate a 1000-pm target, 
is approximately 4 mm. Figure 55.23 shows the azimuthally averaged, energy- 
normalized, intensity profiles at the focal plane (solid) and a 3-mm defocused 
plane (dotted). The dashed curve is an azimuthally averaged intensity profile of 
a Gaussian beam provided for reference. Additional modeling has shown that 
laser-beam phase errors, as severe as twice the OMEGAUV phase error, do not 
significantly alter the performance of these new continuous DPP's. 

The advantage of placing the phase plate before the final focusing lens is that 
subsequent extraction or replacement is relatively simple. However, since 
diffraction occurs over the distances between the phase plate and the focusing 
lens and between the focusing lens and the vacuum window, high intensities can 
be created that potentially exceed the bulk damage threshold of the fused silica 
windows. For this reason, certain phase-plate designs, particularly the binary- 
phase variety, cannot be considered at locations prior to the focusing lens on the 
OMEGAUpgrade laser system. The results of diffraction calculations. shown in 
Figs. 55.24(a) and 55.24(b), .indicate that very-low-intensity modulation is 
created by the continuous DPPconsidered for use in the OMEGA Upgrade laser. 
Incontrast to thisdesignachievement, the two-level binary phase plate, previously 
used on the OMEGA laser sy stem,crcatesunacceptable high-intensity modulation. 
If used in future experiments, binary phase plates  nus st be placed at the vacuum 
window to prevent laser damage. 
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Fig. 55.22 
Larger targets can be uniformly irradiated with a similar intensity envelope and speckle distribution, using the 
same DPP, by defocusing several millimeters along the optical axis. A cross-sectional intensity scan (a) and a 2- 
D intensity plot (b)  illustrate the similarity to the profile obtained at the focal plane of a lens. 

Fig. 55.23 
The azimuthally averaged, energy-normalized 
profiles orthe target-plane intenhity distribution 
show that a DPP consisting of a Fourier grating 
and a continuous random phase plate (solid) is 
less center peaked than a Gaussian profile 
(daxhed). Irradiation of largcr targets usingthe 
same DPP is accomplished by placing the target 
outside the focal plane (dotted). In each case 
an energy transfer of 95% is delivered to the 
target plane. 

7- 

- - - -  Random phase (RP) 
Random phase (RP) and 
Fourier grating (FG) 

- - - - - - - - - . Defocus (KP and FG) 
- 

Experimental Activities 
Optical lithography has been chosen as the primary means of generating 

complex surface-relief structures in materials that are compatible with UV laser 
light. Both mask fabrication and photoresisl patterning have been successfully 
demonstrated, using a combination of photographic and photolithographic 
techniques, by fabricating nearly full-scale, continuous DPP's. A major research 
effort at LLE currently involves the transfer andfor replication of a continuous DPP 
into one of the candidate UV materials. Characterization of the new DPP's involves 
assessment of the surface-relief transfer process and accurate measurement of the 
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Fig. 55.24 
Diffraction occurs over thc distances between the phase plate, focusing lens, and vacuum window, causing high 
intensities that potentially exceed the bulk damage threshold of fused silica windows. The two-level binary phase 
plate, previously usedon theOMEGA laser system, creates unacceptable high-intensity modulation (a); however. 
very-low-intensity modulation is created by the new continuous DPP (b). 

target-plane irradiance. Experimental investigation of the effects that the new DPP 
has on laser-beam alignment to the target is also critical to overall performance of 
the phase plate. It is anticipated that future studies of target performance and 
irradiation uniformity will provide the necessary requirements for optimum phase 
convercion of the OMEGA Upgrade laser system. 

Conclusions 
A new variety of DPP, characterized as deep, surface-relief, continuous phase 

plates, has been invented for use within the OMEGA Upgrade laser system. 
These DPP's can perform nearly lossless phase conversion of high-power laser 
beams, thus delivering up to 25% more energy directly to the fusion capsule. 
Specific DPP designs can provide the desired intensity envelope and speckle 
distribution (power spectrum) over the full 700- to 1000-pm range of target 
diameters envisioned for the future experimental target physics program at LLE. 
In addition, these new phase plates offer substantially less concern for optical 
damage due to diffraction-induced intensity ripples in the near field of the lascr 
beams. An extensive experimental program is now underway to fabricate and 
characterize large-aperture, ultraviolet, continuous DPP's. These DPP's posscss 
both unity efficiency and high damage threshold, meeting thedesign requirc~nents 
for the OMEGA Upgrade laser system. 
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2.B Nematic Polymer Liquid-Crystal Wave Plate 
for High-Power Lasers at 1054 nm 

Liquid-crystalline materials capable of replacing traditional crystalline solids in 
the production of wave plates are becoming more desirable due to the high cost 
of the solid crystals typically used, ' including natural and synthetic mica, quartz, 
sapphire, magnesium fluoride, and KDP (potassium dihydrogen phosphate). 
The laborious and often expensive process of high-precision optical polishing of 
plates fabricated from these crystals makes their use still less feasible for large- 
aperture requirements. In addition, the range of available retardance values is 
limited, and the laser-damage thresholds are not always known: 

Low-molecular-weight liquid-crystal monomers (LMLC's) have overcome 
thecost disadvantagesof typical solidcrystals. LMLC'sare particularly successful 
in meeting specific retardance needs and can exhibit high resistance to pulsed- 
laser damage in IR and UV regimes.2 Despite their many successes, LMLC's 
introduce some difficulties of their own-the use of thick glass substrates to 
support the LC without bowing and the epoxy sealing of these substrates without 
long-term transmitted-wavefront distortion due to the sea~an t .~  
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Polymerliquidcrystals (PLC's) potentially meet the same needs as monomeric 
LMLC's but without their difficulties. PLC's generally have a high isotropic 
transition temperature. At andabove this temperature, PLC's can be manipulated 
like LMLC's. At lower temperatures, the polymers become viscous enough to 
maintain their chosen configuration. The polymer also acts as its own substrate 
sealant, eliminating the need for e p ~ x i e s . ~  

Here, we examine the properties of a nematic PLC (NPLC) aligned using a 
buffed nylon5 616 layer. Properties studied include viscosity (temperature 
dependence), birefringence (dispersion and temperature dependence), and 
laser-damage resistance. We describe three techniques to construct NPLC wave 
plates and evaluate the uniformity and transmitted wavefront quality of several 
50-mm-diam devices. 

Properties of Nematic Polymer Liquid Crystal 
1. Structure and Physical Properties 

The liquid-crystal polymer used for this study, LC360N, is a side-chain 
polymer with polysiloxane backbone6 (see Fig. 55.25). The polymer's glass 
transition temperature andclearing temperature are 23°C and 88"C, respectively. 
Its viscosity at room temperature (22°C) is greater than 3 x lo8 cp (3 x 1@ Pa-s), 
making it sticky to the touch. Since its dielectric anisotropy is nearly zero, it does 
not afford alignment by application of an electric field. 

Fig. 55.25 
Structure of the NPLC LC360N. 'The poly- 
siloxane backbone is shown on the left. 

2. Viscosity 
For a PLC to be useful in optical devices like wave plates. it must have a high 

viscosity at the temperature at which the device is to be used to ensure device 
stability. The PLC must also have a low enough viscosity at some convenient 
temperature to facilitate both alignment and device construction. LC360N meets 
both of these requirements as determined by aviscosityltemperature measurement. 

Viscosity was measured usingacommercial dig~tal viscometerequipped with 
a helipath accessory.' The viscometer rotated a spindle and measured the force 
required to maintain a chosen rotational speed against the viscous drag of the 
sample; this force was directly related to the viscosity. The sample container had 
an inner diameter of 1.8 cm and the sample volume was 12 ml. For LC360N. at 
low temperatures (T< 80°C), aT-bar-type spindle (1.09-cm crossbar length) war 
used with helical path action. A stand raised and lowered the sample at a rate of 
2.22 cmlmin through a distance of 2.3 cm around the rotating spindle to ensure 



ADVANCED TECHNOLOGY DEVELOPMENTS 

Fig. 55.26 
Temperature dependence of NPLC viscosity. 
Viscosity is determined as a function of 
temperature using a rotating-spindle-type 
viscometer. Measurements for temperatures 
below 80°C are made using aT-bar spindle with 
helical path action. Measurements for 
temperatures at and above 80°C are made using 
a disc-type spindle and no helical action. 

that the spindle continuously encountered fresh polymer, i.e., not previously 
grooved. At high temperatures (T>  80°C), the usual disc-type spindle (1.46-cm 
diam) without the helipath accessory was used. As a result, there was a wider 
range of measured values for the higher viscosities (lower temperatures) due to 
the action of raising and lowering the spindle. Rotational speed was varied from 
0.5 to 100 rpm. Since a different speed was optimum at each temperature, the 
viscosity reading was used when the digital reading was 10% of the maximum 
range available for the given spindlelspeed combination. (Results are shown in 
Fig. 55.26.) The data were fitted empirically to give the relationship 

where q is the viscosity in centipoise, q i  is the viscosity in centipoise at the 
isotropic temperature, and T is the absolute temperature (OK). The temperature 
was maintained using a circulating-water j a ~ k e t ; ~  the water-bath temperature 
supplying the jacket was controllable to +O.Ol°C accuracy. Our results showed 
no sharp change in viscosity at the nematiclisotropic transition, as has been 
reported by others for lyotropic polymers9 and for thermotropic LMLC's. I 0  At 
the NO transition, the apparent viscosity was 6.78fl.25 x lo3 cp (6.78fl.25 Pa-s). 
At room temperature (2Z0C), the empirical fit projects an apparent viscosity of 
3 x lo8 cp (3 x lo5 Pa-s), comparable to taffy. These data confirm that flow and 
alignment can be accomplished at elevated temperatures with the alignment 
"frozen in" at a glass transition at or above room temperature. 
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3. Birefringence Measurement: Method and Results 
The birefringence of the NPLC must be accurately known to construct a wave 

plate with thedesired retardance. Measurementsof the ordinary andextraordinary 
refractive indices were performed using a commercial Abbe refractometer." 
  he refractometer was calibrated12 with afused-silica standard at each wavelength/ 
temperature combination used. Due to the high viscosity of LC360N at room 
temperature, placing it directly on the refractometer stage is inconvenient, and 
polymer alignment is difficult. For this side-chain polysiloxane, the s!de chains 
are responsible for the birefringence. Without an alignment layer on the substrate. 
the side chains align homeotropically. When a rubbed alignment layer is used, 
the side chains align along the rub direction. l 3  We chose the latter configuration 
since alignment quality could be checked quickly by viewing between crossed 
polarizers. The refractive indices were determined with a cell constructed by 
sandwiching the NPLC between S1, a high-index glass plate (SF4, nl, = 1.76), 
and S2, a low-index glass plate (microscope slide, ng = 1.5) [see Fig. 55.27(a) 
inset], both of which had been prepared with a nylon 616 alignment layer in the 
following manner: 

The glass substrate surfaces intended for contacting the NPLC were covered 
with 88% (reagent grade) formic acid for 30 s, spun at 1900 rpm for 60 s, then 
covered with a 0.2% solution of nylon 616 in 88% formic acid for 60 s and spun 
at 1900 rpm for 2 min. The coated substrates were heated on a programmable 
hotplate14 at 115°C (15°C above the boiling point of formic acid to ensure 
complete evaporation of the solvent) for 1 Il2 h and allowed to cool to room 
temperature. The coated substrate was buffed by a device developed in-house (at 
LLE). It consisted of a spinning (2000 rpm) cylinder, 25 cm long and I0 cm in 
diameter and covered with a polyaramide fiber sheet.15 The substrate was held 
to a platform by vacuum and then passed beneath the rotating cylinder. The 
height of the roller was adjusted until passing the substrate under the stationary 
roller just caused light behind the roller to be extinguished. The direction of 
buffing was defined as the direction of the roller motion (same as movement of 
the platform for first pass). The substrate was passed forward and backward 
under the spinning roller four times. 

The NPLC and the SF4 plate were heated to 100°C. The NPLC was dabbed 
by microspatula onto the SF4 plate and covered with the unheated, low-index 
plate so that the rub directions of the substrates were antiparallel. No spacers 
were used. This cell was placed directly on a hotplate, held at 88°C (Ti) for 24 h, 
and then cooled from 88°C to 20°C at a rate of lcC1h. Using a contact 
micrometer,I6 the thicknessoftheNPLC layer wasdetermined to be approximately 
20 pm. The same sandwich cell was used for all birefringence measurements. 

) 

S I  was mounted on the very-high-index (nD = 1.92) refractometer prism with 
a fluid whose refractive index was rlD = 1.8 1. l 7  The Abbe refractometer and 
sample arrangement are shown in Fig. 55.27(a). Although the flatness of 
substrates S1 and S2 was poorer than 4 hat  633 nm, the NPLC alignment quality 
was sufficient for the measurements. The index of S2 was not critical. (If the 
index of S2 happened to be higher than the NPLC, S2 would not couple light into 
the sandwich cell, and the existenceof S2 would simply not register.)The cell was 



Fig. 55.27 
! Schematic diagram of Abbe refractometer and 
1 sample. (a) The refracting prism has the highest 
I 

refractive index; index-matching fluid has a 
refractive index between S I  and the refracting 
prism: S I  is a high-index glass substrate; NPLC 
is the nematic polymer liquid crystal aligned by 
thermal annealing between substrates prepared 
with a rubbed polymer alignment layer; S2 is a 
glass substrate of arbitrary refractive index. 
Source light is directed through the sample onto 
a mirror and then to the observer. The mirror is 
rotated todetect the critical angle used tocalculate 
the refractive index. (b) The sample cell is 
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Cell 
Prism 

oriented on the Ahhe prism \\ ~ t h  theclirect~on ol' 

buffing orthogonal to the incoming light beam. 

oriented on the refractometer stage such that the light from the source would 
sample both the ordinary and extraordinary indices. The rub direction was 
orthogonal to the incoming light beam [see Fig. 55.27(b)]. Both no and 11, 

measurements were read in this configuration; five trials of each were averaged. 

The ordinary and extraordinary refractive indices were measured at 
20°C for various wavelengths. The indices, their average values 

and the birefringence values are shown with their standard deviations, G,.,.~, in 
Table 55.11. The light sources used were sodium lamp, mercury lamp, HeNe 
laser, and Nd:YLF laser. The sodium and mercury sources were unpolarized. The 
polarized HeNe and Nd:YLF beams were passed through a diffuser to randomize 
the polarization. The Abbe refractometer makes use of the critical-angle 
relationship of the sample with the refractometer prism. The observer sees a split 
light-field, darker where the critical angle for a given sample index is exceeded. 
The lighter part of the field of view is illuminated by the light source. To see the 
split field when using an IR source, a hand-held IR scope1' was held at the 
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Table 55.11: Refractive indices of NPLC at 20°C. 

Source Wavelength 
(nm) a,  "e An n d ~  • 

Hg 546.1 1.5320+0.0002 1.6960+0.0004 0.1640+0.0006 1. 5885+0.0003 

No 589.6 1.5269f 0.00005 1.6864f 0.0003 0.1595f0.00035 1.58 19f0.000 1 

HeNe 632.8 1.525 1 k0.0002 1.68 16 +0.0003 0.1565 +0.0005 1.5790k0.0002 

Nd:YLF 1054 1.5 132+0.0002 1.6584+0.0002 0.1452+0.0004 1.563 1 k0.0002 

eyepiece, and measurements were then made in the usual manner. Three points 
(A= 546.1, 632.8, and 1054 nm) were used to fit these data to the Cauchy 
equation: 

The coefficients for n, and n, are shown in Table 55.111. The individual curves 
in Fig. 55.28(a) were subtracted point by point to give the birefringence dispersion 
curve in Fig. 55.28(b). The birefringence dispersion of crystalline quartz.1y 
shown in Fig. 55.28(b) for comparison, is approximately 15 times smaller than 
that of LC360N. 

The refractive indices were determined at 1054 nm for various temperatures. 
Temperature was maintained using acirculating-waterbath8 around the refracting 
prism. These indices are listed inTable 55.1V. The temperature dependence of the 
ordinary and extraordinary indices is shown in Fig. 55.29(a). The temperature 
dependence of the birefringence of our NPLC (LC360N) and that of several other 
LC's are listed in Table 55.V and plottedon Fig. 55.29(b). Other LC's shown are 
another NPLC (methylstilbene PLC~O) but at 589.6 nm, an LMLC ( ~ 1 5 ~ ~ 3 ~ ~ )  
at 1054 nm, an LLE mixture (60% 18523 and 40% 1 4 6 2 7 ~ , ~ *  by weight) at 
1047 nm, and an LMLC ( ~ 2 0 0 ~ ~ )  at 1047 nm. 

Table 55.111: Coeff~c~ents of Cauchy equation for d~rperslon of ordlnary and extraordinary indlces 

of refraction for NPLC at 20°C. 

A B C 

a, 1.507 1 6 . 6 0 6 4 ~  10" 2.4866 x lo8 

1.6474 1 134.4~ 103 9.3661 x lo8 
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Fig. 55.28 
Dispersion of refractive index of NPLC. (a) The ordinary and extraordinary refractive 
indices of the NPLC are fitted separately to the Cauchy equation. (h )  The ordinary and 
extraordinary indices curves are subtracted point by point to yield the dispersion curve. 
All index dispersion measuremenls are determined at 20°C. Birefringence dispersion for 
crystalline quartz19 is shown for the same range. 

For LC360N, an empirical second-order polynomial fit of birefringence 
versus temperature ("C) yields a d(An)ldT at 20°C of (-)0.0003I0C. At room 
temperature, the birefringence changeperdegrcc is within the standard deviation 
of the birefringence value. A wave platc made with this NPLC would show a 
variation in retardance at room tcmpernture of only 0.3 nmIoC per micron of 
polymer thickness. In a zero-order half-wave plate, this represents a retardance 
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change per "C of only 0.15 nm. By comparison, the methylstilbene polymer 
shows a variation in retardance of 0.03 nm/"C/ym but, due to its lower 
birefringence, would require a thicker cell to produce the same retardance as our 
NPLC. The LMLC's show a wide variation of the temperature dependence of 
birefringence. The LMLC K15 exhibits a very large birefringence change with 
temperature at 20°C. This is to be expected since its clearing temperature is 
approximately 33°C and the d(An)ldTof every LC increases sharply near its own 
isotropic temperature. The second example of an LMLC is an in-house (LLE) 
wave-plate mixture (60% 18523 and40% 14627). This mixture has been used for 
LC optical devices at LLE and has proven to be convenient for conventional LC 
cell construction. The mixture does, however, show a higher birefringence 
change with temperature than does the NPLC LC360N and, for half-wave-plate 
construction at 1054 nm, would exhibit a slightly higher retardance change 

Table 55.IV: Temperature dependence of refractive indices of NPLC at h = 1054 nm. 

Temperature 
nc An '"a, 

(" c, 

with temperature. Finally, a newer LMLC, E200, shows a d(An)ldT at 20°C 
of (-)0.00009I0C, an order of magnitude smaller than our NPLC. A zero-order 
half-wave plate made of this LMLC would show only one-third the birefringence 
change of LC360N. but such a cell would require an external epoxy seal. 
Our NPLC shows promise for providing temperature-stable retardance in a thin. 
self-sealing cell. 

Wave-Plate Construction 
This section describes the fabrication of NPLC wave plates using various 

substrate and spacer arrangements. All work with formic acid was performed 
in a Class 10 fume hood in a Class 1000 clean room. All cell construction. 
excluding degassing, was performed in a Class I0 laminar flow hood in a Class 
1000 clean room. 

For the double-substrate wave plates, our target retardance using an 18-ym- 
thick path length was 2614 nm. This provided a second-order retardance of 
506 nm, i.e., a second-order half-wave plate at 1054 nm. 
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Fig. 55.29 
Temperature dependence of refractive index for NPLC. (a) rz, and rz, between T = 20°C 
and T= 70°C. (b) An between T= 20°C and T= 70°C, compared to literature and measured 
data for several other LC compounds. 
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Table 55.V: Colnparison of temperature dependence of birefringence of LC360N with other LC 
materials. 

methylstilbene 
Material LC360N K15 

60% 18523 + 
PLC 40% 14627 E200 

Form NPLC NPLC LMLC I.MI>C LMLC 

Ti 88°C -100°C 33" C -50" C 88.5 "C 

h 1054 nrn 589.6 nm 1054 nm 1047 nm 1047 nm 

An at 20°C 0.1452 0.057 0.168 0.042 0.152 

&An)ldT at -2.755 x -2.970 x 10-"-4.18 x 10-"3.35 x -9.492 x lo-' 

20°C (11°C) 

d(tA12)ldT per 

pm at 20°C -0.2755 -0.0297 - 4 . 1 8  -0.335 -0.0942 

(nmI0C/pm) 

d(r An)ldT for 
t = 527 nm and 4 . 1 4 5 2  -2.202 -0.1766 -0.0496 --- 

20" C 

(nm/"C/pm) 

Reference --- 20 21,22 3, 22 22 

1. Double-Substrate. Fiber-Spacer Homogeneous Distribution 
The thickness of the NPLC layer was fixed using commercially availablc 

glass fiber spacers2-l mixed into the polymer. The fiber-spacer diameters were 
18kO.3 pm and lengths varied from 20 to 100 pm. The fiber spacers were added 
to the polymer for a calculated yield of approximately 150 spacers in the 
completed cell (0.8 mg of fibers to 3.2 g of polymer). Homogeneous distribution 
of the fibers was achieved by heating the mixturc to 100°C and stirring 
mechanically for 15 min. A small amount of the mixture was removcd with a 
stirring rod and smeared onto a bare microscope slide. This smear was checked 
undcr a light microscope for homogeneous distribution (i.e., no clumping) of the 
fibers. Stirring introduced bubbles into the mixture, so it was degassed at 100°C 
and <I Torr until bubbles werc no longer visible (about 1 h for the given mass 
of polymer). The vacuum was applied gradually, 250 Torr every 15 min, to 
prevent excessive foaming of the NPLC. 

The wave-plate substrates were two 50-mm-diam. 7-mm-thick borosilicate 
glass (BK7) discs polished to a surface flatness of better than W1 O P-V at 633 nm. 
Both were coatcd with a nylon 616 alignment layer using the procedure described 
under "3. Birefringence Measurement. . .". One subctrate was heated to 100°C. 
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The polymer was separately heated to 100°C and scooped onto the substrate 
using a metal microspatula. The other substrate was kept at room temperature 
so that it could be lowered by hand onto the polymer. The rub directions of 
the substrates were antiparallel. The constructed cell was degassed at 100°C 
and <1 Torr for 24 h to remove trapped air bubbles. The cell was placed on a 
5-mm-thick silica square, loadedonto a hotplate, covered with aPyrex glass dish, 
held at 88°C for 24 h, and then cooled from 88°C to 20°C at 1°C/h. This was the 
same annealing protocol used for the birefringence measurement cell. 

The completed cell had approximately 75 fibers distributed over the full 
aperture. There was little distortion of the NPLC alignment around these fibers 
as shown by viewing at 1 OOX magnification between crossed polarizers [see Fig. 
55.30(a)]. Annealing removed all evidence of fluid flow around the spacers. 

G3433 G3434 
Fig. 55.30 
Glass fiber spacers ( 1  8-pm diam) in double-substrate wave plates. (a) Photograph at 100X magnification between 
crossed polarizers shows three fibers in a 0.8-mm2 area in the double-substrate wave plate with homogeneous 
fiber distribution. There are no apparent disclinations. (b) Photograph at 50X magnification between crossed 
polarizers shows fibers in a 3-mm2 area in double-substrate wave plate with fiber-spacer annulus. These fibers 
and the disclinations surrounding them are outside the clear aperture of the wave plate. Other features in both 
photomicrographs may be attributed to dirt or buffing marks. 

2. Double-Substrate, Fiber-Spacer Annulus 
An alternative technique was employed to keep the fiber spacers out of the 

wave plate's clear aperture where they might otherwise provide sites for laser 
damage or contribute to gradients in the transmitted optical wavefront. The fibers 
were applied in an annulus after the alignment layer had been applied and buffed. 
For 50-mm-diam BK7 substrates, a 32-mm-diam glass mask was placed over the 
clear aperture. The fibers were applied by dipping a cotton swab into the fibers, 
tapping them off above the substrate, and removing the mask; then the NPLC was 
applied by scooping it at 100°C onto the clear aperture of the substrate also held 
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at 100°C. As described in the preceding subsection, the procedure then continued 
with construction of the double-substrate cell. Both parallel and antiparallel 
construction were tested. Retardancc values of the parallel and antiparallel cells 
were comparable, but total tilt angle varied [see "2. Wave-Plate Evaluation" in 
the next section]. 

The density of fibers in the annular region was high. Figure 55.30(b) (photo- 
graph taken at 50X magnification between crossed polarizers) shows a density 
ufapproxiniatcly 15 fibers per nini'. This contributed to the fornlation of lines 
of disclination, but this effect was confined to the annulus outside of the clear 
aperture and did not affect transmitted-wavefront quality or measured retardance. 

3. Single Substrate 
In addition to the methods described above for sandwich-type NPLC wave 

plates. we developed a method for producing single-substrate wave plates. Sincc 
a large proportion of the cost of any high-quality LC device is attributed to the 
substrates, a single-substrate wave plate essentially halves the expense of the 
device. A single substrate was prepared with an alignment layer as described 
previously. The single substrates used here were 12 mm thick. 

The first procedure tested was spin-coating a solution of the NPLC in 
chloroform solvent (5% wlw) onto the buffed substrate. Solvent alone was 
dripped by syringe onto the substrate and allowed to sit for 30 s. The substrate 
was then spun at 1800 rpm while dripping solvent ( l ml) onto the substrate for 
a total spin of 60 s. Then the 5% solution was dripped by syringe onto the 
substrate, allowed to sit for 60 s, spun at room temperature at 1800 rpm again 
dripping I ml of the solution for the initial part of the spin, for a total spin of 
120 s. The single substrate was annealed under the same protocol as the double- 
substrate cells. Viewing between crossed polarizers showed alignment and 
visual transmission/extinction contrast; however, rctardance measurements hy 
laser ratiometer were within the system noise levels, suggesting that the NPLC 
layer was too thin to measure. Microscopic examination showed beading of the 
NPLC along the rub direction. Higher concentrations did not spin on uniformly. 

A second method was attempted that involved dripping the NPLC/chloroform 
solution onto the buffed substrate and allowing the solvent to evaporate. leaving 
behind,the NPLC Isyer. Low concentrations (<7%)evaporated so rapidly that the 
NPLC was deposited in uneven patches. Evaporation of higher-concentration 
solutions left a polymer-layer barrier at the air/solution interface that precluded 
further evaporation. 

Consequently, the NPLC had to be applied directly to the buffed substrate in 
the following way: The substrate was placed on a silica square and heated to 
100°C. NPLC at 100°C was scooped along one edge to form a crescent. A 
stainless steel rod of wound stainless steel wire." designed to give a thickness 
of 6 ym, was used to stroke the NPLC across the substrate either parallel or 
perpendicular to the buff direction for a givcn trial. To prevent sliding of the 
substrate, glass tacks were epoxiedat one corner of the silica square. The cell was 
transferred to a plain silica square, held in an oven at 88°C for 1 h, then allowed 
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to cool to room temperature (average rate of cooling was -30"Ch). Longer 
heating (2 h) with slower annealing (3"Ch) showed no improvement in uniformity 
or alignment. There was no significant difference in uniformity or alignment 
between single-substrate cells made with tlat (PV < U l 0 )  and nonflat (PV - 5h) 
substrates, nor for stroking of NPLC with the steel rod perpendicular versus 
parallel to the rub direction. Neither the bulk NPLC nor that on the substrate was 
degassed since previous experiments with degassing showed no improvement 
In appearance. 

All trials showed a residual outline of the original crescent-shaped NPLC 
application region. Partial removal of this nonuniformity was achieved by using 
a combination of application techniques. A buffed substrate sitting on a silica 
square with glass tacks at one corner was heated to I0O0C. The NPLC, also at 
100°C. was scooped onto the center of the substrate. A small brush was used to 
spread the NPLC smoothly over the surface. Brush strokes were either parallel 
or perpendicular to the buff direction for a given trial. As described above, the 
warmed rod was drawn across the surface to promote uniform thickness. This 
cell was held at I 10°C for 15 min. The hot cell was then spun at 4000 rpm for 
30 s to evenly distribute the NPLC over the substrate and to remove any residual 
brush or rod lines. (This process step dictated the use of thick, single substrates. 
Their large heat capacity ensured that the NPLC was warm enough to flow during 
the entire spin.) This cell was held in an oven as before at 88°C for 1 h, then 
allowed to cool to room temperature. The brush did introduce some air bubbles, 
but they disappeared during the 1 h of heating. 

Wave-Plate Evaluation 
The optical quality of a wave plate depends on undistorted wavefront 

transmissionoverthe clear aperture andon accuracy and uniformity ofretardance. 
Constructed wave plates were first viewed between crossed polarizers for 
uniformity of transmission and extinction. 

Table 55.VI gives transmitted-wavefront distortion with and without the 
NPLC; retardance; tilt angle at center and over the clear apertures (75% of the 
hard apertures); and thickness calculated from total retardance and tilt angle25 
for all three types of wave plates. 

1. Transmitted Wavefront 
Transmitted wavefront was measured using a Fizeau i n t e r f e r ~ m e t e r ~ ~  at 

h = 633 nm. To establish a transmitted-wavefront reference, the substrates 
ultimately used in the double-substrate configuration were first assembled with 
5-pm ~ ~ l a r * ~  spacers and index-matching fluid17 (nD = 1.5 16). Three external 
glass tacks, epoxied across the sides of the substrates, maintained the cell 
structure for interferometry. The transmitted-wavefront quality of this "mock" 
cell was used as astandardof comparison forthe double-substrate cell subsequently 
assembled. The reference for the single substrate was the substrate itself. 

Transmitted-wavefront distortion for all three types of cells varied from 
2 to 4 times that of the blank cell. One double-substrate cell, stored vertically for 
one month. showed transmitted-wavefront improvement of about 0.1 h. Such 
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Table 55.VI: Results of wave-plate evaluations. 

Wave Plate Double-Substrate, Double-Substrate, 
Homogeneous Fiber Annulus 

Fiber Distribution 

Single Substrate 

- -  - - - -  - 

@ 633 nm 

Transmitted wavefront I 
distortion, no 0.073fl.015 h I 0.073M.015 h 
NPLC (reference) 

Transmitted ~avefront  
distortion, NPLC 0.404k0.050 h 0.382k0.048 h 

O 1054 nrn 

Retardance design 506k40 nm 506+40 nm 
goal (second order) (second order) 

Measured average 496.9k1 1.3 nrn 510f28 nm 
retardance (second order) (second order) 

Tilt angle 2.36k0.3 I" 0.37 +O. 1 5" 
(single spot) 

41 6k32 nm 
(first order) I 

Average tilt angle 1.3 1 f0.95" 0.11 k0.09" 0.6f0.3" 
(nine spots) 

Thickness based on 
retardance and tilt 17.95k0.08 pm 18.03%). 19 pm 10.13f0.28 pm 
angle 

improvement might be desirable but points out the susceptibility of an NPLC like 
LC360N to flow under the influence of gravity when the glass transition 
temperature is too near room temperature. 

2. Retardance 
a. Value and variation. Retardance was measured using a laser ratiometer 

with a Soleil-Babinet c o r n p e n s a t ~ r ~ ~  between crossed Clan-Thompson calcite 
polarizers. The approximate laser-beam diameter at the cell location was 2 mm. 
The retardance order was established by the fiber-spacer diameter. Nine spots 
were measured and averaged. Single-spot retardance was measured five times at 
the center to establish reproducibility. Variation was no more than f 5  nrn for all 
types of ware  plates. 

Both types of double-substrate wave plates showed excellent agreement of 
expected and average measured retardance values. Due to the near-room- 
temperature glass transition of the NPLC, any manipulation of the cell by hand 
contributcd to some degradationof retardation uniformity. Retardance uniformity 
was most dependent on fiber-spacer distribution. In the homogeneous distribution 
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type, as few as 75 spacers over the aperture provided excellent gap uniformity 
[see Fig. 55.3 l(a)]. In the fiber annulusdistribution type, the density of fibers was 
more difficult to control. Regions of excessive fiber deposition led to more 
severe gap wedges [see Fig. 55.31(b)]. More uniform and reproducible gaps 
were obtained by swabbing fibers directly onto the exposed substrate around the 
mask than by tapping from a swab. However, direct swabbing scratched the 
nylon alignment layer, creating regions of scattering that sometimes extended 
into the clear aperture. 

The single-substrate wave plate showed fairly good uniformity over most of 
the clear aperture. Variations in thickness, i.e., wedge, were cori~monly caused 
by unevenness of stroking with the hand-coater rod [see Fig. 55.3 1 (c)]. 

For use in a laser system, a retardance deviation of no more than f 10% of the 
calculated value is d e s i r a b ~ e . ~ ~  All three types of wave plates showed this 
accuracy when averagedover the aperture. However, this specification presumes 
uniformity across the clear aperture. Only the double-substrate wave plate, 
having fiber spacers in homogeneous distribution, showed sufficient uniformity 
for use in a high-peak-power laser system. Improved uniformity of other wave- 
plate types may be expected with refinements in the application of (a) fibers, in 
the case of the annular-distribution double-substrate wave plate, or (b) NPLC, in 
the case of the single-substrate wave plate. 

b. Tilt angle. Tilt angle is the angle that the side chains of the NPLC make 
with respect to the substrate surface. The t i l t  angle was measured at the center of 
the cell for reproducibility tests and at nine spots for uniformity tests using a 
phase-retardation method25 in which the cell is rotated around an axis 
perpendicular to the incident beam in a laser ratiometer. 

Because the tilt-angle measurement is an average through the cell, parallel 
construction of the double-substrate cells yielded tilt-angle measurements of 
almost zero, whereas antiparallel construction led to tilt-angle measurements of 
2"-3". This is consistent with the induced tilt angle being the same at both inner 
surfaces.30 The t i l t  of the side chains at the first surface induces a slight 
retardance on the incident beam. In parallel construction, this beam then 
encounters side chains at the second surface that are tilted in the opposite 
direction compensating for the retardance. As the cell is rotated around an axis 
perpendicular to the incident-beam. a minimum in transmission indicates a 
matching of the incident-beam polarization with the side-chain tilt. For the 
parallel cell, this minimum occurs at normal incidence. where retardance of one 
surface just compensates the other. In antiparallel construction, no such 
compensation takes place. in which case a minimum in transmission occurs at an 
off-normal angle if side-chain tilt exists. Table 55.VI reports the tilt angles for (1) 
a double-substrate wave plate with homogeneous distribution of fibers and 
antiparallel construction and (2) a double-substrate wave plate with fibers in an 
annular distribution and parallel construction. The tilt angle of the NPLC on the 
single substrate was negligible. 
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Fig. 55.3 1 
Wave-plate retardance contour maps. Retardance 
is measured using a Soleil-Babinet compensator. - Analyzer 
(a) Double-substrate homogeneous fibers- 
values shown represent +5 nm of second-order 
retardance within the indicated region; (b) 
double-substrate fiber annulus-values shown 
represent +lo nm of second-order retardance 
within theindicated region; (c) single substrate- 
values shown represent +20 nm of first-order 
retardance within the indicated region. 

172 
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c. Thickness. Since there was a range in diameters of fiber spacers used for 
the double-substratecells, total retardance was used to calculate thc thickness of 
the NPLC, and the fiber thickness was used to establish the order of retardance. 
The retardance used for thickness calculations had to be corrected for that 
retardance due to tilt angle.25 The thicknesses shown inTable 55.VI are based on 
these corrected total-retardance values. Even without the correction, measured 
thickness values of the NPLC layer were well within the range established by the 
fiber-spacer diameter. This result implies that the fibers maintained the cell gap 
without trapping any NPLC between the fiber and the substrate. 

Laser-Damage Resistance 
The NPLC wave plates constructed and evaluated above provide numerous 

advantages over both traditional crystalline solids and low-molecular-weight liquid 
crystals for typical optical uses. However, the particular NPLC used for this study 
provided yet another advantageous property-high laser-damage reaibtance. 

The laser-damage resistance of the LC360N was measured at 1054 nm by a 
technique described in greatcr detail e~sewhere .~  The NPLC was dissolved in 
toluene (at 2% w/w solids content) and sprayed by airbrush onto the small face 
of a 30-60-90 RK7 prism, the geometry of which prevents back reflection and 
subsequent interference effects. Both I -on-1 and N-on- l tests were made. 
In I-on- I tests, a single laser pulse is incident on a previously nonirradiated site. 
The energy within the pulse is gradually increased at each new location until 
damage is seen. In N-on- I testing, laser pulses of increasing energy are incident 
on the same site at 5-s intervals until damage is seen. The laser used was 
a Nd:glass, mode-locked, feedback-controlled, Q-switched oscillator, whose 
1054-nm pulses could be frequency-tripled to 351 nm using KDP. Pulses were 
1k0.1 ns in duration in the IR (3 Jlpulse). Damage was diagnosed as the 
appearance, within the 3-mm-diarn irradiation spot sizc, of a bubble that 
scattered light. Under Nomarski microscopic inspection [Fig. 55.32(a)], the 
NPLC exhibited apparent multiple-clustered pitting. 

The original brown sample of LC360N was contaminated with traces of a 
polymerization catalyst believed to be colloidal metallic platinum with 
considerable potential for causing laser damage. After purification to 1 ppm Pt 
by column chromatography (purification carried out by Wacker Chemie), the 
clear, colorless polymer showcd a much-improved laser-damage resistance, and 
the laser-damage sites showed far less severe pitting [see Fig. 55.32(b)]. 

The laser-damage test data are reported in Table 55.VII. The films used in 
damage testing were 2.5 times thicker than the NPLC in the second-order wave 
plates and 13 times thicker than an NPLC layer required for a rero-order wave 
plate. Since laser-damage resistance can be expected to improve for thinner 
layers, damage thresholds for NPLC wave plates in a working system would 
likely be even higher than those reported here. The laser-damage measurement$ 
of a nylon alignment layer,3 buffed under both hard and light conditions, show 
resistance of 5 to 10 ~ l c m ?  (Table 55.VII). Damage-resistance levels of several 
~ lcm '  are compatible for use in many high-pcak-power laser applications. 
The components of an NPLC wave plate with a nylon alignment layer meet 
this specification. 
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Fig. 55.32 

Nomarski photomicrographs ( 1  00X) of NPLC 
after irradiation with a l -ns lases pulse at 1054 
nm. (a) Extensive pitting in a 16-pm laycr. of 

unpurified material (39 ppm Pt). cb) Reduced 
incidence of damage in a45-pm layer of purified 
material ( I  .O pprn Pt). 

Summary 
We have developed techniques for using a nematic polyliier liquid crystal in 

the construction of a wave plate. These techniques include measurement of the 
birefringence of the highly viscous NPLC and alignnlcnt by thcrillal annealing 
against a buffed nylon 6/6 aligning Layer. We were able to construct three types 
of wavc plates-double substrate with fiber $pacer\ distributed homogeneously; 
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Table 55.VII: La<er-damage resistance of nematic polymer LC360N and nylon 616. 

Matenal Damage Threshold ( ~ l c m ~ )  
@ 1 ns, 1054 nm 

16-pm film, unpurified 

45-pm film, purified to 1 ppm Pt 

nylon 616, light buff 

nylon 616, hard buff 

nylon 616, llght buff 

nylon 616, hard buff 

double substrate with fiber spacers distributed in an annulus; and single substrate. 
The viscosityltemperature behavior of the NPLC allowed alignment at higher 
temperatures but configuration stability at lower (room) temperature. The NPLC 
acted as its own adhesive to seal the confining substrates together. The high laser- 
damage resistance of the NPLC indicates that it and similar materials will prove 
useful for high-peak-power laser applications. 

The wave plates showed promising uniformity and transmitted-wavefront 
quality as well as the capability of meeting specific retardance requirements at 
a cost determined mainly by the glass substrates. Further improvements in device 
stability could be obtained by using an NPLC with a higher glass-transition 
temperature (>40°C to ensure a "locked-in" configuration at room temperature, 
to allow greater ease of handling, and to eliminate long-term flow under the 
influence of gravity). If the NPLC had a positive dielectric anisotropy (AE), 
molecular alignment would be facilitated by allowing annealing in the presence 
of an electric field. 
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3.A GDL Facility Report 

During the second quarter of FY93 thc refurbished GDL was activated in the 
infrared. As part of the activation, the new GDL produced 1 kJ of IR energy at 
a 20-cm aperture on 1 April 1993. The system is presently configured with 
15- and 20-cm disk-geometry amplifiers, which were the prototypes for the 
OMEGA Upgrade, as the penultimate and ultimate amplifiers. These two final 
stages are driven by conventional-design OMEGA rod-geometry amplifiers. 

Therefurbished GDLalso features a new front-end driver line. which consists 
of an optical-fiber-fed, regenerative amplifier that drives a large-aperture 
(40-mm) ring amplifier (LARA). This architecture provides improved reliability 
over conventional master-oscillator, power-amplifier (MOPA) designs in a very 
compact package. GDL will ultimately have two of these driver lines to 
implement co-propagation. 

Plans for the third quarter of FY93 include testing co-propagation in the 
infrared portion of the laser system. Construction of the GDL facility will also 
continue. One of two KDP plates that will convert the infrared pulse to the 
ultraviolet is in-house in preparation for coating. Components for the final spatial 
filter and alignment sensor package are slated to be asqen~bled early in the third 
quarter. During the third quarter the old OMEGA target chamber, which has been 
installed on a new base in GDL, will be outfitted with vacuum components; the 
remainder of integration will continue throughout the fourth quarter. 



LASER SYSTEM REPORT 

3.B The Upgrade to the OMEGA Laser System 

The upgrade to the OMEGA laser system will provide a unique capability to 
validate high-performance, direct-drive laser-fusion targets. The ultimate goal 
of the experimental program on the OMEGA Upgrade is to study the physics of 
hot-spot formation under near-ignition conditions (ignition scaling), using 
cryogenic targets whose hydrodynamic behavior scales to that of high-gain 
targets. Specific performance goals of these experiments are the achievement of 
a convergence ratio (CR) 2 20, an ion temperature (Ti) of 2 to 3 keV, and a total 
fuel areal density ( p R )  in excess of 0.2 g/cm' for targets whose Rayleigh-Taylor 
growth factors are in excess of 500. In this article, the top-level specifications 
required for these experiments will be presented along with the constraints they 
place on the laser system. The configuration of the laser system and the target- 
irradiation facility will be reviewed, as will the control system. 

System Specifications 
The conceptual design for the OMEGA Upgrade was completed in 1989 and 

resulted in a preliminary design document (Title I). Since completion of that 
document, a number of changcs have been made to the laser system to optimize 
the configuration and performance. This article will describe the most recent 
configuration of the laser system and explain its design. 

The total energy, uniformity, and pulse-shaping requirements forthe proposed 
ignition-scaling experiments call for a 60-bean1 system, which will produce 
30 kJ on target in temporally shaped pulses with peak powers in excess of 40TW. 
The upgraded system will fit into the existing building, will allow for maximum 
use of existing hardware, and will satisfy budgetary constraints. The top-level 
performance requirements for this system are given in Table 55.VIIl. 

Akey parameter of this system is thenumber ofbeams on target.The 60-beam 
configuration has been adopted as it provides a significant improvement of 
uniformity over theexisting 24-beam system with nli~limal additional complexity. 
The 60 beams are sufficient to meet theoretical uniformity requirements, and 
compared to systems with fewer beams, the 60-beam system provides a lower 
sensitivity to individual beam characteristics. In addition, the beam aperture 
required to supply 30 kJ in 60 beam lines is sufficiently small that beam 
segmentation can be avoided, allowing the use of optical components with 
rcasonable cost per unit area. 

Co-Propagation and Pulse Shaping 
The shaped pulse required for an efficient ablative target implosion presents 

asignificant problem becauseofthe limited dynamic range of practical frequency- 
tripling schernes. The solution incorporated into the upgrade design is the co- 
propagation, through the laser system, of two spatially separated pulses. In  this 
design, asmall-diameter foot pulse, ofcircularcross section, co-axially propagates 
inside an annular main pulse (Fig. 55.33). The two pulses are separated by a null 
zone that has no laser light propagating in it. By concentrating the low-power 
portion of the pulse in the foot. the intensity of both the main and foot pulses can 
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be matched for efficient frequency conversion. While this benefit in conversion 
efficiency is about equal to the losses inherent in the null zone, co-propagation 
will be used in the upgrade because it offers attractive opportunities for pulse 
shaping and laser-uniformity schemes. 

Table 55.VIII: OMEGA Upgrade deslgn goals. 

Energy on target Up to 30 kJ (pulse shaped) I 
I Wavelength I 35 1 nm (third harmonic of Nd:glass) I 
I Laslng medium I Nd-doped phosphate glass I 

- - 

Number of beams 60 

On-target Irradiation uniformity 1%-2% m s  

Diagnostic solid angle x sr 1 
I Repetition rate 1 shotlh 

:>. (-@ , 
.;< Frequency- 

conversion 
Foot pulse crystals 

Main pulse 

TC269 1 

Co-propagation 
through 

power amplifiers 

Focus 
Iens 

Blast-shieId 
distributed 
phase plate 

Fig. 55.33 
Schematic of the co-propagated main- and foot-pulse beams for the OMEGA Upgrade. 
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Figure 55.34 is a scale drawing of the beam's cross section at the frequency- 
conversion crystals; the dark areas represent the nominal beam areas (where the 
beam is approximately flat topped), and the lighter shading indicates the 
transition regions where the intensity of each beam falls to zero, roughly as an 
order-eight super-Gaussian. The null zone, which contains no laser energy, is 
maintained between the pulses to allow for their separate diagnosis, to prevent 
constructive interference that could result if the beams were to overlap, and to 
minimize the risk of inadvertent damage to the system. It is important to note that 
this co-propagation configuration can be used to irradiate fusion targets only 
because distributed phase plates (DPP's) are used at the focus lenses: since each 
DPPelement irradiates the whole target. the locations of the foot and tnain beams 
in the near field are immaterial. 

Co-propagation begins at the front end of the laser system, where two 
oscillator pulses are first amplified in separate laser drivers and then appropriately 
apodized and combined into a single beam. This coaxial combination of separate 
pulses is maintained through the remainder of the laser system. The size of the 
UV beam and its aspect ratio arechosen so that the UV energy loading, multiplied 
by a safety factor to accommodate intensity modulations, does not exceed the 
damage threshold of the high-reflectance and anti-reflection coatings in the UV 
beam transport system. 

I 
Fig. 55.34 
Cross section of beams at frequency-conversion 
crystals. All radii are given in centimeters; the 
null-zone thickness is I cm. 

Each of the laser drivers will produce the applicable portion of the total pulse 
so that the desired shape results when the two are combined at the target. The 
base-line pulses needed for experiments are the picket-fence [Fig. 55.35(a)] and 
continuous [Fig. 55.35(b)] pulses. For picket-fence pulses it is natural to assign 
the final picket to the main beam and the other pickets to the foot. For the 
continuous pulse, there is flexibility in the definition of the split; Fig. 55.35(b) 
shows one possible division. The choice is made by balancing the need for higher 
foot-pulse intensity for frequency conversion with limits on the foot-pulse 
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"Picket fence" 

. . . . . . . . . . .  . . . . . . . . . . .  

. . . . . . . . . . .  . . . . . . . . . . . .  

Continuous 

Fig. 55.35 
The pulse shapes required for ignition-scaling experiments on the OMEGA Upgrade; 
(a) picket-fence pulse and (b) continuous pulse. 
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energy due to the UV damage threshold of the optical coatings. In the example 
of Fig. 55.35(b), the ratio of powers in the main and foot pulses of nearly 10: 1 
results in a ratio of intensities at the crystals of only - 1.4: 1. This allows the use 
of a single-thickness KDP crystal for frequency conversion, the thickness of 
which is optimized primarily for the main pulse. 

The overall energy performance predicted for the OMEGAUpgrade is shown 
in Table 55.IX. This table assumes a continuous pulse shape of the form shown 
in Fig. 55.35(b) and gives predictions for two peak powers, 23 TW and 39 TW. 
[The 39-TW pulse is a shortened version of the 23-TW pulse of Fig. 55.35(b) 
obtained by scaling the abscissa by a factor of 0.59 and keeping the energy 
constant.] That pulse shapc is produced using a foot pulse with an approximately 
Nth-order rise (with N -2-4)  and a flat-topped main pulse with duration of 
1 .  I ns (23 TW) or 0.7 ns (39 TW). The laser performance for both the 23-TW and 
39-TW cases was calculated by fixing the on-target UV energy, then working 
backwards through the system to obtain the IR performances for each case. The 
energies quoted are summed over the 60 beams and indicate that the IR system 
must produce - I  kJ per beam line. The UV numbers account for losses due to 
DPP's and the transport system. Since we expect that new technologies such as 
continuous phase plates2 will have marked improvements in efficiencies, these 

values are quite conservative. 

Table 55.IX: Energy performance of the OMEGA Upgrade. 

Main Pulse Foot Pulse 

UV: Energy on target (kJ) 

Energy on DPP (kJ) 

Energy after FCC (kJ) 

Average fluence after FCC 

Peak tluence after FCC 
I 

I 

I Conversion effic~ency 
I 
I ( 1.2-cm-thick cryutals) 

I IR: Energy before FCC (kJ) 

Avg. tluence before FCC 

4 Peak tluence before FCC 
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The peak tluence in the UV portion of the system is limited by the damage 
fluence of the transport mirrors, which is 2.9 ~ / c r n ~  at 0.7 ns. This value is 
assumed to scale only weakly with temporal pulse width and is therefore 
applicable to both main pulses (13TW and 39 TW). The average fluence is taken 
as 0.56 times thepeaktluence based on experience at ha  and else where.^ Since 
the maximum tluence in the UV system occurs immediately after the FCC, the 
UV component most susceptible todamage is the first transport ~nirror immediately 
after the FCC. 

System Configuration 
The overall layout of the upgrade is illustrated in Fig. 55.36. The need to f i t  all 

the hardware (including the extraamplifiers, the extra beamlines, and a larger target 
chamber) into existing building space has led to a substantial rearrangement of the 
OMEGA laser. The oscillators and preamplifiers. including the SSD and pulse- 
shaping hardware, are located in a room below the laser bay. The driver amplifiers 
will he located on the laser-bay level; there will be two sets of amplifiers, one each 
for the main and foot pulses. The apodizers and the mirror, which will combine the 
two beams into one, will also be located on the laser-bay level. 

Once combined and amplified in the laser driver, the co-propagated beam is 
Fig. 55.36 
Layout of the OMEGA Upgrade. The location spatially filtered and then split three ways. Each beam is then amplified and split 

of four stages of rod amplifiers (A-D), two five ways, resulting in 15 beams. The amplifiers for both these stages (amplifier 

of disk (E ,  F), and the stages A and B of Fig. 55.36) are 64-mm rod amplifiers. All beam splitters are 

~r~quency.conversion crystals ( F C C * ~ )  are combined with an automated polarization-control wave plate that provides 
indicated. accurate energy balance between beams. The 15 beams are propagated through 

90-mm OMEGA amplifiers (stage C) and spatial filters in the center of the 
bay in three stacks of five beams each. Each beam is split four ways at the end 
of the bay. at which point the 60 resulting beams pass through assemblies that 
permit k1.5 m of gross path-length adjustment needed to compensate for the 
inequality in transport paths to the target chamber and to provide precision beam- 
timing capability. 
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The 60  beams then propagate back along the outside of the laser bay in six 
clusters of ten beams (two wide. five high): each beam passes through another 
90-mm rod amplifier (stage D) before being amplified by the stages E and F disk 
amplifiers (of diameters 150 mm and 200 mm. respectively). Both types of rod 
amplifiers (64 mm and 90 mm) are modified versions of the OMEGA amplifiers, 
which incorporate major portions of the parent assemblies. New glass laser rods 
will be installed on all amplifiers. The disk amplifiers have been designed and 
prototyped at LLE; their performance will be reviewed in the next issue of the 
LLE Review. 

The outputs of the last amplifiers are spatially filtered, magnified, and passed 
through thin-film polarizers before reaching the frequency-conversion crystals. 
(The polarizers ensure that the correct linear polarization is incident upon the 
crystals in order to maximize conversion efficiency.) Back-reflected UV light is 
prevented from propagating backward through the laser system by a UV-absorbing 
window on the input of the frequency-conversion cells. After frequency conversion, 
the beams pass through the concrete shield wall and enter the target bay. 

Next, the beam encounters the stage-F ASP. which is the alignment fiducial 
forthe entire system. The ASP'S are housed in six structures constructedof acast 
epoxylgranite composite. These massive structures (10,000 kg each) are used to 
ensure the stability that facilitates alignment to I - p a d  accuracy, which is 
required of the system. Also in these structures are the optical pick-offs, which 
distribute a fraction of the beam energy to the alignment and energy diagnostics. 
The harmonic-energy detectors (HED) are double-integrating spheres that 
measure the energies at the fundamental ( 1054-nm), second (527-nm), and third 
(35 1-nm) harmonics and provide individual measurements for the foot and main 
pulses. The alignment sensor package (ASP) provides the alignment reference 
to which IR and UV alignment beams are aligned; both beams are referenced to 
a position determined by the pulsed IR beam. 

Beyond the stage-F ASP the beam is transported to the target chamber via 
two mirrors, the end mirror (on the beam axis) and the target mirror. The target 
mirror structure (TMS) supports the target mirrors plus the target chamber and 
its ancillary systems. These will be described in detail in a later section. 

The 30  beams propagating toward the target bay on each side of the laser bay 
are all mutually parallel but angled at 0.75O toward the center of the laser bay. 
This angle is required to accommodate the nearly random mapping of the 
60  beams onto the target chamber while limiting the incident angle on the endand 
target mirrors to 60° or less. Additional advantages of this wedged configuration 
are that it reduces the in-air path length of the UV transport system by 1.4 m (to 
18 m), and it  provides an additional 0.6 m between the outer beams and the shield 
wall in the target bay. The two-mirror UV-transport system was chosen to 
minimize the number of mirrors required and to reduce the path length of the 
UV beam. The former reduces cost; the latter reduces the chance that stimulated 
rotational Raman scattering (SRRS) will occur. 
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At each stage of the laser, spatial filtering is used to remove high-spatial- 
frequency noise in the beam and to ensure correct image relaying.4 Image 
relaying is critical to the performance of laser beams with SSD because i t  
prevents excessive excursions of different frequencies across the beam aperture. 
These deflections result from the frequency-dependent, grating-induced 
differences in propagation directions. It also prevents the formation of intensity 
modulations caused by interference effects. To further reduce interference 
effects. the size of the null zone between the foot and main pulses is chosen to 
be sufficient to prevent spatial overlap of the two pulses but is otherwise 
minimized to limit the aperture of disks and other optical components. 

t 

Oscillators and Laser Drivers 
The driver for the Upgraded OMEGA laser will be comprised of several 

subsystems that supply co-propagated main and foot pulses for injection into the 
main beam lines. which contain the power amplifiers. Additional capability is 
provided to inject a third, backlighter pulse into 20 of the beam lines. The laser- 
driver subsystems, outlined in Fig. 55.37, are located in several areas: the 
oscillator room (OR), the pulse-generation room (PGR), and the laser box. 

Oscillator Room 

Commercial 
- cw mode-locked 

laser oscillator 

--I Pulse shaping 
Fiber . 

f 
I 

Fiber r-- 

I Laser Ray I 
64 amp 

To A-stage 
amplifiers 

Pulse- 
combiner 

4 Pulse-Generation Room 

r------- I- - - - - - - - -  

I 
Main 

I I 
I+ Foot 

I 
Foot Foot I 

1 - -  Regens - - - - - preamps - - I 

Fig. 55.37 
The laser-driver subsystem for the OMEGA Upgrade is located in three separate areas: the oscillator room, p~tlse- 
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Pulses for the OMEGA systern originate in the OR, where 80-ps-wide pulses, 
produced at a rate of -76 MHz, originate from a commercially available mode- 
locked laser. At the outset of OMEGA operations these pulses will directly sccd 
the regenerative amplifiers in the PGR. In addition to amplifying the pulses, 
those amplifiers will stretch the pulses to their desired lengths. Ultimately, the 
Upgrade will require complex pulse shapes that will be generated in the OR using 
either of two pulse-shaping methods: electro-op~ic or spectral filtering. Once 
implemented, these systems will generate the desired shape and length of the 
pulses (main and foot), and the regenerative amplifiers in the PGR will be used 
for amplification and timing only. The OR is physically remote (-20 m) from the 
PGR and is fiber optically coupled to the PGR. Fiber optics are used throughout 
the OR for flexibility and alignment insensitivity. 

The PGR is a 36-ft x 19-ft room located below the laser bay and home of 
several majorelementsofthe laser driver, including pulse switchout, regenerative 
amplification, pulse truncation, driver diagnostics, amplification, smoothing, 
and alignment. As shown in Fig. 55.37, the main-, foot-, and short-pulse 
regenerative amplifiers are seeded by pulses from the OR. The main and foot 
regenerative amplifiers increase the - I  .O-nJ energy of the input pulses to 0.1 mJ, 
using 40 round trips. The short-pulse regen creates a pulse of similar energy that 
can be used to fire electro-optic switches used to truncate the trailing edge of the 
main pulse. Various diagnostics measure the energy, timing, alignment, and 
stability of the regens. Amaster timing system, which is synchronously tirned to 
the mode-lockcd seed laser, is used throughout the laser driver and laser system 
as a temporal reference. 

Beyond the regenerative amplifiers the pulses encounter the electro-optic 
modulators and gratings required for the smoothing by spectral dispersion 
(SSD). These systems impress the bandwidth and angular dispersion required for 
high irradiation uniformity on target. To accommodate for any losses in these 
systems the pulses are furtheraniplified (by as much as 10) in apreamplifier stage 
that is a single-pass, 7-mm amplifier in each of the main and foot pulse lines. The 
output of these amplifiers brings the pulses back up to the 0.1-mJ level. 

To de-couple the sensitive PGR optical configuration from heat sources. 
much of the driver electronics are housed in a driver electronics room that has a 
separate HVAC system. Located in this room are thc various timing circuits, 
high-speed Pockels cell drivers. and microwave generators needed by the PGR. 

The PGR output (0.1 mJ) is directed. via a periscope, up to the next set of 
amplifiers, located on the laser-bay level. These amplifiers are 40-mm. large- 
aperture ring amplifiers (LARA's); one each is provided for the main, foot, and 
backlighter pulses. Each amplifier provides a gain of 5,000-10,000 in a total of 
four round trips, thereby producing a 0.6-5 output pulse in each beamline. The 
foot and main pulses are coaxially combined co-propagation using a mirror that 
is reflective for the annular main pulse and transmissive for the circular foot 
pulse. Once combined, both beams are amplificd to -4 J each by a single 64-mm, 
single-pass amplifier (the last driver amplifier). Alignment of the pulses relative 
to the system and to each other is monitored at two separate locations. The first 
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alignment sensor package (ASP) is located in the driver area after the last E 
amplifier. The laser-driver output is spatially filtered and propagated to the first 
beam splitter (stage A), where the laser-driver pulses are injected into the 
OMEGA power amplifiers. The stage-A ASP, located in this splitter, has a 

I 
i 
t 

collimation monitor that is used to measure the collimation of the foot and main 
i 

beams as well as that of the cw-IR alignment laser. 

Laser Amplifiers 
A total of 93 rod amplifiers will be required for stages A-D. The 54 existing 

amplifier assemblies will be refitted with new glass rods and modified for use in 
the new system. The remaining 39 units will be fabricated from an updated 
design that will incorporate improvements to the existing amplifier. The disk 
amplifiers are of conventional box geometry5,6 utilizing a 15-cm-diam stage E 
followed by a 20-cm-diam stage F, with each amplifiercontainingfourdisks. The 
clear aperture of the final amplifier is set by damage constraints, specifically the 
sol-gel anti-reflection coating on the input lens of the final spatial filter, which 
damages when the main pulse reaches 9.8 ~ / c m ~ .  The 15-cm stage provides a 
main-pulse saturated gain of 3.1, and the 20-cm stage a gain of 2.3. Saturated 
gains for the foot pulse are slightly lower because the longer pulse operates at a 
higher fluence. The performance of prototypes of the 15-cm and 20-cm disk 
amplifiers has recently been measured.'~hese prototypes have been used in the 
old OMEGA system and the recently completed GDL prototype beamline to 
verify that I kJ [R can be produced by these amplifiers.8 ~ h e s e  tests demonstrate 
that the upgraded OMEGA system will meet the IR energy specification. 

For reasons of economy, the disk-amplifier design makes use of water-cooled 
flash lamps, which facilitate operation at a high storage efficiency. Both 
amplifier stages utilize the same power-conditioning and pulse-forming network. 
The cooling times for the disk amplifiers are sufficiently short to permit a I -h shot 
cycle. The modular nature of the design allows for the rapid change of flash-lamp 
pump modules within this shot cycle. 

Target Area 
The structure holding the target mirrors (see Fig. 55.38) is highly modular, 

with five-fold rotational symmetry about the vertical axis reflecting the soccer- 
ball symmetry, i.e., 20 hexagons and 12 pentagons. The 60 laser beams are 
located at the vertices of those polygons. The laser beams are directed through 
hexagonal tubes that are part of the structure. The design provides for segmented 
personnel platforms and integrates the optical mounts with structurally rigid, 
hexagonal beam tubes. The target mirrors are mounted on the ends of these beam 
tubes. The structure has a 6-m diameter, with the target mirrors centered on a 
7.2-m diameter. The beam-transport geometry is such that no angle of incidence 
at either an end mirror or a target mirror exceeds 60'. The end mirrors are held 
on two, separate, space-frame structures (top and bottom of Fig. 55.36). 

The target chamber, constructed of 5083-0 aluminum alloy, has an outer 
radius of 1.65 m and a 9-cm wall thickness. It has 60 beam ports (of 45-cm 
diameter) in the geometry mentioned; located at the centers of the soccer-ball 
polygons are 32 additional ports for diagnostics-20 of large diameter (60 cm) 
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60 beam ports 32 diagnostic ports 
Chamber: 3.3-m diameter TMS: 6.1 -m diameter 

The target-mirror support structure has a soccer- 
ball configuration and provides for diagnostic 
mounting and personnel access. The outer 
diarneteris6m; thetarget mirrors will be mounted 
on a 7.2-m diameter. 

on the hexagonal faces and 12 of smaller diameter (45 cm) on the pentagonal 
faces. The large diagnostic ports are particularly useful for instruments requiring 
alarge, solidangle, suchas ahigh-resolution, neutron time-of-flight spectrometer. 
Alternatively, these ports may be fitted with a reducing flange to allow use of 
existing OMEGA instruments or multiple, small diagnostics. The present 
complement of OMEGA diagnostics (with modifications where appropriate) 
will be available for the Upgrade. The Upgrade's target-area design actually 
allows a greater free volume for the placement of diagnostic instruments than is 
presently the case on OMEGA because in the Upgrade the beams are transported 
to the target-mirror structure from the outside rather than between the target 
mirrors and the target chamber. 

Alignment 
The Upgrade alignment system uses two wavelengths, unlike the former 

system that was aligned in the IR from the oscillator to the target. While two 
wavelengths increase complexity, they eliminate the two disadvantages of 
single-wavelength alignment: the transport mirrors no longer need dual IR/UV 
coatings, and the focus lenses will not have to be translated - 109 mm after IR 
alignment to compensate for chromatic shift. The former improves the damage 
threshold of the UV coating; the latter improves the operational accuracy of 
alignment. The IR portion of the laser is aligned using a 1054-nm Nd:YLF laser, 
together with alignment sensor packages located at stages A, C, and F within each 
beam line. For alignment of the UV portion of the system, a full-aperture. 35 1 -nm 
cw laser is injected into the beam just after the FCC's, using movable mirrors 
located in the target bay. 

At the heart of the alignment system are 60, stage-F, alignment sensor 
packages, which utilize achromatic optics. Located in the target bay just prior to 
the beam-line end mirrors, these sensors view small fractions of the IR and UV 
beam energies reflected off the diagnostic pickoffs. These beams can be aligned 
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to each other and to a spatial fiducial. The injection of the UV beam is carried out 
sequentially by mobile injection mirrors located on the target-bay shield wall, 
each mirror servicing a colunln of five beam lines. After co-alignment with the 
IR beam. target alignment is performed by monitoring the UV reflections from 
a surrogate target transmitted back to a UV alignment table. This periscope 
mirror assembly (PMA) provides two beams (north and south) simultaneously, 
allowing the system to be aligned sequentially two beams at a time. 

Laser Diagnostics and Control Systems 
The laser-alignment, diagnostic, and power-conditioning subsystenls rely 

heavily on computer-control and data-acquisition systems. On the current 
OMEGA laser these systems have largely been independent: for the Upgrade. 
developments in network technology are used to facilitate high-speed 
conlmunication between the different systems. 

Central intelligence is distributed among three levels of computers: (1) a host 
computer (workstation), which is the core of the intelligence; (2) an intermediate 
computer (a PC), which performs network and translation functions; and 
(3) microprocessor-based controllers at the individual devices. The basis for this 
system is the use of a local operating network (LON), which places a ~ e u r o n @  
microprocessor from Echelon Corporation at each device. The configuration 
provides widespread parallel-processing capabilities. which facilitate rapid 
system alignment and operation. Global commands from the central computer 
are relayed by PC to the LON and out to the hardware devices. These devices act 
independently and are fully capable of carrying out relatively simple tasks 
without host intervention. The alignment system also uses an intermediate 
computer to operate clusters of frame grabbers. This computer processes the 
beam-alignment images obtained by the alignment sensor packages todetermine 
alignment-errormeasurements. This information is sent back to the host computer 
where algorithms will command beamline realignment to remove the error. The 
power-conditioning system utilizes a similar hierarchy for subsystem control. 
Power conditioning has a separate LON. and each of the 2 13 laser amplifiers has 
its own microprocessor capable of managing thecharging, firing. anddiagnostics 
of theamplifier pulse-forming networks (PFN's). The laser-energy-measurement 
system will utilize a vendor data bus, such as VME or Fastbus, to acquire and 
reduce calorimetry and diode data acquisitions. 

Beam-energy measurements are required at various points in the laser chain. 
The most important measurement is made just after the frequency-conversion 
crystals, where a Fresnel reflection from an uncoated surface of a pickoff 
[ransports 4% of the beam energy into a diagnostic package. The HED is similar 
to the multiwavelength, energy-sensing system currently used on OMEGA, 
except two integrating spheres are used, one for the main pulse and one for the 
foot pulse. The optical layout ensures that the co-propagated aperture is relayed 
to a hole in the rear surface of the first (main-pulse) integrating sphere, so that 
[he foot pulse passes through to the second integrating sphere. Separate 
measurements are therefore possible for the main and foot pulses at all three 
wavelengths (1054 nm, 527 nm, and 35 1 nm). 
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Toascertain the UVenergies actually incident on target,accuratemeasurements 
of the transport losses from the pickoff to the target are required for each 
beamline. The baseline is to measure the losses using a small, adjustable 
integrating sphere, which is inserted into the center of the target chamber and 
successively pointed in each of the 60 beam directions. A reference beam and 
ratiometer are used to characterize relative transmission of each beam line-the 
same method used in the old OMEGA system. 

Status of Project 
Detailed design of the OMEGA Upgrade will be completed by October 1993. 

Contracts are in place for all of the major optical, laser, and structural components; 
shipments arrive daily. The building project is proceeding on schedule, toward 
completion in August. At the conclusion of the building project, integration will 
begin with the installation of the first structures. A detailed status report on the 
Upgrade will be presented in the next issue of the LLE Review. 
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