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IN BRIEF 

This volume of the LLE Review, covering the period July-September 1992, 
contains articles on methods of balancing the beam power on the OMEGA 
Upgrade and on the damping of ion-sound waves in laser-produced plasmas. 
The advanced technology section includes reports on optical nonlinearities in 
high-temperature superconductors, a method of increasing gas retention time for 
laser-fusion targets, and a study of stimulated Raman scattering of laser beams 
in air. 

Highlights of the research reported in this issue are 

An efficient method has been developed for balancing the power in the 
60 beams of the OMEGA Upgrade. The method can achieve 2% power 
balance for both main and foot beams using only four system shots. 

A study of ion-sound-wavedamping has substantially revised andexpanded 
our knowledge of this effect. The damping of ion waves can have 
important consequences for laser-plasma interaction. 

The use of femtosecond laser pulses to study the properties of thin-film, 
high-temperature superconductors is discussed. 
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A method for increasing the gas retention time of polymer-shell laser- 
fusion targets by.overcoaling them with a thin layer of aluminum is 
described. 

A code has been developcd tostudy stimulated rotational Raman scattering 
in high-power laser beams propagating through air. 
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Roger Gram, Research Engineer,and Mark Wittman, Senior Technical Associate, 
prepare polymer-shell targets for sputter-coating with aluminum. A thin aluminum 
layer significantly increases the retention time for gases, while remaining 
sufficiently transparent to allow interferometric measurement of gas content. 
These shells would otherwise be much too permeable to retain gases long enough 
to conduct ICF experiments. 



Section 1 
PROGRESS IN LASER FUSION 

l.A A Strategy for Laser-Beam Power Balance 
on the OMEGA Upgrade 

One of the requirements for the OMEGA Upgrade laser system1 is that it deliver 
its energy to the target with an irradiation perturbation caused by power 
imbalance of 1% or better.* This requirement is based on results from two- 
dimensional computer simulations in whichOMEGA Upgrade high-gain targets 
were driven by a spatially perturbed laser-irradiation distribution resulting from 
beam power imbalance. Such adistribution, which consists mainly of low-order 
Legendre modes (<20), produces an implosion asymmetry that grows secularly 
and has the potential for reducing the target performance by mixing pusher and 
core materiaL3 It is, therefore, necessary tocontrol the irradiation power balance 
throughout most of the laser pulse. 

The OMEGA Upgrade consists of 60 beams produced by three sets of beam 
splitters, A, B, and D, as shown schematically in Fig. 52.1. (The D splitter is 
actually composed of two different splitters separated by a spatial filter. This is 
treated as a single splitter in the power-balance analysis.) A set of splitters and 
the associated optics and amplifier(s) are defined as a splitter group. The laser 
pulse, shown in Fig. 52.2, is comprised of a slow-rising, low-power foot pulse 
and afast-rising, high-power main pulse. The two pulses are coaxially propagated 
through the laser system, with the foot pulse in the center and the main pulse on 
the outside. Since several beams overlap on target, the 1%-rms power-balance 
requirement over the target surface is equivalent to a 3%-5% beam-to-beam 
requirement at the output of the laser beams. This power-balance level is needed 
throughout the last half of the foot pulse and through the early part of the 
main pulse.3 



LLE REVIEW, Volume 52 

Fig. 52.2 
Typical temporal UV pulse shape for high-gain 
target experiments. The pulse is divided into a 
low-intensity foot pulseanda high-intensity main 
pulse. The two pulses are propagated coaxially, 
with the foot pulse inside the main pulse. 
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Fig. 52.1 
Schematic of the OMEGA Upgrade laser system and notation used in the analysis of the 
power-balance model. 
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In this article we present a strategy to obtain power balance on the OMEGA 
Upgrade in which the output energy and the peak power are measured and the 
D-splitter fractions and the F-amplifier gain (GFin Fig. 52.1) are adjusted. Only 
the contributions to power ~mbalance caused by beam-splitter setting variations, 
variations of the amplifier voltages, and inaccurate knowledge of the losses in the 
beamline are considered. Other contributors to power imbalance, such as 
variations in beam areas (that affect the frequency-conversion efficiency). 
conversion crystal settings, and beam timing, are not considered. 

This article is divided into four sections. ( 1  )Conditions ofthe strategy and the 
equations relating the output energy and power in terms of split fractions and 
amplifier gains are presented; (2) the laser propagation model is described and 
thedependence of the output energy and peak power on the split fractions and 
amplifier gains is presented; (3) a description of the method and a presentation 
of the results follows; and finally (4) we present a discussion of limitations and 
our conclusion. 

General Principles 
Any method for obtaining the desired power balance would be subject to the 

following practical constraints: First, tuning of the energy and power balance 
must be done only on the basis of known and controllable variations in the split 
fractions and amplifier gains because initial settings are not accurately known. 
Second, the only place where beam measurements can be accurately made is at 
the output of the last amplifier (IR measurement) or at the output of the 
frequency-conversion crystals (UV measurement). No accurate measurements 
can be carried out at the beam splitters or after any amplifier because there is not 
enough space between the laser components for deploying the instruments. 
Third, the only two beam-to-beam quantities that can be measured with arelative 
accuracy of a few percent are the total energy and the peak power. Finally, the 
power-balance tuning must be carried out with the least number of full-power 
shots (five or less) and with the smallest amount of component manipulation 
(varying split fractions or amplifier voltages). 

Power balance in the case of the OMEGA Upgrade laser is complex because 
the 60 final beams are coupled through the three sets of splitters. Therefore, the 
input to each chain cannot be independently controlled. Another constraint on 
the control of the input energy is that the sum of the split fractions must evidently 
be equal to or less than unity. It is possible for the sum of the split fractions to be 
less than unity because the reflectivity of the individual mirror is controlled by 
its angle with respect to the beam. In such a case, laser energy is discarded. The 
most general form of a transfer equation for the output energy E,and peak power 
P, of the jth output beam in terms of the split fractions Fi,,i and the small-signal 
gain Gi,, in the last amplifier in each splitter group (amplifiers A, C, and F, 
respectively) is given by 
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where AEJ is the variation in the output energy of thej"' beam, APJ 1s the variation 
in the peak power of the jrh beam, F,, is the split fraction of the ilh sphtter (A, 
B, and D) and thejrh beam of the splitter, and G;, is the small-signal gain of the 
last amplifier in thejrh beamof the ith splitter group. The index i is over the three 1 
splitters in the most general case. Although the functional dependence of the 
output energy and peak power with split fraction and F-amplifier gain is far from 
linear over the entire range of the dependent variables (see the following), we I 

assume that it is linear over the range through which the quantities will be varied 
during the power-balance tuning: 

where the constants ai, j, bi, j ,  ci,) and di, can be obtained by varying each split 
fraction F;, and each amplifier gain G;, while keeping the other components 
constant, and measuring the change in the output energy and peak power. To this 
set of equations must be added the requirement that the sum of the split fractions ! 

(k) in a given splitter cluster (i) be unity: I 

The upper limit of the sum depends on the splitter: it is 3 for the single A splitter, 
5 for each of the five B splitters, and 4 for each of the 15 D splitters. 

Thereare several methods by which the power balance could be obtained. The 
most general way is to solve the entire set of 139 linear equations, 120 given by 
Eq. (2) and 19 from Eq. (3) for each splitter. The independent variables are the 
78 split fractions (see Fig. 52.1 : 3 + 15 + 60) and the small-signal gains from the 
60 F-amplifers for a total of 138. The missing variable could be the average 
output energy (see the following). The dependent variables are the 60 laser- 
output-energy values and the 60 peak-power values. Another method is to 
balance each split cluster starting with the D-splitter groups. First, both the 
energy and the peak power are balanced for each of the four beams in each of the 
D-splitter groups by varying the splitter fractions and the F-amplifier gain. This 
leaves 15 unbalanced beams in the B-splitter group. Each of these 15 beams is 
then balanced by using the output energy and the peak power summed over each 
of the D-splitter groups. The three unbalanced beams in the A-splitter group are 
then balanced by using the output energy and the peak power summed over the 
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three groups of 15 beams. A third method is an iterative scheme in which the laser 
beams are first balanced for output energy by varying the split fractions and then 
balanced for peak output power by varying the F-amplifier small-signal gain. In 
all the methods, measurements need to be carried out with full-power shots since 
the large-signal gain differs significantly from the small-signal gain because of 
saturation effects. 

Modeling and Results 
To simulate the various possible schemes, beam propagation through the 

OMEGA Upgrade laser is modeled with a one-dimensional code in which the 
foot pulse and the main pulse are propagated separately. Both the laser beam and 
the amplifiers are divided into small slices in time and space, respectively. From 
the given initial amplifier gain Go = exp (a&), where a, is the initial gain 
coefficient and L the amplifier length, the initial gain per amplifier slice is 
calculated as AGO = exp [In (Go )/ N] ,  where N is the number of amplifier slices. 
The first step in the transport of the beam through an amplifier is to modify the 
input fluence by the energy split fraction, any beam expansion, and the losses 
associated with that amplifier. When the beam is transported through the E and 
F amplifiers, the input tluence is reduced by a factor of 1.5 because the disks are 
tilted-at a 45" angle. The slices of the beam are then transported through the 
amplifier and their fluence is calculated according to F,,, (x, t )  = Fin (x, t )  
exp[AG(x, t ) ] .  Gain depletion in an amplifier slice is taken into account by 
decreasing the stored energy in the slice by the amount given to the beam. At the 
end of thechain, frequency conversion iscalculated from a third-order polynomial 
fit to the conversion efficiency as a function of the laser intensity. Unless 
otherwise noted, the output energy and the peak power are "measured after the 
conversion crystal from the UV output. The propagation code can also be run in 
the "oscillator-pulse" mode by reducing the amplifier gains to a very small value. 
The laser parameters used in the simulation are given in Table 52.1. 

The first step in the modeling is to calculate the input laser beam that will 
produce the desired beam shape shown in Fig. 52.2. This is done by propagating 
the pulse in Fig. 52.2 backward through a single chain with nominal component 
settings. The resulting foot and main pulses are displayed in Fig. 52.3. The foot 
pulse is a fast-rising pulse that is monotonically increasing until it is cut off at the 
start of the main pulse. The main pulse starts at a lower value than the end of the 
foot pulse because the gain for the first photon is larger than the large-signal gain 
that controls the end of both pulses. The junction of the two pulses will not be 
addressed here. 

The dependence of the output energy per beam on the split fraction of the A, 
B, and D splitters and on the amplifier gain of theA,C,and F amplifiers is shown 
in Fig. 52.4. Similarly, the dependence of the peak power on the split fractions 
and amplifier gains is shown in Fig. 52.5. The dashed curves and lines are the 
nominal operating conditions, which are the perfect split fraction and the 
nominal gain of the amplifiers as listed in Table 52.1. For ease of comparison the 
curves are plotted over the same range of axis values and the gains are varied over 
a 50% range. The effects of gain depletion and saturation are evident from the 
leveling of the output energy and from the ultimate decrease of the peak power 
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Dependence of the peak UV power for the foot pulse on the amplifier gains and the split fractions. (a) A splitter and 
(b) A amplifier; (c) B splitter and (d) C amplifier; (e) D splitter and (f) F amplifier. 
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when split fractions and amplifier gains are increased. In particular, for the case 
of the D splitter [Fig. 52.5(e)], the peak power is practically independent of the 
split fraction near the operating condition and thus can only be controlled by 
varying the amplifier gain. The important point to note in these figures is the 
lessening of the "leverage" available to vary the output energy and peak power 
as one moves frorn the D-splitter group to the A-splitter group, i.e., the slope of 
the curves becomesflatter.Thisisespecia1ly evident when the dependence of the 
output energy on the amplifier gains is compared for each amplifier: for the A and 
C amplifiers [Figs. 52.4(b) and 52.4(d)] the output energy is almost independent 
of the gain, which means that the gain of these two amplifiers cannot be used to 
correct any output-energy imbalance between clusters of four beams for the D 
amplifier and clusters of 15 beams for the A amplifier. On the other hand, this 
low sensitivity increasesthetolerance for the precise tuningof the amplifiergains 
in the first three stages of the laser. Finally, Figs. 52.4 and 52.5 show that the 
dependence of the output energy and peak power on the split fractions and 
amplifer gains is nearly linear in most cases near the operating points so that the 
linear relationships in Eq. (2) can be used in the analysis. 

This lack of leverage means that any method that includes tuning the 
componentsin the Aand B groupscannot improve much on results obtained with 
only the D group. In the method by which the individual clusters in the D group 
are first balanced, followed by balancing the B and Ac~usters, no values of the 
splitter fractions and amplifier gains in the A group could be found to reduce the 
power imbalance to the desired values. Thc method by which the entire system 
of 139 equations is solved does provide a solution, but the method tends to favor 
energy balance rather than peak-power balance. This probably results from the 
inability to tune the splitters and the amplifier gains in the A and B groups to 
provide both energy and peak-power balance. Finally, iterative methods, such as 
first balancing the energy and then the peak power, were found to require too 
many iterations; hence, too many full-power shots to converge. 

The method proposed in this article balances the beam power by varying the 
split fractions in the 15 D splitters and the gain of the 60 F amplifiers. The 
measured quantities are the output energy and the peak power for each beam. 
This scheme works because the splitter fraction controls the power early in the 
pulse, while the amplifier gain controls the power late in the pulse. Not all the 
constants in Eq. (2) need to be obtained. Model results indicate that the value or  
these constants does not differ appreciably from beam to beam and that power 
balance is obtained as efficiently with four constants as with the entire set. 
Eq. (2) thus reduces to 

where AFj is now the D-splitter Gaction and AGj is the F-amplifier gain for 
beamj. Only two beams (in one cluster) need to be fired to obtain the four constants 
in Eq. (4). With one beam, n l  and bl are obtained by varying one of the D-splitter 
fractions, keeping the gain constant, and measuring the total energy and the peak 



LLb KEVIEW, Volur~lc 52 

power. With the second beam, a? and b2 are obtained by varying the F-amplifier 
gain, keeping the splitter fraction constant, and measuring the same quantities. 
A full-power shot with all beams is still required to obtain baseline measurements 
of the output energy and peak power in order to balance all the beams. 

The bcams are balanced by finding the values of AF, and AG, in Eq. (4) that 
are needed to modify the beam outputs by the quantities AE, and APp which 
are the differences betwecn the beam output and a desired average value. 
For each cluster of fuur beams, this is obtained by solving the set of linear 
algebraic equations 

where E,, and Pa, are the desired average output energy and peak power per 
beam and Ej and Pi (j= 1,4) are the output energy and peak power for each beam. 
The last expression is another way to state the requirement that the sum of the 

. split fractions be unity, assumingthat it was initially unity. For the 15 clusters we 
now have 135 cquations(60 for the energy balance, 60for the power balance, and 
15 for the split-fraction sums), and 122 unknowns (120 unknown values of AF 
and AG. and the two unknown quantities E,, and P,,). Thus the system of 
equations is overspecified. If each cluster were to be solved separately, obtaining 
different values of E,, and Pa, for each cluster, then we would have 15 well- 
specified systems of equations per cluster. Energy and peak-power imbalance, 
however, would remain between the clusters. Attempts to balance these clusters 
by tuning the A and B splitters and the A and C amplifiers have been unsuccessful 
because of the lack of "leverage" of the components. 

In the method chosen, the last equation is dropped, Eav and Pa, are computed 
from the beam energies, and peak powers are measured in full-power shots. 
Since the condition on the sum of the split fractions is relaxed, that sum can now 
exceed unity. When this occurs, it means that there are no solutions to the system 
of equations that would result in zero variation in the output power and peak 
power, while keeping the sum to unity in all the clusters. To maintain the sum of 
the split fractions as close to unity as possible, so as to keep the loss of laser 
energy to a minimum, the split fractions are corrected in the following manner. 
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The largest value from the 15 sumsof split fractions (in the 15 D-splitterclusters) 
is found and all the split fractions are divided by that value. Thus, the sum of the 
fractions for a single cluster is unity and the sums for the other clusters are slightly 
less than unity, resulting in a slight loss in laser output energy. 

The solution requires several iterations because of the slight nonlinearity 
in the dependence of the output energy and peak power on the splitter fraction 
and F-amplifier gain (see Figs. 52.4 and 52.5). Steps for balancing the beams are 
as follows: 

1. An initial full-power shot is taken at nominal conditions. This shot can 
be the full-power shot required to obtain the constants in Eq. (4). 

2. The average energy E,, and average peak power Pa, are computed from 
the measured energy and peak power of the 60 beams. 

3. The following set of 120 equations is solved for AFi and AGi using a 
conventional method such as Gaussian elimination: 

4. The split fractions are corrected so that the largest sum of the split fraction 
is unity. 

5. The D-splitter fractions and F-amplifier gains are modified by Mi and 
AGi, respectively, and a full-power shot is taken to check the power balance. 
At this point an updated value of Eav is obtained if needed for the next 
iteration. (Updating Pa, results in slightly larger energy and peak-power 
imbalance for a given iteration step.) 

6. If necessary, another iteration is carried out by returning to step 3. 

One full-power shot is required per iteration, after the initial full-power shot 
at nominal conditions and afull-power shot with only four output beams to obtain 
the constants. For the purpose of this article, a final shot with both the foot pulse 
and the main pulse was simulated to obtain the rms variations of the output 
energy, the power at the front of each pulse, and the peak power. 

The model was run for acase where all the split fractions, the amplifier gains, 
and the stage losses were initialized with variations obtained from a series of 
Gaussian random numbers with oms = 0.02 to simulate the accuracy with which 
these components can be initially set. Table 52.11 shows a sample of the variation 
percentage of the components in one beamline. The set of variations can be 
considered to be somewhat pessimistic since several variations exceed 2%. Tight 
controls during the construction of the laser would probably eliminate any 
variations above 2%. The initial foot-pulse and main-pulse energies were 
82.2 J and 78 1 J, respectively. A 1 %error (also from a Gaussian random-number 
distribution) was applied to the measurements of the output energy and peak 
power. A 2% error in the measurements makes it impossible to balance the 
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Table 52.11: Sample of the applied percent or,, variations obtained from a Gaussian random-number 
distribution with or,, = 0.02. 

A group B group D group 

3 - _ _ - - _ _ - - -  AL AG AFs AL AG AL AG AF, AL AG AL AG AL AG 
F s L G F ~ L G L G F ~ L G L G L G  

1.8 -0.59 -3.1 -0.06 -0.37 0.62 0.60 2.9 -1.3 2.6 1.9 0.72 -2.8 -1.5 4.8 

beams. Figure 52.6 shows the asymptotic improvement in the fractional standard 
deviation (standard deviation divided by the mean) of the output energy (a), the 
front power (b), and the peak power (c) with the number of iterations for the foot 
pulse. The standard deviation for the peak power and the energy drops rapidly 
after five iterations below while the standard deviation for the front power 
does not drop below 0.02 and does not improve beyond the third iteration. 
The temporal dependence of the fractional standard deviation of the power, at 
nominal conditions and after three iterations, for both the foot pulse and the main 
pulse is shown in Fig. 52.7. The deviation is the largest early in the pulse because 
the gain at that time (the small-signal gain) is larger than the large-signal gain 
at the end of the pulse. The jump in the deviation at the junction of the foot and 
main pulses is also caused by the same effect. The deviation at the front of the 
pulse is the same for both the foot pulse and the main pulse. This is important 
because the power balance must be as good early in the main pulse as it is during 
the foot pulse. The final foot-pulse and main-pulse energies are 77 J and 730 J. 
respectively-a reduction of about 6% for both pulses. 

Restrictions on the value of gain of the F amplifier have not yet been 
considered. Thedesign ofthat amplifier actually restricts the "headroom,"orthe 
amount by which the gain can be increased over the nominal gain, to 5% of the 
nominal gain. In the previous example, the gains of 24 of the 60 amplifiers were 
larger than 5% nominal, with some gains as high as 30% higher than nominal. 
Four entire clusters had gains that exceeded the design head room. This problem 
can be partially remedied by inspecting the beams or clusters that require the 
large gains and fixing or swapping the components that cause the demand for 
large gains. Derating the laser energy would, of course, also solve the problem. 

The fact that a beam or a cluster requires a larger gain than the others is not 
necessarily because the input to that beam or the cluster is lower than that of the 
others. The large gain requirement is caused by the "competition" between the 
splitter fractions and the amplifier gains. For demonstration purposes, we 
consider "balancing" a single beam, i.e., computing how much the split fraction 
AF and the amplifier gain AG need to be changed so as to remove a given energy 
and peak-power variation, AE and AP, respectively. The solution of Eq. (4) for 
AG in the case of a single beam is given by 

180 
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Fig. 57.6 
Dependence of the fractional standard deviation 
on the number of iterations for (a) the output 
energy: (b) the power at the front of the pulse; 
(c)  the peak power. 

For a given AE and AP, AG can be either positive or negative. As an example, 
we consider beam 1 in the solution discussed previously. The constants are 
t r l  =203J-I ,a2=29 Jp l ,b l  = 1 . 1 5 ~ ~ - I , a n d b ~ = 0 . 7 1  ~ w - l . ~ h e e n e r ~ y a n d  
peak-power variations from the mean values are AE=-8.0 J and@=-0.02 TW. 
The solution to the system of equations 

is AF = -0.046 and AG = 0.043. Thus, while balancing the energy requires 
decreasing theoutput of beam I by 8 J, this is actually done by decreasing the split 
fraction and increasing the amplifier gain. The beam can only be balanced by 
subtracting large changes in the energy caused by changes in the split fraction 
and the gain (hence, the term "competing" used previously). The problem arises 
from balancing the output energy and peak power in the beams simultaneously. 
Changes in output energy (or in peak power) cannot be "shared" by the two 
components because a change in AF and AG that satisfies the needed change in 
AE cannot provide the change that would balance the peak power. 

TC3 169 Iteration number 
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A final topic of interest is the useof aGaussianpuIse, whichis easy to produce, 
to tune the splitter fractions and the F-amplifier gains. Again the tuning is done 
over a few iterations. Figure 52.8(a) shows the nominal temporal-fractional 
deviation and the deviation after three iterations for a 1.8-ns Gaussian pulse. The 
energy balance is about I%, and the power balance is worse past the peak of the 
pulse than in the early part of the pulse. The foot pulse in Fig. 52.3 is then 
propagated through the chain with the splitter fractions and the amplifier gains 
obtained by tuning the Gaussian pulse. The resulting fractional deviations are 
plotted in Fig. 52.8(b) as a function of time for the nominal case and after three 
iterations in the tuning of the Gaussian pulse. The energy balance is now 1.2%, 
the powerbalanceat the front is 6.6%, and at the peak power is0.8%. Thus, when 
a Gaussian pulse is used to tune the splitter fractions and the amplifier gains, the 
resulting energy and power balance are about a factor of 2 to 3 worse than if the 
tuning was done with the actual foot pulse in Fig. 52.3. 

Conclusions 
We have proposed a strategy for balancing the power in the OMECiAUpgrade 

laser that satisfies the following basic requirements: The power balance at the 
laser output must be better than 5 % ;  beam measurementscan only be done at the 
laser output; the least number of components should be tuned; and the number 
of full-power shots should be five or fewer. Also, it was assumed that the split 
fractions, the amplifier gains, and the losses were known to within a 2% Gaussian 
random error and that the measurements could be carried out with a 1 % error. The 
method proposed involves measuring the output energy and the peak power, and 
tuning the D-splitter fractions and the F-amplifer gains. The tuning, which can 
be carried out with a minimum of three full-power, 60-beam shots and one full- 
power, two-beam shot, provides a power balance better than 2% over the entire 
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Fig. 52.8 
Tcmporal dependence of the fractional standard deviation when using a Gaussian pulse to obtain the constants 
in Eq. (2). (a) Gaussian pulse; (b) foot pulse. 

foot and main beams. This level of power balance is obtained at the expense of 
the output beam energy, which is reduced by about 6%. It also requires a 1% 
measuremenl accuracy of the UV ouput cncrgy and peak power. The following 
were not considered in this article: power imbalance caused by uncertainties in 
the conversion-crystal efficiency, including variations in beam sizes; variations 
in the transport optics; and beam timing. 

ACKNOWLEDGMENT 
This work was supported by the U.S. Department of Energy Office of Inertial Confinement 

Fusion under agreement No. DE-FC03-85DP40200 and by the Laser Fusion Feasibility Project at 
the Laboratory for Laser Energetics, which is sponsored by the New York State Energy Research and 
Development Authority and the University of Rochester. 

REFERENCES 
1. OMEGA Upgrade P r e l i m i n a ~  Design, edited by R. S. Craxton, Labora- 

tory for Laser Energetics Report DOE/DP 40200- 101, University of 
Rochester ( l989), Chap. 4. 

2. Ibid, p. 2.19. 

3. C. P. Verdon, private communication. 



LLE REVIEW. Volume 52 

l .B Damping of Ion-Acoustic Waves in the Presence 
of Electron-Ion Collisions 

The study of ion-acoustic waves in plasmas has been the subject of considerable 
interest for the past 30 Their damping rate plays an important role in 
establishing the threshold for the onset of stimulated Brillouin scattering, ion- 
temperature-gradient instability, current-driven ion-acoustic instability, and 
other drift-wave microinstabilities. In a collisionless plasma the waves are 
predominantly damped by electron Landau damping for ZT, >> Ti, and by ion 
Landau damping for ZT, - Ti (where Z is the ionic charge and T is the 

understood, and the eigenfrequencies w have been calculated for arbitrary values 
of khii (where k is the wave number and hi; is the i-i mean free path), assuming 
isothermal electrons.' Kulsrud and shen2 were among the first to calculate the 

temperature). The contribution of ion-ion (i-i) collisions to the damping is well 

effect of introducing weak e-i collisions. They solved the linearized electron 
Fokker-Planck (FP) equation by expanding the distribution function about the 
collisionless result, and showed that for khei >> 1 (where Lei is the e-i mean free 
path) electron collisions give rise to afractional reduction in the Landau damping 
rate of order (rnilZme)lkhei. This curious "undamping" effect has been attributed 
to collisional disruption of the wave-particle resonance. It has since been 
confirmed by many authors using various models for the collision  erato tor.^-^ 
It has even been suggested that such an undamping effect, including possible 
instability, could be demonstrated experimentally .5 

I 

Here we present the first calculation of ion-acoustic wave damping based on I 
an analytic solution of the electron FP and cold-ion fluid equations, for arbitrary 
e-icollisionality (omitting e-e collisions). This has beenachieved by developing 
a reduced form of the FP equation with an ( o ,  k)-dependent e-i collision 
frequency. We show that the total damping rate can be accurately obtained by 
adding acollisional damping rate (arising from thermaldiffusion) toacollisionally 
reducedLandau damping rate (arising from wave-particle interaction). However, 
despite the collisional disruption of Landau damping, collisional damping itself 
prevails so that there is no net undamping of the ion-acoustic wave. In fact, as 
e-i collisions are introduced, the damping rate y rises monotonically above the 
collisionless Landau limit yL, reaches a peak at khei -(~rnt~rn~)" '  (where the I 
thermal-diffusion rate = sound-transit rate), and then decreases to zero as 
khei 4 0, as predicted by fluid theory. The undamping effect predicted by 
previous authors is found to be an artifact of the method used in the derivation 
of the dispersion relation, which in most cases involvedexpanding the distribution 
function about the collisionless limit. Huang, Chen, and ~ a s e ~ a w a ~  realized the 
problem associated with this approach and adopted the approximate method of 
splitting the electron-distribution function into collisional and collisionless 
parts. However, by failing to correctly obtain the contribution from the highly 
collisional low-velocity part, they also predicted areduction in the damping rate 
below yL.  urn,^ whoconsidered this problem in the context of strong turbulence, 
did indeed find that e-i collisions enhance the damping. However, his equations 
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were not energy and momentum conserving, so that his results were only valid 
in the weakly collisional limit (i.e., khei >> I). Recently, ~e11' investigated the 
effect of e-i collisions on sound waves over the range 0 < khei < 1 (i.e., for strong 
to intermediate collision strength) and found an enhancement in the damping 
above fluid-theory predictions for khri >0.0 1 .  He attributed this enhancement to 
a reduction in the thermal conductivity below the classical ~~itzer-  arm^ (SH) 
value. In this article we also demonstrate a reduction in the thermal conductivity, 
and by extending the results to the collisionless limit (khPi>> I )  we show lhat the 
effective thermal conductivity approaches the collisionless value calculated by 
Hammett and perkins." 

We start by assuming a homogeneous plasma where the electrons collide 
elastically with cold-fluid ions only. Therefore, we neglect e-i energy exchange 
(since m,/mi << 1): as well as i-i collisions. The effect of e-e collisions, which 
is expected to become important for low-Z plasmas, will be considered in a 
subsequent article. Adopting a perturbation of the electron-distribution function 
of the form 

where y = 7tJv and PI (p) is the lth Legendre mode, the linearized electron 
FP equation (defined in the rest frame of the ions) becomeslo 

ikv  iku, dF, - 
-iof,+-f,  - - V - - 0 ,  

3 3 ~ Z I  

and 

for 1 > 2. 

The ion velocity ui and electric field E are first order in the perturbation and 

is an equilibrium Maxwellian, where N, is the background electron number 
density and of = (T, /me)"2  is the electron thermal velocity. The collision 
operators are given by vl(z,) = v(z~)l(l+ 1 )  / 2, where 
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is the velocity-dependent e-i angular scattering collision frequency, e is the 
electron charge, and InL is the Coulomb logarithm. 

Substituting Eqs. ( 5 )  and (4) into (3) we obtain the following reduced form of 
the,fl equation, which includes all contributions from,f2,.f3, ..., 

4k%v2 3F,- I * .  
I O U ;  + 7 Ui -- - -v, fl 

15vz a~ 

This reduction has been accomplished by introducing an effective collision 
frequency vl* (z i ,  k, o )  = v, (/])[I - i o  1 vl  (v)] Hl (v, k, w), where the effect of 
higher-order Legendre modes has been embodied in the continued fraction 
H1(z1. k , o )  = I + q+, / ( I  + 1 ...), with coefficients 

0, = 4k2h2 /[(412 - 1)(12 - 1)(1 - iwl  v,)(l-  i01 v l I  and h = v l  V. 11 
(This method of incorporating higher-order Legendre modes has also been 
successfully applied to the study of thermal filamentation.)] For the present 
analysis of low-frequency waves, setting o = 0 in v* (which leads to a purely 
real v*) has been found to havc a negligible effect on the results. The continued 
fraction converges for all finite kk, though a large number of terms are required 
as kh increases. 

The linearized cold-ion continuity and momentum equations are 

3 where R,, = (4nm, I3) l  din?- v/i is the i-e momentum exchange rate, n, is the 
perturbed ion number density, and N, is ~ t s  background value. Inserting Eqs. (2) 
and (3a) into (6) and (7) and assuming quasi-neutrality (i.e., Zn, = 4 x 1  d ~ i z ~ ~ , f ~  ) 

we obtain the dispersion relation 

where c, = ( ~ ~ , l r n ; ) " ~  is the isothermal sound speed, 



Fig. 52.9 
Plots of damping rate of ion-acoustic waves 
ylkc, as a function of kh,,, where c,, is the iso- 
thermal sound speed, k is the perturbation wave 
number. and A,; is the electron-ion mean free 
path. The solid curve refers to the current FP 
results: dashed curves refer to models of 
(a) Durn, (b) Kulsrud and Shen, (c)  Bell. 
(d) collisionally reduced Landau damping, and 
(e) fluid equations. The arrow on the right-hand 
side corresponds to the Landau damping 
rate M/kc., Circles are obtained by adding 
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V = 0 I U, , g = i(i,, l o , )  l(kh,) is a collisionality parameter, up  = w l  k is  the 
phase velocity, and h ,  = k(z?,) is the e-i scattering mean free path. 

Equation (8) has been solved for w = w, -iy, and the normalized 
ion-acoustic damping rate ylkc, is plotted in Fig. 52.9 (solid curve) as a 
func t ion  of khf i ,  f o r  A = 2 2  [whe re  A i s  t he  a tomic  mass  and  
1,; = 3 q 2  1 4(2n)]12 N , ~  In A = 3(7c 1 2)'12 A, 1. Starting from the collisionless 

Landau limit y~ 1 kc ,  = (7c2me 1 8mi)112 (identified by the arrow on the right- 
hand side of the figure), we note that introducing weak collisions has the effect 
of enhancing the darnping rate (by about 0.05% for kk,,= 105). This conclusion 
is in agreement with the results based on  urn's^ model (shown by the dashed 
curve a of Fig. 52.9). However, since he neglected compressional heating [third 
term on the left-hand side of Eq. ( 2 ) ]  and thc i-e momentumexchange rate [term 
R;, in Eq. (7)j, his dispersion relation becorncs w = kc ,  /G, which is valid 
only for kk,; >> 1. 

Kulsrud and ~hen's 'cold-ion damping rates are displayed as dashed curve b 
in Fig. 52.9. Their results. which imply a strong reduction in damping, followed 
by eventual wave growth (y < O), are typical of results based on small llkh,, 
expansions aboutthecollisionless limit. Their physical explanation of undamping 
is that collisions disrupt the wave-particle resonance responsible for Landau 
damping. We find, however, that although collisions inhibit Landau damping, 
collisional damping itself prevails. 

curves ( c )  and (d). Convergence required up 
to 400 tenns in 111 for thc largest value of kk,,. 
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Let us first consider the damping arising solely fromcollisions. Wedo this by 
solving the FP equation in the diffusive limit, which involves truncating the 
Legendre expansion [Eq. ( I ) ]  at 1 = I (or simply using H I  = I ) ,  and neglecting 
the-/ofi term in Eq. (3). Such an approach has been previously adopted b y ~ e 1 1 ~  
and gives rise to damping rates shown by the dashed curve c in Fig. 52.9. This 
type of damping results predominantly from electrons that diffuse across a 
distancc k-I in a time o-I. The velocity of these electrons can be estimated 
by setting v5 -3(q( in the denominator of Eq. (9) and is found to be 

Toisolate the collisionless Landau-damping mechanism, which is dominated 1 
by electrons with velocities in phase with the wake (i.e., v, - up), one would set I 

v =  0. Toinclude collisional disruption of the wave-particle interaction, we keep I 

v, for all 1 > 1 yet set v, = 0. (The latter requirement ensures that there is no 
damping from thermal diffusion.) The corresponding damping rates, as shown 
in curved in Fig. 52.9, fall below the collisionless Landau limit. 

We find that the total damping rate can be obtained by adding the previously 
described "collisional damping" and "collisionally reduced, Landau-damping" 
rates. This is shown (as circles) in Fig. 52.9 over the range I < khei < lo5, where 
we find agreement with the full FP result to better than three significant figures. 
The reason for the successful superposition of both damping processes is 
that they originatc from distinct regions in electron velocity space. This is 
illustrated by plotting contours in Figs. 52.10(a)-52.10(c) of the imaginary 
part of,f(v,,vL) (which is responsible for y) as a function of v, and 

at khCi = lo5.  Figure 52.10(a) shows the result for collisional damping only. 
The dashed curve identifies electrons traveling with a velocity v = v, = 0.07v,, 
which are the ones that can diffuse a distance -k-I in a time o-'. Since these 
dominate the collisional damping process, Im(f) has its maximum near v = v,, 
with a peak in the direction of the heat flow. Figure 52.10(b) depicts the 
distribution for the collisionally reduced, Landau-damping mechanism, with 
v ,  = 0. The electron distribution is now concentrated along the dashed line 
v, = up, where the electrons are in phase with the wave. However, unlike the 
classical collisionless case, where Im(f)is independent of vl, we find that Imv) 
is small near the origin. This is caused by strong collisional disruption of the 
wave-particlc resonance, when the collision frequency ~ ( v )  = llv3 becomes 
large. By comparing with the collisionless result (not shown), we also find a 
general broadening of the distribution about v, = up. When both damping 
processes are operative, as shown in Fig. 52.10(c), one can still clearly identify 
the distinctive features of each. 

Let us now consider the collisional regime kA,, < 1. Dashed curve e in Fig. I 



Fig. 52.10 
Normalized contour plots of the perturbed distribution function Imv) (in intervals of 0.2) as a function of u,and 
u i ,  for (a) collisional damping, (b) collisionally reduced Landau damping, and (c) full damping (for kh,, = lo5). 

electron viscosity.12 As expected, when kkei + 0, fluid and kinetic results are in 
agreement. In the fluid limit, the maximum yis  found to occur when the ratio of 
the thermal-diffusion rate to the sound-transit rate is of order unity, i.e., 

112 
2 k 2 ~ s H  13n,kc, - k3Lei(rni l ~ m , )  - 1, where KSH i s  the S H  thermal 

11 2 conductivity. When khPi(mi l b n , )  > 1, electron kinetic effects start to 
dominate and fluid theory breaks down. Associated with this breakdown is a 
reduction in the cffcctive thermal conductivity K E -ql ikTFP [where 

4 q = ( 2 ~ 7 2 ,  I 3 )  J i l u z~~  ji , and TFp = ( 4 ~ ~ 2 ,  I N,)J du(z7 13 - v2v,') f, ] relative 
to KSH, as shown by the solid curve in Fig. 52.1 l(a). This heat flow inhibition, 
first pointed out by ~ e 1 1 ~  [dashed curve in Fig. 52.1 I (a)], is a consequence of 
the decoupling between the relatively collisionless heat-carrying electrons and 
the bulk thermal-electron population. In the kdei>> 1 limit our result agrees with 
the heat-flow coefficient obtained by Hammett and perkins9 [dashed curve b in 
Fig. 52.1 1(a)] for a collisionless plasma. It should be noted that the elfective 
conductivity is actually complex overa widerange of kAei, as shown by the phase 
plot of K in Fig. 52.1 I(b). 

In summary, we have developed a simplified form of the FP equation that is 
valid for arbitrary e-i collisionality, through the introduction of a generalized 
collision frequency v*(v,k,o). We have demonstrated that the effective damping 
of a sound wave can be trcated as a linear combination of a purely collisional 
damping and a collisionally reduced Landau damping. In contrast to results in 
several published works, the introduction of e-i collisions increases the damping 
above the collisionless Landau value. 
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l'ig. 52.1 1 

Plots of (a)  JK/KSHJ and (b) arg(x) as a function of khJi,  where^ andKsH are the effective and Spitzer-Him thermal 
conductivities, respectively. The solid curve refers to the current FP results; dashed curves refer to rnudels of 
(a) Bell and (b) Hammett and Perkins. 
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Section 2 
ADVANCED TECHNOLOGY 
DEVELOPMENTS 

2.A Optical Nonlinearities in High-Temperature 
Superconductors 

Superconductor photoexcitation studies have been a sub.ject of intense 
investigations for the last 20 years.' Early experiments were perforlned on 
metallic superconductors, using nanosecond and picosecond laser pulses, and 
were focused on the dynamics of the photon-induced superconducting-to- 
normal transition. It has been demonstrated exper in~en ta l l~ '~~  and explained 
theoretically4 that under moderately weak optical excitation a superconducting 
thin film undergoes a transition into a nonequilibriunl (transient) intermediate 
state, which is characlerized by thc coexistence of spatially separated 
superconducting andnormal domainsin thefilm. Thedynamicsofthe intermediate 
statc were found to be on a picosecond time contrary to a slow, heat- 
diffusion-related bolometric response observed in the films under strong laser 
excitation. Thediscovery ofhigh-temperature superconductors (HTS) prompted 
a new series of transient photoexcitation mea~urements.~-"' It was observed 
that, unlike low-T,, materials, the response of optically thick YBa2C~307.x 
(YBCO) film was primarily bolometric with asmall nonthermal (noncquilibrium) 
component. The relative magnitude of thc nonthermal component was 
enhanced and could be as fast as tens of picoseconds for ultrathin films under 
moderate excitation. l o  

Very recently, a different class of laser-excitation experiments has been 
performed to investigate transient nonequilibrium properties of both low- and 
high-T,, superconducting materials,"-'9 namely, femtosecond pump-probc 
measurements. In particular, femtosecond time-resolved measurements of the 
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differential reflectivity AWR have been performed at 2 eV for various temperatures. 
Results interpreted using the Fermi smearing model, which was used previous1 y 
to explain the dynamics of AR/R in  metal^,^^).^^ indicate a different position of 
the Fermi level ( E F )  in the oxygen-p band of oxygen-rich and oxygen-poor 
samples at room temperature. On the other hand, the picosecond response of 
AWR, measured on optically thick YBCO films at temperatures below T,., has 
been interpreted as a direct indication of the relaxation dynamics of 
q ~ a s i ~ a r t i c l e s ' ~ ~ "  andlor the order parameter.18 The very recent results of 
Reitze c,f c11.'~ imply, however, that a detailed energy band structure also has to 
be taken into account if any physical significance is to be assigned to these 
relaxation rates measured at optical frequency. 

In this article we present a series of femtosecond reflectivity measurements 
on YBCO films. For the first time, we discuss in detail the dependence of AlUR 
on probing laser frequency, pumping laser intensity, and bias electric current. In 
particular. our study provides information on the nature of the transient optical 
response in optically thin and thick YBCO films under weak and strong laser 
excitations, as well as on the shift of the Fermi level between the oxygen-rich and 
oxygen-poor samples. 

This article is organized as follows: First we provide a brief survey of the 
relation between the optically measured AlUR and the change of the dielectric 
permittivity A& for optically thick and thin films, in connection with the models 
comn~only used to explain the change of optical and electric properties of 
HTS materials. We then describe the sample fabrication and experimental 
arrangement. Next, we discuss our experimental results and compare them with 
existing models, and finally. we present our conclusions and suggestions for 
fulure investigations. 

Background 
The normal-incidence reflectivity R for an optically thick sample can be 

described by 

where n and k are the real and imaginary parts of the index of refraction. The real 
and imaginary parts of the dielectric permittivity ( E ,  and E ~ ,  respectively) are 
related to n and k by 

Therefore, using Eqs. (1) to (3 ) .  AWR can be simply expressed as 

where a and h are determined by the unperturbed values of EI and E?. 
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For most of the serniconducting materials, a >> h and AR/R is thus dominated 
by A&, .  In contrast, for metals, a << h and AlUR is essentially proportional 
to A E ~ .  Using unperturbed values of and obtained from ellipsometry 
mea~urements,~%e have calculated the valucs of a and h for YBa2Cu306.8s at 
the energy of 2 eV and found them to be 0.16 and 0.25, respectively. Thus for 
YBCO, AlUR could in principledepend strongly on both AE, and A E ~ .  However, 
one must remember that the magnitudcs of and A E ~  themselves can vary 
substantially, making AlUR dominated by AE, if AE, >> A E ~  or A E ~  if AE, << A E ~ .  

Thcdependenceof the optical retlectivity on sample propertieschanges when 
the measurement is performed on an optically thin film, fabricated on a non- 
index-matched substrate. In this case, multiple reflections from the sample- 
substrate interface must he taken into account. As a result, the relation between 
M/R and AE is much more complicated than that shown in Eq. (4). It is very 
important to note that when A E ~  dominates the AlUR signal, the sign of AlUR 
depends on the sample thickness d, whereas when AE? dominates the ARfR 
signal, the sign (either positive or negative) of AWR is independent of d. In 
particular, when AR/R measured fur sanlples with diffcrcnt d ' s  is dominated by 
A&,, AWR changes sign for a thickness difference Ad given by the relation 
A&= 1/(3n). For 2-eV optical-excitation energy (h  = 620 nm), the calculated 
Ad for YBCO is -75 nm, which is within thc range of thickness variations of the 
samples used in our study. 

Thc Fermi smearing model is most commonly used inexplaining the transient 
M and ATsignals ind-band metalsand YBCO-related HTS materials, whichare 
in the normal state. In this model, the pump pulse heats carriers (either electrons 
or holes) and modifies the electronic occupancy near the Fermi level on a time 
scale typically shorterthan the pulse width. This "smearing" decreases(increases) 
the occupancy of states below (above) EF. Thus, a probe nlonitoring thc 
interband transition from the filled d-band to the p-states below (above) EF 
measures a positive (negative) A E ~ .  

When the ambient temperature is cooled down below T,., the free-carrier 
density of states in the superconductor is modified substantially. According to 
the BCS theory, in thc superconducting state electrons form boson-like Cooper 
pairs, which occupy a single energy level, separated from EF by the 
superconducting energy gap A, while unpaired, excited electrons (quasiparticles) 
occupy a continuum of states, starting A above EF. The 2A gap is temperature 
dependent and, at a given temperature T below T,. but above 0 K, only a fraction 
tc(T)  of the total number of free carriers forms Cooper pairs, while the resl 
( 17fc) remain as quasiparticles. Treating the superconducting condensate and 
normal electron gas as separate conducting "fluids,"23 one can obtain E of the 
superconducting sample below T,. as 

whcrc E ~ ,  and EH are the contributions from the quasiparticles (based on the 
Drude model), the Cooper pairs, and the high-frequency interband (e.g., d+p) 
transitions, respectively. 
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Under optical illumination the thcrmal equilibrium between the 
superconducting condensate andquasiparticles isdisturbed(0ftenvery strongly), 
since photons with energies >>2Acan breakcooper pairs and create quasiparticles. 
The absorption of a single, 2-eV photon in YBCO creates, through the cascading 
processes of carrier-carrier and carrier-phonon scattering, approximately 100 
quasiparticles with energies widely distributed above 2~.~"hus, even a 
relatively weak optical excitation leads to highly nonequilibrium transient 
Cooper-pair/quasiparticle distributions. 

As we mentioned previously, the situation is the most complicated for a I 

relatively weak perturbation (typically I p.J/cm2 to5 p~/cm'at 2 eVi. since it can !I 

! 
lead to thenonequilibrium intermediate state, resulting in the sample partitioning 
into separate superconducting and normal regions. Under such a condition, the 
superconductor is in a resistive state, which is. however. thermodynamically 
different frorn the normal (nonsuperconducting) state. According to the Elesin I 
t h e ~ r y , ~  theintermcdiate state isstationary only foraparticularexcitationpower 
that lies within the region where thc cnergies of both superconducting and 
normal phases areequal. Forperturbationsdiffcrentthancritical, the intermediate 
state is nonstationary, with the dynamics dircctly related to the temporal 
dependence of the excitation pulse.3 The superconducting/normal region 
boundaries move toward the superconducting stale (decreasing the volume of 
this phase) for a perturbation above critical and toward the normal phase in the 
opposite case. The intermediate state was found to be an intrinsic feature of 
optically driven nonequilibrium metallic superconductors and is expected to 
exist in HTS materials. 

Finally, very intense (>>I0 p ~ / c m ~ )  optical excitation of superconductors 
(both metallic and HTS) always results in a thermally induced transition to the 
normal state. The overall response is slow and can be explained using the 
bolomctric (thermal-diffusion) model. 

Experimental Procedures 
A number of epitaxial YBCO films with thicknesses from 80 nm to 300 nm 

have been grown on SrTi03 single crystals by in-sit11 rf magnetron sputtering.25 
I'he films typically exhibited about 1.5-K-wide ( 10% to 90%) resistive 
buperconducting transitions, with zero resistivity, T,. between 87 K (YBCO-I: 
200-nm thick) and 83 K (YBCO-11: 80-nm thick). In addition. we have tested a 
200-nm-thick. laser-ablated sample (YBCO-111) fabricated at the New York 
State Institute on ~ u ~ e r c o n d u c t i v i t ~ , 2 ~  and a 280-nm-thick sputtered film 
(YBCO-IV) provided by the Westinghouse Science and Technology 
The superconducting transition for the YBCO-IV sample was0.5 K wide and its 
T,. was 89.5 K. For the sample YBCO-111, T,, was 86.5 K. All the tested films 
exhibited critical-current densities J,, greater than 106 .4/cm2 at liquid-nilrogen 
temperature. A partially oxygen-depleted YBCO sample (YBCO-V) was aIso 
fabricated. The film was deposited together with YBCO-I, but after deposition 
it was furnace annealed at 50U0C for 20 min in pure Ar atmosphere. As a result, 
its T,. was lowered to 27 K ,  consistent with a decrease of the oxygen content of 
YBCO to about 6.45. For transport-current measurements, a film fabricated in 
the sarne run as thc YBCO-IV sample was patterned into a 50-pm-wide and about 
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Fig. 52.12 
Yorrnalized chanzes in reflectivity MIR 
measured on the YRCO-111 sample at room 
temperature using the probe photon energies 
indicated in the figure. 

1 -mm-long microbridge using a laser-ablation  neth hod.^^ The patterning lowered 
the bridge .I, to about l o 5  ~ / c m ?  at 77 K. 

Femtosecond measurements were performed using a colliding-pulse, 
mode-locked (CPM) laser, which was eilher unamplified or amplified by a 
copper-vapor laser. Depending on the amplification alrangement, the CPM 
provided ;I train of pulses with either a high repetition rate (-100 hlh'z) and low 
energy (-0.1 nJ/pulse). or at moderate repetition rate (-8.5 KHz) and high energy 
( > I  pJ/pulse). This arrangement allowed us to changc the pump laser intensity 
I,, for 2-eV photons by more than three orders of magnitude, as well as to use 
a different wavelength probe pulse selected from a white-light (.ontinuurn. 
Time-resolved ARIR measurements have been performed with a temporal 
resolution of 100+20 fs, using a conventional pump-probe arrangement. 
Lock-in and differential-detection techniques were used to obtain a good signal- 
to-noise ratio. The polariza~ion of the weak (probe) beam was rotated by 
90" relative to that of the pump beam to reduce the coherent artifact. Both beams 
were focused on thc sample using a 5-cm lens. resulting in a focusing spot size 
of 40510 pnl. The measurements have been performed in a temperature- 
controlled, continuous-flow optical cryostat in the temperature range between 
12 K and 300 K.  

Results and Discussion 
1 Room-Temperature Measurements 

Figure 52.12 111ustrates the temporal dependence of the ARIR signal, measured 
on the YBCO-Ill \ample at room temperature. The probe photon energy was 

- I  0 4 
2 1352 Delay (ps) 
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varied from 1.91 eV to 2.25 eV (the 2.25-eV data are not shown in Fig. 52.12). 
while the pump photon energy was keptconstant at 2eV withI,,about 1 0 p ~ / c m ~ .  
We note that for all probe photon energies, ARIR exhibits a similar behavior- 
a positive pulse-width-limited rise, followed by a fast decrease, and then a 
long-lasting (several-nanoseconds) plateau. Following Refs. 12 and 14. such a 
"bolometric" response can be simply explained by the smearing of the electron 
(hole) distribution near EF. which in thecase of YBCO lies in the oxygen-p bancl. 
The positive ARIR at all wavelengths results from the change of with probing 
of unoccupied hole states below EF. A very similar behavior to that presented in 
Fig. 52.12 was also obtained for sputtered films (YBCO-I sample). 

At 2 eV, ARIR was positive for all our samples with thickness from 80 nm to 
300 nm, implying that A E ~ > > A E , .  Therefore, ARiR is proportional to A&? and its 
behavior can indeed be explainecl by the Fermi smearing model; in this sense. 
YBCO exhibits a behavior similar to typical d-band metals, such as Cu. We have 
also observed that the temporal response of M i R  at 2 eV has little dependence 
on pump-pulse intensity from 0.3-1 00.0 y~/cm2. Another important observation 
is that since in our experiments does not show a sign reversal in the energy 
range from 1.9 1 eV to 2.25 eV. EF must be at least 2.25 eV above the CU-d9/d'0 
bands. This result, which is a direct consequence of the Fermi smearing model. 
is inconsistent with earlier findings of Kazeroonian et al.,I4 who. from the 
dependence of ARIR at 2 eV on Pr-doping concentration, concluded that EF was 
about 2 eV above the d-band of YBCO. 

By contrast. ARIR measured at room temperature on the partially deoxygen- 
ated YBCO-V sample showed (see Fig. 52.13) a negative change at 2 eV. The 
initial decrease is again pulse-width limited, but it is then followed by a very fast 
(-300-fs) recovery. The sign change at 2 eV for oxygen-poor YBCO films was 

Fig. 52.13 
I 0 

Normallzed ARIR measured on the YBCO-V 21169 Delay (ps) 
(partially oxygen depleted) carnple at room 

temperature uung a 2-eV probe photon energy. 
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Fig. 52.14 
Normalized ARIR measured on (a) 
YBCO-IV and (b) YBCO-I1 samples a t  

T = 25 K using a 2-eV probe photon energy. 
The pump intensity was - 1 pJ/cm2. 

previously observed by Brorson et al.12 and explained in the framework of the 
Fermi smearing model. The sign change was accounted for by a shift of the Fermi 
level, associated with a drastic change in the free-carrier concentration between 
the oxygen-rich and oxygen-poor films. Following again the Fermi smearing 
model, our results imply that in YBCO EF must shift down (using the hole 
picture) by at least 250 meV when the sample oxygen deficiency decreases from 
i~bove 6.9 to about 6.45. 

2. Low-Temperature Measurements 
FigureS2.14 shows ARIR at2eV measuredat T=25 Kon two superconducting 

samples when a weak excitation (I,, = 1 y~/cm2) is used. The negative ARIR 
followed by a moderately fast (several-picoseconds) rccovery, presented in 
Fig. 52.14(a). was measured on the 280-nm-thick YBCO-IV film and is very 
similar to results obtained on optically thick (from 250-nm- to 500-nm-thick) 
samples by others.'"I9 By contrast, in Fig. 52.14(b) we observe a positive 

M I R  with similar temporal response, obtained on the optically thin YBCO-I1 
sample. A positive ARIR was also found in Ref. 19 for a 140-nm-thick YBCO 
sarnple (T,. = 9 1 K). Wc believe that the observed ARIR sign reversal between the 
optically thick and thin samples, which was not present at room temperature, is 
caused by a thin-film effect and suggests that A E ~  >> A E ~ .  Therefore, at T < T,., 
it is and not AE:, that dominates ARIR at 2 eV. The correct sign of AE, can be 
only obtained from an optically thick film and is indeed negative under the 
previously mentioned experimental conditions. 

I(- 4-ps -1 
delay 
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It was already noticed by Reitze et a1. l 9  that the amplitude of ARIR for YBCO 
films is about two orders of magnitude larger than that estimated from 
AelD [change in the real part of the Drude component in Eq. (5)). In fact, at 
I,, = 1 pJ/cn12 the estimated density of photoexcited quasiparticles24 6NQ is 
-4 x 1 0 ' ~ c m - ~ ,  which is only a small fraction of the YBCO total density of free 

Fig. 52.15 
Nom~alized ARIR (-lo-?) measured on the 
YBCO-I sample at 7-= 12 K using a 2-eV probe 
photon energy. The pump intensity was 
-20 k ~ / c m ~ .  

carriers. Thus. under such a weak excitation, the superconducting film may not 
be driven entirely to the normal state and the contribution from belc cannot be 
neglected. Breaking only a fraction of the Cooper pairs causes a reduction of the 
imaginary part of the conductivity (02) and, correspondingly, a positive Ael, 
since Ael = -47cAo2/0. Obviously, this is not consistent with the experimentally 
observed negative b e l ,  indicating that in YBCO the measured ARIR cannot be 
explained by a simple two-fluid model and a more advanced model that includes 
the material's band structure must be developed. 

It is worth noting that Lhis conlpletely different behavior of ARIR observed for 
weakly excited superconducting YBCO may be associated with the existence of 
the intermediate state, which was described previously. In this case, the optically 
measured signal should consist of a mixed response from both the superconducting 
state and the normal state, leading to a complicated behavior of Ae. The existence 
of the transient intermediate qtate in optically excited YBCO needs, however, a 
solid experimental confirmation, before any conclusions about its influence on 
the optical reflectivity can be made. 

Figure 52.15 presents ARIR obtained at T= 12 K forthe YBCO-I sample under 
strong 2-eV optical excitation (I,, = 20 p~/cm'). The response consists of a sharp, 
but time-resolved peak, followed by a long plateau, and is very similar to that 
observed at room temperature (see Fig. 52.12). We want to stress that for pump 
intensitiesranging from -10 pJ/cm2 up to 100 pJ/cm2the behavior shown in Fig. 
52.15 was characteristic of all our optically thin and thick YBCO samples in the 
entire temperature range from well below T,. up to room temperature. 
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Fig. 52.16 
Normalized Ah'IR measured with a 2-eV probe 
on the YRCO-IV microbridge biased by the 

following levels of electric current: (a) 0. 
(b) 1.5 mA, (c) 6 mA, and (d) I0 mA. The 
critical current of the microbridge was 8 rnA. 

The temperature was about 72 K and tht: pump 
intensity was -1 p ~ l c m ~ .  

We believe that under intense laser excitation (6NQ -lo2' ~m-~-of  the order 
of the total frce-carrier concentration in YBCO) YBCO undergoes a transition 
to the normal state.29 Thus, all the Cooper pairs are destroyed, leaving only the 

and AsH contributions to the measured ARIR. The long-lasting plateau is the 
signature of a bolometric, heat-diffusion-determined response. This latter result 
is very similar to that presented previously. It is also consistent with the 
nanosecond photovoltage response measured for similar laser i n t e n ~ i t i e s . ~ ~  On 
the other hand. the fact that the magnitude of the ARIR peak value (Fig. 52.15) 
is increased as compared to that measured at room temperature (Fig. 52.12) 
implies additional contribution from AEn; in other words, from photoexcited 
nonequilibrium quasiparticles. 

In a separate series of measurements we have invesligated the impact of the 
electric current on the femtosecond reflectivily of YBCO. Figure 52.16 shows 
our preliminary data obtained under weak laser excitation (I,, = 1 y ~ / c m ~ )  on a 
dc-current-biased, 50-pm-wide superconducting microbridge patterned from 
the YBCO-IV sample. Figures 52.16(a)-52.16(c) present the ARIR traces 
measured below J,., while ARIR in Fig. 52.16(d) was taken above J,.. We note that 
the curves for .I i .I,. are vcry similar to that on Fig. 52.14(a) and their 
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characteristic decay times change sIightly with increasing the bias current. O n  
the other hand, the decay time shows a very abrupt decrease when.1 exceeds .I,.. 
This behavior appears to be correlated with the onset of nonsuperconductivity in 
YBCO, since earlier femtosecond time-resolved transmission measurements1' 
also showed that the decay time drops very abruptly when temperature is 
increased to T,.. Most interestingly the very fast (negative) response of ARIR 

shown in Fig. 52.16(d) for J > .I,. is very similar to that presented in Fig. 52.13 
for the oxygen-poor sample at room temperature, and is completely different 
from that in a photo-excited nonequilihrium normal state (Fig. 52.15). A more 
detailed discussion of experiments performed on the current-carrying YBCO 
strips will be presented in a separate publication. 

Conclusions 
Our results obtained at room temperature provide quantitative information on 

the position of the Ferrni level in YBCO with different oxygen contents. We have 
found that in s~~perconduct ing YBCO, EF must be at least 2.25 eV above the 
C L I - ~ " / ~ ' ~ )  bands. Simultaneously, there is a large (>?SO-meV) energy difference 
between the positions of EFin  the oxygen-rich and oxygen-poor samples. These 
conclusions are a direct consequence of the Fermi smearing model, which has 
been generally accepted to expIain experimental data for d-band metals. as well 
as for HTS materials at room temperature. 

Measurements performed at temperatures below T,. indicate that in YBCO the 
optical response, associated with nonequilibrium properties of quasiparticles 
and Cooper pairs, is strongly dependent on the intensity of optical excitation. 
Llnder strong excitation, the temporal dependencies of ARIR in optically thin and 
thick fiIms are essentially the same and follow those measured at room temperature. 
In bothcases, ARIR isdominated by A E ~  and the response is primarily bolometric. 
A completely different behavior is observed for weakly excited films. The 
AKIR signal exhibits a pulse-width-limited rise, followed by a few-picosecond- 
long decay. but its signdependson the film thicknessand is negative foroptically 
thick samples. The thickness-dependent signchange in the ARIR signal below T,. 
indicates that ARIR is dominated by AE, .  However, its negative sign and 
relatively large magnitude (measured for the optically thick samples) cannot be 
explained by the simple two-fluid model. Therefore, more advanced models, 
based on a detailed material band structure and nonequilibrium quasipnrticlel 
Cooper-pair dynamics. should be developed. 

M I R  measurements performed ondc-current-biased superconducting samples 
showed [hat YBCO optical responses from current-generated and photoexcited 
resistive states are different and cannot be easily understood using the existing 
models. More detailed experiments are necessary to fully characterize the optical 
properties of current-carry ing superconducting films. In particular. it would be 
desirable to perform simultaneous optical and electrical transient measurements, 
in which the change in optical reflectivity and the transient voltage generated 
during the superconducting-resistive transition in the film are measured 
simultaneously. These measurements should allow us to directly obscrve the 
dynamics of the photogenerated superconducting-normal transition and reveal 
the possible role played in this process by the intermediate state. 
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24. We assumed that the quasiparticle multiplication factor is 100, which is 
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29. Photovoltagc measurements [A. D. Semenov et al.. Appl. Phys. Lett. 60, 
903 (1992)] confirm that YBCO is indeed in the normal state under an 
optical excitation at the level used in our measurements. 

2.B Increased Retention Time for Hydrogen and 
Other Gases by Polymer Shells Using 
Optically Transparent Aluminum Layers 

A key difficulty infabricatingfuel capsules with polymer wallsfor inertial fusion 
is the high permeability of most polymers to the hydrogen isotopes used as fuel 
gases. In this article, it is shown that a thin aluminum layer can increase the 
retention time of a polymer shell for D2 from several minutes to several hours, 
while remaining transparent enough to allow interferometric measurement of 
changes in gas content. Having achieved a time constant for gas retention of an 
hour or more, a shell can be filled with fuel gas (along with a diagnostic gas such 
as Ar or Ne), and the A1 layer thickened before a significant amount of thc gas 
pemleates out. This thicker A1 layer greatly increases the time constant, but being 
opaque, prevents further interferometric characterization. Because many days 
may elapsc before the capsule is used in an inertial-fusion experiment, slow loss 
of fuel is prevented by storing the capsulc in pressurized fuel gas until the day 
or  use. 

Polymer shells are desirable fuel capsules for inertial-fusion experiments 
bccause they are composed of elements with low atomic number.' Spherical 
shells with the necessary high dcgree of uniformity may be fabricated by starting 
with polystyrene (PS) shells made by the m i ~ r o e n c a ~ s u l a t i o n ~ , ~  or drop-tower 
method: and the walls uniformly thickened with another polymer by bouncing 
the shells during the coating Prior to this study, the only method 
available for increasing the time constant for gas retention that still allowed 
interferometric characterization was to coat the shells with a thin layer of 
polyvinyl alcohol (PVA) or to incorporate such a layer between two of the other 
polymers. While the PVA layer can greatly increase the time constant for pas 
retention, this property can be significantly degraded by exposure of the PVA to 
beta radiation from tritium decay.8 There is no reason to expect that similar 
degradation would occur with Al barrier layers. 



L1.E REVIEW. Volurne 52 

In this study, PS shells are made by the microencapsulation method, selected 
for wall thickness and uniformity using optical interferometry, and the walls 
thickened with parylenc whilc the shells are bounced. The shells are then glued 
to single support stalks of small diameter (4 ym)  and coated with a thin layer of 
Al(4.5 A to 140 A)  using a dc sputter source while being rotated under the source. 
The shells are then permeated with Dl, or a diagnostic gas such as Ar or Ne. 
Since the shells are still partially transparent, the shells can be placed in an 
interferometer, and the change in pressure measured as  a function of time. After 
determination of the gas-retention time constant(s) for the gas(es) to be used. 
the shells are permeated to the desired pressure. A time constant of one or more 
hours allows the shells to be removed from the permeator and coated with 
additional Al without significant loss of gas. A thickness of 500 A of Al greatly 
increases the time constant while also serving as a "shinethrough" barrier that 
prevents preheat of the fuel by the leading edge of the laser pulse during inertial- 
fusion experiments. 

The existingdataon permeability of Al to hydrogen i ~ o t o ~ e s ~ n d i c a t e  that no 
significant permeation through the Al occurs, so the gas must be passing through 
discontinuities in the film. The rate of permeation observed in this study is eight 
to nine orders of magnitude larger than would be expected if the mechanism of 
permeation was similar to that of bulk Al. Characterization of the A1 film and its 
discontinuities is bcyond the scope of this study, except to  note that the film is 
highly smooth and optically reflective and adheres well to the shell. It is also to 
bc noled that measurements of gas permeating out of these shells show the 
pressurcdecreasingexponentially with time, whichischaracteristic ofpermeation 
through a polymer, not a metal. l o  In addition, it is observed that the oxidation of 
the Al layer, as indicated by an increase in transparency with time, is sometimes 
accompanied by a significant increase in the observed time constant. It can be 
speculated that thegreater volume of the oxidized layernarrows the discontinuities 
through which the gas passeh. (A1203 with adensity of 4.0 g/cm3 has 30% more 
volume per A1 atom than bulk Al with a density of 2.7 g/cm3.) 

For thin A1 layers, i.e., those with relatively low absorbance. a scanning 
Fabry-Perot interferometer is used to measure the fill-gas leakage rate through 
the shells in real time." The tcchniquc uscd is reminiscent of the method by 
which Fubry-Perot etalonsare spectrally tuned by varying the pressureofthe gas 
belween the end mirrors and. therefore, the optical path length between them. as 
opposed to changing their ~ e ~ a r a t i o n . ' ~ , ~ ~  For more absorbant layers. a Mach- 
Zehnder interferometer is used. The pressure P remaining within the inertial- 
fusion targct after a time t ib 

wherePois the pressure inside the microballoon at time f,ands is theexponential 
timeconstant. For agas, t~,,,-l isdirectly proportional to the gas pressure within 
the approximations imposed by both classical theory for the refractive index 
ofrarified media and the ideal-gas law, where trg,, is the refractive index of the 
gas. In addition, the phase rctardution, orshift, that a wavefront ~~nde rgoes  upon 
traversing a medium, relative to vacuum, is directly proportional to n-1 for 
that material. 
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To interpret the interferometric measurements, the phase shift for light 
passing through the center of apressurized shell with respect to light propagating 
externally to i t  is expressed as the surn of terms caused by the gas @,? and the 
shell @,v: 

@ = 9 , s  + @,q . (2) 

The phase shift caused by gas inside the shell is given by 

whcre P is the internal pressure, /.is the gas radius, i ts  is the gas index of refraction 
at 5ome reference pressure P,. and wavelength h, and m is the number of times 
the wavefronts that produce the interferogram pass through the shell. For the 
Mach-Zehnder interferometer t72 = 1, whilc for the Fabry-Perot interferometer 
t11 = 3. The phase shift caused by the shell is 

where M I  is the wall thickness, and t?, is the index of refraction of the shell material. 

Gas pressure inside the shell causes the shell toexpand slightly, stretchingand 
thinning the wall. I t  will be shown later that this thinning is significant for 
interterometric measurements. Thechange in 4, because ofthinning is proportional 
to P for thin-walled shells, and may be conveniently written as 

where is a constant for a given gas and shell material, and the pressure 
dependence is contained in @,?. 

The gas pressure measured by interferometry may be expressed. combining 
Eqs. ( 1)-(5). as 

where 6," is the value of 4, when P=O. Sincemonochromatic light is used ineach 
interferometric technique, the absolute phase shift cannot be uniquely determined. 
'l'he phase shift @ consists ofan integral part and a fractional part, of which only 
the fractional component is measured. This fractional component decreases 
continuously as a function of time, whereas the integral component changes 
discretely as thc fractional part reaches the transition from values greater than 
zero to those less than 1 as the gas permeates out. When Eq. (6) is fitted to 
interferometric measurements of @ as a function of time, an arbitrary integer 
value is added to each measurement. and this integer is reduced by 1 each time 
the value of @ makes this transition. A least-squares fit of Eq. (6) to the data 
generates values of z, Po, and @,,. 
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Both the initial pressure inside the shell P, and the exponential time constant T 

are simultaneously measured using a computer and the following method. First, 
a polymer shell is filled by applying the desired pressure externally to the shell 
and letting it soak for an appropriate period of time (generally t > ST) at room 
temperature. The external pressure is released and the initial time to is recorded 
by the data-acquisition computer. The inertial-fusion target is inserted into the 
scanning Fabry-Perotor Mach-Zehnder interferometer, and individual fractional 
phase-shift measurements are sequentially recorded along with the elapsed time. 
A sufficient amount of time is allowed for most of the gas to permeate out of the 
shell (that is, the phase shift reaches a steady-state value as a function of time). 
and the data acquisition is terminated. A typical plot of fractional phase shift as 
a function of elapsed time is shown in Fig. 52.17(a). Integral values are added 
to each phase-shift value to align them and produce a continuous data set, as 
illustrated in Fig. 52. I7(b). The aligned time-dependent phase-shift values are 
then least-squares curve fitted to yield a plot such as the one shown in Fig. 
52.18(a), and the fitting parameters Po, T, @,,, and the standard deviation of the 
fit are determined. (In actuality, initial guesses for PC,, z, @,yo, based on the 
pressure to which the shell was filled and the aligned phase-shift data, are 
supplied to the curve-fitting routine, and these are numerically adjusted to 
minimize the standard deviation of the fit.) The fractional phase shift caused by 
the empty shell is then subtracted from each of the fitted values. and Eq. (6) 
is applied to each corrected phase-shift measurement to produce the plot of gas- 
fill pressure versus elapsed time depicted in Fig. 52.18(b). 

Exponential time constants for the permeation of argon, neon. and deuterium 
through Al-coated polymer shells were measured using this technique. Figure 
52.19 shows results from interferometric measurements taken with a polymer 
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Fig. 52.17 2 
Typical phase-shift measurements acquired 
using scanning Fabry-Perot interferometry. 

(a) The fractional phase shift imposed on light 
passing through an argon-filled inertial-fusion 

target as a function of the elapsed time since its 
removal from the permeation vessel. This + n~ 

s 
polymer shell had a 305-pm outer diameter and - 

2 
consisted of a 3-pm-thick polystyrene shell 9 

overcoated with a 3-pm-thick parylene layer. 
d 

The external argon pressure applied during 
pressurization was 21.3 atm. (b) The absolute 
phase shift as a function of elapsed time. 16 48 80 112 144 
Successive integers were added to adjacent T I 03 I Time (min) 
groups of fractional phase shift in Fig. 51.17(a) 
to produce a continuous curve. 
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Fig. 52.18 
(a) The least-squares curve fit to the ahsolute- 
phase-shift-versus-elapsed-ti~ne data given in 
Fig. 52.17(b). (b) The corresponding least- 
squares curve fit of its internal pressure versus 
elapsed time, which was derived from the data 16 48 80  112 144 
given in Fig. 52.17(b). The curve fit yields an TI032 Time (min) 
initial, internal argon pressure of 19.2 atm and a 
30.6-min, exponential-decay time constant. 

Fig. 52.19 
The internal pressure of a D2 shell as a function 0 
of time measured with Mach-Zchnder 0 200 400 600 800 1 000 
interferometry. This shell was overcoated with a T 1 093 Time (min) 
YO-.&thick A1 layer, which produced a time 
conslanl of about 1 1 h. 

shell having a 2 6  1 -pm outer diameter andcomposedof a 3-pm-thick polystyrene 
sheIlovercoated witha 3-pm-thickparylenelayeranda~O-A-thick sputtered Al 

layer. It was filled by applying an external D2 prcssure of 15.0 atm at room 
temperature and then allowing it to soak at that pressure for 72  h. The results of 

the least-squares curve fit for this inertial-fusion target are an initial pressure of 

12.2 atm [ ~ s i n g ( n ~ , , - I ) ~  , , ,=(1.29+0.01)~ h0=48X.Onmand25"C 
for D2].I4 an exponential-decay time constant of 10.9 h. and aresidual fractional 

phase shift of 0.19. The root-mean-squared (rms) deviation of an experimentally 
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Fig. 52.20 
Time constant recorded for gases permeated 
through shells coated with various thicknesses 
of Al. All targets were 250k10 pm in diameter 
and had 6-pm-thick polymer walls. For the 
45-A- and 70-A-thick At layers, the same shells 

determined phase-shift value from the fitted curve is 0.02, whichcorresponds to 
a standard deviation of h/50. Without aluminum coatings, shells of these 
dimensions generally have a time constant of only several minutes for D2. 

Permeation time constants for Al-coated shells of similar dimensions and 
various Al coating thicknesses are given inFig. 52.20; included are values for Ar, 
Ne, andD2 forthesame shells. Forthe thinner aluminum layers, the time constant 
varies only slightly between shells from the same batch that were coated 
simultaneously. However, as thc thicknessof the Al layerincreases, alarge shell- 
to-shell variation in timeconstant develops. This is assumed to be caused by the 
formation of aluminum islands on the surface of the shell during the early part 
of acoating run that coalesce into acontinuous film as more material is deposited. 
The time constant of shells onto which a small amount of aluminum has been 
deposited is determined by the amount of uncoated surface area that remains 
between the islands following coating, whereas the time constant of shells that 
have received thicker, continuous films is defect limited: permeation takes place 
through regions in the film where its integrity is poor because of surface debris, 
oily films, stresses in the shell during permeation, etc. Since the amount and 
severity of defect sites on each shell from a given batch ranges widely, the 
measured time constants for these shells when simultaneously coated with a 
thicker layer of A1 correspondingly varies, often by as much as +-30% from their 
average value. 

0 20 40 60 80 100 120 140 

T1095 Aluminum thickness (A) 

were permeated and measured using D2, Ne, 
and Ar. 

Unlike glass shells, the initial D2 pressure measured within polymer shells 
(assuming a = 0) is consistently 10% to 20% lower than the pressure at which 
they were filled, whereas repeated measurements taken with the same shell are 
reproducible within less thanone standard atmosphere. This is a real phenomenon 
and is not because of inadequacies'uf theexperimcntal technique used to measure 
the fill pressure inside a nlicroballoon. Forexample, inconsidering the possibility 
that airpenneates back into the shells it is noted that ns,,-1 for air is about twice 
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the value for hydrogen at standard conditions. At most, a 2-atm discrepancy 
between the actual and measured initial fill pressures would occur if air did 
permeate into the shell during the leakage-rate measurements. Hence, considering 
the relatively short exponential-decay time constant measured for the hydrogen- 
containing shell and the comparatively large disagreement between the external 
pressure applied and that measured. the permeation of air into the polymer shell 
does not explain the initial pressure discrepancy. The most plausible explanation 
for this effect is stretching of the shell wall. 

When the shell wall stretches because of internal gas pressure, the thinning of 
the wall produces achange in the original optical phase shift caused by the empty 
shell that is significant compared to the phase shift caused by the gas. Assuming 
the stretching of the shell wall is elastic, it shows up as achange in the phase shift 
through the center of the shell that is proportional to the internal pressure. To 
predict the magnitude of shell-wall thinning, consider two hemispheres being 
pushed apart by internal pressure. Assume that the wall thickness w is much less 
than the radius r, so that strain can be treated as uniform throughout the wall. In 
addition, treat the shell radius as identical to the gas radius. The force trying to 
separate the two hemispheres nr2p, where P is the internal pressure, acts on an 
annulus of area 2nrw, so that the stress is Pr/2w. This results in a strain Arlrgiven 
by the ratio of stress to Young's modulus Y 

The change in @, [Eq. (4)] caused by shell expansion A@, is independent of the 
compressibility of the shell. This may be seen by noticing that w is proportional 
to (pr2)-I, where p is the density of the shell material. Since n,-1 is, to a good 
approximation, proportional to p, then @ , i s  independent of p and is proportional 
to r-2. Using this fact, we observe A@, = -2@, Ar/r. Combining this with Eqs. (4) 
and (7), 

-2mPr (n, - 1) 
A0.Y = h Y 

The ratio of A@, to @, is independent of shell dimensions and pressure and 
depends only on the refractive indices and Young's modulus. Note that this 
defines the quantity a introduced in Eq. (5): 

Using typical values for polystyrene, Y = 3200 MPa, n, = 1.59, we find for the 
gases D2, He, Ne, and Ar, values of a a r e  0.15,0.58,0.30, and0.07, respectively, 
at h = 546 nm and a temperature of 25°C. These values can be used to correct the 
interferometric measurement of phase as a function of time as the gas permeates 
out of the shell. Precise agreement with these numbers is not expected because 
the parylene layer has different values of Y and n,. 
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Inertial-fusion targetscontaining several gases, each with significantly different 
permeation time constants, have been made using aluminum gas-barrier layers. 
For example, various mixtures of D2 and Ar were permeated into Al-coated 
polymer shells using the following procedure. The shells are first evacuated by 
placing them in vacuum overnight,either in the sputter coater's vacuum chamber 
or a separate, evacuated cell. (The time constant for air to permeate from within 
a shell with dimensions similar to those in Fig. 52.20 is about 1 h.) They are then 
coated with 45 of aluminum, which yields a time constant of about 2 h for Ar 
in a shell with a 250-pm outside diameter. The shells are then permeated to the 
desired partial pressure of Ar. A second A1 layer is coated over the first to 
increase the total time constant to a value acceptable for retaining the D2. The 
thickness of the second Al layer is 80 A to 90 A, as determined from data such 
as that in Fig. 52.20, and this coating is completed within a time interval that is 
much shorter than the Ar time constant for the first coating, typically in less than 
10 min. The shell is then permeated with the appropriate gas mixture. A final 
500-A-thick A1 coating that serves as a shinethrough barrier is applied in a time 
much less than the time constant for D2 permeation, and the coated shell is 
returned to the permeation cell to soak in the gas mixture until it is loaded into 
the target chamber. 

Although the measured time constants for shells from the same batch that 
were coated simultaneously often vary significantly, especially those with 
thicker layers of Al, out of the nearly 100 shells tested during the development 
of this barrier-layer technique, no shells lost gas because of an inexplicable 
failure of the aluminum layer. Those shells that did fail to hold gas were found 
to have small cracks in their walls when examined with a high-power optical 
microscope. We have, therefore, found optically transparent aluminum layers to 
be an extremely reliable technique for retaining gases within polymer shells for 
inertial-fusion experiments. i 
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2.C Raman Scattering of High-Power Lasers in Air 

Inertial-confinement lascr fusion requires propagation of high-intensity, pulse- 
shaped IR and UV laser beams through long air paths. Such beams are subject 
to losses and decreased beam quality because of stimulated rotational Raman 
scattering (SRRS) in the atmosphere. With short pulses, it is necessary to use 
transient Raman theory to include buildup and relaxation of the mcdium. 
Imperfect beam quality can lead to intensity hot spots that change the effective 
threshold for Raman scattering. A detailed analysis of energy conversion and 
beamquality necessitates a four-dimensional (4-D) treatment of the laser pump, 
the Stokes beam, and the air path. The SRRS model includes laser pulse shape, 
medium excitation and relaxation, and spontaneous scattering as a quantum 
initiation of the Stokes field. 

Typical irradiance levels for the OMEGA Upgrade laser system are 
-2 G W I C ~ ~ ,  giving a steady-state gain length of about 60 em. Depending on the 
particular system configuration, an air path of between 15 m and 20 m may be 
required, corresponding to asmuch asapproximately 30 gain lengths. Fortunately, 
the transient Raman gain may be considerably less than the steady-state gain. 
However, the problem is exacerbated by intensity nonuniformities in the laser 
beam. These hot spots are common in the near field, arising from diffraction 
propagation of high-frequency aberrations. Raman conversion of the laser to 
Stokes light is enhanced at the location of hot spots, leading to a change in the 
overall Raman conversion. 

The Stokes radiation generated in theair path arises from spontaneous Raman 
scattering and is subsequently amplified by stimulated Raman scattering. The 
origin of spontaneous Raman scattering is a low-level random polarization of the 
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nitrogen molecule in the air caused by quantum fluctuations. The quantum- 
induced medium polarization is uncorrelated spatially, referred to as delta- 
correlated spatially. The laser scatters off the delta-correlated polarization sites 
to produce Stokes light that spreads in all directions. Only the Stokes light that 
is primarily in the forward direction receives appreciable stimulated amplification, 
so we are justified in ignoring the Stokes light scattered backward and to the 
sides. However, the angle of the Stokes light in the forward direction, which is 
amplified, is still of substantial size. The solid angle of effective stimulated 
amplification is determined by the area of the beam divided by square of the 
length, which is of the order of 0.1-0.2 msterad for the OMEGA Upgrade laser 
system. This wide-angle Stokes radiation does not reach the fusion target in the 
far field, so the Raman process is a parasitic process causing beam-to-beam 
power imbalance. Since the rate of Stokes generation is very strongly dependent 
on hot spots, it is necessary to include two-dimensional (2-D) diffraction 
propagation of both the laser and Stokes fields. The wide-angle Stokes light 
requires high sampling densities leading to theneed for large arrays, which make 
diffraction calculations difficult. Arrays of 1024 x 1024 or larger may be 
required, leading to a significant computational problem. 

The need to treat the transient response of the medium compounds the 
computational difficulties. The medium responds to the radiation with a 
characteristic response time of 133 ps. A typical laser pulse is about 700 ps in 
length. It is necessary to resolve the medium response time over the course of the 
pulse, leading to the requirement of several hundred time samples, each of which 
requires diffraction and kinetic calculations for the large arrays. 

I 

To further add to our difficulties it is necessary to represent the state of the 
medium (air) at many axial positions with the same array size as the typical 
beams. Fortunately, it is not necessary to fully resolve the 32 gain lengths with 
axial samples. To the extent that the governing medium equations are at least 
piece-wise analytically described. the axial spacing may be extended. Instead of 
the several hundred axial samples needed to resolve a maximum of 32 gain 
lengths, only about 3040axia l  samples will suffice. In order of importance, we 
seek to minimize the size of the arrays because of diffraction calculations, the 
number of medium arrays, and finally the number of time steps. 

Physics of Stimulated Raman Scattering 
In light of the practical difficulties imposed by the high sampling requirements, 

both transverse and axial, and the large temporal-sampling necessities, the 
numerical methods must be designed with optimum computational efficiency. 
To apply the Raman model to the laser-fusion application, it is necessary to 
incorporate the model intoacomprehensive system-analysis programcapable of 
modeling all components, aberrations, diffraction propagation, etc. The laser 
analysis program GLAD was chosen for this purpose. GLAD operates on a 
variety of computers ranging from IBM PCs to Cray supercomputers. I 

The governing Raman equations are2 

[v: + 2ikL $]EL = 2kikLQEs, laser depletion, 



ADVANCED TECHNOLOGY DEVELOPMENTS 

Es = 2k2kse*EL,  Stokes amplification, and ( 2 )  

= - TQ* + ik, E; ES + F*, medium nonlinear polarization, ( 3 )  
at 

where EL and Es are the laser and Stokes complex amplitudes and Q  is the 
medium polarization. The respective wave numbers are kL and ks. The gain 
medium constants are k , ,  k z ,  and k3. l- is the Raman bandwidth and F is a delta- 
correlated random force representing random dephasing caused by collisions. 
Equations (1) and ( 2 )  define the diffraction propagation and the effect of the 
medium polarization Q  on the optical fields EL and Es. Equations (1)  and ( 2 )  are 
expressed in a coordinate system moving at the speed of light. Equation ( 3 )  
dcfines the temporal behavior of the medium polarization in terms of the product 
of the optical fields and the random collisional force F. Solution of these three 
equations has been extensively explored in the literature under various 
approximations. References 2,  3, and 4 are representative. References 5 and 6 
describe some of the interesting experiments that have been conducted. 

The form of the exact solution, including diffraction, but neglecting pump 
depletion, invokes a three-dimensional convolution in space and a convolution 
in lime. While the solution is elegant, the spatial and temporal convolutions are 
very difficult to implement for the numerous large arrays needed to describe the 
optical fields and the medium polarization. This solution has been most readily 
applied to very low Fresnel-number problems. In our application, Fresnel 
numbers of about 10,000 are typical and the difficulties of direct Green's- 
function solutions are more serious. 

We elected to develop our model from the basic differential equations. We 
may separate the diffraction and the optical-field interactions with the medium 
using the split-step m e t h ~ d . ~ ? ~ ~ h i s  allows FFI methods to be used fordiffraction 
propagation. 

represents diffraction for EL, and 

represents diffraction for Es. The medium polarization is influenced by 
stimulated Raman in the form of the product of the optical fields, the collisional 
force. and dephasing decay associated with collisions. Since Eq. (3) indicates a 
linear response of Q  to the two driving forces, we may treat these separately. 
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Fig. 52.21 
A laser beam incident from the left is scattered 

by the medium field QSR, which is delta 
correlated spatially and scatters light into 47~ 

steradians.Only the light scattered in the forward 

direction contributes to the amplified Stokes. 

represents stimulated Raman amplification and decay, and 

represents collision effects and decay. The collisional force F of Eq. (7) forms 
a random-scattering field, as shown in Fig. 52.21. The variance of random 
component QsR is constant, although the amplitude and phase at each point 
varies at the Raman response time. The spontaneous Raman scattering may be 
modeled as a mechanism for scattering the laser pump into the Stokes field 
according to aconstant g2. Spontaneous Raman scatters into all directions but we 
consider only the radiation scattered into the forward direction as defined by AQ. 

Scattered Stokes 

b 4 

/ ) \ \ \ , / \  \ ,  \ \\ ,/\ \ / 
/ 

/ \ '  b 
Laser ,/\X \y \\- \ - \\L A ?,\- \ / 

E6 154 Scattered Stokes 

The random element of spontaneous Raman is treated by a set of time-evolving 
random phasors at each point. The spontaneous emission noise takes the form 

?L2 
(lS(.t, y, ;, +A:, t l 1 ) )  = ( ls( ,~  y, z, t r , ) )  + & ' z I L ( ~ , ~ ) ~  A z ,  (8) 

where g2 is the spontaneous Raman-gain coefficient and can be determined by 
theoretical orexperimental spontaneous Raman-scattering data. and ILand Is are 
the laser and Stokes irradiances. The factor AR= h 2 / ~ x ~ y  is the maximum solid 
angle represented by a computer array with sampling intervals Ax and This 
becomes of ma.jor importance when an angle of 10 mrad may need to be 
represented. This leads to vcry fine sampling densities and necessaril y very large 
arrays. The effect of hot spots and extremely high amplification ameliorate this 
effect, to some degree making the effective Stokes source much narrower. 

The random noise is introduced by the use of a spatially uncorrelated random 
variablex, which is aunit variance co~nplex random number, normally distributed 
in amplitude and uniformly distributed in phase, represented by 
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~ ~ ( x . ~ , z + & , t , ) = ~ ~ ( x , y , z , t , )  

To include the finite temporal correlation, we update the random number with 
a second random number Y 

Having considered diffraction and spontaneous Raman scattering by means 
of separate split-step operations, we need only add the stimulated Raman 
amplification 

Carmen  eta^.^ give aclosed-form expression for stimulatedRaman amplifica- 
tion (ignoring pump depletion and diffraction) 

t 
112 

E ~ ( Z , ~ )  = Es(0 ,  f )  + (k1k2z)   EL(^) Je- 
r(r-t') 

-m 

where 

~ ( t )  = j \EL (if)12 dt' 

This approach requires that we save the temporal functions EL(t')Es(O, t ')  and 
~ ( t )  over several response times for each transverse point and for each axial 
sample. If we neglect diffraction, then one axial point suffices. However, to treat 
the diffraction-induced hot spots, we need to have axial samples every 0.5 m to 
2 m. Hence, Eq. (14) leads to the need to manipulate a very large amount of data. 
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Since we need a reasonable number of axial samples, we  may sirnply solve 
Eqs. ( 12) and ( 13) directly. We  store the time-integrated value Q*; 

Because of the particular form of P - ~ ( ' - ~ ) ,  we do not have lo save the time 
history ofthe product of EL(,-,  t ' ) ~ ~ ( z ,  t f )  andcan savconly Q ; ~ ~ ( Z .  t )  according 
to the evolving sum 

QiRS(z ,  t + A?) = Q&~(z,  t ) e r A r  + iklePrA' EI*_ (,-, t )Es(: ,  t ) ,  ( 17) 

where At is the temporal sampling. 

We now integrate Eq. (12) through the axial samples to find Es, including I 

diffraction, apertures, atmospheric aberration, and any other effects that exist 
between the axial samples. ~ S ~ ~ ( z , t )  varies rapidly with 2 ,  following a nearly 
exponential form. We make use of this nearly exponential property toreduce the 
number of axial samples required (see Fig. 52.22). 

Distance (linear scale) 

Semi-exponential growth of Stokes light in the 
spontaneous regime (shown schematically). 

Equation (14) and our revised methods based on Eqs. ( 1  2) and (17) give 
essentially identical results. It is easier to see the variation of gain with distance 
from Eq. ( 14). In the transient regime, Eq. ( 14) shows a square-root dependence 
on distance. 

The beam is characterized by Fresnel numbers of the order of 10,000. This 
implies that diffraction effects causcd by the aperture are localized to the 
immediate vicinity of the aperture edge and may safely be neglected. The 

i 216 

Spontaneous Raman 
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aberration of the laser pump may have features as small as 1 cm or less. This 
aberration is relatively easy to resolve using an array of 128 x 128 or larger. This 
type of aberration is the source of hot spots because of diffraction effects, but 
a centimeter-sized aberration structure forms strong hot spots over a distance of 
about 100 m or more but weaker hot spots over the 20-m beam path. However, 
diffraction in the upstream beam at smaller diameter can form hot spots 
over short distances, typical of a master oscillator power amplifer (MOPA) 
laser configuration. 

The Stokes beam ischaracterized by very fine structure speckle. In the regime 
of no significant pump depletion, the amplification is linear. While spontaneous 
Raman light occurs throughout the entire beam path, the noise that is generated 
furthest upstream receives the most amplification and dominates the process. 
When viewed from the end of the beam path looking backward toward the start 
of the beam path (not recommended in practice for gigawatt beams) we would 
see a self-luminous fog of Stokes noise with the most upstream fog being 
brightest. One may consider the noise source to occur in the first gain length. The 
Stokes source is a delta-correlated coherent object and creates a speckle pattern 
with characteristic feature size of h/8, where 9 is the subtense of the Stokes noise 
3ource as viewed by final Stokes field. The speckle size increases with beam path 
length but at 10 m the size is approximately 23 pm, which is too small to be 
resolved. However, this speckle size assumes a perfectly uniform laser pump. In 
actuality, the laser will inevitably have somedegreeofnonuniformity of irradiance. 

OMEGA Upgrade Laser System 
The OMEGA Upgrade laser project involves the enhancement of the existing 

OMEGA Nd:glass laser system for exploration of the ignition-scaling regime of 
inertial-confinement fusion (ICF) physics research. This project will result in a 
30-kJ, 35 1 -nm, 60-beam, direct-drive laser facility that features versatile pulse 
shaping using beam co-propagation and uniform target irradiation using broad- 
band phase-conversion techniques. The schematic illustration in Fig. 52.23 
shows the relationship between beam co-propagation and the continuous pulse 
shapes envisioned for the OMEGA Upgrade laser system. 

The final infrared energy, produced by a series of rod and disk Nd:glass 
amplifiers arranged in a MOPA configuration, is frequency converted to the UV 
and then transported to the target chamber. The path length in air is minimized 
with a two-mirror-per-beamlineconfiguration (Fig. 52.24) toreduce thedistance 

co-propagated beam areelectro-optically shaped E6146 dispersion 
to form the continuous pulse shape used in the 
OMEGA Upgrade laser system. 
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Fig. 52.21 
The OMEGA Upgrade laser systern includes an ultraviolet transport system that requires an 18-nl path in air 

between rhe frequency-conversion cell and the final focus lens. 

over which an intense beam propagates in a nitrogen-rich environment. 
Considerations of conversion efficiency, on-target energy balance, and system 
flexibility resulted in a propagation distance of 120 m between frequency- 
conversioncellsand the focusing lens ofthe target chamber. Althoughpreliminary 
estimates of SRRS efficiency showed that operation of the OMEGA Upgrade 
laser at full design energy remained below threshold for SRRS, further 
investigation of near-threshold operation is an imponant consideration for 
meeting performance requirements over the entire life of the laser. 

The parameters used within this GLAD SRRS code are contained in Table 
52.111. The peak laser-beam irradiance listed is consistent with the 30-kJ, full- 
system UV output. ThegILproduct, assuming steady-stategain, is approximately 
25, which indicates near-threshold condition. However, the Gaussian and 
continuous pulse-shaped temporal profiles envisioned for use on the laser are 
short enough that below-threshold operation of the laser is predicted. Figures 
52.25 and 52.26 illustrate the transient response to the baseline Gaussian and 
pulse-shaped temporal waveforms of the laser pump, respectively. The resulting 
Stokes temporal waveform follows the peak of the laser by about one Raman 
time constant as can be seen as a ternporal delay between peaks in Fig. 52.25. 

An increase in the Stokes radiation occurs for the actual shaped pulses 
planned for the OMEGA Upgrade laser. Using the parameters listed in Table 
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I 52.111, except for the duration ovcr which the peak fluence occurs based on the 
pulse shape, a slightly greater amount of Stokes light is produced as would be 
expected. Although this does not present a problcm, operation of the laser near 
threshold warrants closer examination of the detailed conditions regarding 
pulse-shaping, angular dispersion, and beam profile. 

I I Stokes wa\elength I 0.35203 p I 

Table 52. 111: Parameters used in translent Rarnan calculations. 

I I Peak lafer irradiancc I Z X I O ~ W / C ~ ~  I 

Beam diameter 

Propagation length 

Fresnel number 

glL product (steady-state) 

Laser wavelength 

I 
I I Initial Stokes irradiance I O I 

28 cm 

I8 nl 

- 1 o4 
-25 

0.35 1 1 p 

Laser pulse width 

Rarnan bandwidth 

700 ps FWHM (Gaussian) and pulse shaped 

7.52 x 10%ec-' 

I I Stimulated Raman steady-state gain gl 1 6.76 x lo-" cm/W I 

Fig. 52.25 
A Gaussian temporal waveform for the laser 
input produces a Stokes pulse that is delayed 

Spontaneous Raman gain g2 

according to the SRRS response tlmc. These -300 0 300 
results indlcate that the OMEGA Upgrade laser E6157 Time (ps) 
can operate at full beam fluence whilercma~ning 
below SKRS threshold. 

6.4 16 x lO-%m' 

E6339 
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Fig. 52.26 
Ramanconversionof a shaped pulse is somewhat 

0.00 1 1 1 1 ' 1 1 1 ' 1  

0 225 450 675 900 

~h 182 Time (ps) 

largcr than that for 3 (hus\i ;~n pul,c bczau,c of 

the longer tit11c interval 31 pcak heat11 irradianzc. 

Experimental Investigations 
Previous experimental i n ~ e s t i ~ a t i o n s ~ ~ ~ ~ ~ ~ o f    am an scattering in air involved 

either excessively long air paths with small beam diameters or poor beam quality, 
both of which make 4-D theoretical comparisons difficult, if not impossible. 
Poor beam quality can give rise to severe intensity variations in the near field of 
a beam leading to nonuniform Stokes production as well as high Stokes 
irradiances, which can cause premature growth of the secondary Stokes radiation. 
Experiments conducted under these conditions do not necessarily provide results 
that can be scaled to shorter paths with higher pump irradiance, such as the 
beamlines of the OMEGA Upgrade. In addition, aberrated pump beams often 
give rise to large statistical variations of the measured Raman conversion 
efficiency, presumably because of a greater sensitivity to gain variation for the 
various random noise fields. 

The experimental setup, schematically illustrated in Fig. 52.27, is used to 
investigate Raman scattering in air within the OMEGA laser facility. The output 
of the 90-mm rod amplifier is directed to the prototype beamline consisting of 
the 15- and 20-cm SSA amplifiers, each followed by a vacuum spatial filter. 
Infrared laser beams, with energies between 100 J and 400 J, a beam diameter of 
18 cm, and a 700-ps to 750-ps (FWHM) pulse width, are frequency converted to 
produce between 50 J to 150 J of UV (3\. = 35 1-nm) laser light. The frequency- 
tripled light is characterized with near-field photography and calorimetry. The 
UV beam is transported along an air path of 45 m and directed to a diagnostic 
station consisting of a near-field camera, a one-dimensional (1 -D) spectrometer, 
and a 2-D imaging spectrometer. The light propagated to the 1-D spectrometer 
is phase converted with a UV distributed phase plate (DPP) to provide uniform 
sampling of the near field at the slit of the spectrometer without creating high 
irradiance, which can cause scattering mechanisms within the diagnostic itself. t 
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Fig. 52.27 
The experimental layout used to study SRRS in air consisted of a frequency-tripled SSA bearnline and several 
laser-beam diagnostics. The diagnostics included near-field photography and calorimetry, as well as l-D and 
2-D far-field spectroscopy using diffractive optics. The 1 -D grating spectrometer possessed four to five orders 
of magnitude in dynamic range to cover a gIL range of between 15 and 40. 

The 2-D spectrometer is constructed with a UV transmission grating (1800 
grooves/mm) followed by a 5-m lens, which together provides a 1-cmlnm 
separation of thc 2-D pump and Stokes beams. The beam profile and spectraare 
all recorded on Kodak 442 1 Aerographic film. 

The resultsof convertinga UV laser pump toStokcs light. over a(g1L) product 
range of 5 4 0 ,  are shown in Fig. 52.28. The solid theoretical curve is generated 
from the SRRS code using the measured intensity distribution at the input to the 
Raman air path. This takes into account the actual intensity nonuniformities, but 
does not include the cumulative phase-front errors caused by the multi-element 
optical system producing the infrared laser beam. The dominant nonuniformity 
is a slowly varying edge-peaked profile. 

An excellent agreement between the theoretical predictionsand experimental 
results is shown in Fig. 52.28. The error bars for the two highest valuesfor Raman 
conversion are large because of a vignetting of the Stokes beam prior to it 
reaching the slit of the spectrometer. A uniform S~okes  beam, consisting of fine 
spccklc, is expanded to a near-field beam diameter greater than that of the laser 
pump for gIL values greater than 35. The dynamic range of the 1 -D spectrometer 
covers four to five orders of magnitude, making it possible to accurately compare 
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the experimental results to theoretical predictions, both well below and well 
above SRRS threshold. For gIL values of 5 A to 15 A, zero value for the Stokes 
light was recorded, placing an upperbound on the measurement. Reproducibility 
of this upper-bound measurement, together with six data points representing gIL 
products of between 25 and 40, provides excellent confidence in the theoretical 
modeling. These results indicate that it is possible to use detailed diffraction 
analysis to investigate the dependence that Raman conversion has on variations 
in pulse shape and beam profile. 

- Theory (Lin, Kessler, and Lawrence, 1992) 
Experiment (OMEGA prototype beamline, 1992) 

100.0 1 I I I I I I I I I 

1.0 C Maximum loss level , 

E6313 (gIL) product 

Fig. 52.28 
The experimental results for Raman conversion are in excellent agreement with the 3-D SRRS code developed 
within GLAD. The OMEGA Upgrade laser systemis designed with an ultraviolet propagation path short enough 
to limit SRRS conversion to less than 112% of the total energy. Specific limitsof beam profile and temporal pulse 
shape can be determined by use of the new SRRS code. 

These experimental results also show a Stokesproduction that is significantly 
different than that of previous investigations. The S(8) and S(10) Stokes, 
h = 9.39 and 11.38 A, respectively, are observed first, are nearly eqlial in 
strength, and dominate all other Stokes well past the 1% threshold. Above 
10% Raman conversion the S(6) and S(12) Stokes, h = 7.41 and 13.36 A, 
respectively, appear; however, they remain below the S(8) and S(10) Stokes up 
to a gIL product of 40, which is approximately where 50% of the laser pump 
converts to Raman light. Previous experiments had shown secondary Stokes, 
antistokes, and other molecular transitions. It is likely that beam nonuniformities 
present in the pump beam, for previous experiments, caused high-irradiance 
Stokes light. High irradiances caused by nonuniform pump and strong spatial 
correlation of the Stokes lead to gIL products that exceed secondary threshold. 
It appears that good beam quality leads to uniform1 y distributed Raman speckle 
and less complicated Stokes production mechanisms. 



ADVANCED TECHNOLOGY DEVELOPMENTS 

Roth the theoretical predictions.and experimental results indicate that the 
beamline of the OMEGA Upgrade laser system will generate low levelsof SRRS 
over its nominal operating conditions. 

Summary and Conclusion 
A 4-D model of the effects of transient Rarnan scattering in the atmosphere 

has been incorporated into a general laser-system code. The model includes 
spontaneous and stimulated Raman scattering and accurately treats diffraclion 
propagation and general laser intensity and phase distributions. The resulls 
presented here are preliminary and considerable work remains to characterize 
the OMEGA Upgrade laser system over an extendedrange ofoperatingconditions. 
However, both theoretical and experimental results indicate that the level of 
Raman conversion in air will be acceptable over the full range of operating 
conditions. Further studies will seek to determine the limits of system energy, 
pulse width. and beam quality. 
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Section 3 
NATIONAL LASER USERS FACILITY 
NEWS 

Scientists from the Naval Research Laboratory (NRL). Plasma Physics Research 
Institute, University of Florida, anduniversity of Syracuse visited the laboratory 
during the fourth quarter of FY92. Their primary activity was to plan target 
shots for FY93. A. Honig from the University of Syracuse and K. Mizuno 
from the Plasma Physics Research Institute also did preliminary target shots. 
The planned experiments need to be coordinated with the LLE experimental 
program during the next quarter since the OMEGA laser-system upgrade will 
begin 18 December 1992. 

J. Seely from NRL visited to discuss the high-resolution spectrograph they 
are building for the spectroscopy experiments to be conducted during the first 
quarter of FY93. P. Jaanirnagi and B. Yaakobi from LLE participated in the 
initial design of this instrument: a flat-crystal spectrograph coupled to a streak 
camera able to record the time dependence of the x-ray line shapes. Diagnostic 
gases are to be added to the D2 fuel, and x-ray emission from these gases will be 
used to characterize the target implosion. 

K. Mizuno tested the Thomson scattering detector that will be used for the 
experiments proposed by J. DeGroot of the University of California at Davis. 
This diagnostic is designed to measure the properties of the plasma near the 
critical surface (where the plasma frequency equals the laser frequency). The 
detector was tested during a series of long-scale-length plasma experiments 
conducted by W. Seka of LLE. 



NATIONAL LASER USERS FACILITY NEWS 

C. Hooper from the University of Florida visited to discuss the argon 
spectroscopy experiments planned for the ncxt quarter. He plans to use the 
spectrograph being built by NRL, which will allow him to measure thc line 
shapes of the argon emission more accurately than in his previous experiments. 
Thcse data will be compared with the calculations being done at the University 
of Florida, and the comparison will be used to characterize the conditions of the 
imploded core. 

A. Honig transported thc first of his cryogenic targets from Syracusc to be shot 
on the OMEGA laser. The first shot was to be on a target delivered frozen to the 
target-chamber center and then allowed to warm to a gaseous state before the 
laser irradiation. This was done to try to establish that a target could be delivered 
cold to the target-chamber center, and then the yield from the gaseous target 
could be used to establish a baseline for subsequent target shots. The experiment 
was not completed. 
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Section 4 
LASER SYSTEM REPORT 

The OMEGAsystem fired53 1 shots during the fourthquarter of FY92, including 
shots used for laser testing, long-scale-length plasma experiments, damage 
testing of coatings for the OMEGA Upgrade, stimulated rotaticnal Raman 
scattering (SRRS) experiments, and the installation of a new pulse shaper in the 
OMEGA driver line. The new pulse shaper will be used for a series of target 
experiments studying the effect of fast-rising pulse shapes on implosions of both 
glass and CH targets. 

4.A GDL Facility Report 

The refurbishment of the GDL laser facility, coordinated by J. Kelly. began 
during the fourth quarter of FY92 and is expected to be completed in late FY93. 

The laser room; control room, and experilnental targct room are being 
modernized, and space has been made in thc laser room to accomnlodate the 
15-cm and 20-cm disk amplifiers currently being tested on the OMEGA laser. 

The current OMEGA target chamber and its attendant diagnostics will serve 
as thenew GDL target chamberand will be available to future GDLexperimenters. 

4.B OMEGA Facility Report 



LASER SYSTEM REPORT 

Four primary experimental programs were conducted simultaneously during 
these shots. The testing of the 15-cm and 20-cm disk amplifiers used one of the 
24 beamlines, damage testing of large optics used a second beamline, the 
remaining beamlines were used for long-scale-length plasma experiments, and 
SRRS experiments used the output of the 15-cm and 20-cm amplifiers when it 
was available. After the completion of these experiments. the new pulse-shaper 
installation was started in the driver line. 

The shot summary for the OMEGA laser this quarter is as follows: 

Driver line 173 

Laser development 

Target 

Software test 30 

TOTAL 531 
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