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IN BRIEF

This volume of the LLE Review, covering the period April-June 1992, contains
articles on laser-plasma interaction experiments in long-scale-length plasmas
and on the theory of a new form of the stimulated Brillouin scattering instability.
The advanced technology section includes reports on the optical response of
superconducting films, the development of high-reflectance transport mirrors
for the OMEGA Upgrade, and anew high-brightness mono-mode laser oscillator.
Finally, the activities of the National Laser Users Facility and the GDL and
OMEGA laser systems are summarized.

Highlights of the research reported in this issue are

+ Experiments on long-scale-length plasmas, which model the conditions
expected in the corona of areactor-size target, have shown that smoothing
by spectral dispersion (SSD), a technique developed at LLE to improve
target irradiation uniformity, is also effective in reducing the level of
stimulated Raman scattering. Scattered light produced by otherinstabilities
was also observed and analyzed, providing information on the laser-
plasma interaction.

The theory of a new form of stimulated Brillouin scattering has been
developed, in which inverse bremsstrahlung heating rather than
ponderomotive force provides the driving nonlinearity. This form of the
instability dominates in high-Z, low-temperature plasmas.
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The anomalous optical response of high-temperature superconductors to
a laser beam has been measured. This effect may have an application as
a fast (subnanosecond), high-power switch.

It has been found that the intensity damage threshold for multilayer
dielectric mirrors decreases with increasing angle of incidence. Methods
of mitigating this effect for the OMEGA Upgrade transport mirrors (such
assubstitution of scandia for hafnia dielectrics) are proposed and discussed.

An externally triggered, single-mode, Nd:YLF oscillator has been
developed; possible applications include the generation of shaped
synchronized pulses for OMEGA.
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Wolf Seka, Senior Scientist at the Laboratory for Laser Energetics, shows the
operation of a recently developed, single-mode, Nd:YLF laser to graduate
student Jong Chow.



Section 1
PROGRESS IN LASER FUSION

1A

Nonlinear Interactions in
Long-Scale-Length Plasmas

Nonlinear laser-matter interaction processes relevant to inertial confinement
fusion (ICF) have been studied experimentally and theoretically for over 25
years. During the last ten years emphasis has shifted to short-wavelength drivers
(A, <0.5 wm) in order to maximize collisional coupling of the laser to the corona
and minimize parametric laser-plasma interaction processes both near the
critical density (n.) surface (where the laser frequency ®, equals the plasma
frequency ®,,) and at lower densities. However, as experiments approach
reactor dimensions, longer gradient scale lengths will increase the likelihood of
significant excitation of these processes. To the extent that these processes
involve the generation of plasma waves, they are potential sources of energetic
electrons that could prevent efficient compression of the fuel. It is therefore
important to continue to investigate these processes and their scaling laws under
conditions approaching those of future larger-scale experiments. In particular, it
is important to investigate the impact that beam-smoothing schemes have on
these nonlinear processes.

In this article we will discuss a series of experiments on nonlinear interaction
processes carried out on long-scale-length laser plasmas produced with the
24-beam OMEGA laser system. We will also offer our present understanding
and interpretation of these experiments, although some of the suggestions are
still rather tentative. The main processes considered are the two-plasmon decay
(TPD) instability as evidenced by its traditional signature, the 3/2-harmonic
emission from the plasma, and Raman scattering at densities below
quarter critical.
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Experimental Conditions

The background plasma for these experiments is furnished by first exploding
mass-limited CH targets (0.6-mm diam, 6-ium thick) with eight primary beams. !
This is followed by irradiation with eight secondary beams, delayed 0.6 ns
relative to the primaries, which maintain the electron temperature 7,> [ ke V over
a period of ~0.5 ns. Each laser beam has an cnergy of ~50 J at a vacuum
wavelength of A, =351 nm, and the pulse duration is 0.6 ns. Furthermore, all
beams are outfitted with distributed phase plates?> (DPP’s) of 1.25-mm-diam
hexagonal cell size yielding a minimum spot diameter of 380 wm (the first zero
of the Airy pattern). These beams are strongly detocused (FWHM =~ 450 um)
in order to irradiate the target as uniformly as possible at intensities <5 x 1013
W/cmZ2. Occasionally four to six tertiary beams have also been employed; these
becams are delayed by | ns relative to the primaries, and their wavelength is
1.054 pm for increased absorption at late times. The production and
characterization of the background plasma has been described extensively
in Ref. 1.

This plasma s then irradiated by an interaction bearn, also at A, =351 nm, with
energy up to 60 J and a pulse duration also of 0.6 ns. The diameter of the DPP
cells is increased by a factor of 2 for the interaction beam in order to obtain a
maximum average interaction-beam intensity on target of ~10!5 W/cm?, (This
is the peak intensity in space and time of the envelope of the target-planc profile.)
Some of the experiments were carried out with the addition of FM bandwidth
(fpm= 10GHz, AL < 3x 10" and appropriate angular dispersion on all beams,
resulting in beam smoothing by spectral dispersion* (SSD). The primary
diagnostics for these experiments were visible and UV spectroscopy, with and
without time resolution. The directions of observations were chosen to optimize
either the 3/2-harmonic emission (in the plane of polarization and at 20° fromthe
backscatter direction) or the Raman signal (out-of-plane at 45° to the backscatter
direction or direct backscatter).

Three-Halves Harmonic Spectra

The spectrum of this emission is always characterized by two peaks, usually
asymmetrically displaced relative to 3w,/2, with the red-shifted component
usually the stronger one. This signature is commonly attributed to Thomson (or
Raman) scattering of interaction-beam photons off plasmons produced by the
same beam through the TPD instability.>® We will call this process “self-
scattering.” In fact, the first observations of this instability were through its
characteristic 3/2-harmonicemission.’ Various theories® have since been proposed
to precisely relate the TPD plasmons to the observed spectral features. However,
none of these theories have been very successful® and a generally accepted
explanation of these features is still forthcoming.

The current experiments differ from previous ones in that we are able
to change experimental conditions to highlight different features of the
3/2-harmonic specira. Time resolution of these spectra has been found to be
indispensable. Typical spectra for four diffcrent experimental conditions are
shown in Fig. 51.1. Most features in Figs. 51.1(b)-51.1(e) are caused by the
self-scattering, either from the primary beams [the weak signals on the left of



Fig. 51.1

Typical sequencing of the primary, secondary,
and interaction beams (a), and time-resolved
3/2-harmonic spectra for different timings of the
interaction beam: (b) 1.9 ns (/1), (c) 2.2 ns (/3),
(d) 2.2 ns (/7), and (e) 1.9 ns ({}). Shots (b)
through (d) had no FM bandwidth, while (¢) had
an SSD bandwidth of AA/A =3 x 10~4. In (f) the
time evolution of the peak on-axis density
calculated by SAGE (for primary and secondary
beams only) is shown with the TPD Landau
cutoff indicated at n, = 0.2 n.. The interaction-
beam intensity is ~1015 W/cm? for all figures
but (d), for which it is ~2 x 10'* W/em?2. The
primary and secondary beam intensities are
~5x 1013 W/cm2, The wavelength of all beams
is 351 nm. In (c) an additional six tertiary bearns
of A = 1054 nm were added, with their peaks at
2ns. The contourlines shown correspond roughly
to the 50% and 20% of maximum intensity.
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Figs. 51.1(b)-51.1(d), near t = 1 ns], or from the interaction beam (the strong,
double-lobed signals on the right). In addition, an unusual red-shifted spectral
component, which starts around 1.5 ns and lasts until about 1.7 ns, is observed
in Figs. 51.1(b)-51.1(d). It is most easily seen in Figs. 51.1(c) and 51.1(d). In
Fig. 51.1(d) this is the only feature related to the interaction beam since the
interaction beam intensity was reduced to below the threshold for self-scattering,
3/2-harmonic generation. This signal disappears if either the secondary beams
or the interaction beam is turned off. We have identified this red-shifted spectral
component (hereafter referred to as the “probe-beam” feature) as being a result
of Thomson scattering involving plasmons from the TPD instability of one of
the secondary heating beams (OMEGA beam 32) and probe-beam photons
from the interaction beam. A discussion of these two distinctive 3/2-harmonic
features follows.
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Fig. 51.2

Schematic scattering diagram for probe-beam
feature of 3/2-harmonic emission. Top part refers
to target-chamber geometry; boxes show two-
step scattering process for TPD decay of beam
32and subsequent Thomson scattering involving
the interaction beam, The vector k3p points
toward the observation port.

1. Probe-Beam Feature

The experimental geometry permitting observation of this spectral feature is
shown schematically in Fig. 51.2 with the location of the interaction beam on the
equator of the target chamber (east), the 3/2-harmonic observation port ~20°
above (norih) and in the plane of polarization of the interaction beam, and the
secondary beam 32 located northeast at 50° latitude with its polarization pointing
half-way between the interaction beam and the observation port.
Beam 32 is the onty one of the secondary beams that can produce “red” TPD
plasmons with k-vectors that point roughly half-way between the interaction
beam port and the 3/2-harmonic observation port. Furthermore, these plasmon
k-vectors have the right length for 3/2-harmonic generation using a photon of the
interaction beam. The corresponding &-vector diagrams are shown schematically
in the boxes in Fig. 51.2. From calculations we find that these red plasmon
k-vectors have kp, , = 2Kg yac, Where kg y,e i the vacuum propagation vector of the
A, = 351-nm laser beam producing the TPD instability. The geometry and
electron temperature determine uniqucly the electron density at which the TPD
occurs and the wavelength shift of this probe-beam feature relative to 21./3.

Beam 32

3/2 harmonic
spectral streak

Red plasmon
of beam 32 TPD

Interaction
beam

OMEGA target chamber

k

k32

ko
k Thomson scattering of

Pt interaction beam from
Beam 32 TPD red plasmon of 32 TPD

E6050

The density at which the corresponding TPD instability takes place is given by

-1
ne /n.=0.25(1+30p2) )

and the corresponding red shift of the probe-beam feature AR, can be
calculated from

AX3/2 /7\.3/2 = O.S(kolD)(K)\.D)COSB/(l =+ 3K2}\.2D) B 2)
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where k = ky/2-k,, and cosB = K * k/(k ky) = 0.66 are determined by the
experimental geometry (Fig. 51.2). The electron Debye length is denoted by Ap.
Using T, = 1 keV and k as determined geometrically, we obtain from Eq. (1)
n, = 0.23 n., which is well above the Landau cutoff density of 0.2 n,. (see the
following), and from Eq. (2) A)‘3/2 ~ 12 A. This calculated wavelength shift
agrees very well with the 10 A to 11 A measured in our experiments. The
angle 0 = 49° is also very close to the optimum angle for the growth of the
TPD instability.©

The probe-beam feature can be used advantageously to determine the TPD
threshold during the falling part of the secondary heating beam (beam 32). The
interaction beam, which acts here merely as a “probe” beam, increases steadily
during the same period so that the disappearance of the Thomson signal
corresponds to the disappearance of the TPD instability at that density. We can
use this cutoff to obtain an upper limit to the experimental TPD threshold
of 2-3 x 10'3 W/cm?. This is approximately a factor of 2 below the usual linear
gradient threshold! of ~5 x 10'3 W/cm?. The instability could disappear either
because the intensity of the secondary beam falls below the TPD threshold or
because the plasma density falls below 0.23 n,.. If the background density had
actually fallen below 0.23 n_, our experimental threshold would clearly be an
overestimate. The difference between the experimental and calculated thresholds
may be a result of filamentation of beam 32 in the plasma, for which Epperlein'!
has estimated a threshold of ~1013 W/cm?. In contrast, use of the self-scattering
threshold (the onset of the main 3/2-harmonic, double-lobed feature caused by
the interaction beam in Fig. 51.1) would result in an inferred TPD threshold that
is ten times higher than the probe-beam estimate given previously! The reason
for this higher threshold lies in the complexity of the self-scattering signal, as
will be discussed. Note that we do not see any evidence of self-scattering,
3/2-harmonic emission from the secondary heating beams alone.

2. Self-Scattering Feature

The main spectral features of the 3/2-harmonic emission are caused by
self-scattering, with the interaction beam creating the TPD plasmons and
then scattering off these plasmons. The measured spectral splitting of this feature
is ~28 A, with the red component shifted by ~+16 A relative to 2),/3 and the blue
component shifted by ~—12 A. In addition, the red component is usually stronger
than the blue component.

In principle, for high intensities the TPD instability should extend all the way
to the Landau cutoff at k,Ap = 0.3, and indeed we require this to explain our
experimental observations.!2 We can use Eq. (1) with KAp = 0.3 to estimate the
Landau cutoff density and obtain n, = 0.2 .. The magnitude of each of the TPD
plasma-wave k-vectors at this density is ~3k,, .. Ignoring the details of the
scattering process leading to the self-scattering, 3/2-harmonic emission, one can
obtain a splitting of the 3/2-harmonic spectrum by equating it to the frequency
difference between the two TPD plasmons at the Landau cutoff. The corresponding
wavelength shifts for the red and blue 3/2-harmonic spectral components are
obtained from Eq. (2), using kA, = 0.3 and 8 = 45°, resulting in Ak = 17 A.
This is in good agreement with the position of the red peak; but, as noted
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previously, the shift of the blue peak is only about 12 A. This smaller shift of the
blue peak will be discussed further. Since the self-scattering, 3/2-harmonic
spectra show a clear double-peak structure with little emission between the
peaks, we conclude that this feature originates predominantly from the region
near 0.2 n,.. with littie or no contribution from the TPD at higher densities.

A more fundamental problem is that the wave-vector matching conditions do
not permit the combination of a laser photon with wave vector k, with a plasmon
of wave vector ~3k,, to produce a 3w,/2 photon with wave vector ~3k/2. One
possible solution is to invoke weak turbulence: the plasmons decay repeatedly
into ion-acoustic phonons and plasmons of shorter wave vector; after sufficient
steps in this cascade their wave vectors are short enough to satisfy the matching
conditions for 3m./2 emission. Unfortunately, the cascade also reduces the
frequencies of the plasmons, resulting in the average wavelength of the two
3m,/2 photons being shifted to the red by ~15 A. This is much larger than the
observed asymmetry and this explanation can therefore be ruled out.

Locally steep density gradients provide a means of relaxing the wavce-vector
matching conditions without changing the plasmon frequencies, since in steep
gradients the wave vectors no longer have a precise value. One potential source
of such gradients is strong turbulence, in which the plasmons become trapped in
collapsing cavitons!? near n, = 0.2 n,.. This model also accounts for the higher
threshold of the sell-scattering, 3/2-harmonic emission compared with the TPD
instability since the energy density of the TPD plasma waves must rise to
~(k,,7»n)2 nkgT, before strong turbulence sets in. However, since the threshold
for strong turbulence is lower for smaller plasmon wave vectors, and therefore
at higher densitics, this model does not explain why most of the self-scattering,
3/2-harmonic emission occurs at the Landau cutoff density, nor does it account
for the asymmetry of the spectrum.

Another possibility is a sharp density gradient localized at the Landau cutoff
density. Suchagradientcouldresult from the rapid drop in plasmon ponderomotive
pressure near the cutoff; 1415 the rapid drop in effective pressure would drive an
increase in flow velocity and concomitant decrease in density near the cutoff.
Besides explaining the preponderance of emission at the Landau cutoff, this
model also naturally accounts for the asymmetry of the two peaks in wavelength
and intensity: since the blue (higher-frequency) plasmons created by the TPD
instability propagate info the plasma, they must undergo one ion-acoustic decay
toreflect them back toward the cutoff. The frequency decrease (24, ;) resulting
from this decay is calculated to produce a wavelength shift of ~6 A to the red for
the resulting 3w/2 light. Thus, the wavelength shift for the blue peak is reduced
to ~11 A, in good agreement with observation. The red plasmons, on the other
hand, are created propagating outward and need undergo no reflection to reach
the cutoff: thus the red peak remains shifted by 17 A and retains its full intensity.

3. Influence of Beam-Smoothing Techniques on the 3/2-Harmonic Spectra
Figurc51.1(e)is an example of atime-resolved, 3/2-harmonic spectrum in the

presence of SSD, which combines distributed phase plates, FM bandwidth, and

angular dispersion. We note that the weak emission at the time of the primary
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beams has disappeared as has the probe-beam feature around 1.5 ns. This implies
that the TPD threshold as estimated from the probe-beam feature must have
increased in these experiments by at least a factor of 2. Unfortunately, no data
with variable intensity in beam 32 are currently available to establish a clear
threshold. However, judging from intensity measurements made on time-
integrated, self-scattering spectrausing the interaction beam, we do not think that
the threshold has increased by much more than a factor of 2. This can also be
deduced—albeit with less accuracy—from the time-resolved data in Figs.
51.1(b) and 51.1(e). Doubling our original TPD threshold estimate based on the
probe-beam feature brings it in very close agreement with the gradient threshold
assuming 500-pum gradient scale lengths. (The theory for the TPD threshold in
a parabolic density profile is not available at this time.)

At present we speculate that filamentation,!! without SSD, sets in around
1013 W/cm?. The enhanced intensity inside the filaments then reduces the
apparent TPD threshold from that in the background plasma. Hydrodynamic
arguments along with the optics of SSD suggest that a 10-GHz FM modulation
with a bandwidth of AMA ~ 3 x 1074 is sufficient to significantly reduce if not
completely eliminate filamentation. Since the TPD threshold is not far above the
filamentation threshold, the influence of filamentation on the overall TPD
instability level well above threshold may not be very noticeable.

This speculation is supported by direct experimental evidence for filamentation
found by Coe et al. in long-scale-length plasmas,'® and by indirect evidence
in the same plasmas through stimulated Raman and Brillouin scattering by Willi
et al.'7 Using the same experimental techniques, this group reported both direct
and indirect evidence forthe suppression of filamentation when beam-smoothing
techniques, such as induced spatial incoherence (ISI), were applied.'8:19

Peyser et al. 20 have reported significant reduction of 3/2-harmonic emission
from laser plasmas when ISI beam-smoothing techniques were used. They have
noted a fivefold increase in the TPD threshold for bandwidths of 5 A to 10 A at
an interaction wavelength of 527 nm. They have attributed these observations
partly to the suppression of filamentation and partly to direct bandwidth effects
on the instability growth rates. However, in these experiments the same beam
was used as the interaction beam and the plasma-producing beam, thus
complicating the interpretation, since the plasma conditions change as the
irradiationintensity changes. While we agree with their interpretation concerning
suppression of filamentation, we see no evidence in our experimental results that
the modest bandwidths applied in our case have any direct influence on reducing
the 3/2-harmonic emission.

Further support for our filamentation hypothesis has been provided by
two- and three-dimensional (2-D and 3-D) simulations by Schmitt,2! which
clearly demonstrate the effect of ISI-type beam-smoothing techniques on the
reduction or suppression of filamentation.

In all time-resolved, 3/2-harmonic spectra we note that the spectra end
abruptly near 2.1 ns, independent of whether the interaction beam peaked
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before or after this time (see Fig. 51.1). Comparing this obscrvation with
Fig. 51.1(f) we note that this corresponds to the time when the predicted peak
on-axis density dips below 0.2 n,, the TPD Landau cutoff density. (The
predictions for this time are insensitive to the timing of the interaction beam.)
This may be taken as a confirmation of the interpretation that the self-scattering,
3/2-harmonic emission involves TPD decay near the Landau limit, i.e., at
densities much closer to 0.2 n_. than 0.25 n,.. Conversely, this observation is a
confirmation of the predictive capability of the 2-D hydrodynamic code SAGE.

There is a further point of interest: the dip in the 3/2-harmonic emission near
1.8 ns, best observed in Fig. 51.1(e}, corresponds very well with the excursion
of the peak on-axis density below 0.2 n,. at the same time as predicted by SAGE
and shownin Fig. 51.1(f). (The increase in the on-axis density at 2.0 ns is aresult
of mass flow toward the axis from the less-well-irradiated off-axis portion of the
foil and is discussed in detail in Ref. 1.) The dip in the 3/2-harmonic emission is
better seen in the blue component than in the much more intense red component,
for which the streak record was very close to or beyond the saturation level. In
the streaks without SSD this modulation may be washed out, either because of
the generally high signal levels of the streak records or by complex interactions
involving filamentation of the strongly modulated, stationary intensity distribution
(speckle pattern). It should also be noted that this dip in density could affect our
estimates of the TPD threshold on the basis of the probe-beam feature as was
noted previously.

['22 [‘23

Amiranoff et al = and Basov er al.<> have carried out 0.53-um probe-beam
experiments using solid targets irradiated at 1.064 pm at an intensity of
~1013 W/emZ. They were able to probe plasmons with k-vectors very close to the
TPD Landau cutoff. While refraction of the various waves is certainly a
significant problem for the interpretation of all of these experiments, Basov
et al.®3 were able to deduce spectra of the plasma turbulence near n /4, which
clearly extended to the Landau cutoff. Their results also indicated a drop in the
turbulent plasma wave spectrum for kpl,) £ 0.13, which the authors ascribe to
density-scale-length effects. These probe-beam experiments are similar to
the probe-beam experiments presented here, but they are relevant to the
self-scattering regime because of the high intensities in the interaction beam.
They aiso support our conclusions that the TPD instability extends all the way
to its Landau cutoff.

Raman Spectrum

Raman scattering has been observed in many high-intensity, laser-produced
plasmas.!7- 24-27 The data presented here are both time integrated and time
resolved and agree in many respects with observations elsewhere. However, on
a number of poinis we come to significantly different conclusions, based on the
combination of our Raman and 3/2-harmonic data and the data presented in
Ref. 1.

Typical time-integrated Raman spectra are shown in Fig. 51.3 for the
interaction beam peak timed at 1.6 and 2.2 ns. Compared with the spectra
reported by Drake et al.,?> these spectra are very narrow in spite of the fact that
the interaction beam intensities are nominally comparable. The narrowness of



Fig. 51.3

Typical time-integrated Raman spectra obtained
fortwodifferent timings of the interaction beam:
(a) t = 1.6 ns, (b) t = 2.2 ns. Note: the 700-nm
feature drawn dashed in (b) is caused by
3/2-harmonic emission from the 1054-nm tertiary
heating beams that were on for this shot. (Any
1/2-harmonic emission from the 351-nm beams
is fully reabsorbed by the plasma.)
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our data indicates that the emission occurs over a small density range (see top
scale in Fig. 51.3). InRef. | we interpreted this as an indication that the Raman
emission emanates from the maximum of the on-axis density profile, which is
relatively stagnant around 1.6 ns while it decreases with time rather rapidly
around 2.2 ns, in agreement with the wider Raman spectrum for this case.

The intensity dependence of the Raman emission at 45° to the backscatter
direction shows a clear threshold near 2x 1014 W/cm? with a linear growth region
extending over nearly four orders of magnitude (see Fig. 51.4). Saturation
appears to set in at an intensity only four times higher than the threshold. These
data were all taken with the interaction beam peaking at 1.6 ns with all spectra
closely resembling that of Fig. 51.3(a). The observed SRS threshold is actually
very close to the collisional SRS threshold Ig,man con i @ parabolic density
profile given by Williams28 as

1/4
IRaman,coll = 2.3% 101621/2(71? /”c) / /(Tkz’e/\% 7&2;1/2 LH)W/sz )]

where Z is the average ionic charge, ;”Ll is the laser wavelength in microns, and
L, is the FWHM of the parabolic density profile n./n. = 1-2 (x/Lu)Z. For our
experiments, with a typical value of L, = 500 um, Eq. (3) yields Iraman coll =
2.5 x 1014 W/em?,

Three typical time-resolved Raman spectra are shown in Figs. 51.5(a)-
51.5(c) displayed on a common time axis with the interaction beam (I, ~ 101
W/cm?2) peaking at 2.0,2.4, and 2.6 ns, respectively. The background plasma was
created in the same way in all cases, but the electron temperature evolution is
expected to be different because of more (and earlier) heating caused by the
interaction beam in the first case.! In all cases the Raman emission occurs early
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Fig. 51.4

Intensity dependence of the Raman emission for
the peak of the interaction beam at
r = 1.6 ns. These experiments used distributed
phase plates on all beams but no applied FM
bandwidth (no SSD).

Fig. 51.5

Time-resolved Raman spectra for three shots
without SSD and with the interaction beam of
intensity ~1015 W/cm? peaking at (a) 2 ns, (b)
2.4 ns, and (c) 2.6 ns. Tertiary heating beams
were present in (a) but in none of the other shots.
There is no additional structure beyond the
straight white lines separating the different shots.
Superposed on the streaks is the peak on-axis
density evolution as calculated by SAGE in the
absence of the interaction beam. The Landau
cutoff (the late-time, short-wavelength cutoff)
is indicative of the electron temperature
Tiey = 10 ne/ne. A typical 3/2-harmonic streak
for an interaction beam with its peak at 1.9 ns
[see Fig.51.1(b)]}is shownon top for comparison.
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during the interaction beam and ends well before its peak. Furthermore, the
emission is observed at Raman wavelengths corresponding to densities well
below 0.2 1,.. It should be noted that Raman emission at A > 640 nm (corresponding
to emission at n,/n,. > 0.2) typically suffers more than 75% absorption while
propagating out through the plasma, whereas absorption below 550 nm is
basically negligible. Observation of Raman emission from densities >0.2 #,. is
therefore unlikely. On the other hand, if the actual Raman emission (i.e., the
emission before propagation through the plasma) had peaked above 640 nm, we
should have seen more evidence for it, either in the time-resolved spectra taken
at 45° or in the time-integrated spectra taken simultaneously at 0° (backscatter).
We therefore conclude that the Raman emission occurred primarily at densities
<0.2 n. This is consistent with numerous earlier experimental observations of
what is often referred to as the “Raman gap” (little Raman signal between~0.2 n,.
and 0.25 n,). There is no generally accepted explanation for this gap.

Comparing the time-resolved Raman spectrum in Fig. 51.5(c) with the peak
density evolution obtained from the simulations [dotted curve of Fig. 7(b) of
Ref. 1,also shown in Fig. 51.5], we find reasonable agreement between the two.
The peak of the interaction beam (~10'5 W/cm?) for this shot was very late, at
2.6 ns, at which time it is absorbed very weakly by the plasma. From Ref. 1 the
perturbation to the plasma density profile caused by this interaction beam should
be negligible. This spectrum suggests that the Raman emission shown in
Fig. 51.5(c) originates from the peak of the density profile with the onset
corresponding to the collisional threshold obtained from Eq. (3). The difference
in detail (~20%) between the densities as determined from the Raman emission
and predicted by SAGE is well within the predictive capability of such simulations
and the less-than-perfect symmetry obtainable experimentally. Similar arguments
probably account for the 3/2-harmonic emission near 1.9 ns not ceasing as
expected (the predicted density dips below 0.2 n,), although shots with beam
smoothing show some indications of the existence of this dip [Fig. 51.1(¢)].

The short-wavelength (low-density) cutoff observed at later times is consistent
with Landau damping of the Raman plasma waves. This cutoff wavelength can
be used as a temperature diagnostic;2%-30 from kka = (.3 and the dispersion
relations we find Ty.y = 10 n,/n,. for cutoff densities near or below 0.1 n,.. The
temperature thus determined (~1 keV at n,/n. = 0.08) is consistent with the
temperatures found in Fig. 7 of Ref. I at 2.3 to 2.5 ns.

In contrast, the temporal evolution of the Raman spectra shown in Fig. 51.5(a)
and 51.5(b) does not agree so well with the predicted evolution of the peak
density. For these shots the interaction beam peaked at 2.0and 2.4 ns, respectively.
Thenarrowness of the instantaneous Raman spectraindicates that, instantaneously,
most of the emission occurs in a very narrow density region that rapidly
decreases toward lower densities down to the Raman Landau cutoff. In Fig.
51.5(a) the temperature inferred from the Raman Landau cutoff (~1.3 keV at
n./n.=0.13) is a little higher than that in Fig. 51.5(c), again consistent with the
simulations showing higher temperatures at earlier times.

At present there is no very convincing explanation for the observed temporal
evolution of the Raman spectra at early times, when the peak density is >0.2 n,.
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as expected from simulations and apparently confirmed by the 3/2-harmonic
spectra shown in Fig. 51.1 and on top of Fig. 51.5. The observed temporal
evolution of these Raman spectra indicates that the emission takes place at a
density that decreases much more rapidly than the peak density in the
hydrodynamic simulations. The calculated density history with the interaction
beam at 2.0 ns [as for Fig. 51.5(a)] is slightly lower than the solid curve of
Fig. 51.5, but not enough to match the Raman emission of Fig. 51.5(a). It is
possible that the code may underestimate the extent to which the interaction
beam perturbs the preformed plasma. With a 2-D density profile that has a
minimum on axis (such as happens up to ~1.8 ns according to Fig. 12 of Ref. 1)
one could obtain simultaneous Raman emission at 0.15 n, from the axis and
3w/2 emission at 0.20 to 0.25 n,. off-axis, with both emissions coming from the
central portion of the plasma. However, a number of alternative explanations
should also be considered, such as filamentation or self-focusing, profile
steepening near 0.2 n,,, or the bump-on-tail instability. Direct evidence of Raman
scattering from filaments has been reported by Willi et al.!® and indirect
evidence has been widely reported.!7-18:31.32 Alternatively, profile steepening 415
in the vicinity of the TPD Landau cutoff at 0.2 n,., with the drop increasing in
time, could also account for our observed Raman spectra. Finally, similar spectra
could be explained by enhanced Thomson scattering>3 driven by pulses of fast
electrons that excite bump-on-tail plasmons. These electrons would have their
origin in the vigorous TPD instability above 0.2 n,, and the fall of Raman
wavelength in time would be explained by a decrease in directed energy of the
fast-electron pulses as the plasma length increases. One should also note the
interesting feature in the bottom-left portion of Fig. 51.5(a), corresponding
to Raman emission from a low density at an early time. Similar features have
been seen on other streaked spectra taken during the early phases of the
expanding plasma.

Independent of the model used, the simultaneous emission of the 3/2 harmonic
(TPD at densities > 0.2 n.) and Raman scattering from densities below 0.2 n,,
clearly indicates that the long-wavelength cutotf of the Raman spectra does not
necessarily provide a reliable measure of the peak on-axis density evolution.
This is in marked contrast to the general understanding that Raman spectra can
be used as diagnostics of the peak density.!7-25:34

It should also be noted that the onset of the Raman spectra coincides with the
onset of the TPD self-scattering signal, which may indicate a relationship
between the two processes. Such a relationship has been postulated previously
by Simon and Short.33-35 The strongly driven TPD instability leads to caviton
collapse and the generation of pulses of fast electrons. The observed Raman
spectra could then be a result of enhanced Raman scattering from plasma waves
created lower in the density gradient by these electrons. However, this model
would not apply to the Raman emission of Fig. 51.5(c) that occurs at times
(>2.1 ns) beyond which no 3/2-harmonic emission is seen (Fig. 51.1) and for
which SAGE predicts peak densities <0.2 n_..

The sensitivity of the Raman emission to the SSD beam-smoothing technique
is shown in Fig. 51.6, where a modest bandwidth of AA/A = 3 x 10" is shown to



Fig. 51.6

Dependence of Raman signal on applied FM
bandwidth for smoothing by spectral dispersion
(SSD). The interaction-beam intensity is ~1015
W/cm? and its peak is at 1.6 ns. The background
plasma conditions are the same as for Fig. 51.4.
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lead to areduction in the Raman signal by three orders of magnitude. A similarly
dramatic reduction in Raman scattering was observed by Obenschain er a/.3! in
A = 1.054-um, solid-target irradiation experiments using ISI (AA/A = 1.5 X
10‘3). However, a detailed comparison of these experiments with our results
is difficult because of the very different nature of the plasma, very different
scale lengths, and different irradiation wavelengths. In long-scale-length,
527-nm-irradiation experiments at Rutherford, Willi ef al. 19 have also observed
significantly reduced Raman emission, although less dramatic than in the
experiments reported here. Unfortunately, their irradiation intensities were
limited to values below the SRS threshold in the presence of IS1. In both of these
reports it was noted that reduction or suppression of filamentation caused by the
IS1 beam-smoothing technique is likely the primary reason for the reduced SRS
signal strengths, rather than direct reduction of the SRS growth rates¢ caused by
the applied bandwidth. Similarly, any modification of the collapse process by
SSD might also decrease the hot-electron emission and thus decrease any
enhanced Raman scattering.
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Alternatively, only a small increase in the Raman threshold (by a factor
of 2 or 3) would be necessary to account for the observed decrease in Raman
emission. Time-resolved Raman spectra with SSD (not presented here) are
typically delayed by 100 to 200 ps relative to the Raman spectra without
bandwidth. This time delay corresponds approximately to a two-times-higher
laser pulse intensity at the onset of the Raman emission in the presence of SSD.
A more accurate determination of the Raman threshold with SSD requires
further experiments.

If the Raman emission were 1o occur on a density shelf resulting from profile
steepening by the TPD instability, the threshold for Raman scattering would be
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determined by the intensity required to produce a significant nonlinear level of
TPD plasma waves, which should correspond roughly to the threshold for the
TPD self-scattering. This is consistent with the non-SSD observations of the two
thresholds (i.e., Raman and 3/2-harmonic self-scattering). However, the level of
TPD plasma waves would determine the density of the shelf and would have
to vary in such a way as to match the temporal fall-off of the Raman density in
Fig. 51.5. The absence of strongly driven TPD during the late-time Raman
cmission of Fig. 51.5(c) indicates that neither the fast-clectron model nor the
density-shelf model may be applicable in this case.

Discussion

One notable result of this investigation is the apparent interconnection
between the TPD and the Raman spectra. The time-resolved Raman data appear
to indicate thatinthe presence of densities >0.2 1. the Raman emission originates
in regions of lower density. It is therefore possible that the presence of the TPD
instability at >0.2 n,. excludes the Raman instability. perhaps through enhanced
ion fluctuations, which are invariably observed to accompany the TPD
instability.3” Such enhanced ion fluctuations3® have indeed been observed to
suppress Raman scattering so that this conjecture would be self-consistent. The
apparent preponderance of large-k, plasmons may be related to the disappearance
of the quarter-critical surface at f = 1.5 ns. For later times, the density hovers
relatively close to the Landau cutoff density (see Fig. 51.5).

The apparent saturation observed at the highest intensities in Fig. 51.4 is
probably a result of the rapid temporal evolution of the Raman spectra to the
Landau cutoff rather than to any linear or nonlinear saturation effect. The time-
resolved Raman spectra (Fig. 51.5) appear to furnish a possible explanation for
this saturation. Since the SRS emission threshold lies near 2 x 1014 W/ecm? and
the Raman emission region drops in density rapidly to its Landau cutoff density.
increasing the interaction beam intensity beyond a certain value will simply shift
the Raman onset and cutoff toward earlicr times without significantly changing
the total Raman emission.

The strong decrease in Raman signal upon application of SSD bandwidth is
consistent with observations elsewhere and is compatible with the inferred
interconnection between the TPD and the Raman instabilities. Thus, the TPD
instability would be onlty modestly affected by SSD through a two- to four-fold
increase in its threshold, perhaps as a consequence of reduced filamentation, and
hence reduced peak pump intensity driving the TPD instability. The same
increase in the SRS threshold would iead 10 a very marked reduction in Raman
signal because of its strong intensity scaling (see Fig. 51.4). Again, we note the
alternative possibility that SSD can modify the Langmuir collapse of the TPD
plasmons, leading to reduced fast-electron emission and a lower level of
enhanced Raman scattering.

Our basic observations relating to the sensitivity of the TPD and SRS
instabilities to SSD (or ISI) beam-smoothing techniques are consistent with
observations made elsewhere at different wavelengths and under different
plasma conditions.!7-20-31 However, the apparent interconnection between the
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TPD and SRS instabilities has not been found in these references, possibly
because no simultaneous 3/2-harmonic and Raman measurements were made.

Summary

We have successfully used the flexibility afforded by the multiple-beam
OMEGA system to generate hot, long-scale-length plasmas and to study
parametric instabilities at and below r /4 at an irradiation wavelength of 351 nm.
The data indicate that the TPD instability extends all the way to its Landau cutoff
at n, = 0.2 n.. We have further shown that this instability is only modestly
affected by beam-smoothing techniques such as SSD. It is possible that this last
effect is a result of reduced filamentation of the interaction beam in the
preformed plasma.

We have no evidence in our experiments that the Raman emission occurs at
densities 0.2 n,. In fact, it is observed only well below the TPD Landau cutoff
density, typically atn, <0.16 n,.. Furthermore, this emission rapidly chirps down
to lower density (shorter wavelengths) until it reaches its Landau cutoff density,
which can be used as an electron temperature diagnostic. Estimates of the latter
agree with temperatures predicted by SAGE. Further, the Raman emission is
strongly reduced upon the introduction of SSD. We have proposed a number of
possible explanations for these observations but further experiments will be
required to clarify remaining ambiguities.
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Thermal Stimulated Brillouin Scattering

An electromagnetic wave propagating through a plasma can be scattered by an
ion-acoustic wave, transferring energy to the sound wave and the scattered light
wave in such a way that these waves grow exponentially in time. This instability,
known as stimulated Brillouin scattering (SBS), is a potentially serious energy-
loss mechanism for laser-driven fusion and so has been studied extensively both
experimentally! = and theoretically = Previous theoretical analyses of SBS in
laser-produced plasmas have generally proceeded on the assumption that the
plasma is isothermal; this assumption is justified because the wavelength of the
sound wave is very small (about half the laser wavelength), so that using classical
(Spitzer-H'zirm7) thermal-transport theory the time for thermal equilibration
across this distance is found to be much smaller than the sound-wave period. In
this model the driving term for the instability is the ponderomotive force: plasma
tends to be driven out of regions of high electromagnetic field intensity arising
from the interference between the incident and scattered light waves, so that the
interference pattern intensifies the sound wave.

Recently, however, numerical studies of thermal transport in laser-fusion
plasmas using the Fokker-Planck (F-P) equation have shown that classical
transport theory is inadequate to treat phenomena occurring over short distances,
even if the local temperature scale length (7/IVT) is much longer than the
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electron mean free path.®® In particular, it is found that thermal conduction can
be greatly reduced for temperature variations with wavelengths shorter than the
mean free path of the electrons that classically carry the bulk of the heat flow.
These electrons, which have velocities near 3.7 v, (where v, is the electron
thermal velocity), rapidly become uniformly distributed and decoupled from the
spatial variations in energy density that persist in the slower electrons. which
contain most of the thermal energy. Thus these spatial variations persist longer
than predicted by classical thecory. This effect is especially significant if the
energy variations arise from a source that preferentially heats the slower
electrons.? Inverse bremsstrahlung, the principal heating mechanism in laser-
produced plasmas, is such a source, since it arises from thermalization of the
electron oscillatory velocity by collisions withions, which are more frequent for
slow electrons.

Since SBS involves ion waves with very short wavelengths, these advances
in the understanding of thermal transport make it necessary to question the
i1sothermality assumption in SBS theory. Inverse-bremsstrahlung heating raises
the temperature and pressure of the plasma in regions of high electromagnetic
field intensity and thus tends to expel plasma from such regions just as the
ponderomotive force does. With classical thermal conductivity the resulting
temperature variations would be negligible, but in the light of the ‘nonlocal’
transport theory previously described we shall find that they are significant, and
inhigh-Zplasmas they canin fact become the dominant driving force for the SBS
instability. We note in passing that a similar mechanism has been proposed in the
analysis of SBS inionospheric heating experiments; 1% inthat case it is the Earth’s
magnetic field rather than nonlocal transport effects that provides the necessary
reduction in thermal transport.

To analyze the instability we consider a homogeneous equilibrium plasma
with electron density n, and temperature T,,. The electric ficld of the laser light
is represented by £ = E explitk,x—wof)] +¢. ¢., where 0% = @)% + k22 and w,
is the electron plasma frequency. For simplicity we consider only backscatter, so
that the scattered light ficld can be represented by £ (f)expli(kix ~ ;)] +c. c,,
the temperature perturbation by 7' (Nexpli(kx — @] + c. c., and the density
perturbation by n, (f)expli(kx — wf)] +c. c., where ;% = (1)p2 + k1202 ky = ko K,
o= W, — M, ¢, is the ion sound speed, and k is the wave number of the ion sound
wave. We assume perfect wave-number matching and look for temporal growth,
represented by the slow time dependence of E;, T, and n;. Using Maxwell’s
equations and the usual fluid equations for the plasma the derivation of the
equations for the perturbed fields and densities is straightforward:

2/, %ET(:): —zo“’—‘sz* ";(’) (1

+ K*E E] (1) (2
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Here, ¢ is the speed of light, Z is the average ion charge, and m, and m; are the
electron and ion masses.

There are two potential sources of energy that can drive the temperature
variation T: the PAV work of the oscillating sound wave and the inverse-
bremsstrahlung heating resulting from the light waves. From F-P simulations we
have found that the former, which adds energy to all electron velocity groups
equally, is smoothed so rapidly by thermal conduction that it makes a negligible
contribution to the temperature variation. In contrast, inverse bremsstrahlung
heats mainly the slow electrons, and the resulting variations in energy density are
smoothed much less rapidly than classical models would predict. Balancing
inverse-bremsstrahlung heating with thermal diffusion and taking into account
the temperature and density dependence of the inverse-bremsstrahlung absorption
coefficient we find the following expression for the temperature variation:

{3 P"’“’}* SRR } 1) _

2o Ay 2 n, 0, | T,
IB 1B

K,/ 1) C+/EgK "

2 Xolo mlt) | NE Ko p gy 3)
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Here, ¢, is the homogeneous plasma dielectric constant, x,® is the inverse-
bremsstrahlung absorption coefficient, /; is the incident laser intensity, and KOTh
1s the modified thermal conductivity to be discussed. In Egs. (1)—(3) we have for
simplicity neglected the various wave-damping mechanisms. It would be possible
to include damping in the usual phenomenological way'!! by the replacement
w—o + iv in Egs. (1) and (2), where v would be the inverse-bremsstrahlung
damping rate for the light wave in Eq. (1) and a combination of collisional and
Landau damping for the sound wave in Eq. (2). A more sophisticated approach
would be to write an additional energy equation for the PdV work with the
conductivity and specific heat modified to model both collisional and kinetic
damping.'2 We will not pursue this subject further here since we are primarily
interested in determining under what circumstances the thermal driving term
significantly enhances the SBS growth rate, and this question is to first order
independent of damping. A simple way to estimate the instability threshold as a
result of damping will be discussed.

The terms in Egs. (1)—(3) involving kB, «, TP and the electric fields may be
conveniently written in terms of dimensionless parameters ¥y, ¥, and ¥,
(closely related to those introduced by Schmitt!3):
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where yr; is the ratio of the thermal-conduction transit time to the ion-acoustic
transit time across k! (z c/20,+/€ ) ,

. InA Z° (Z\V*n
Yr; =6.75x107° . (—] (—0 , @
m Tg (keV o ho(um) 927 )\ A L n (

Yo is the ratio of the inverse-bremsstrahlung heating rate to the thermal-
conduction cooling rate across 7,

1, (10" W /em?) 7*2 (1A )2 2
Yry=2.24%107° 0(5 7 )z (ln*A) (&] o)
T; (keV)e, ¢(Z ) n.
and 7, is the ratio of the ponderomotive pressure to the thermal pressure:
2E E) L X (um) o (10 W/ om?)
Yp=—55--=933x10 {6)
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In these expressions A is the ion atomic number, Z* = (Z2)/(Z) (where { ) denotes
an average over the ion species), q)(Z*) = (Z* +0.24)/(1+0.24 Z*), and InA is the
Coulomb logarithm.

The factor k,™P/x,SH represents the ratio of the thermal conductivity for
inverse-bremsstrahlung heat to the classical Spitzer-Hédrm conductivity. It has
been shown previously by means of F-P simulations? that the effects of nonlocal
transport on thermal conductivity for the case of an inverse-bremsstrahlung
heating perturbation of wave number k are very well approximated by

[KTh J 1
-9 |=— - , 7
)7 (o )P @

1/2

where A, = T02 / 41tn0e4 422" /¢(z*) InA. The parameters o and P are
chosen 1o fit the numerical results as described in Ref. 9; for the conditions
relevant to SBS, i.e., 10 < kA, < 1000, simulations show that the best fit is given
by o.=21and B = 1.44. (The effects of ion motion and time-varying heating were
included in these simulations but had no significant effect on the values of
Ko P/, SH.) Assuming a time dependence for the perturbed quantities of the
form exp(-iQ2t) and using the thermal-conductivity correction factor (7), Egs.
(1)—(3) become simultaneous algebraic equations that may be combined to yield
the dispersion relation for the instability as a quartic polynomial in Q. The roots
are readily found numerically and the imaginary part corresponds to the
instability growth ratc (generally only one root has a positive imaginary part).
The growth rates are maximized for values of k near the resonance of the
scattered electromagnetic wave



Fig. 51.7.

Growth rates of SBS normalized to kcs as a
function of the incident laser intensity for a gold
(Z=70)plasmawith no/n,=0.5,Ty=1keV.The
dashed line corresponds to the classical
isothermal ponderomotive result, the solid line
represents the growth rates calculated from
Eqgs. (1)<(3) and Eq. (7), the solid circles show
the results of Fokker-Planck simulations, and
the dotted line is the approximate growth rate
given by Eq. (9). The horizontal line represents
the homogeneous threshold due to damping as
given by Eq. (8).
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and this value of & is used in obtaining the following results.

For low-Z plasmas it is found that nonlocal thermal conductivity has a
negligible effect, and the ponderomotive force remains the dominant driver for
SBS. However, for high-Z plasmas, which provide the x rays in radiatively
driven laser-fusion targets,!4 the inverse-bremsstrahlung heating becomes
significant. Figure 51.7 shows the growth rate Im(2) as a function of laser
intensity for an Au (Z="70) plasma with n/n.=0.5and T,= | keV. The classical
(isothermal) ponderomotive result is shown by the dashed curve. The solid curve
results from Eqgs. (1)-(3) and Eq. (7) and shows an enhancement of more than a
factor of 2 throughout the intensity range. The enhancement of growth arises
from thermally driven SBS, which dominates when (i, ™/, 3H) vy, > 1. As
a check on the fluid model results, F-P simulations were run at selected values

of the intensity, shown by the circles in Fig. 51.7. The agreement is quite good
at all intensities, with the fluid model slightly underestimating the growth-rate
enhancement.
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In a homogeneous plasma the threshold for instability is determined by the
damping rates for the daughter waves:

Im(Q) >V = ﬂvEMvIA . (8)

where vgy is the inverse-bremsstrahlung damping rate for the scattered-light
wave and vy, is the damping rate for the ion-acoustic wave. The ion-acoustic
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wave damping is primarily clectron Landau damping for high-Z plasmas with
ZT, > T;.13 The inverse-bremsstrahlung damping of the scattered light is given
by VEm = figVe; / 2n,., where v,; is the electron-ion collision frequency.'©

The horizontal line in Fig. 51.7 indicates the threshold for SBS resulting from
Eq. (8). Note that the threshold intensity is lowered by nearly two orders of
magnitude by thermal effects.

Atlow intensities, ¥, and ¥, become small enough that the dispersion relation
resulting from Eqgs. (1)~(3) and Eq. (7) may be considerably simplified. The
resulting approximate expression for the growth rate G = Im(Q) is

2 Th Y
r~ 1n,c 1 Y+[K0] v )
Sy =T — —q 72
kzcg- 8 n, cg \/a 7ol kSH

and is shown by the dotted line in Fig. 51.7. The first and second terms in brackets
inEq. (9) represent the ponderomotive and thermal contributions to the instability,
respectively. For given plasma parameters these terms may be evaluated using
Egs. (5)—(7) and provide a convenient guide to the relative importance of the two
driving forces. In general the thermal term becomes more important for larger Z
and n,, and for smaller A, and T,

The effectof nonlocal thermal conduction on SBS ininhomogeneous plasmas
remains to be studied. Current laser-fusion experiments involve plasmas that are
sufficiently inhomogeneous that density and velocity gradients may be expected
to determine the threshold, and the incident laser light contains “hot spots”
varying widely in intensity. Consequently it is difficult at present to compare
theories of SBS (as well as other parametric instabilities) with existing
experimental results. Nevertheless, the previous results clearly show that thermal
effects must be taken into consideration in modeling SBS in high-Z plasmas, and
as experiments approach the long plasma scale lengths and uniform illumination
required for reactor-target implosions accurate modeling of this instability will
become increasingly important.

In conclusion, we have studied the impact of recent advances in the
understanding of thermal transport on the theory of SBS and in particular have
developed the theory of a new form of the instability: thermal SBS.
This instability bears the same relation to the familiar ponderomotive SBS as
thermal filamentation does to ponderomotive filamentation, and we have shown
that it is the dominant form of the instability for high-Z, low-temperature,
high-density plasmas.
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Section 2
ADVANCED TECHNOLOGY
DEVELOPMENTS

2.A

Anomalous Optical Response of
Superconducting Films

The effect of optical (both visible and IR) radiation on the electrical properties
of high-T, superconductors (HTS) has bcen a subject of active research in the
recent years. HTS thin films have been used in a number of devices, including
broadband optical detectors,! fast-switching devices,? and superconducting
quantum interference devices (SQUID’s).>* The HTS films are attractive
because they exhibit low reflectivity and a high-absorption coefficient over the
visible and near-infrared part of the spectrum.’ There have been a serics of
experiments on infrared detection using HTS thin films, following the development
of a nonbolometric infrared detector by Enomoto and Murakami using granular
BaPby ;Bi( 105 films.® Fast nonbolometric switching has been observed in
optically thin YBa,Cu304., (YBCO) films.”-8 Subnanosecond switching times
have been reported in some cases.8

The prime objective of our experiment is to explore the possibility of high-
power switching using the optically triggered response in thin epitaxial films.
Unlike most other experiments on the photoresponse of HTS thin films, we have
used optically thick films (800 nm). The purpose of using thick films is to achieve
very high currents. For example, a 1-um x 1-cm switch would carry 100 A at a
current density of 108 A/cm?, and 1 kA at a current density of 107 A/em?. In our
experiment, a current-carrying HTS film was hit with laser pulses and the
resulting electrical signal was measured. We have observedtwo distinct switching
components: a fast nonthermal component (~few nanoseconds) followed by a
slow thermal one (~100 ns).



ADVANCED TECHNOLOGY DEVELOPMENTS

Nonbolometric and Bolometric Components in the
Photoresponse of the HTS Switch

The films used in our experiments were deposited on polished 1-cm? MgO
substrates using rf magnetron sputtering.” Laser ablation was used to pattern the
films into H structures with a central bridge of 2-mm length and width that varied
from 100 to 250 pm.'? This was done by aNd: YAG laser focused to a 5-um spot
atoptimum fluence. The sample was mounted on a gold-coated alumina strip and
silver bond pads were evaporated on the sample. A variable dc, constant current
source was connected through a 50-C coaxial cable to the bond pads on the
sample using aluminum wire bonds. The coaxial cables were current-charged
transmission lines. The cables were long enough so that no reflections occurred
in the time scale of interest. Thus, the influence of the electronic response of the
de current source could be neglected. The other side of the switch was connected
to a 50-€2 load across which the voltage was measured. In the superconducting
state, the central bridge of the switch acts as a short circuit at the end of the input
transmission line and no voltage appears at the load. When the bridge is driven
normal, current is diverted to the load and a voltage signal is recorded. The
sample was placed inside a cryostat on copper mounts and provided with a
temperature sensor. The copper mounts were in contact with the cold finger. A
laser beam from a Nd:YAG laser was focused on the bridge using a cylindrical
lens to concentrate the energy on the switch. The optical system was chosen to
optimize both the intensity and uniformity of illumination at the switch. Energy
flux was measured by scanning a razor across the beam. The beam, assumed to
be Gaussian, was focused symmetrically on the switch, i.e., the beam axis passed
through the center of the switch. The variation of the intensity along the length
of the switch was +21% to -34.7% and along the width was +1.5% to -5% about
the mean intensities. The fluence was varied, using a wave plate and a polarizer,
from 0.5 to 14 mJ/cmZ. The laser had a pulse width of 170 ps with a repetition
rate of 1 kHz. The voltage signal was measured with a 350-MHz oscilloscope and
recorded later with a computer-interfaced digitizing oscilloscope. A schematic
of the experimental setup is shown in Fig. 51.8.

The observed signal clearly exhibited two switching mechanisms (Fig. 51.9).
The slower response, which is believed to be bolometric in nature, was preceded
by a faster component having a rise time of the order of a few nanoseconds. The
slow thermal component had a time lag compared to the optical trigger, which
increased with decreasing laser fluence. The dependence of this time lag of the
thermal component, called the response time of the switch, on the laser fluence
is shown in Fig. 51.10. For the same laser fluence, this time lag was found to
decrease with increasing bias current. A simulation of the bolometric response,
described in the next section, exhibited similar dependence of the response time
on fluence and bias current. The faster component, which is synchronized with
the optical trigger in time, is not of a thermal origin. At present, the origin of this
nonbolometric signal component is not clearly understood. It is not associated
with the energy redistribution in the film since such a mechanism cannot account
for a sharp recovery followed by a secondary thermal rise. The fall time of this
signal component is 5 to 6 ns. In the time period that the nonbolometric part of
the signal exists, the optical energy is mostly confined to the front surface of the
film, suggesting that the signal originates at the surface.
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Fig. 51.8
Experimental setup to study the optically triggered switching in HTS thin film.
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Fig. 51.9

The bolometric and nonbolometric switching components in the photoresponse of YBCO
thin film for varying laser fluence. The total optical energy used in each case is shown
(about 20% of this energy is absorbed by the switch). The central bridge has dimensions
100 pm x 2 mm. Initial temperature is 70 K and bias current is 30 mA.



Fig.51.10

Thermal response time as a function of laser
fluence. The theoretical curve is calculated using
the peak intensity of the Gaussian energy
distribution.
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Variation of the initial temperature of the sample permitted the fast signal to
be clearly distinguished from the slow one. When the sample is cooled to a
temperature just below 7. before hitting it with the laser pulse, the response time
of the thermal component is comparable to the width of the fast pulse. This results
inasuperposed signal that appears to be a single voltage pulse with a sharp initial
slope followed by a slow “thermal-like” rise. As the sample is cooled to lower
initial temperatures, the thermal pulse starts moving out in time and the
overlapping time interval of the two signals becomes smaller. Finally, at low
temperatures the two signals are separated in time. Since this temperature is well
below T'.(=84 K), usually less than 60 K, we need a high bias current and/or high
laser fluence to perform the switching. At low temperatures the critical current
is very high, and a significant amount of optical energy is needed to raise the
temperature above the critical temperature.

The peak amplitude of the fast signal decreases with diminishing laser
intensity. However, its rise time (~4 ns), fall time (~5 to 6 ns), and response time
(time lag relative to the optical trigger) were found to be independent of laser
fluence, bias current, and initial temperature. There is a minimum fluence for the
fast component to exist for any given temperature and bias current. The thermal
component also has a threshold fluence, corresponding to the minimum energy
required to raise the temperature of the film above its critical temperature. The
threshold fluence for the thermal component is found to be lower than that for the
nonthermal component. When the fluence is between these two thresholds, we
can observe only the thermal part of the signal.

Modeling and Simulation of the Bolometric Component

We have simulated the thermal response of the laser-irradiated HTS thin-film
bridge. The film is divided into 64 slices, each of thickness 125 A. The substrate
is also divided into 2000-A slices. The continuity equation of heat-flow is applied
in one dimension (1-D):
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Fig. 5111
Time variation of the temperature distribution
across the thickness of the film.
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3/ | K(T)aT / ax]=pa / ot[c(T)T] ,

where K is the thermal conductivity, p is the density, and ¢(T) is the temperature-
dependent specific heat.

Thermal conductivity of YBCO film is taken to be 1072 W cm™! K~!. The
thermal conductivity of crystalline MgO is given by the formula

Kpgo=21.25-0.1875 T Wem™ K1 (60 K < T <100 K)

inthe temperature range of interest. Specific heat of MgO is calculated under the
T3 approximation, with Debye temperature (0 p)of 946 K:

Cngo = (127 R/5)T10p)" TK ' mol™"

The specific heat of YBCO was measured by Ref. 1 1 and fit with a linear function
-3 2 gl -1
CYBCO =2.83%x107°T-3.97x10°JK gm .

The temperature distribution as a function of distance into the sample is
computed by solving the heat equation using the method of finite differences. A
time-dependent temperature profile is shown in Fig. 51.11 assuming a uniform
illumination of the crossbar with the mean intensity of the Gaussian distribution
(13.86 mJ/cm?) and an initial temperature of 70 K.

This temperature distribution is used to compute the critical current in each
slice based on the measured dc characteristics of the film. It is assumed that if at

" agiven instant of time there are some slices with temperature below T, they will

carry supercurrent unless the current density in the slice exceeds the estimated
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Fig. 51.12
Simulated signals showing increasing response
1ime for decreasing fluence.
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critical current density. The electrical model is a parallel combination of
temperature-dependent linear and nonlinear resistors, one for each slice. If the
sum of the critical currents in the slices with T < T. (/;,) exceeds the applied
current (f,), there is no voltage signal at the output. A slice with temperature
above T, has a normal resistance that varies with temperature. After a period of
time, which is called the response time of the switch, /.becomes less than/, and
there is a nonzero equivalent resistance in the switch resulting in a voltage signal
at the output. This happens because all the slices except a few are above the
critical temperature. In this case the output signal is determined by an iterative
redistribution of the current between the superconducting and the normal slices.
The redistribution is done so that the voltage across all the slices is the same.
However, because of the high critical currents of our samples and the small
currents we used (<100 mA), this condition (/, > I,,.) was satisfied over a very
shortperiod of time. Whenall slices have T>T,., we have a set of normal resistors
in parallel, with resistance varying according to their respective temperatures. In
this case, the output voltage can be determined analytically.

Experimentally obtained resistance versus temperature data has been used in
this simulation to determine the normal resistance. A set of simulated signals
with varying fluence are shown in Fig. 51.12. These correspond to an initial
temperature of 70 K and a bias current of 30 mA. The response time of the signal
increased as the fluence decreased. The dependence of response time on
temperature and the bias current is shown in Fig. 51.13. The response time
increases at lower temperatures and lower bias currents.

0.25 — T n

0.20 - _
_ 13.9 5.2
Z 0I5k 12.6— 63 :
& 10.5 8.4
&
2 010 -
0.05 - _ .
Fluence in mJ/cm?

OOO 1 ! L b
100 150 200 250

Time (ns)

In the simulation, uniform illumination across the switch at the mean intensity
was assumed. Without this approximation, the simulation would have been
extremely complicated involving a solution of 3-D flow in anisotropic YBCO
and a spatially varying resistance function. In the experiment the central portion
of the switch receives more energy than the peripheral part and is expected to go
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Fig.51.13

Simulated signals showing that responsc time
increases forlower initial temperaturesand lower
bias current.
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normal while the edges of the switch are still superconducting. Time required for

the temperature to exceed the critical temperature will be less than thatcalculated

with the uniform illumination approximation at the center and more at the edges.

This can be thought of as a network of normal and superconducting resistors,

which in each layer form a mesh. The resistors representing the hot central part
of the switch wili offer normal resistance while the peripheral ones will be
superconducting. Each node in a layer is connected to the corresponding nodes
in the neighboring layers. This 3-D network contains time-varying, nonlinear
resistors and the analysis becomes complicated. However, aqualitative assessment
of the effect of nonuniform illumination on the signal can be made. It will reduce
theresponse time of the switch (by about 10%), since the central part goes normal
before the “uniformly illuminated” film. It will alsoincrease the thermal rise time
(by about 25%, including the reduction of the response time) because the edge
of the illuminated region goes normal after the central region of the film.
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The theoretical curve in Fig. 51.10is calculated using the peak rather than the
mean intensity of the Gaussian distribution. As mentioned above, the peak
intensity at the center of the film determines the time at which the sample starts
to go normal and, therefore, the response time. The calculated response time is
afunction of the thermal conductivity of the sample. Values of thermal conductivity
higher than the one used in our simulation have been reported.!! A higher value
of thermal conductivity would imply faster heat distribution and shorter response
time. The value of thermal conductivity corresponding to our experimental
response times lies within the range of reported measured values of thermal
conductivity of YBCO films.

Conclusion
A fast, nonbolometric switching component has been observed in optically

thick (8000-A) YBa,Cu;04., films along with a slow bolometric component.
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This fast switching (~10 ns) occurs at very high current densities (>10° A/cm?).
The nonbolometric signal had a rise time of ~4 ns and a fall time of ~5 to 6 ns and
its amplitude is a function of the laser fluence.

The bolometric response was simulated by a 1-D heat-propagation model in
conjunction with an electrical model describing the electrical response of the
film. The results of the simulation were in agreement with the thermal component
of the observed signal. The dependence of response time of the simulated signal
on initial temperature, bias current, and the laser fluence are consistent with our
experimental observations.
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High-Reflectance Transport-Mirror Development
for the OMEGA Upgrade

The transport mirrors that will direct each of the 60 laser beams toward the target
chamber are of critical importance to the OMEGA Upgrade. These mirrors,
made of complex multilayer coatings, must withstand the full fluence of the
OMEGA laser after it has been converted from 1054 nm to 351 nm. This article
summarizes the requirements for the mirrors, describes the development procedure
and results, proposes a mechanism for the observed damage, and provides a
solution for the OMEGA Upgrade configuration.
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The high incidence angles required for the transport mirrors have proven to
be an important parameter in the study of how the mirrors damage. Initial work
established designs, materials, and processes that would meet requirements at
normal incidence. However, the mirrors must operate over a wide range of
incidence angles and incident polarizations. Designs that work well at normal
incidence must be changed for oblique incidence and optimized for a given
polarization. Materials differ in their damage characteristics at high incidence
angles depending on the type of defect in the film. Substrate preparation and
cleaning play a large role in damage of the mirror and can produce large
variations in damage thresholds in a series of otherwise identical substrates.

The transport-mirror configuration for the OMEGA Upgrade was changed
from a three-mirror to a two-mirrorconfiguration in 1991. This change was made
to reduce the effects of stimulated rotational Raman scattering (SRRS) on the
beams by reducing the optical path length from the frequency-conversion
crystals to the target. One result was anincrease in the average angle of incidence
on the mirrors (see Fig. 51.14). We will show later that, in general, the laser-
damage threshold of the mirror decreases with incidence angle.

Incidence angle on transport mirrors
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Fig. 51.14 The transport mirrors must reflect 351 nm efficiently without damaging. The
The two-mirror transport scheme for the reflectance should be higher than 99.5% regardless of incident angle and
OMEGA Upgrade yields a high-average-  polarization. The peak fluence of the 351-nm light incident on any optic at this
‘"F‘dence fmgl& Th.ls h.ls“’gr amshowsthatmost  gya0¢ in the laser will be 2.8 J/cm?2 for the 0.7-ns main pulse. A second foot pulse
mirrors will see an incidence angle between 40° i) sronagate within the annular main pulse with a pulse width five to ten times
and 60° and more than half of the mirrors will . . .
o that of the main pulse. A conservative fourth-root temporal scaling law was used
see an incidence angle greater than 47°. . . . .
to design fluence loading of the foot pulse under the assumption that the coating
would survive the main pulse. The mirrors will also be subjected to unconverted
1054-nm (lw) and 527-nm (2w) light. This light also must not damage the
coating or the underlying substrate.
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Summary of Results for Normal Incidence

Transport mirror coating materials and designs were first evaluated at normal
incidence to facilitate both fabrication and testing.! The mirrors use two
dielectric materials coated in a sequence of layers, which causes constructive
interference in the Fresnel reflection from the interfaces. The designs may
require more than 30 layers to achieve the required reflectance. Designs are
grouped into categories by the dielectric materials used for the layers. A coating
design (layer sequence and thickness), the materials, the process used to create
the coating, and the substrate are referred to as a high-reflector (HR ) system. The
results at normal incidence were encouraging and provided several material
combinations and process conditions that improved the measured damage
threshold beyond the state of the art. In summary the results indicated

1. Material combinations of HfO,/Si0,, ZrO,/Si0,, and ZrO,/MgF, had
exceeded the Upgrade damage requirement by a significant margin.

2. Designs based on Sc,03/Si0O, had some of the highest thresholds but
were deemed too costly to use for all the transport optics.

3. Areduced E-field stack produced the best damage thresholds.

4. An improvement in damage threshold was observed in ion-assisted
deposition when using molybdenum grids in a decollimated ion source.

We chose a design based on HfO,/Si0, for further investigation at high
incidence angles because of the higher thresholds of this material pair and
the low-UV absorption edge of the hafnia. The damage-threshold data for the
HfO,/Si0; designs at normal incidence exceeded OMEGA Upgrade requirements
by a factor of 3 for some samples (Fig. 51.15). These coatings also performed
well on silicon-coated silicon carbide substrates, which were considered as a
substrate material for the large transport optics. The normal-incidence values
exceeded previously published values by a factor of 2 for N-on-1 damage results.

Reduced E-Field Design at Oblique Incidence Angles

High-reflector coatings at normal incidence have shown higher thresholds
when designed with suppressed E-field layers at the top of the stack.2-> Absorption
at a film defect site will be proportional to the electric-field intensity. Known
areas of high absorption, such as interfaces between materials, can be intentionally
located at regions of lower electric-field intensity. Usually this means that other
low-absorption areas will see a higher electric-field intensity. This trade-off has
been used to increase thresholds by a factor of 1.6 for coatings of Sc,03/Si0,.4
We have found a similar improvement for coatings at normal incidence.
Figure 51.16illustrates the reason for the improvements. In each frame the time-
averaged square of the electric field is plotted within a multilayer (the incident
wave arrives from the right). The peak of the standing wave on the right side in
the incident media is cut off in these plots, but will be very close to 4 in a high
reflector. The first frame [Fig. 51.16(a)] shows the field plotted in the simplest
case: a quarter-wave optical thickness stack at normal incidence. The nodes and
antinodes of the electric-field intensity are located at the interfaces between the
high- and low-index materials. The peak antinodes of the standing wave drop
rapidly as the field penetrates the multilayer (a line has been fitted to these
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Tested at 351-nm, 1-ns pulse; 100-um X 100-um area; N-on-1

points). The high intensities at the interface are suspect in initiating damage in
ahighreflector. Inthe following frame [Fig. 51.16(b)], the thickness of the layers
has been modified in the design so that the standing-wave intensity is the same
for the top three interfaces of the multilayer (all layers are shown as equal
thicknesses in this figure for ciarity). The secondary effect is to increase the
standing-wave intensity within the homogeneous low-index layer, but, since this
layer is composed of a low-absorption material (silica), the overall effect is to
increase the damage resistance of the coating. The increase in damage threshold
has been documented at normal incidence for mirrors at 351 nm.
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Fig. 51.15

HfO2/Si0, designs have met Upgrade
requirements at normal incidence. At a 45°
incidence angle differences in the threshold for
the two polarizations emerge. The coating
thresholds also drop when deposition is on
substrates other than glass.
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At oblique incidence the E-field must be cvaluated separately for s- and
p-polarized light. An example of the £-field plot for a 45° unsuppressed reflector
is shown in Fig. 51.16(c). Here again the nodes and antinodes are at the
interfaces, but now there are two separate plots for the two polarizations. The
E-field intensity for the p-pelarized light is also discontinuous at the antinodes.
Ifa suppressed E-field coating is designed for normal incidence, it can be “tuned”
to operate at an oblique incidence angle by increasing the thickness of all the
layers proportionately. The plot for the E-fieid intensity will then appear as in
Fig. 51.16(d). Here neither the s- nor the p-polarized intensity at the interfaces
is level, but instcad the s-polarized component decreases and the p-polarized
compornent increases in the first three layers of the coating (this design only
modified the top two antinodal interfaces). A level E-field design can be attained
forone, but not both, polarizations by substituting the appropriate effective index
in the original equations supplied by Apfel.’ Instead of using the index n; for a
given material, substitute
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Fig. 51.16

The electric-field standing wave in a thin-film stack can be altered to improve the damage threshold. Each frame
shows a plot of the top layers in a stack with the time-averaged square of the electric-field magnitude
superimposed over the layers. The H and the L represent high- and low-refractive index layers. A line connects
the peak magnitude at the interfaces where high absorption levels could lead to damage. The different frames show

the E-field for different designs, incidence angles, and polarization: (a) normal incidence, unaltered quarter-wave-
thickness stack; (b) normal incidence, reduced E-field for top six layers; (c) quarter-wave-thickness stack. s- and
p-polarization; (d) 45° incidence, reduced E-field for top six layers using normal incidence design; (¢) 45°
incidence, reduced E-field for top six layers using design optimized for p-polarization; and (f) 45° incidence,
reduced E-field for top six layers using design optimized for s-polarization.
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*N; = n; cosB; for the s-polarized case,

Pn; = n;/cosB; for the p-polarized case.

All indices should be converted to the effective index including the incident
and substrate. Theresultisa designoptimized fors-polarized light [Fig. 51.16(e)]
or a design optimized for p-polarized light [Fig. 51.16(f)]. In the first case, the
design for alevel £-field intensity in s-polarization produces an E-field intensity
increasing with depth for p-polarization. Since thresholds for s-polarization are
generally higher than p-polarized threshold, we do not expect this design to be
of great utility. The design optimized for p-polarization provides suppressed E-
fields at the interfaces in p-polarized light and improves, but does not optimize
the E-field intensity for s-polarized light. While an attemipt was made to verify
these designs experimentally, the results have been obscured by sample variation,
as will be discussed in the next section.

Damage Testing Process for the Oblique Angle Tests

All reflector coatings are tested in the LLE damage-test facility with 351-nm,
0.7-ns, FWHM pulses. Either 1-on-1 or N-on-1 (sometimes both) testing is
performed on the samples. In 1-on-1 testing, a new site is chosen for each laser
shot. A minimum of ten sites are usually examined. The t-on-1 damage threshold
is defined as the average of the highest nondamaging fluence and the lowest
damaging fluence seen in all sites. In N-on-1 testing, one site is subjected to
successive laser pulses, each one increasing in fluence above the previous pulse
until damage is observed. Three to ten sites are tested in this manner, and the
fluences at which damage occurs are averaged to give the N-on-1 damage
threshold. N-on-1 testing is more typical of the operation of a large laser facility,
demonstrating a hardening effect in the tested surface.* Damage is assumed to
have occurred whenever a new scatter site appears within a 100 X 100 um area
observed under dark-field incandescent illumination.

For a restricted coating system, 1-on-1 testing may be used exclusively for
comparing and predicting laser damage. In previous years, all samples were
subjected to 1-on-1 and N-on-1 testing. While 1-on-1 measurements are faster,
N-on-1 measurements more accurately reproduce the behavior of coatings in a
multiple-shot laser. Unexpected differences in the two measurements have
previously supported taking both measurements when examining widely diverse
coatings and optical devices. However, when a single-coating system, the
Hf0,/5i0,, 351-nm-high reflector was examined, a strong correlation between
the 1-on-1 and N-on-1 data was observed. The data from one year of N-on-1 and
1-on-1 tests for the hafnia coating are plotted parametrically in Fig. 51.17(a). A
linear fit to the data shown in the figure returns a siope nearing unity. The same
data are also plotted against run sequence in Fig. 51.17(b). These data imply that
(1) when testing a thin-film multilayer made with tight process controls, the
1-on-1 data are a reasonably good predictor for the N-on-1 data, and (2) there is
little indication that a ““conditioning” effect occurs with many of these coatings.
The absence of conditioning in 351-nm reflectors has also been noticed by
investigators at LLNL when examining films using ramped pulses (R-on-1)
testing.* Subsequent testing to examine effects of angular sensitivity on the
hafnia coatings primarily used 1-on-1 testing to increase throughput.



Fig.51.17

For a given coating system (same materials,
same design) the 1-on-1 damage threshold can
accurately predict the N-on-1. In Fig. 51.17(a)
the 1-on-1 threshold is plotted against the
N-on-1 threshold for a series of hafnia/silica
mirrors. A linear fit to this plot has a slope near
unity indicating that these films show almost no
hardening. In Fig. 51.17(b) a plot of the same
dataagainstrun sequence shows how closely the
two measurements can track each other, thereby
reducing the need to make time-consuming
N-on-1 measurements.
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Previous damage tests indicated that detected thresholds might vary with the
time of day, location of test site on the sample, and the environmental condition
of the lab. These variations might be a result of equipment warm-up, reliability
of the algorithm for determining the peak fluence, sample cleanliness, or changes
within the coating itself (aging effects). To test these factors, we used an
experimental design approach® that allowed several experimental factors to be
tested in one experiment. Five identical substrates were prepared and coated
simultaneously with a hafnia reflector tuned for a 60° angle of incidence. A
1-on-1 damage test at 351 nm was performed on each of the four quadrants of the
substrate. The four quadrants were tested randomly on different days and at
different times during the day. The results [Fig. 51.18(a)] verified that the testing
process was giving repeatable results, and most of the measurements showed
little variation in either time of day tested, the test date, temperature, lab
humidity, or quadrant on the sample. The results did show an unexpected
variation among the different samples. These results were surprising, especially
in view of the extra effort that went into handling of the substrates. Each substrate
was from the same vendor, was cleaned in the same process, and was held in a
stainless steel mounting fixture placed in a nitrogen-purged atmosphere after the
coating process. Despite these controls on the process, the sample variation
dominated the results. The experiment was repeated with a less extensive test
sequence to ensure that the results were not caused by an isolated poor coating
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Fig. 51.18

Two experiments were performed to verify
repeatability of the testing processes. Samples
from the same coating run were tested at different
times, days, and sample locations. In
Fig. 51.18(a) the samples were tested in four
differentquadrants, each giving consistent results
within each sample and high variation from
sample to sample. The results in Fig. 51.18(b)
verified the firstexperiment but with less sample-
to-sample variation. Both experiments gave early
indications that variations might be caused by
substrate preparation.
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run. The second test [shownin Fig. 51.18(b)] shows aneven lower threshold with
less variation. Both tests indicate that some part of the process introduces
variability in the samples. which greatly reduced possible thresholds. The
variation of samples coated in the same run indicates that either the deposition
process produces a coating that has variable properties across the substrate rack,
or the substrate preparation processes are not consistent. The optical uniformity
of the substrates is very tightly held by using an elaborate planetary rotation in
the system. No measurable quality of the films correlates with the differences in
the damage thresholds. These two experiments gave strong evidence that the
individual substrates must vary in either the polishing method or the cleaning
techniques prior to coating.
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HR Coatings at High Incidence Angles

The damage threshold drops for most HR coatings when they are examined
at incidence angles higher than 40°. A compilation of damage tests at a range of
incidence angles for one coating (hafnia/silica) is givenin Fig. 51.19. Each of the
coatings was tuned to operate at the specified test incidence angle. The decrease
in damage threshold tends to be greatest for p-polarized light incident on the
substrate. The damage threshold can increase at high incidence angles for
s-polarized light in a few isolated tests. The measured damage threshold was
found to be sensitive to the damage-test, laser-incidence direction in a number
of tested coatings. This observation may appear counter-intuitive since the actual
flux density in the plane of the mirror decreases with a higher angle of incidence.
It is important to note that the reported damaging fluence at any given angle of
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incidence is always defined as the fluence measured in a plane perpendicular to
the propagation direction (this is the same plane in which the electric and
magnetic vectors lie in the incident media). Actual fluence in the incidence media
at the substrate plane may be found by multiplying by cos8. It would be expected
that this cosine factor would allow the threshold to increase as the incidence
angle increases. However, this is not the case with the tested coatings that ranged
from 0° to 63° in incidence angles. One reason for this phenomenon is that the
Fresnel reflection at all the interfaces drops for p-polarized light and the high-
magnitude electric fields penetrate further into the films at the higher angles.
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Fig. 51.19

The damage thresholds decrease for the hafnia/
silicahighreflectors athigherangles of incidence.
The thresholds shown are from a series of
coatings optimized in reflectance for the test
angle and tested with p-polarized light.

Angle of incidence (°)

A dependence on the test-beam incidence angle was found for some of the
HR-coating systems in the study. As the incidence angle increases, the reflectance
band for p-polarized light decreases in width. This limits the range in angle over
which the mirror will operate. For example, the angularrange of high reflectance
for anormal-incidence HR will be 0°-30° while the range fora 55° HR will only
be 50°-59°. If the damage test beam is scanned through this angular range for a
given coating, the threshold will drop off precipitously on some samples. An
example is given in Table 51.1. This hafnia/silica sample dropped by more than
a factor of 2 in damage threshold when the damage-test beam incidence was 3°
from the peak reflectance. The corresponding reflectance values varied only a
small amount over this range. This effect was seen only in some of the samples.

The variation of damage threshold in the hafnia/silica coatings at oblique
angles suggested that further study would determine the main factors for the
variation. Some of these coatings had thresholds as high as 5.7 and 4.2 J/cm? for
incidence angles of 45° and 53°, respectively. Adequate thresholds were attainable
with this material pair but not repeatable. Using experimental design techniques,
an experiment was conceived that tested nine different factors in eight separate
coating runs using 32 samples (Design of Experiments 2 - DOX2). The factors
were all assigned two possible states, as described in Table 51.11.
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Table 51.1: Some (but not all) high-reflector coatings experience a sharp drop in damage threshold when
tested over a range in angles. The reflectance remains at a high value over the same range.

Angle of Damage Test 1-on-1 Threshold Reflectance
@ 351 nm, 1 ns
Jjem?

1.48+0.08

4.701£0.02

4.3740.30
1.7540.01

Tabie 51.11: Factors and values in the DOX2 experiment.

Factor State 1 State 2

Spatter from e-beam Low High

Hafnia starting material Fully oxidized Reduced (grey)

Coater operator Staff A Staff B

Ion pre-clean Yes No

Oxygen Normal Tonized

Substrate temperature 150°C 200°C

Reduced E-field design No Yes

Substrate BK7 - Vendor A Pyrex - Vendor B

Substrate cleaning Staff C Staff D
G3342

——

The surprising result from this experiment is that none of the factors were
important predictors of damage threshold, even though the factors had been
picked because they had previously exhibited an effect in other experiments. The
average threshold of the samples in DOX2 is 1.43 J/em? with a standard
deviation of 0.52 J/cm?. As with the DOX 1, the prevailing variation was caused
by noise apparently from sample to sample. The only factor that might have an
effect is the use of reduced E-field, but even this factor is of questionable
statistical significance. In the best case, using the same process as DOX2, 95%
of the future thresholds are expected to be in the range 1.740.9 J/cm? in the best
case. After DOX2 resulits, it was clear that some factor in the preparation of the
samples before coating was causing significant variation in the sampies.
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The effects from a wealth of processing steps for the substrate could be
eliminated by cleanly cleaving the glass. A cleaved surface will also not require
cleaning prior to coating. Typically, polished substrates are scrubbed with a fine
polishing compound and a detergent, washed and rinsed in high-purity water,
and airdried ina class-10environment prior to placement in the coating chamber.
However, past researchers have had difficulty obtaining a cleave without also
creating residue from the fracturing process.® We found that an excellent cleave
may be obtained by use of a microtome knife cutter.” Using this device, we were
able to produce featureless cleaves in float glass and BK7 glass (Pyrex and fused
silica did not cleave well). The cleave showed no particles when observed under
dark-field microscopy and was comparable to the cleanest damage-test substrates
we have seen.

A set of test runs were made with both cleaved and polished glass in the
substrate holders. The first run, a hafnia/silica HR at 48°, tested with threshold
significantly higher on cleaved float glass than the polished damage test
substrates (Fig. 51.20). Twoother types of glass, BK7 and a crown glass, showed
thresholds as low as the polished pieces. In a second test, seen in the bottom half
of Fig. 51.20, various methods of cleaning the damage-test substrate were
compared to cleaved samples. These tests indicate that the ultrasonic wash part
of the cleaning cycle may be related to the low-damage threshold. Parts cleaned
without ultrasonics and dried by spinning had thresholds comparable to or better
than the cleaved float. These results fully support the previous results that found
sample-to-sample variation was dominant. A discussion of how substrate
contamination might affect damage threshold is included.

Scandium Oxide

The scandium oxide/silicon dioxide material pairhas provided high thresholds
at normal incidence in both LLNL* and LLE? studies. We examined the
characteristics of several oblique incidence coatings made from scandia and
compared them to normal incidence coatings (Fig. 51.21). While all these
coatings meet the damage requirements, they do show the drop in threshold as
the incidence angle increases (p-polarization). The few results here do not have
as strong a correlation between 1-on-1and N-on- | threshold as the hafnia results;
but the N-on-1 results are always higher than the 1-on-1 results, which is caused
by the well-known *‘conditioning” effect seen for some coatings.

The sensitivity of threshold to test incidence angle was exhibited by a 57°
scandia reflector. A coating tested at 55°, 57°, and 59° gave 1-on-1 thresholds of
1.7,3.2,and 2.2, respectively. Once again the acceptable angular range is much
lower than would be expected from reflectivity curves. The scandia/silica
coatings are less sensitive to substrate contamination than the hafnia coatings. A
coating made simultaneously on cleaved and polished substrates produced very
small differences in damage threshold (Fig. 51.20, bottom).

Scandia’s promising results make it a good candidate for coating transport
optics, although a major drawback is the cost of the material. The 12 kg required
to coat all the transport optics would be a major, and possibly prohibitive, cost
for the OMEGA Upgrade. Most of the spent material in the deposition chamber
could be reprocessed to limit material cost in these runs, but a supplier would
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Float 2 cleaved
Float 1 cleaved
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Scandia/silica 49°

DT-117 - ultrasonics
DT-98 - ultrasonics
Float 1 cleaved
Float 2 cleaved
Silica cleaved

DT = Polished damage-test substrate
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Fig. 51.20

A cleaved glass surface provides an excellent
control surface to study the effects of substrate
preparation. Several type of surfaces were coated
simultaneously and the damage tested at the
stated incidence angle with p-polarized light. The
damage test substrates (DT, A and B designate
vendors) were cleaned in an aqueous process
with either drying by spinning or with ultrasonics
and drying in air. The soda-lime float glass
produced the cleanest cleaves and also gave the
highest thresholds for the hafnia/silica reflectors.
The thresholds of scandia/silica reflectors were
less dependent on the substrate condition.
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have to be found who could hot press the material into a form well suited for
e-beam deposition.

Defects and Damage at Oblique Incidence

The predominant finding in this study is the decrease in damage threshold
with increasing incidence angle despite the 1/cos@ geometric fluence dilution.
The variation in threshold within samples suggests a defect-driven damage
mechanism. Boyer et al.8 state that the damage threshold fluence for a series of
mirrors at 248 nm also decreased for p-polarization. They proposed a model of
cylindrical defects oriented normal to the surface in the film, which would
expose a greater surface area to the beam at high incidence angles. This proposal,
while plausible, does not provide an explanation for the steep drop in thresholds
for p-polarized light we have seen in all our samples, nor does it give an
explanation for the sensitivity to angular and substrate-contamination effects.’
The authors point out that absorption in the multilayers may explain the simple
fluence dependence at 248 nm.

The films produced for this study have two predominant types of defects,
nodular!® and spatter. The nodular defects usually grow around a small seed
(~0.5 um) and in a conical shape, as schematically shown in Fig. 51.22(a). The
seeds may be left from a polishing or cleaning process, and they occasionally
occur within the growing film itself. The nodule achieves a domed appearance
at the top layers with a dimension dependent on total film thickness. The domed



ADVANCED TECHNOLOGY DEVELOPMENTS

Thresholdé of scandia/silica HRs at 351 nm, 1 ns
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Fig. 51.21

Scandia/silica reflectors maintained high damage
thresholds even when tested at high incidence
angles with p-polarized light. The scandia
reflectors also demonstrated a conditioning
effect as shown by the increase of N-on-1 from
1-on-1 test results.

Laser damage threshold {(J/cm?2)

top consists of the top layers of the multilayer, which can adequately reflect away
any radiation that might otherwise be absorbed by the defect below. Spatter
consists of ejected matter from the evaporant melt in the e-beam source. Some
materials, such as hafnia, tend to reduce to a sub-oxide or metal-rich melt,
explosively throwing up copious numbers of particles from the melt. The
particles are composed of the sub-oxide melt and range in size from 1 to 10 pm
when they arrive at the substrate. The particles are often cylindrical in overall
shape and orient with the axis perpendicular to the surface, as seen schematically
in Fig. 51.22(b). Figure 51.23(a) shows a scanning electron micrograph of one
of these features in a hafnia/ silica film. After forming on the surface, the particle
may itself be coated with the remaining multilayer HR coating, as shown in
Fig. 51.22(b). Scandia films have very few spatter defects (1 to 2/mm2), while
hafnia films show a high density (80 to 150/mm?) of spatter. Both films have an
approximate density of nodules of 50/mm?.

The spatter defects appear to be responsible for the decrease in threshold of
the hafnia film. Figure 51.23(a) shows a SEM view of a spatter on a film after
coating. The density of these defects seen in the SEM match the density of the
defects seen in dark-field optical microscopy. A different substrate from the
same run was exposed to a high-fluence, large-aperture 351-nm beam at an
incidence angle of 51°. A scan with the SEM showed only remnant cavities
where the spatter had been [Fig. 51.23(b)]. The spatter is protected at normal
incidence from the light by a bit of multilayer coating, which covers the top of
the defect. At oblique incidence, the light reaches the side of the spatter particle
itself where the material is likely to have the same high-absorption characteristics
as the melt. (The film itself is evaporated reactively with oxygen to promote
reoxidation at the substrate surface.) Thus, the apparent threshold for hafnia may
be low; but once the defects have been ablated, the thresholds may be quite high.
At present, an investigation is being conducted with a large-aperture beam to test
this premise.
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Fig. 51.22

The damage mechanism for hafnia films is defect
dominated. Two types of defects appearin these
films. Figure 51.22(a) shows the nodule defect,
which is a growth defect occurring around a
submicron seed on the substrate. The domed
area at the top of such a defect may produce a
range of incidence angles high enough to admit
light into the lower regions of the stack. The
angles 8;, 85, and 8, have the values49°,75°, and
24°, respectively, in this model. These
reflectances of a high-reflector design at these
angles are also marked in Fig. 51.24. Figure
51.22(b) shows a rendition of spatter defects
from ejected material in the melt. These spatter
defects are highly absorbing and will eject when
illuminated in oblique incidence. At normal
incidence the defect will be protected by a sheath
of the multilayer mirror coating.

Before

Fig. 51.23

The scanning electron micrographs document the change occurring in a spatter site in a hafnia/silica mirror before
and after large-beam testing. An optic examined before exposure shows multiple spatter defects similar to those
in Fig. 51.23(a). In Fig. 51.23(b), the defects are seen after exposure to a 351-nm, [-ns pulse at >3 J/cm?. They
appear {0 leave behind a crater after being ejected from the surface. The increased scatter from the crater will be
interpreted as damage. The spatter and nodule defects can be distinguished from one anotherby the size and defect
density in the film.
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Fig. 51.24

The limited angular acceptance of the dielectric,
high-reflector coating may allow damaging
radiation to reach defects under a nodule. This
plot shows the calculated reflectance for s- and
p-polarization for a hafnia/silica high reflector
asa function of incident angle. The design peaks
in reflectance at 50° for 351-nm light. The
angles 0, 0, and 0, refer to the incident angles
across a nodule in Fig. 51.22(a).
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The damage in some of the hafnia and scandia films may be dominated by
nodular defect. At oblique incidence, the incident angle at the edge of the defect
will be different than the incident angle at the center of the dome [Fig. 51.22(a)].
Atnear-normal incidence, the change in angle from center to edge will have little
effect since the reflection band has a wide bandwidth in 8-space. Two effects
predominate at high 0: (1) Since the phase-thickness [3 of a thin film goes as

_ 2nndcos@

P y

’

the phase thickness changes more rapidly at high angle, and (2) as 0 increases,
the reflection bandwidth decreases for p-polarization. At high incidence angles,
the change in 6,, may allow light to pass through to the defect in p-polarization,
thereby causing absorption and damage. Since the bandwidth for s-polarized
light is much greater, the defect would see less light and be protected from
damaging (Fig. 51.24). This effect may be responsible for the incidence-angle
sensitivity seen in some of the coatings.

Much of the evidence presented in this article supports this defect-dominated
damage model. Hafnia and scandia both have absorption edges near 220 nm and
thresholds exceeding 5 J/cm? at normal incidence, but hafnia thresholds drop
faster at oblique angles. Hafnia produces copious amounts of spatter during
e-beam deposition. All samples analyzed have shown a distribution of defects in
the coating, which probably originated from this spatter. We have found it is
possible to reduce the number of defect sites but not to eliminate them entirely.
Despite these defects, the hafnia coating may operate well enough if the damage
surrounding the ejected spatter site does not propagate. Scandia, which
has reasonable damage performance at oblique angles, has a very low spatter
rate during deposition and only forms nodules around defects existing on
the substrate.
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Fig. 51.25

The input polarization is plotted as a function of
the incident angle for the transport mirrors in the
two-mirror OMEGA Upgrade scheme. The
shaded portion represents the mirrors with the
highest damage probability and, therefore, those
most likely to be coated with the more damage-
resistant, scandia/silica, high-reflector coatings.
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Transport Optic Design for the OMEGA Upgrade

A scandia/silica reflector design would be the best choice for the OMEGA
Upgrade transport mirrors, but the cost of materials for all the test and product
runs may be prohibitive. Alternatively, the hafnia/silica high reflector should
have acceptable performance for low-incidence-angle optics and for high-
incidence-angle optics with the electric vector predominantly s-polarized on the
optic. Figure 51.25 is a plot of all 120 transport mirrors with incidence angle at
the horizontal axis and portion of energy in the s-direction on the vertical axis.
The shaded portionrepresents an area in which all the coatings will be the scandia
coating. The input polarization to the target-mirror system can be £35° from the
horizontal axis and will be determined by minimizing the number of scandia-
based reflectors.

Continued effort will be made to find the criteria for switching to scandia
designs. The causes for the large variations in thresholds of the hafnia coating
appear be related to substrate preparation and will be investigated. Alternate
methods for depositing hafnia (forinstance, from a metal melt with O, ion assist)
will be considered, as well as methods of recycling the spent scandia. Finally, all
the work to date has been with 50-mm-diam test substrates. Tests will be
performed on the lightweight transport-mirror material when that design has
been finalized and the process technology transferred to the future 72"coating
chamber, which will be installed to coat the OMEGA Upgrade optics.
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An Externally Triggered, Single-Mode,
Nd:YLF Laser Oscillator

Single-axial mode, high-brightness laser oscillators are of considerable interest
for a variety of applications from nonlinear optics to laser-fusion lasers. The
latter typically require such lasers for the generation of shaped pulses with the
added requirement of accurate synchronization to other short-pulse lasers.

Mono-mode lasers!2-3 have been reported widely in the literature over the
past several years but reports on reliable mono-mode oscillators at 1053 nm
(Nd:YLF) are less frequent. Recently, several reports on mono-mode lasers have
taken advantage of efficient diode pumping and the recent discovery of low-loss,
acousto-optically induced, unidirectional ring oscillators.! Unidirectional ring
oscillators avoid spatial hole burning and are essential for crystalline media such
as Nd:YLF, which cannot use such effective methods as are used in the
unidirectional, non-planar Nd: YAG ring resonators,? or linear resonators using
circular polarization in the active medium.* The diode-pumped Nd: YLF lasers
reported have output energies that typically range in the uJ regime2 with < 1-kHz
repetition rates, but they have not been checked for external synchronizability,
i.e., build-up time jitter of the Q-switched output pulse.
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In this article we concentrate on reliable mono-mode oscillator performance
with ~1 mJ output energy at very moderate repetition rates <10 Hz. The
oscillator has an externally triggered Q-switch permitting synchronization to a
signal with tens-of-microseconds jitter relative to the flash-lamp trigger pulse.
To this end we use a conventional, flash-lamp-pumped active medium (Nd: YLF)
lasing at 1053 nm, whichis ideally suited for amplification in large Nd:phosphate
glass-amplifier chains. Mono-mode operation is assured using a combination of
extended, low-intensity, pre-lase phase 5~ unidirectional ring-laser configuration,
and a single, 10-mm-thick, intra-cavity etalon. The pre-lase phase is controlled
with an active feedback to suppress normal mode spiking prior to J-switching.
In addition, we have installed an active, interferometric, cavity-length control.8
This assures wavelength stability and increases the reproducibility of the
laser-output characteristics such as amplitude, build-up time, and FWHM of the
Q-switched pulse. Successful synchronization in this context implies a build-up
time jitter of much less than the FWHM, i.e., typically <10%.

Experimental Setup

The stable, unidirectional ring cavity has an optical path length of ~86 cm
(Fig.51.26). The active medium is a4-mm-diam, 60-mm-long, Nd: Y LF rod with
wedged end faces. The rod is oriented so it lases at 1053-nm wavelength. A
low-pressure xenon lamp (1.5-in. arc length) is used in a diffuse, close-coupled
pump cavity. Transverse modes are suppressed by a 1.5-mm aperture, and
unidirectional operation is achieved with a Faraday isolator causing a ~20°
rotation of the plane of polarization. A single KD*P Pockels cell (V) , =8 kV)
is used for controlling intracavity losses during the pre-lase period and for
Q-switching. A 10-mm-thick intracavity etalon (reflectivity R = 50% at
1053 nm) suppresses higher longitudinal modes. The temperature of the etalon
is controlled to approximately £0.1°C.

Allcomponents are mounted on a completeiy enclosed invar table. Mechanical
stability of the laser resonator is further enhanced by using heavy mounts and
minimizing the number of positioning adjustments. One of the cavity mirrors is
mounted on a piezoelectric translator (PZT) embedded in an Al block for
stability and for suppression of low-frequency mechanical resonances.

To provide long-term stability through compensation for temperature drifts,
we use an active control system incorporating a frequency-stabilized HeNe
interferometer (Fig. 51.26). The 633-nm wavelength provides a resolution of
almost twice that of the Nd: YLF wavelength of 1053 nm. Part of the HeNe beam
is reflected at the output coupler and interferes with the remainder after one
round-trip. The three high-reflectance mirrors are dichroic with R = 100% at
1053 nm and 80% at 633 nm, and the output coupler has R = 90% at 1053 nm and
25% at 633 nm. A half-wave plate and acollimator are used to optimize the HeNe
fringe contrast, which also depends on the applied Pockels cell voltage. An
enlarged image ot the HeNe fringes is incident on two closely spaced photodiodes
such that the diodes straddle a fringe. The photodiode signals are differentially
amplified, processed, and fed back to the PZT (Burleigh model PZ-70 HV driver
and PZT model PZ-80 with 7-um maximum excursion). The open feedback
circuit tesponse has a dead time of 1,= 200 us and a rise time of 1, =~ 2 ms. The
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optimum operating parameters for this feedback circuit are determined using a

Experimental setup for unidirectional, single- method proposed by Oppf:ll.9 The circuit has a bandwidth of ~200 Hz, enough
axial-mode, Nd:YLFlaser with length feedback  to respond to typical long-term temperature and PZT drifts of the optical path
control and extended low-intensity pre-lase  |ength. The length control is not completely dispersion-free and can give rise to

feedback control.

some residual, uncompensated error signal. This is a result of the differential
wavelength-dependent, thermo-optic response of the laser and KD*P crystals,
which tend to compensate each other, although not completely.

With the control loop closed, the laser can be tuned to operate at the desired
wavelength by translating the entire differential diode assembly across the HeNe
fringe pattern. This simple feedback system is capable of maintaining the
Nd:YLF cavity length to within 0.2 A4y, over periods of several hours. The
time limits on the stabilization are set by the maximum excursion of the PZT. The
ambient temperature control in our experimental arca was so poor as to set the
ultimate limits on the time period (2 to 3 hours) before the feedback ran out of
PZT travel.

Part of the 1-pm laser beam is used in another feedback loop to generate an
extended pre-lase phase of <100 us. This feedback circuit is a high-voltage
cascade, open-loop amplifier connected to a Pockels cell. The open-loop
amplifier combined with a cascade of several decoupled MOSFET transistors
allows both feedback for the pre-lase phase and for the subsequent Q-switch. The
small-signal bandwidth of this system is 340 kHz (large-signal bandwidth
~130 kHz) with a typical response time of ~300 ns.
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A flat-plate Fabry-Perot (FP) interferometer and a fast vacuum photodiode
are used to analyze and characterize the temporal and spectral behavior of the
Nd:YLF laser output.

The FP interferometer (Burleigh model RC-110) has an instrumental finesse
of F; =90. The plate spacing of ~10 cm is chosen such that adjacent intracavity
etalon modes of the Nd: YLF oscillator are centered between adjacent FP orders,
while adjacent oscillator modes appear closely spaced to, but well-resolved
from, adjacent FP orders. Thus, the fringe location clearly identifies its source.
To avoid speckle a negative lens of short focal length (f=-5 cm) is used
to illuminate the interferometer resulting in parabolic intensity distribution of
the output. A 1-m lens then images the FP fringe pattern onto a linear
photodiode array.

The linear photodiode array (EG&G PARC 1453 AC) has 1024 pixels with
a 25-um diode spacing and 2.5-mm diode height. The array is operated at -5°C
and can achieve a dynamic range of ~15,000. The array is centered on the FP
fringe pattern but its height distorts the fringes and adds asymmetric shoulders
near the origin of the circular FP pattern.

The temporal behavior of the laser output is analyzed for high-frequency
modulation and build-up time jitter. A vacuum photodiode (Hamamatsu
R1328U-01) with arise time of 1, = 100 ps is displayed on a 4.5-GHz Tektronix
SCD 5000 transient digitizer. The cutoff frequency of the detection system is
around 10 GHz, which is close to the free spectral range (FSR) of the 1-cm
intracavity etalon and greatly exceeds the 350-MHz longitudinal-mode spacing
of the ring resonator. The build-up time jitter of the Q-switched pulse with
respect to the Q-switch trigger is monitored with a HP-4220 PIN diode and a
Tektronix 2440 oscilloscope. The two scope traces and the linear-array FP data
are acquired by a personal computer for subsequent statistical analysis.

Experimental Results

For diagnostic test purposes, the setup shown in Fig. 51.26 is used with the
laser-output feedback loop disabled and the Q-switch optically triggered on top
of the first relaxation oscillation. Varying the flash-lamp pump energy and the
bias voltage on the Pockels cell, the FWHM of the Q-switched pulse can be
varied between 20 and 100 ns.

Figure 51.27 shows Fabry-Perot fringes obtained with the linear array for a
typical mono-mode shot and two different multi-mode shots. The center of the
FP fringe pattern is to the right of the traces displayed. The top line represents a
clean mono-mode shot. The shoulder to the right of each FP fringe is mostly
instrumental although it may also contain a small frequency drift as a result of
heating of the laser rod during the pre-lase period. This period is well below the
response time of the HeNe interferometric-length control system. The dotted line
is a FP trace in the presence of a weak adjacent oscillator mode, and the bottom
curve shows the simultaneous presence of a neighboring oscillator mode and a
neighboring mode of the intracavity etalon.



Fig. 51.27

Fabry-Perot traces taken with a linear diode
array for single-mode and multi-mode emission
from the oscillator. (Free spectral range of the
Fabry-Perot interferometer is Apsg = 1.5 GHz.)
The single-mode response has an extended foot
on one side, which appears to be caused by
heating of the laser rod during the extended pre-
lase period prior to {-switching. Multi-mode
behavior of this oscillator is obtained only if the
intensity-feedback control is disabled.
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The corresponding oscilloscope traces just before the peak of the O-switched
pulse are shown in Fig. 51.28. For illustration purposes, the traces are shifted
vertically. The mono-mode pulse (top line) exhibits no modulation while the
middle trace shows the 340-MHz modulation typical for the presence of two
neighboring oscillator modes. The bottom trace corresponds to the bottom trace
in Fig. 51.27 and shows the 340-MHz modulation with a superposed weak, but
clearly identifiable, 10.3-GHz modulation caused by the simultaneous presence
of a second intracavity etalon mode. The amplitude of the 10.3-GHz modulation
is drastically reduced by the finite bandwidth of the detection system.

For the long-term stability experiments we have chosen to analyze the FP
traces only since the correspondence of the oscilloscope and FP traces has been
so clearly demonstrated in Figs. 51.27 and 51.28. For these experiments the
cavity-length stabilization feedback circuit is engaged. The Q-switch trigger is
delayed by ~40 us relative to the initial rise in intracavity laser intensity.
However, to simulate the external trigger capability, the @-switch is actually
triggered from the flash-lamp current pulse.
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Figure 51.29 displays the results of a 6-h stability test where the laser was
continuously operated at a 5-Hz repetition rate and data were recorded every
2 min. The figure shows a cross section of the first four FP fringes to one side of
the zeroth-order fringe. The FSR of the FP is ~1.5 GHz. A small amount of slow
frequency driftis clearly seen in these records but no multi-mode shots have ever
been observed under these conditions. This residual frequency drift is caused by
dispersion inside the laser cavity between the |-pum laser pulse and the 633-nm
HeNe interferometer. However, any mode-jumping to neighboring cavity or
etalon modes is very distinct as will'be seen later.
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Fig. 51.28

Fast oscilloscope traces of the Q-switched laser
output corresponding to the Fabry-Perot traces
shown in Fig. 51.27.

Fig. 51.29

Long-term stability test of mono-mode output:
first fourorders of the Fabry-Perot interferometer
(Asr ~ 1.5 GHz) taken with a linear diode
array. The laser was operated at 5 Hz and data
were recorded every 2 min. {For explanation of
shoulders see Fig. 51.27.)
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The build-up time jitter (time between Q-switch initiation and pulse peak) is
shownin Fig. 51.30(a). The corresponding amplitudes and FWHM are shown in
Fig. 51.30(b). For these experiments the laser is again O-switched after a 40-Lis
pre-lase phase at a data acquisition rate of one shot per minute (one out of every
300 actual shots) for a total of ~160 recorded shots. The cavity-length feedback
loopis active. The corresponding FP traces in Fig. 51.30(c) indicate single-mode
operation with a stight frequency drift. This frequency drift reflects a change in
the effective cavity length as a result of temperature rise, which could not be
completely compensated by the cavity-length feedback circuit because of
dispersion between 633 nm (HeNe interferometer) and 1053 nm (Nd: YLF laser).
The average build-up time for this typical run is 521.45£8.40 (2%) ns, the peak
intensity is 4.18+0.24 (6%) (arbitrary units), and the FWHM is 99.9+2.88
(3%) ns. The corresponding peak-to-valley (p-t-v) ranges are 39 ns, 1.12
arbitrary units (27%), and 16 ns (16%).
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Fig. 51.31

Build-up time jitter (a), peak amplitude and
FWHM fluctuations (b), and Fabry-PRerot data
(¢) for mono-mode laser operation with
intensity feedback control during the pre-lase
phase, but without length stabilization. The
gradual expansion of the optical path length
(presumably caused by heating up of the active
medium) is reflected in all three figures leading
to mode-hopping and involving neighboring
oscillator modes and neighboring intracavity
etalon modes. Mode-hopping is accompanied
by large build-up time jitter and significant
amplitude fluctuations.
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Figure 51.31 demonstrates the clear correlation between mode-hopping and
fluctuations in amplitude, FWHM, and build-up time. For this purpose the
cavity-length feedback circuit is disabled but the pre-lase intensity feedback
control remained active. Figure 51.31 displays the results for 95 shots taken at
a data acquisition rate of 1 shot per min (one out of every 300 actual shots). The
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laser is again Q-switched ~40 us into the pre-lase phase. Under these conditions,
the laser tends to mode-hop roughly every 40 min because of an apparent
constant change in temperature over the whole of the recording time. Close
inspection indicates that around the time of mode-hopping the laser jumps
several times between adjacent laser cavity and intracavity etalon modes before
settling down on another laser-cavity mode. Ignoring for the moment the
correlation between mode-hopping and the Q-switch pulsc parameters, the
fractional rms and peak-to-valley fluctuations [build-up time: 6% (30% p-t-v),
FWHM: 4% (20% p-t-v), and peak amplitude: 9% (34%)] are noticeably larger
for the mono-mode laser without length-feedback control. However, in none of
the shotss there any evidence for the simultaneous presence of twomodes as was
observed in Figs. 51.27 and 51.28 where the feedback control was disabled and
the pre-lase phase was ended at the top of the first relaxation oscillation. Thus,
mono-mode operation by itself does not require active-length control of the
oscillator but it is required for more reproducible Q-switch amplitude and build-
up time performance.

Varying the length of the pre-lase phase before Q-switching beyond the time
at which the relaxation oscillations are almost fully damped (~40 ps) degrades
the build-up time jitter characteristics slightly (~5 ns additional jitter) while
hardly affecting the amplitudes and FWHM of the output pulses or their
standard deviations.

Summary

We have developed a highly reliable, reproducible, externally triggerable,
single-mode, flash-lamp-pumped Nd: YLF laser system with negative, intracavity
intensity feedback. Mono-mode operation can be maintained over periods of
many hours. Adding another feedback control on the cavity length increases the
output stability of the laser-pulse characteristics and forces lasing at a constant
and selectable wavelength, also over periods of hours.
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Section 3
NATIONAL LASER USERS FACILITY
NEWS

NLUF activity during the third quarter of FY92 included experiments conducted
by the University of Florida and the University of Maryland on the OMEGA
target chamber. These experiments will continue throughout the remainder of
OMEGA s shot schedule.

C. Hooper from the University of Florida is working with LLE scientists to
study x-ray spectroscopy from laser-imploded targets. The goal of this experiment
is to use atomic spectroscopy from the core of imploded targets to measure the
temperature and density of the core. Current targets in use are either filled with
pure Ar or with an Ar/D, mixture. Two time-resolved x-ray spectrographs are
used tomeasure the x-ray spectrum during the target implosion. The experimental
data are taken to the University of Florida and analyzed with codes developed to
understand line emission from hot dense matter.

H. Griem and J. Moreno from the University of Maryland are working with
P. Jaanimagi from LLE to measure the time-dependent emission of x rays from
Ne-filled targets. The group at the University of Maryland has developed a
theory of &-shell emission from dense matter. This experiment uses targets with
both Ne and D,/Nefills. A flat-field grating is used as the input to a streak camera
to measure the Ne k-shell emission during the target implosion. The data are
analyzed at both the University of Maryland and LLE.

GDL is now undergoing a refurbishment. This is to continue into the first
quarter of FY93 and it should be ready for target experiments during FY93. The
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current OMEGA target chamber will become the new GDL target chamber and
will be available for single-beam 1054-nm and 351-nm experiments. The system
will come up without a probe beam. This is to be added after the completion of
the OMEGA Upgrade.

Remaining FY92 experiments by Syracuse University, the University of
California at Davis, and the Naval Research Laboratory are being scheduled.
They will get system time during the final OMEGA operating period.
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Section 4
LASER SYSTEM REPORT

4.A

4.B

GDL Facility Report

There were 227 GDL laser shots during the third quarter of FY92. The University
of Hliinois used 62 target shots for a NLUF expcriment; 119 shots were used for
laser-damage testing on laser optics; there were 37 laser-system test shots, and
finally, 9 miscellaneous target shots were taken. The modifications on GDL to
conduct the OMEGA Upgrade prototype tests began on 22 May.

The shot summary for the GDL laser this quarter is as follows:

Laser system 37
Target 190
TOTAL 227

OMEGA Facility Report

The OMEGA system fired 470 shots during the third quarter of FY92, including
shots for laser testing. diagnostics development, implosion experiments, and
NLUF user experiments. We continued some of the power-conditioning
refurbishment activity necessitated by the age of the system. In the first 14 years
of its life, OMEGA has logged more than 24,000 shots.
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Experiments conducted during this quarter included diagnostics-development
shots for a high-speed, framing x-ray camera; a time-framed, x-ray ring aperture
microscope; a neutron streak camera; MEDUSA system calibration; and x-ray
backlighting. Implosion experiments were carried out with surrogate cryogenic
CD shells and on deuterium-filled CH targets. NLUF experiments from the
University of Maryland were also conducted.

The shot summary for the OMEGA laser this quarter is as follows:

Driver line 292
Laser development 82
Target 93
Software test _3
TOTAL 470
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