
LLE Review 
Quarterly Report 

April- June 1990 
Laboratory for Laser Energetics 
College of Engineering and Applied Science 
University of Rochester 
250 East Riwr b d  
Rochester, New York 14623-1299 



Volume 43 

DOE/DP40200-132 

April- June 1990 

Laboratory for Laser Energetics 
College of Engineering and Applied Science 
University of Rochester 
250 East River Road 
Rochester, New York 14623-1299 

LLE Review 
Quarterly Report 

Editor: S. A. Kumpan 
(71 6) 275-7663 



This report was prepared as an account of work conducted by the 
Laboratory for Laser Energetics and sponsored by Empire State Electric 
Energy Research Corporation, New York State Energy Research and 
Development Authority, Ontario Hydro, the University of Rochester, the 
U.S. Department of Energy, and other United States government agencies. 

Neither the above named sponsors, nor any of their employees, makes any 
warranty, expressed or implied, or assumes any legal liability or responsibility 
for the accuracy, completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would not infringe 
privately owned rights. 

Reference herein to any specific commercial product, process, or service 
by trade name, mark, manufacturer, or otherwise, does not necessarily 
constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof or any other sponsor. 

Results reported in the LLE Review should not be taken as necessarily 
final results as they represent active research. The views and opinions of 
authors expressed herein do not necessarily state or reflect those of any of the 
above sponsoring entities. 



IN BRIEF 

This volume of the LLE Review, covering the period April-June 1990, 
contains articles in two main sections, (1) Progress in Laser Fusion and (2) 
Advanced Technology Developments. The first article in Sec. (1) presents 
the theoretical interpretation of the glass-ablator cryogenic-implosion 
experiments recently conducted on OMEGA. It is followed by an article 
describing the analysis of neutron time-of-flight data taken during DT and 
DD experiments; and a discussion of the improvements to laser diagnostics 
that now provide for precise control of the OMEGA laser closes out Sec. 
(1). Section (2) contains a report on the development of transparent 
conductive coatings for KDP crystals, and a discussion of the study of the 
transient-surface Debye-Waller effect in materials irradiated with an ultrafast 
laser. 

The highlights of this issue are 

Simulations of direct-drive, high-gain capsule designs have shown 
that thick, frozen-DT-fuel layers and low-atomic-number ablators are 
requirements for optimal performance. A series of direct-drive laser- 
fusion experiments using DT-filled cryogenically cooled glass-ablator 
capsules has been performed on the OMEGA 24-beam, 35 1 -nm laser 
system. We present our latest understanding of the observed departures 
from predicted one-dimensional performance with respect to both 
neutron yield and pRf . 
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The fuel-ion temperature for DD and DT target implosions can be 
determined from the neutron-energy spectrum obtained with a neutron 
time-of-flight (TOF) detector. A Monte Carlo model method of 
statistical error analysis has been developed to unfold the neutron- 
energy spectrum from the observed signal and extract the fuel-ion 
temperature. 

The current experiments relevant to the demonstration of inertial 
confinement fusion require that the target driver be capable of precise 
control. The OMEGA laser has been through a series of improvements 
allowing the system to be configured for a specific set of target 
experiments. These improved techniques give a well-characterized 
and reproducible illumination pattern to an implosion target. 

Several types of electro-optic devices require electrodes that are both 
optically transparent and electrically conductive. Some devices, such 
as the longitudinal Pockels cell, require application of a transparent 
electrode to a thermally sensitive substrate of potassium dihydrogen 
phosphate (KDP). The applied coating must also have a high laser- 
damage threshold for the infrared (1054 nm). A technique for 
depositing transparent conductors using indium-tin oxide (ITO) with 
ion-assisted deposition (IAD) is described. 

In the study of the interactions of ultrafast lasers with surfaces and the 
subsequent reactions, a key parameter is the time evolution of the 
surface temperature. We demonstrate the utilization of picosecond 
time-resolved reflection high-energy electron diffraction (RHEED) as 
a surface-lattice temperature probe. 
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Dr. Hani Elsayed-Ali, Scientist, assisted by John Herman and Elizabeth Murphy, 
graduate students, prepares to perform an experiment on surface dynamics when the 
sample is subjected to a picosecond laser pulse. The top few atomic layers of a single 
crystal are probed using the technique of picosecond reflection high-energy electron 
refraction (RHEED), which provides a time-resolved surface temperature probe. 



Section 1 
PROGRESS IN LASER FUSION 

l.A Theoretical Interpretation of OMEGA Glass- 
Ablator Cryogenic Implosion Experiments 

Simulations of direct-drive, high-gain capsule designs have shown that 
thick, frozen-DT-fuel layers and low-atomic-number ablators are 
requirements for optimal performance. However, current target-fabrication 
and handling limitations preclude the use of energy-scaled capsules of this 
type in current direct-drive experiments. The only targets now available 
that are capable of providing moderately thick, frozen fuel layers are high- 
pressure (Po 2 100 atm), DT-filled glass microballoons. A series of direct- 
drive laser-fusion experiments using DT-filled cryogenically cooled glass- 
ablator capsules has been performed on the OMEGA 24-beam, 35 1 -nm 
laser ~ ~ s t e m . 1 ~ 2  These experiments, which represent a first attempt at 
studying the hydrodynamic behavior of cryogenic-fuel-layer capsules on 
OMEGA, resulted in the highest directly measured fuel areal densities 
(pRf) achieved to date using the direct-drive approach to inertial confinement 
fusion. However, significant departures from predicted one-dimensional 
(1 -D) performance with respect to both neutron yield and pRfwere o b s e ~ e d .  

In this article we present our latest understanding of the observed 
discrepancies. In the first section we briefly review the experimental 
conditions, experimental results, and the simulation methodology used in 
modeling these experiments. In the remaining sections we discuss possible 
causes for the departures from 1-D performance. We show that, based on 
our latest understanding, there is a potential for a classically Rayleigh- 
~ a ~ l o r 3 - ~  unstable interface to develop within the DT-fuel layer during the 
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acceleration phase of the implosion, which we believe is the principal cause 
for the discrepancies between experiment and simulation. 

Experiments and Results 
Glass microballoons containing approximately equimolar mixtures of D 

and T at densities corresponding to 75- and 100-atm, room-temperature fill 
pressures were used in these experiments. (In this article we will restrict our 
discussion to the 100-atm fill implosion results only.) The target inner 
diameters were -250 ym and the glass-ablator thicknesses varied between 
3 and 10 ym. The targets were supported (using no glue) by four or five 
spider silks approximately 0.5 ym in diameter drawn across a copper U- 
shaped mount. The width and thickness of the copper mounts were 
constrained by the requirements that the mount fit in the liquid-He-cooled 
shroud and that it not obscure any OMEGA laser beams.l To provide 
additional mechanical stability, the mount assembly, including the target, 
was coated with 0.2 ym of parylene. A detailed description of the cryogenic- 
target cooling and positioning system used in these experiments is given in 
Ref. 1. 

The capsules were irradiated with up to 1500 J of 35 1 -nm laser light. The 
pulse shapes were approximately Gaussian with full-width-half-maxima 
(FWHM) in the 600-ps to 650-ps range. The cryogenic implosion 
experimentspresented in this article were conducted using two (theoretically 
calculated) different on-target illumination conditions. The first series 
incorporated the use of adistributedphase plate6 (DPP) in each beam of the 
OMEGA laser system before the final focus lens. The second series, 
performed six months later, involved the initial implementation of a new 
method to improve on-target illumination uniformity compatible with 
frequency-tripled glass laser systems [smoothing by spectral dispersion 
(ssD)].~ The predicted levels of illumination nonuniformity for these two 
series of experiments are shown in Fig. 43.1. 

Numerical simulaticns of the cryogenic implosion experiments were 
performed using the one- and two-dimensional hydrodynamic codes LILAC 
and ORCHID. Both codes contain Lagrangian hydrodynamics, a tabular 
equation of state  SESAME),^ thermonuclear bum, multigroup fusion 
reaction particle transport, and multifrequency radiation transport. The 
opacities used in the multifrequency radiation transport are obtained by 
reducing the Los Alamos National Laboratory 2000-frequency-group, 
local thermodynamic equilibrium libray9 to a desired group structure. 
Laser energy deposition is modeled using a geometric opticlo ray-trace 
algorithm with energy deposited by inverse bremsstrahlung along each ray 
path. Flux limitation1 l of the Spitzer-Harm electron thermal transport is 
incorporated as a "sharp cutoff." 

Simulations of the actual implosion experiments were performed using 
the measured values of capsule dimensions, room-temperature fill pressures, 
incident laser energy, and laser pulse width. Measurements of the cryogenic- 
fuel-layer thickness, temperature, and residual vapor gas density were not 
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obtained during these experiments. However, the temperature of the 
cooling shroud was measured and was typically in the range between 6°K 
and 8°K. By assuming that the capsule and the shroud were near thermal 
equilibrium (turbulent gaseous helium providing the path for heat 
conduction), the capsule frozen-fuel-layer conditions could be inferred. 
(For the simulations presented in this article, an initial DT-solid-fuel 
density of 0.26 g/cm3 was used. 12) 

Spherical harmonic mode (I)  Spherical harmonic mode (I ) 

Narrow-band phase Broad-band phase 
conversion (DPP's) conversion (SSD) 

Fig. 43.1 
Equivalent-target-plane distribution measured on one OMEGA beamline: (a) without DPP's, (b) with 
DPP's, (c) with SSD. The corresponding spherical-harmonic decompositions of overall uniformity on 
target, assuming 1% thermal smoothing, are shown underneath. Note the different scale on the bottom- 
left figure. 

The density of the residual vapor gas at temperatures I 8 " K  is extremely 
small l 2  and was therefore neglected in the simulations presented here. 
However, this raises questions regarding the numerical treatment of the 
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void closure during the simulation and its potential influence on the 
predicted neutron production and capsule compression. One-dimensional 
simulations conducted for this study have shown that for a vast majority of 
the implosions modeled, the ion mean free path associated with the heating 
of the central fuel region at the time of void closure is short when compared 
to the size of the first fuel zone. Therefore, for the numerical results 
presented here, the kinetic energy associated with the inner fuel zone 
boundary is deposited into the ions of the first fuel zone at the time of void 
closure. To examine the sensitivity of this choice, 1 -D calculations were 
conducted in which the kinetic energy of the inner fuel boundary was 
distributed over a number of inner fuel zones. These calculations showed 
a small yield reduction (less than a factor of 2) and a slight increase in the 
final neutron-weighted fuel and shell areal density when compared to the 
same cases in which the first zone dump of the kinetic energy was used. 
Simulations were also performed in which the residual vapor was modeled 
thereby avoiding the issues associated with void closure. Results from these 
calculations showed a small neutron-yield increase (approximately a factor 
of 2) and a slight decrease in the neutron-weighted areal densities when 
compared to the first zone kinetic-energy dump cases. Since the numerical 
simulations presented in the remaining sections were carried out in a similar 
manner we do not expect the issues associated with void closure to affect 
the interpretation of the trends in the experimental data; however, it could 
affect absolute comparisons for a particular simulation/shot. 

The measured fuel areal density (neutron averaged) versus calculated 
convergence ratio and initial ablator thickness is shown in Figs. 43.2(a) and 
43.2(b) respectively. The measured fuel-areal-density values were obtained 
using the "knock-on" diagnostic. 13-15 This diagnostic measures the number 
of deuterons and tritons in the compressed fuel elastically scattered by the 
14.1-MeV neutrons emitted from the DT fusion reactions. The number of 
scattered "knock-on" ions is directly proportional to the fuel areal density. 
The possible presence of fuel-ablator mixing during neutron emission, 
while affecting the overall implosion dynamics, has little effect on the 
interpretation of the fuel areal density since only the elastically scattered 
fuel deuterons and tritons are measured. However, the areal-density value 
obtained does depend on the spatial extent of the neutron emission, which 
can be influenced by the presence of mixing during the stagnation phase of 
the implosion. [For example, for the same uniform (radial) fuel-density 
profile, a case in which the neutron emission was uniform throughout the 
fuel region would result in an inferred fuel areal density 413 higher than a 
case in which the neutron emission was from a central point source. In the 
cases presented here we have assumed that the neutron emission was from 
a central point source when determining pRf.1 The normalized fuel pRf 
(measured pRf 11-D neutron-averaged fuel pR) versus calculated 
convergence ratio and initial ablator thickness is displayed in Fig. 43.3(a) 
and 43.3(b). The calculated convergence ratio is defined as the initial fuel- 
ablator interface radius divided by the minimum radius of this interface 
during the implosion. 



PROGRESS IN LASER FUSION 

100 
0 5 10 15 20 25 30 2 3 4 5 6 7 8 9  

Calculated convergence ratio Initial ablator thickness (pm) 
TC2785 

- I I I I I J 

= (a) - - 
- 

- - 
- DPP's - only series - 

8 SSD series 

- I ;:I:%- I I I 

Fig. 43.2 
Fuel areal density versus (a) calculated convergence ratio and (b) initial ablator thickness. 
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Fig. 43.3 
Normalized fuel areal density versus (a) calculated convergence ratio and (b) initial ablator thickness. 
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Figure 43.3 shows that, for those data points with reasonable statistical 
uncertainty, the measured fuel areal density ranges between a factor of 2 to 
50 below code predictions. The observed neutron yield obtained for these 
implosions ranged between 10-3 and 10-4 of the simulated I-D neutron 
yield. In the following sections we attempt to identify the possible causes 
for these departures. The discussion will be divided as follows: 
(1) experimental and simulation agreement with measured acceleration- 
phase implosion characteristics; (2) effects of long-wavelength 
perturbations; (3) Rayleigh-Taylor unstable growth during the deceleration 
phase of the implosion; and (4) effects of Rayleigh-Taylor unstable growth 
during the acceleration phase of the implosion. 

Acceleration Phase Comparisons 1 
The first area of agreement is between experiments and simulations of 

the (large-scale) dynamics of a glass-ablator capsule during the acceleration 
phase of the implosion. A series of experiments was conducted to determine 
a value for the electron thermal-conduction flux limiter.13 The experiments 
examined the absorbed laser energy and the fraction of x rays emitted using I 
solid glass targets. The absorbed laser energy was measured with a set of 
15 plasma calorimeters symmetrically arranged about the target chamber; 
the energy re-emitted as x rays was determined by a single differential 
x-ray calorimeter. The flux limiter was adjusted in the simulations until 1 
good agreement between the predicted and observed values for the absorbed 
laser energy was obtained over the incident laser intensity range of 
-1013-1015 W/cm2. The flux-limiter value giving the best agreement was 
fe = 0.06. Using this value, the x-ray conversion data also showed good 
agreement over this same intensity range. The same value of fe, when used 
to model imploding glass-ablator capsules, was found to give agreement 
betweenmeasurements and simulation for the absorbed-laser-energy fraction 
and x-ray-conversion efficiencies to within f 5% over the same intensity 
range. 

To further check our ability to simulate the coarse features of the 
hydrodynamic behavior during the acceleration phase, comparisons were 
made of the measured and predicted implosion time histories of glass- 
ablator capsules. These comparisons were carried out using a number of 
x-ray diagnostics. Figure 43.4 displays the implosion history of a 25-atm, 
D2-filled, -5-pm-thick glass-ablator capsule obtained using x-ray streak 
photography. To highlight the image structure, which is dominated by 
emission at the time of stagnation, two color cycles have been used on a 
nonlinear intensity scale. The solid lines, superimposed on the experimental 
image, show the LILAC prediction for the maximum-emission radius as a 
function of time. (Near the time of maximum compression, emission from 
the fuel core causes the calculated trajectory to jump to the axis.) Since the 
absolute timing was unknown on this shot, the relative timing between the 
experimental data and 1-D prediction has been adjusted to give the best fit. 
Up to the point of maximum compression, very good agreement exists 
between the experimental and predicted trajectories. However, after peak 
compression, departures can be noticed. The core is displaced (positive 
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Fig. 43.4 
Implosion history of a 25-atm, D2-gas-filled capsule recorded by an x-ray-imaging streak camera. The 
trajectory of maximum x-ray emission calculated using LILAC is superposed (solid line). 

radius direction in Fig. 43.4) and the upper disassembly trajectory (r > 0, 
Fig. 43.4) is in better agreement with the simulation than for the lower 
trajectory. Additional comparisons between simulations and experiments 
were made using the results obtained from an x-ray-framing camera. 
The framing camera consisted of a pinhole camera assembly with an array 
of pinholes illuminating a gated microchannel plate. For the results shown 
here, the framing time was .-150-ps FWHM and the time between frames 
was -250 ps. Figure 43.5 illustrates the agreement observed on cryogenic 
implosions for capsules of three different ablator thicknesses. Since no 
timing fiducial existed on the framing camera, the location of the first frame 
was selected to give the best agreement between experiment and simulation. 
Because the frame separation time is known, the placement of the remaining 
three frames is set by the location of the first. Figure 43.5 shows good 
agreement during the acceleration phase between simulation and experiment 
for the three ablator thicknesses. 
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Fig. 43.5 
Radius of peak x-ray emission versus time determined from framed x-ray images for three cryogenic 
capsules having (a) 3-pm, (b) 5-pm, and (c) 6-pm initial ablator thickness. LILAC predictions of the 
same implosions are shown as solid lines. Times are with respect to the peak of the laser pulse. 

The comparisons of absorbed laser energy, x-ray energy conversion, and 
implosion time history (using f, = 0.06) show that our numerical simulations 
are able to predict the coarse features of the dynamic of imploding glass- 
ablator capsules during the acceleration phase. This implies that no large 
discrepancies exist between simulation and experiments on the energy 
amount available in the shell to compress and heat the fuel during the final 
stages of the implosion. 

Having found agreement between the experiments and code predictions 
dur~ng the acceleration phase of the implosion, we now address issues that 
could result in the observed departures of the neutron yield and fuel areal 
density from I-D predictions. These possible causes for departure cannot 
be quantitatively measured, except for their influence on the final core 
conditions, using diagnostics currently available on the OMEGA system. 

Long-Wavelength Perturbations 
The presence of long-wavelength perturbations during the capsule 

implosion represents apossible source of disagreement between experiment 
and calculations. These long-wavelength perturbations were predominantly 
from variations in the frozen-fuel-layer thickness and laser power imbalance 
between the individual laser beams. Three sources of power imbalance 
have been identified for the OMEGA laser system.19 The first arises from 
the state of polarization in each beam as it enters its third-harmonic 
conversion crystal, the second involves energy balance. The third source 
depends on the flux levels in each of the OMEGA laser amplifiers. Each of 
the sources modifies the shape of the laser pulse, resulting in the potential 
for long-wavelength (C<4) modes of on-target illumination nonuniformity 
whose amplitude as well as modal content can change in time. Simulations 
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of experiments conducted only with DPP's showed that power imbalances, 
of the types discussed above, may have resulted in on-target illumination 
nonuniformities of -40% peak-to-valley, in modes 1 I C 5 4, during the 
early portion of the implosion. (Between the DPP and SSD series of 
cryogenic implosion experiments the first two sources of power imbalance 
were improved on OMEGA. Work is still underway on the third source at 
this time.) Two-dimensional (2-D) ORCHID simulations have shown that 
these levels of long-wavelengthillumination nonuniformity would dominate 
the possible effects of the measured, C I 2, fuel-layer-thickness variations. 
To examine a "worst-case" situation, a 2-D simulation was carried out for 
which the level of illumination nonuniformity in modes 1 I f 5 4 was held 
fixed at 45% peak-to-valley over the duration of the laser pulse. Figure 43.6 
displays the predicted fuel density of the imploded core at the time at which 
the simulated yield equals the measured yield for pellets of similar initial 
ablator thickness (-5 pm). Note that although only long-wavelengthmodes 
were initially applied, their nonlinear interactions during the final implosion 
stages have resulted in the generation of shorter-wavelength distortions in 
the fuel region. (When the same modes were applied with apeak-to-valley 
variation of only lo%, the strong mode-mode interactions were not observed; 
aLegendre decomposition of the fuel pR showed that the dominant distortions 
remained.) 

30 
2.50 

(a) '--7-_r 
Time = 1.24 ns 

24 Density (g/  cm3) 
n 
Y 2.00 - - 
. - c 
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E a 
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Fig. 43.6 
Two-dimensional (ORCHID) hydrodynamic simulation of a 5-pm-glass-ablator cryogenic implosion 
subjected to long-wavelength illumination nonuniformities. 
(a) Illumination-nonunifomity pattern placed on target (solid line), modes 1 I P I 4, peak-to-valley 

of -45%. 
(b) Density contours (g/cm3) at the time when the simulation yieldequaled the level of experimentally 

observed yield for similar-ablator-thickness capsules. 
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The 2-D simulations show that the predicted overall effect on cryogenic 
capsule performance of long-wavelength nonuniformities is a reduction of 
neutron yield by a factor of 2 to 10 for peak-to-valley variations in the 10%- 
to-45% range in modes 1 1 e 1 4 .  This yield reduction is due to a lower 
efficiency of kinetic-to-internal energy conversion during the stagnation 
phase of the implosion. The neutron-weighted fuel areal density, while 
aspherical, is not appreciably changed from simulations carried out assuming 
perfect illumination uniformity. Depending on the modal content of the 
perturbation, the neutron-weighted pRf could be reduced due to an increased 
final fuel volume from the uniform case. However, in some cases, the pRf 
could also increase due to both cooler core conditions and a temporal shift 
of the neutron production such that the pRf is weighted toward a time when 
high fuel densities are present. (If all of the 45% peak-to-valley were placed 
in a pure t = 2, the effect on capsule performance would have been more 
substantial, especially with respect to the fuel areal density. However, 
numerical simulations of the potential power imbalance present on the 
OMEGA system during the DPP-only series show that the concentration of 
amajority of the resulting illumination nonuniformity in an t = 2 mode was 
highly unlikely.) 

Rayleigh-Taylor Unstable Growth 
The simulations in the previous section do not take into account the 

potential effects of fuel-ablator mixing during the deceleration (stagnation) 
phase of the implosion. Two possible sources could result in mixing of fuel 
and ablator material. For long-wavelength cases (see Fig. 43.6), mixing 
could occur due to shear and/or vortex-like flows that develop near the fuel- 
ablator interface. A second source of mixing could be driven by the 
development of ~ a ~ l e i ~ h - ~ a ~ l o r ~ 7 1 ~ 8  unstable flow and convergence 
effects during the deceleration stage of the implosion. 

For long-wavelength modes, ORCHID simulations show that while shear 
and vorticity-generated vortex flows would result in mixing of ablator and 
fuel material, the time and spatial scale of this mixing would not fully 
explain the experiments. The ORCHID simulations show that over -90% 
of the neutron yield should be obtained before strong shear and vortex flows 
develop to any large extent. Therefore, since the simulation in Fig. 43.6 
represents a "worst" case, we do not believe that long-wavelength 
perturbations explain the differences between experiment and simulation. 

The potential effects of short-wavelength Rayleigh-Taylor instabilities 
during the deceleration phase of the implosion have been examined. One- 
and two-dimensional simulations have shown that there are two regions 
where Rayleigh-Taylor unstable flow should develop. The first region is a 
DT-DT "interface" between the hotter inner fuel and the surrounding 
colder fuel; the second is the fuel-ablator interface. ORCHID simulations 
of single modes (run in the small-amplitude, linear regime) show that both 
of these regions have essentially "classical" Rayleigh-Taylor growth rates, 
which can be approximated by the expression20 
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whereA(t) is the Atwood number, k is the unstable wave number, g(t) is the 
acceleration, and L(t) is a density scale length. The potential growth of all 
unstable modes and the subsequent mixing at the DT-DT unstable region, 
while possibly resulting in a neutron-yield reduction due to lower kinetic 
energy to thermal energy conversion, would not explain the observed 
reductions in fuel areal density and might, in some situations, result in 
higher pRf due to the cooling of the hotter DT region. 

Mixing of fuel and ablator material due to unstable growth at the ablator- 
fuel interface has been examined using a simplified model. This model 
shows that while mixing of fuel and ablator material could potentially take 
place, the time and spatial scales are again insufficient to explain the 
departures in capsule performance. This can be seen by an analysis of the 
"free fall" trajectory of shell material into the fuel. The maximum penetration 
rate of ablator material into the fuel during the stagnation phase of the 
implosion is given by the glass-shell velocity at the fuel-glass interface at 
the time the shell begins to decelerate (assuming that no external forces act 
on the ablator material). Assuming the neutron production in a given zone 
is stopped as the free fall trajectory passes through that fuel zone, one can 
estimate the yield reduction that might take place due to mixing. 
Figures 43.7(a) and 43.7(b) show the results of this calculation for a 3-pm 
and a 6-pm ablator thickness. For these cases, essentially all of the yield 
occurs before mixing can quench it. 

I I 
6-pm ablator - 

Time (ns) Time (ns) 
TC2787 

Fig. 43.7 
Radial location of the inner fuel edge, fuel-ablator interface, "free-fall" trajectory, and neutron yield 
(right-hand axis) versus time for a (a) 3-pm-glass-ablator and (b) 6-pm-glass-ablator cryogenic capsule 
implosion. 



LLE REVIEW, Volume 43 

the electron thermal-conduction-driven ablation surface can be approximated 
as 

The effect of Rayleigh-Taylor unstable growth during the acceleration 
phase of the implosion was the last area to be examined. One- and two- , 
dimensional simulations have shown a number of potential Rayleigh- 

I 

Taylor unstable regions present during the acceleration phase of the glass- ( 

where V,(t) is the ablation velocity and pis  aconstant that can range between 
1 and 3 depending on the definitions used forA(t), L(t), and V,(t). ORCHID 
simulations show that the DT unstable interface is essentially "classical" 
modified by a small density-scale-length [L(t)] term [Eq. (I)]. When the 
ablator thickness becomes greater than -4.5 pm, the simulations show that 
the situation, in terms of unstable interfaces, becomes more complicated. 
An additional unstable region evolves in the ablator associated with a 
radiation wave propagating into it. This feature is illustrated in Fig. 43.9 for 
an initially 5-pm-thick ablator. Two-dimensional simulations show that the 
unstable growth rates of this surface are greater than those of the electron 
thermal-conduction ablation surface but lower than the DT unstable region. 

ablator cryogenic capsules. Figure 43.8 displays the pressure and density 
profiles at various times for an implosion using a 3-pm-thick ablator. Figure 
43.8 shows that there are two unstable regions present during the acceleration 
phase. The first is located at the electron thermal-conduction-driven ablation 
surface, while the second is located within the DT fuel itself. (The unstable 
region in the DT is caused by the large differences in equation of state and 
opacities for DT and glass.) Two-dimensional ORCHID simulations of single- 
wavelength perturbations, calculated well within the small-amplitude, 
linear-growth region have shown that the Rayleigh-Taylor growth rates at 

A modal analysis stability model similar to the one presented in Ref. 21 3 

b 

t 

was used to examine the potential effects of all these unstable regions on 
pellet performance. ORCHID was run in the small amplitude linear region 
to determine the growth-rate spectrum for all the unstable regions for a 
given pellet implosion. These growth rates were then incorporated into the 
stability model to determine the potential amount of mix that could occur 
during the acceleration phase. The results show that the development of the 
DT unstable region plays the dominant role in these implosions. For 
capsules with initial ablator thickness 24.5 pm, the unstable region associated 
with the radiation wave is also important. However, for all ablator thicknesses 
considered, the model indicates that the growth at the DT unstable interface 
alone could result in substantial mixing of the DT fuel with ablator material 
during the acceleration phase. 

Currently the multidimensional programs used for ICF implosion 
simulations are incapable of modeling all of the unstable modes of interest 
during an implosion. However, to at least determine if this unstable 
behavior could be the potential source for mixing during the acceleration 
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Fig. 43.8 
Pressure and density profiles versus radius at various times for a 3-pm-glass-ablator 
cryogenic capsule implosion. 

phase, a two-dimensional ORCHID simulation was conducted that 
considered the modes 2 1 1 1 2 0  with a total illumination nonuniformity of 
-15% peak-to-valley. Assuming DPP illumination only, this represents the 
illumination-nonuniformity level predicted (in these modes). Figure 43.10 
displays the density conditions of the pellet at the time when the experimental 
and simulation yield are equal. The large distortions present at an average 
radius of 9 pm are due to the development of the DT unstable region during 
the acceleration phase. The seeds for this growth were transmitted from 
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Fig. 43.9 
Pressure anddensity profiles versus radius at various times for a 5-pm-glass-ablator 
cryogenic capsule implosion. 

nonuniformities at the ablation surface during the implosion. The simulation 
shows that this surface has undergone a large amount of distortion and has 
resulted in mixing of fuel and ablator material before deceleration. Due to 
the limited number of modes considered, the mixing in this simulation is 
confined to the outer region of the fuel, and the calculated yield reduction 
is small, approximately a factor of 10 below the uniform illumination 
simulation. 



PROGRESS IN LASER FUSION 
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Fig. 43.10 
Two-dimensional (ORCHID) hydrodynamic simulation of a 5-pm-glass-ablator cryogenic implosion 
subjected to illumination nonuniformities in modes 2  5 e 1 2 0 .  
(a) Illumination-nonuniformity pattern placed on target (solid lines) modes 2  I e 1 2 0  with a total 

peak-to-valley of -15%. 
(b) Density contours (g/cm3) at the time when the simulation yield equaled the level of experimental 

observed yield for similar-ablator-thickness capsules. 

The modal analysis modeling, incorporating modes l 5 500, indicates 
that the DT layer could be mixed with the ablator material and very early 
in the implosion. Because the mixing is predicted to take place early in the 
implosion, several 1 -D pre- mixed simulations were conducted to examine 
the potential consequences of this mixing on pellet performance. The 
premixed simulations assume that initially a certain fraction of the inner 
glass-ablator material is uniformly distributed into the DT fuel. 

Figure 43.11 shows the measured neutron yields and the 1-D results of 
the premixed simulations for several SO2-to-DT mix ratios. The results for 
the measured and calculated neutron-weighted fuel areal density are shown 
in Fig. 43.12. The yield results (see Fig. 43.1 1) show that the mixing of 
ablator material with the DT during the acceleration phase of the implosion 
has a large influence on the neutron yield. These simulations do not take 
into account energy associated with mixing during the stagnation phase and 
neglect the effects of the other sources of potential departure from one- 
dimensional behavior discussed previously. For example, 2-D simulations 
of the effects of long-wavelength modes on the premixed implosions show 
additional yield reductions of 2 to 10, depending on the illumination- 
nonuniformity level. Therefore, combining the dominant effect of 
acceleration mixing of DT and ablator with long-wavelength-modes effects, 
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Fig. 43.11 
Observed yields and one-dimensional hydrodynamic simulation yields assuming 
a number of DT-to-SiO2 fuel (premixed) mix ratios versus initial ablator thickness. 

results in yields consistent with those observed in the experiments. Figure 
43.12 shows that the predicted fuel areal densities from the premixed 
simulations bracket the values of pRfobserved experimentally. 

Of course, these mix estimates are ad hoc. Currently it is impossible to 
define a unique level of mixing that must have taken place during these 
implosions. A detailed knowledge of the contributions of long-wavelength 
modes and the source and levels of perturbations at the unstable regions 
would be required for such a calculation. We have assumed that the 
perturbations at the fuel-ablator interface region were the result of feed- 
through of drive nonuniformities from the ablation surface. However, the 
inside-surface finish of the glass targets and potential early nonuniform 
"freeze out" of high-Z contaminants in the DT fuel could also act as initial 
perturbations at the DT-ablator interface. These sources of initial 
perturbations can vary from capsule to capsule. However, assuming mixing 
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Fig. 43.12 
Measured fuel areal densities and one-dimensional predicted fuel areal densities 
assuming a number of DT-to-Si02 fuel (pre-mixed) mix ratios versus initial ablator 
thickness. 

ratios higher than about 50% DT:50% Si02 does not appear plausable 
because the predicted fuel areal density would be much lower than that 
observed experimentally (see Fig. 43.12). 

This study has identified that the classically unstable interface within the 
DT, and subsequent mixing with ablator material during the acceleration 
phase, could be the dominant contributor to the observed departures 
between glass-ablator cryogenic-implosion experimental results and 
simulation predictions. (Unstable flow development in the ablator becomes 
increasingly important as the initial ablator thickness increases.) The 
classical Rayleigh-Taylor growth rates, in conjunction with the thinness 
(15 pm) of the cryogenic fuel layer during the acceleration phase, place 
severe constraints on required levels of illumination uniformity and the 
finish of the fuel-glass interface. 
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Proposed high-gain direct-drive capsule designs have been planned to 
eliminate the occurrence of a classical growth Rayleigh-Taylor unstable 
region in the fuel layer near the ablator-fuel interface by using low-atomic- 
number ablators and pulse shaping. Experiments planned for OMEGA will 
begin to address the hydrodynamic behavior of capsules more closely 
related to the proposed high-gain designs. This study will be carried out in 
three broad stages. The first stage will examine the hydrodynamic behavior 
during the acceleration phase of low-atomic-number ablator capsules. The 
second stage will use noncryogenic "surrogate" cryogenic capsules to 
examine the dynamics of a hydrodynamically equivalent, surrogate 
cryogenic capsule implosion. Finally, upon successful completion of the 
first two stages, cryogenic-capsule implosions using low-atomic-number 
ablators will be conducted. This phase in the experiments will require 
advances in target-fabrication techniques since the initial fuel-layer thickness 
will be of the order of 20 to 30 pm. 
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1.B Analysis of Neutron Time-of-Flight Data 

The fuel-ion temperature can be determined from the neutron-energy 
spectrum obtained with aneutron time-of-flight (TOF) detector. For present 
target conditions, the energy spectra of neutrons produced in deuteriurn- 
tritium (DT) and pure deuterium (DD) fuel implosions are unaltered by the 
outer target layers and, therefore, contain valuable information about the 
temperature of the reactants in the core region. LLE has successfully 
deployed several  neutron^^^ ~ ~ e c t r o m e t e r s . 2 ~  method has been developed 
to unfold the neutron-energy spectrum from the observed signal and extract 
the fuel-ion temperature. This method is verified by modeling the TOF 
detector and the fuel with Monte Carlo techniques. The Monte Carlornodel 
provides a method of statistical error analysis that yields information on the 
number of detected events required to extract a useful fuel-ion temperature 
from ICF neutron TOF data. 
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Method of Analysis 
During an ICF implosion, fuel ions acquire a thermal energy distribution, 

which causes the neutron energy spectra to be Doppler broadened. The 
relationship between the fuel-ion temperature and the broadening of the 
neutron energy spectrum was derived by ~ r y s k , 3  using the following 
assumptions: the ion thermal velocity distribution is Maxwellian; there is 
negligible nonthermal ion motion; and the fusion cross section has a form 
predicted by semiclassical Gamow the01-y.~ These derivations showed that 
the neutron energy spectrum is Gaussian with the full-width at half- 
maximum (FWHM), AE, proportional to the square root of the ion 
temperature ti: 

for DT fuel and DD fuel, respectively. 

The detected signal consists of a convolution of the detector-response 
function, theneutron temporal-emission history, and the thermally broadened 
neutron spectrum. In our present target experiments, the neutron-emission 
pulse width is of the order of -150 ps, which is significantly less than the 
instrument's 600- to 800-ps response time. 

Analysis of the observed neutron TOF signal thus amounts to 
deconvolution of the detector-response function from the thermally 
broadened neutron-energy spectrum. Since applying deconvolution to a 
noisy signal can be numerically troublesome, we have developed a 
convolution-fitting program, CONGAUSS, which uses an averaged, 
measured, detector-response function and a neutron spectrum determined 
from a fuel model, to unfold the TOFspectrum. We currently model the fuel 
with a Gaussian neutron-energy spectrum based on Brysk's results. 

For a range of temperatures, the model Gaussian neutron-energy spectra 
are convolved with the detector-response function to create a table containing 
the ion temperature represented by the Gaussian and the FWHM of the 
corresponding convolved function. A search is made through this table, 
looking for the convolved function that has the minimum d2) with the 
observed data. The appropriate fuel-ion temperature is then extracted from 
the table. 

Results of Analysis: Experimental 
Two neutron TOF detectors are used for ICF experiments on OMEGA, 

one at 10 m for DT targets and the other at 1.8 m for DD targets. The 
detectors consist of a 1%-quenched Bicron BC-422 scintillator, 3.81 cm in 
diameter and 2.54 cm thick, optically coupled to ITT F4 129f microchannel- 
plate photomultiplier tubes. These detectors have calculated neutron- 
detection efficiencies of about 6%. The electronic signal from the 
photomultiplier is recorded on a Textronix 7104 oscilloscope equipped 
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with a 7A29 plug-in, which provides 1-GHz bandwidth. The oscillograph 
from this recording system is digitized using an inexpensive hand scanner 
and personal computer. 

Figure 43.13 shows the averaged detector response to random cosmic 
rays for the 10-m neutron TOF detector. This signal represents an average 
over ten detected events. The response function has a FWHM of 0.8 ns and 
contains an electronic artifact in the pulse tail. 

Figure 43.14 shows data from a DT target and the convolved function 
from which the energy spectrum FWHM was derived. On this experiment, 
approximately 400 events were detected in the 10-m TOF detector. The 
analysis, using CONGAUSS, yielded a fuel-ion temperature of 2.3 keV. 
The pulse height of the convolved function has been normalized to that of 
the data to do the X'(2) calculation. 

Results of Analysis: Monte-Carlo Modeling 
To check the accuracy of our data reduction and to model the fundamental 

physics of the neutron-detection process, a Monte Carlo simulation was 
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Fig. 43.13 
Averaged detector-response function of the neutron tirne-of-flight detector located 
10 m from the target. 
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Fig. 43.14 
Comparison of neutron TOF data and the convolution of the detector-response 
function and time-converted Gaussian energy spectrum from which an ion 
temperature of 2.3k0.8 keV is extracted. A X ( ~ ) O ~  0.054 was calculated for this fit. 
This was shot number 16176 for which there were 400 detector hits. 

performed. The model for this simulation uses the measured, single- 
neutron electronic response of the detector to simulate the shape of each 
neutron event and theoretical probability functions to simulate the pulse 
height of the detector and neutron times-of-arrival. Neutrons interact by 
colliding with protons in the plastic (hydrogenous) scintillator. The proton 
recoil produces a light flash, which is detected by a photomultiplier. The 
model for the observed pulse-height distribution uses two assumptions: 
a uniform proton-recoil spectrum and a light output L from the proton- 
detection process with the following functional form5: 

where E is the proton-recoil energy. The cumulative probability distribution 
for the pulse height H' is 

P(H' ) = H' 2/3/H'max2/3 , 

where H' ,,, is the pulse height at maximum recoil energy. Note that the 
pulse heights will vary from 0 to H',,,, which is typically around 0.1 V. 
These pulse-height variations cause uncertainty in the number of detected 
events. To simulate the time of arrival of each neutron we used a Gaussian 
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energy distribution. However, the program is not restricted to this fuel 
model, thus allowing more complex fuel conditions to be modeled at a later 
time. 

The input parameters to the simulation are the ion temperature and the 
number of detected events. The shape of each detected event is represented 
by the detector-response function, while the pulse height and time of arrival 
are obtained from respective cumulative probability distributions. The 
time- and height-adjusted response functions are then summed to obtain the 
resulting (current-mode) time-of-flight spectrum. Figure 43.15 shows a 
comparison of the neutron TOF data analyzed earlier and a Monte Carlo 
simulation with the same parameters. The simulation is in good agreement 
with the data. The Monte Carlo simulation routine was tested by extracting 
the ion temperature of the simulated detector signal using the reduction 
program CONGAUSS. The result is shown in Fig. 43.16. For a model input 
temperature of 2.3 keV, CONGAUSS extracts an ion temperature of 
2.5 keV, which is within the statistical error of the simulation. Repeating 
the simulation several times with an ion temperature of 2.3 keV and 400 
detected events, we consistently see uniformly shaped simulated pulses 
from which we can extract reasonable ion temperatures. However, when 
the number of detected events is significantly less, the simulations show 
wildly varying pulse shapes from which a fuel-ion temperature cannot be 

Fig. 43.15 extracted without large errors. This suggests that there is a minimum Monte Carlo simulation of TOF data with a 
2,3-keV ion temperature and 400 detected number of detected events required to create a TOF spectrum that will yield 

events. The data simulated is from shot a credible ion temperature. To investigate this point further, we have done 
number 16176; $') of the fit is 0.061. a statistical error analysis using the Monte Carlo program. 
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Fig. 43.16 
Comparison of Monte Carlo simulation with the convolved function from 
CONGAUSS. The simulation temperature is 2.3 keV and the ion temperature 
extracted from CONGAUSS is 2.5f 1.0 keV. 400 detected events were used in the 
simulation; the comparison gives a ~ 2 )  of 0.025. 

For a given ion temperature the simulation was executed 200 times using 
various numbers of detected events at a single ion temperature. Each 
simulated pulse was used as input to CONGAUSS, which extracted the ion 
temperature of the TOF spectrum. In Fig. 43.17 the fractional error in the 
ion-temperature measurements generated from the Monte Carlo routine is 
compared with the theoretical, 

fractional error.6 The difference between the curves reflects the error 
incurred by not knowing the exact number of detected events. As expected, 
the fractional error in ion temperature declines with increasing numbers of 
detected events. However, the absolute error, and thus the fractional error, 
depends on the ion temperature as well. As the ion temperature increases 
for a fixed number of detected events, the spectral energy-density profile 
becomes broader, thereby creating a larger error. To obtain equal fractional 
errors for different ion temperatures, a larger number of detected events is 
thus required for the higher-ion-temperature implosion than the lower-ion- 
temperature implosion. 
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Fig. 43.17 
Plot of fractional error in the fuel ion temperature versus the number of detected 
neutrons for theoretical statistics and the Monte Carlo calculations using an ion 
temperature of 2.3 1 keV. 

In our present 1- to 3-keV temperature regime, systematic measurement 
errors are about 35%. From Fig. 43.17 our error analysis shows a similar 
error for about 250 detected events. Thus, we require significantly more 
than 250 detected events to extract a meaningful fuel-ion temperature 
corresponding to neutron yields > 4 x 109 for DT targets on the 10-m TOF 
detector. 

Conclusion 
We have developed a method to extract the fuel-ion temperature from 

ICFneutron time-of-flight data. A useful temperature can be extractedfrom 
the data only if a statistically significant number of neutrons are detected. 
In our present temperature regime, using a single, current-mode detector, 
accurate measurements of fusion neutron spectra can only be obtained on 
experiments producing greater than 250 detected events. 
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l .C Precise Control of the OMEGA Laser 

The current experiments relevant to the demonstration of inertial confinement 
fusion require that the target driver becapable of precise control. To control 
thedriver, diagnostics are needed to measure its performance. The OMEGA 
laser has been through a series of improvements allowing the system to be 
configured for a specific series of target experiments. These techniques 
give a well-characterized and reproducible illumination pattern to an 
implosion target. 

OMEGA Energy Balance 
The beam-splitting control system on the OMEGA laser has been 

improved1 allowing the energy in each of the 24 beams to be balanced with 
a root-mean-square error of 1%-2%. The primary components of the 
balance control are computer-controlled wave plates whose rotation is 
determined by the output of 24 silicon PIN diodes. A schematic of the 
control system is shown in Fig. 43.18. 

The splitter wave plates on OMEGA are now motorized and can be 
positioned by a PDP-11 minicomputer. The motor controllers are linked 
together by a parallel signal cable from the computer interface. Each wave 
plate has a unique address on the bus and as such can be addressed 
separately. During a beam-balancing sequence, the minicomputer determines 
the needed setting of the individual wave plates and then sequentially sets *i 

the rotation until the desired system split is achieved. 1 
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Fig. 43.18 
The OMEGA automatic beam-energy-balance system. This system consists of a set of computer-controlled 
half-wave plates whose rotation is determined by the output of silicon PIN photodiodes. 

There are 24 silicon PIN diodes used to determine the rotation angle for 
the wave plates. These diodes have a Fresnel lens at the input that couples 
the inner 60% of the beam area to the detector. The detectors are designed 
to be sensitive to the main OMEGA oscillator, which does not need to be 
amplified. This allows the laser system to be balanced with a 1-Hz 
repetition rate. The energy, as reported by on-line calorimetry from previous 
full system shots, is used as a reference and the minicomputer adjusts the 
wave plates for the required PIN-diode signal levels. 

By using the oscillator, PIN diodes, and motorized wave-plate controllers, 
the OMEGA laser can have its energy split set during a 112-h shot cycle. 
This procedure can be used to either balance the laser beams or set up a 
specific energy distribution. The effects of low-order nonuniformity of 
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laser illumination during a direct-drive target implosion can be determined 
by inducing a known energy distribution on the OMEGA laser. A reference 
table on individual beam energies can be used to set the wave-plate rotation 
for the desired illumination distribution.2 

9 

Due to these improvements in the energy-distribution control, OMEGA 
.\ can now be used for a series of experiments that were not possible 

previously. The overall system-energy-balance error has been improved 
from 3%-5% to 1%-2%. All this can be accomplished within a single shot 
cycle so that, as conditions change during a shot series, the laser-system 
energy settings can be reestablished to the experimental requirements. 

Small-Signal-Gain Measurements 
The silicon diodes that are used for the energy balancing of OMEGA 

have been used to measure the small signal gain of each amplifier. This 
allows system performance to be monitored and maintenance tasks assigned 
when an individual amplifier is outside its performance specifications. The 
importance of gain control to power balance was discussed in an earlier 
LLE ~ e v i e w . 3  By using the main OMEGA oscillator and a series of 
calibrated neutral-density filters, it is possible to measure the gain of all 
amplifiers in a day. A reference diode is used to monitor the oscillator 
output, and the 24 energy-balance diodes are used to measure the amplified 
oscillator pulse. The lens used in front of the balancing diodes samples a 
large enough portion of the laser beam to accurately determine the amplifier 
gain. 

It is possible to match the beamline gains by changing amplifier rods 
after a small-signal-gain measurement. 

OMEGA Target-Integrating Sphere 
To be used for experiments, the laser output must be transported to the 

target. The OMEGA transport system uses three to four mirrors, a distributed 
phase plate (DPP), a focus lens, and a blast shield/vacuum window for each 
beam. The reflection of each mirror and the transmission of the DPP, lens, 
and blast shield for all beams must be measured and monitored. The 
technique currently employed on OMEGA uses a small integrating sphere 
at the center of the target chamber to measure the UV transport efficiency. 

A schematic of the measurement configuration is shown in Fig. 43.19. 
The output from an argon-ion laser is tuned to 351 nm and is injected into 
an OMEGA beam after the frequency-conversion crystals. A portion of this 
beam is split off into an integrating sphere as a reference. The beam is then 
transported to the target chamber where a second integrating sphere 
measures the beam energy. The ratio of the signals from these two detectors 
determines the transport efficiency of the beamline. The argon-ion laser 
beam is chopped so that a stable, high-gain, lock-in amplifier can be used 
to measure the energy in the transported beam. 
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Fig. 43.19 
The OMEGA transport integrating-sphere system (OTIS). An A?+ ion laser is injected 
into an OMEGA beamline after the frequency-conversion crystals. The signal as 
measured at the center of the target chamber is ratioed with a reference signal to 
measure the transport efficiency. 

The target-integrating sphere is small enough to be inserted into the 
target chamber without removing target diagnostics. A two-axis angular 
control allows the input of the sphere to be directed to each of the OMEGA 
beam ports. Thus, it is possible to measure the transport efficiency of all 24 
beamlines in 4 h with a 1%-2% accuracy. The transport measurement is 
now scheduled as aroutine target-chamber maintenance task with minimum 
impact on system operation. 

Pointing with X Rays 
The final pointing of the OMEGA beams is done by measuring the beam 

position with a gold-coated target, which is 800 pm in diameter with a 
I-pm-thick gold coating. The x rays emitted by this target are measured 
with six reentrant pinhole cameras distributed around the OMEGA target 
chamber so that the position of all 24 beams can be determined. The 
cameras are tuned to the gold N- and M-shell x-ray emission. The 1-pm- 
thick Au layer is about three times the thickness that would be burned 
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through by an OMEGA beam. This ensures that all beams are measured 
equally and that the layer thickness does not affect the x-ray image. 

After a system shot the images are processed and digitized with a video 
digitizer connected to a solid-state camera, which is interfaced to a 
microscope with a magnification of 3. This same system is used for the 
measurement of "knock-on" data from an OMEGA implosion target.4 An 
image from a pointing shot is shown in Fig. 43.20. The x-ray image shown 
in Fig. 43.20(a) is taken before the system pointing has been corrected. The 
root-mean-square pointing error is 18 pm with the worst beam mispointed 
by 3 1 pm. A table of corrections for the positions of each targeting mirror 
is generated and used to repoint the beams. Figure 43.20(b) shows an image 
after this correction has been made. The rms pointing error is now 10 pm 
and the worst error is 22 pm. These errors are measured on the surface of 
the 800-pm-diam pointing target. This procedure is repeated until the rms 
pointing error is less than 10 pm and the worst beam is displaced less than 
20 pm from its optimum position. The time between pointing shots is about 
1 to 1.5 h and includes the time needed for film processing, digitization, 
measurement, and mirror correction of 24 beams. A full shot day is 
allocated to point the system when it is initially started at the beginning of 
a shot week. Pointing is checked at the start of each shot day, when only 
small corrections are needed. 

(a) Shot 19457 (b) Shot 19461 

0 rms = 18pm 
Worst = 31 pm 
Median = 15 pm 

0rms = 10 pm 
Worst = 22 pm 
Median = 7 pm 

Fig. 43.20 
Final laser pointing using x-ray images. The x-ray emission from Au-coated targets is used to measure the 
position of each beam on a sphere. This image is used to arrive at a set of corrections for the position of each 
targeting mirror. 
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Target Drive Uniformity 
The illumination uniformity of the laser is checked by measuring the 

x-ray emission from a small implosion scale target. This target is 250 pm 
in diameter with a 1 -pm-thick layer of gold coated on the outside. The 250- 
pm diameter is matched to the diameter of the OMEGA implosion targets 
and as such serves as a good measure of the drive conditions. The x rays are 
measured with both the reentrant pinhole cameras and the Kirkpatrick- 
Baez microscopes. The images are then digitized with a photographic 
digitizer interfaced to a SUN workstation. 

Uniformity images are shown in Fig. 43.21. Figure 43.21(a) shows an 
image taken before all improvements in the OMEGA controls were 
implemented. The energy was balanced to f 8.9% rms and is an example of 

Fig. 43.2 1 very poor drive uniformity. The projected image is a sinusoidal projection 
A of is taken that preserves the area on the sphere. It is evident that there are 100% peak- 
with an x-ray image of a target having the to-valley intensity variations in the laser illumination. An example of a samediameter as an implosion target. At least 
two individual images are used to arrive at a +4.7%-rms-energy-balanced laser system is shown in Fig. 43.21(b). The 

sinusoidal projection of the intensity improved uniformity is apparent in the projected image. The peak-to-valley 
distribution for the entire target. variations are about 20%. A sinusoidal projection is made from three 

I (a) Example of poor uniformity (energy imbalance 28.9%) 

Distance (pm)  

(b) Example of improved uniformity (energy imbalance _+4.7%) 

Distance (pm) 

Single x-ray image 
E5382 

Computed irradiation distribution 
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individual camera images. An example of a single image is shown adjacent 
to the projected images. These targets allow the drive conditions to be 
monitored on each shot day. 

Summary 
Improvements to both laser control and diagnostics have allowed the 

OMEGA laser to be used with greater precision than previously possible. 
The automatic splitting of the OMEGA beams is essential in the setup and 
stability of the system. The current energy balance of 1%-2% is well 
characterized at the output of the frequency-conversion cells. The energy 
is then transported to the target using transport optics that are characterized 
to 1%-2% with an integrating sphere inside the target chamber. This gives 
an overall system-energy balance of 1.5%-3% rms. The final laser pointing 
uses x-ray images to optimize the system for target shots. The illumination 
uniformity for each shot day is characterized using an x-ray-emitting target 
that is the same size as an implosion target. A11 of these techniques are 
essential to perform the relevant target experiments to demonstrate the 
capabilities of inertial confinement fusion. 
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Section 2 
ADVANCED TECHNOLOGY 
DEVELOPMENTS 

2.A Transparent Conductive Coating of KDP Using 

Ion- Assisted Deposition 

Several types of electro-optic devices require electrodes that are both 
optically transparent and electrically conductive. Examples of such devices 
useful for inertial fusion lasers are given in Table 43.1. Some devices, such 
as the longitudinal Pockels cell, require application of a transparent electrode 
to a thermally sensitive substrate of potassium dihydrogen phosphate (KDP). 
The applied coating must also have a high laser-damage threshold for the 
infrared (1054 nm). A variety of methods1 have been developed for de- 
positing transparent conductors, but most require heating the substrate to 
promote complete oxidation of the film. This article describes a technique for 
depositing transparent conductors using indium-tin oxide (ITO) with ion- 
assisted deposition (IAD). 

Both thin metal films and oxide semiconductors have been used for 
transparent conductors. Metal films have high absorption, hence, a 
correspondingly low laser-damage threshold, making them unsuitable for 
the applications listed in Table 43.1. The high transparency of the oxide- 
semiconductor films derives from their high bandgap energy, i.e., > 3.0 eV. 
Optical losses in the films have two origins: ( I )  interfacial reflection losses 
caused by refractive index mismatch to the substrate and incident media; 
and (2) absorption losses caused by non-stoichiometric films or impurities 
introduced to induce conduction. The first loss mechanism may be 
compensated for by appropriate optical-thin-film design. The second 
mechanism must be balanced against the need for low electrical resistance. 
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Table 43.1: Transparent conductor requirements for devices used in high-energy 
lasers. 

High Low High Thermal 
Device Transparency Resistance Fluence Limits 

I I 

Profile-tunable liquid crystal X X 
laser aperture2 

Liquid crystal X X 
beam steering and switching 

Longitudinal-mode KDP X X X 
Pockels cell 

In addition, an abundance of free carriers (electrons) in the film can produce 
a plasma resonance peak in the infrared (for IT0  this is about 1.5 pm). At 
infrared wavelengths longer than this absorption peak the coating will be 
highly reflective. 

The intrinsic conductivity oof a material is directly related to the camer 
density N, carrier mobility p, and the carrier charge e, such that a = Nep. 
Conduction in oxides may be enhanced by the introduction of free carriers 
into the lattice. These carriers may originate either from a departure from 
the stoichiometric oxide or by the introduction of impurity (dopant) atoms 
into the lattice. In this work we use indium oxide (111203) doped with tin 
giving an N-type conductivity. Both the high-valence tin and the oxygen 
vacancies contribute to conductivity in ITO. Carrier mobility also has a 
significant effect on conductivity. The mobility in a transparent conductor 
is impeded by scatter from grain boundaries, ionized impurities, and the 
interfaces. All of these mechanisms contribute to a low mobility in the thin- 
film form when compared to the bulk material. 

A complex picture forms when the realities of the thin-film process are 
considered. A change in a single-process parameter, such as substrate 
temperature, evaporation rate, or oxygen backfill pressure, can 
simultaneously alter film stoichiometry and structure. Independent control 
of carrier density and mobility can therefore be very difficult. If temperature 
control is removed by substrate constraints, it is not possible to obtain 
stoichiometric films since oxidation is incomplete at the film surface. Ion- 
assisted deposition (Fig. 43.22) can provide the additional control by 
bombarding the substrate with relatively high-energy ions (with respect to 
the low thermal energy of the evaporant). By controlling the ion energy and 
flux, significant changes in the film structure can be induced.3.4 If the ion 
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Electron beam gun 
(evaporant source) 

Fig. 43.22 
Schematic of ion-assisted deposition. The low-energy evaporant flux is given additional kinetic energy by 
the high-energy ions at the film formation surface. An inert or reactive gas (such as oxygen) may be used 
for the ion flux. Oxygen, which was used for the IT0 coatings, promotes oxidation at the interface if it is 
not too energetic. 

is areactive species, such as oxygen, the stoichiometry may also be affected 
by both implantation and preferential sputtering. 

Coatings with high laser-damage thresholds generally must have low 
absorption at the laser wavelength. However, transparent conductors will 
have some absorption (due to free carriers), but it can be minimized by 
increasing conductivity with higher carrier mobility. IAD is used to control 
the grain size and the stoichiometry while maintaining the substrate at near- 
ambient temperature. This method is used to coat KDP with a transparent 
conductor of ITO. Holding the KDP at a temperature close to ambient 
avoids deleterious effects caused by the differential expansion coefficients 
of K D P . ~  

Experimental Procedure 
1. Deposition-chamber geometry 

The I T 0  coatings were produced in a 28-in.-diam cylindrical vacuum 
chamber. The chamber contains an electron-beam evaporation source and 
an 8-cm-aperture broad-beam ion source, which are placed approximately 
50 cm and 40 cm below the substrate mount, respectively. The ion source 
has a dual graphite-accelerator grid that is designed to produce a collimated 
beam of monoenergetic i ons .6~he  impingement rate of the ions is measured 
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by a negatively biased Faraday cup probe located at the height of the 
substrate mount. Deposition rate of the evaporant mass was monitored by 
a resonating quartz crystal sensor. A thermocouple located near the substrate 
holder monitored the changes in ambient temperature of the chamber 
during the deposition. 

The substrates were rotated to obtain better time-averaged uniformity of 
both the evaporant and the ion source. The ion source was pointed 
approximately 6 cm away from the center of the substraterotation4 to obtain 
the optimum uniformity of both quantities. 

The chamber is evacuated by a cryogenic pump to pressures less than 
4 x 10-6 mBar prior to depositions. Continuous addition of oxygen gas 
through the ion source raises the chamber pressure to 1 x 10-4 mBar during 
the evaporation. Deposition rate of the I T 0  evaporant was fixed at 
0.1 nm/s for all experiments, and the substrate rotation was kept at 6.6 rpm. 
All substrates were precleaned for 2 min with 500-eV Ar+ ions at an 
impingement rate of -40 pAlcm2 prior to the onset of film deposition. This 
step is employed to remove impurities that can hinder the film-substrate 
adhesion. Following this step, the ion-source parameters were adjusted for 
subsequent operation with oxygen gas. 

2. Characterization 
The conductivity of a thin film is often expressed in terms of sheet 

resistance Rsh with units ohms per square (Qlsq), which is related to the 
inherent film resistivity p and thickness d by 

A four-point square-contact probe, illustrated in Fig. 43.23, is used to 
measure this quantity. After bringing the probe tips in contact with the film 
surface, a known amount of current is allowed to flow through two adjacent 
tips, and the voltage generated across the other two tips is measured. The 
sheet resistance value is then determined from these two quantities with the 
equation7 

The measurement error introduced by physical deviation of the probe from 
its square design can be determined by averaging measurements from all 
parallel combinations of current path and voltage measurement. 

Optical transparency of the coatings was measured in the wavelength 
range from 0.3 pm to 25 pm. Figure 43.24 shows some typical results in the 
visible and near infrared, while the spectrum for 2.5 pm to 25 pm is seen 
in Fig. 43.25. 
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Conducting surface 

Fig. 43.23 
A four-point square-contact probe apparatus used to measure the sheet resistances of 
IT0 coatings. Only the measurement accuracy is dependent on the size of the 
square e . 

As stated above, the optical and electrical characteristics of transparent 
conductors are complex functions of numerous quantities (e.g., carrier 
density and mobility, dopant level, film thickness, and stoichiometry, 
e t ~ . ) . ~ , ~ , ~  The uniformity of one of these properties across a film surface 
does not necessarily suggest the uniformity of the other property. Hence, 
both the optical transparency and the sheet resistance were measured at 
several locations across the surface of each film sample throughout the 
experiments. 

Results 
After adjustment of several process parameters, a reproducible IT0 

coating with desired transparency and sheet resistance was produced onto 
a large substrate area. Transparency of the coatings is relatively insensitive 
to the changes in deposition parameters within the studied range. However, 
the conductivity, or conversely the resistivity, of IT0 coatings is particularly 
sensitive to the variations in ion energy and flux for a fixed deposition rate. 

Controlled variations in the ion energy and flux produce a significant 
effect on the properties of IT0 coatings. Figure 43.26 shows that film 
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1 .o 
Float glass 

Wavelength (nm) --, 
G2937 

Fig. 43.24 
Spectral scans of thick (upper curves) and thin IT0 films deposited under optimum IAD conditions at 
ambient temperatures. The edge pieces were 15 cm from the center of rotation. 

resistivity remains at a low constant value for ion energies below 300 e V  
at a fixed ion-current density. For higher ion energy, a sudden increase in 
film resistivity occurs. Thismay have twocauses: ( I )  the filmmicrostructure 
could be significantly altered, or (2) the higher ion bombardment could 
produce charge vacancies that act as  carrier scatterers. For a fixed ion 
energy, the resulting film resistivity is particularly sensitive to  the ion flux. 
Figure 43.27 illustrates that < 20% variation in either direction of the 
optimum ion flux leads to a large increase in film resistivity. From these 
results, the optimum repeatable ion energy and flux at the substrate for this 
particular deposition geometry is determined to be 200 eV and 30  pA/cm2, 
respectively. 
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I I I 

Coated with 
optimized IAD 
Ambient temperature 
25 nm thick 
600 n/sq 

I I I I 

Fig. 43.25 
Infrared spectral scan of a thin transparent conductor. The thin coating significantly reduces the strong 
absorption seen in thicker coatings. 

As mentioned in the experimental section, the uniformity of film 
properties was controlled by varying the ion-source pointing. Figure 43.28 
shows that a sheet-resistance uniformity of 12% can ultimately be obtained 
over a 15-cm diameter after some iterations. The transmission uniformity 
of films deposited under optimum conditions (Fig. 43.24) is better than4% 
across the characterized substrate area. Most film samples exhibit better 
than 95% transmission in the 0.5- to 25-pm wavelength range. Adjustment 
of the ion-source position for optimal sheet-resistance uniformity led to 
acceptable transmission uniformity since the latter was determined to be far 
less sensitive to the spatial distribution of average ion flux. 

Equation (1) implies that the sheet resistance of IT0 coatings should 
decrease proportionally with increasing film thickness. The measured sheet 
resistances of several coatings with different thicknesses are plotted in Fig. 
43.29 along with the expected sheet resistance curve using the resistivity of 
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Fig. 43.26 
Plot of sheet resistance of IT0 coatings as a 
function of arriving oxygen-ion energy for a 
fixed ion flux and film thickness. Deposition 
with 500 eV oxygen-ion assist resulted in 
nonconducting film. 

Fig. 43.27 
Change in sheet resistance of ambient- 
temperature, IAD-processed IT0 coatings Ion energy (eV) 
obtained by varying ion-beam current at a 
fixed ion energy (200 eV) and film thickness 
(25 nm). 
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Distance from center (cm) 

Fig. 43.28 
Plot of sheet resistance as a function of radial distance from the center of substrate 
rotation: (a) before and (b), (c) after optimizing ion-source position. Curve 
(b) indicates uniformity of thin (25 nm) film, while curve (c) indicates uniformity of 
250-nm-thick films. 

Fig. 43.29 
Sheet resistance of IT0 coatings deposited 
under optimized ambient-temperature IAD 
conditions as a function of film thickness. 
Dashed curve revresents the exvected values 

Film thickness (nm) 
G2942 

calculated from resistivity valueobtained from 
25-nm-thick film. 
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a 25-nm-thick film. The result indicates that the measured film resistances 
do not follow the expected thickness dependence. This could be caused by 
an increase in substrate temperature during the deposition. Thicker films 
(150 nm) saw a 54°C rise in chamber temperature in contrast to a 25°C rise 
for a thinner film (25 nm). 

Following the initial measurements, several coating samples were baked 
in atmosphere at temperature gradations from 50°C to 125°C for several 
hours at each increment and recharacterized. This step was motivated by a 
conventional I T 0  deposition procedure that involves post-deposition 
annealing of films at temperatures above 3 0 0 " ~ . 1 2  Subsequent 
measurements, summarized in Fig. 43.30, indicate that post-deposition 
baking induced a noticeable amount of improvement in both transparency 
and conductivity of the IAD-deposited IT0  coatings. The increase in 
transparency, which is normally observed for heat-treated oxide films 
deposited in low ambient temperature, can be attributed to improved 
stoichiometry.8 On the other hand, the increase in conductivity is most 
likely caused by the removal of excess oxygen, which can negate the tin- 
donor action by trapping carriers, and greater carrier mobility resulting 
from improved stoichiometry and crystallinity of the host indium 
oxide. 1983 

El Before bake 

After bake 

90 I I 

100 200 900 1000 
\- 

Sheet resistance (Rl sq) 
A = 600 nm 

G2943 

Fig. 43.30 
Increase in transmission and conductivity of I T 0  coatings observed after 

under same IAD conditions. 1 
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Conclusion 
The ambient-temperature, ion-assisted, electron-beam evaporation 

process is utilized to produce transparent conducting films of tin-doped 
indium oxide. Films as thin as 25 nm with better than 95% transmission in 
the 0.5- to 25-pm wavelength range with sheet resistance less than 
350 R/sq were uniformly deposited onto a 15-cm-wide substrate area. The 
ambient temperature of the vacuum chamber did not rise above 54°C even 
during the deposition of 150-nm-thick films. For conventional reactive 
evaporation, such results are observed only when the films are deposited 
onto heated substrates (T 2 300°C) or annealed at high temperature 
(T  2 400°C) following the deposition.l,9-12 Comparable values of 
transparency, sheet resistance, and uniformity are reported by only one 
other study13 that was conducted with a cold-cathode ion source. This 
process was successfully used to coat small samples of KDP for testing as 
a longitudinal-mode Pockels cell. 
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2.B Transient-Surface Debye-Waller Effect 

In the study of the interactions of ultrafast lasers with surfaces and the 
subsequent reactions, a key parameter is the time evolution of the surface 
temperature. Typically, this is determined for simple systems using a 
solution of the heat-diffusion equation. However, even in the simplest cases 
(e.g., the heating of a crystal surface that undergoes no phase change), such 
a solution may only provide the time evolution of the surface temperature 
with poor accuracy since many assumptions are built into these models. 
These assumptions include the temperature behaviors of the specific heat 
of the laser-irradiated material, its thermal conductivity, and laser-energy 
coupling. It has been previously demonstrated that second-harmonic 
generation at surfaces could be used as a surface structural probel and, when 
resonantly enhanced, can also be used as a surface-temperature probe.2 
Surface temperatures deduced from the resonantly enhanced second- 
harmonic generation from an Ag(ll0) surface heated with nanosecond 
laser pulses have shown agreement with a heat-diffusion model.2 However, 
this approach does not offer a general technique suitable to time-resolve the 
evolution of the surface temperature for different materials. Here we 
demonstrate the utilization of picosecond time-resolved reflection high- 
energy electron diffraction (RHEED) as a surface-lattice temperature 
probe. 

Electron diffraction (both high energy and low energy) is a well- 
developed surface structural probe and has been utilized for many decades 
in surface studies.3-7 The development of a picosecond-transmission 
electron-diffraction system was reported several years ago.8 More recently 
we have demonstrated picosecond RHEED.~ A detailed description of our 
ultrahigh vacuum picosecond RHEED system is given in Ref. 10. 
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Picosecond RHEED-A Surface-Temperature Probe 
The basic idea of this technique is the utilization of a picosecond laser 

pulse to create an electron pulse with a comparable time duration. A 
schematic diagram of this technique is shown in Fig. 43.31. We use a 
Nd:YAG laser (A. = 1.06 pm) to irradiate the sample, while the electron 
probing pulse is generated by irradiation of a photocathode with the 
frequency-quadrupled Nd:YAG (A. = 0.266 pm). The photogenerated 
electrons are collimated and focused electrostatically making them suitable 
to obtain a good RHEED pattern from the studied crystal surface. Only a 
very small part of the Nd:YAG fundamental is convened to the ultraviolet; 
thus, most of the laser energy is available to irradiate the sample. By 
spatially delaying the fundamental from the ultraviolet laser pulse, it is 
possible to obtain RHEED patterns at times before, during, and after laser 
irradiation with up to a few-hundred-picoseconds time resolution. 

A 
Electron probe 

Fig. 43.3 1 
Picosecond time-resolved reflection high-energy electron diffraction (RHEED). 
The laser pump and electron probe are well synchronized. 

The sensitivity of the diffraction pattem to temperature comes from the 
fact that as the temperature is raised, there is an increased atomic vibrational 
amplitude and, thus, an increased dephasing of the atomic scattering 
centers. This dephasing on the diffraction pattem reduces the number of 
electrons elastically scattered (i.e., to reduce the diffraction streak intensity). 
The reduced streak intensity shows up as an increased background that is 
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caused by the inelastically scattered electrons. Such a reduced intensity 
occurs with no widening of the diffraction streaks (or spots). This is known 
as the Debye-Waller effect, which was first analyzed by Debye for x-ray 
diffraction. l l 

Experimental Setup 
The design of the photoactivated RHEED electron gun is similar to that 

of an x-ray streak camera. A 250-A gold film deposited on a sapphire 
window is used as a photocathode. A single electrostatic lens is used to 
collimate and focus the electrons. A schematic diagram of the electron gun 
is shown in Fig. 43.32. For the current experiment, 14-keV electrons are 
used. The electrons are focused to a spot size of -340 pm and have a pulse 
width comparable to the pulse width of the laser. Approximately lo5 
electrons are contained in each pulse. 

Extraction 
pinhole Anode 

I 

Fig. 43.32 
A schematic of the photoactivated picosecond electron gun. 

The picosecond RHEED system is assembled on a dedicated ultrahigh 
vacuum system (10-10 Torr). Conventional techniques of sample cleaning 
by argon-ion bombardment and annealing are performed prior to 
experiments. 

A schematic diagram of the laser system used to drive the picosecond 
RHEED apparatus is shown in Fig. 43.33. A cw-pumped, mode-locked, 
Nd:YAG (A = 1.06 pm) oscillator generates a 100-MHz train of about 
120- to 300-ps FWHM pulses. A switchout consisting of a Pockels cell and 
two polarizers is used to select a pulse at a variable repetition rate up to 
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Fig. 43.33 
A schematic diagram of the laser system driving the picosecond RHEED apparatus. 

1.5 kHz. The selected oscillator pulse is coupled to the cw-pumped 
regenerative amplifier.12 Pulse injection is accomplished by applying a 
fast step to the Pockels cell in the regenerative amplifier cavity.13 The 
magnitude of this voltage step is to achieve quarter-wave retardation. This 
causes a cavity round trip of full-wave retardation, thus minimizing cavity 
losses and trapping the injected pulse. After -40 round trips, the pulse 
inside the regenerative-amplifier cavity builds up to its peak value and is 
cavity dumped by applying a second voltage-step function causing the 
Pockels cell to have half-wave retardation. 

The laser pulse width from the regenerative amplifier is nearly equal to 
that of the oscillator; that is, pulse broadening in the regenerative amplifier 
is negligible. The pulse width can vary from day to day, depending on the 
alignment of the mode-locker and setting of the cavity length. 

The energy content of the principal pulse is typically -0.4 mJ. To 
increase the ratio of the energy content of the principal pulse to that of other 
pulses, an external switchout consisting of a Pockels cell and two polarizers 
is used. After the external switchout, the ratio is observed to be better than 
several hundred to one. 



LLE REVIEW, Volume 43 

The output of the external Pockels cell is frequency doubled. Less than 
1 % conversion efficiency is needed. The fundamental and the frequency- 
doubled Nd:YAG pulses are split in a harmonic separator. The green 
(A = 0.53 pm) pulses are further doubled to generate ultraviolet pulses 
(A = 0.266 pm). These ultraviolet photons are utilized to pump the 
photocathode. 

The fundamental pulse is spatially filtered and passes through a 7-mm 
double-pass amplifier. During system alignment, the double-pass amplifier 
is not activated; for heating experiments, the double-pass amplifier is 
activated. This is typically operated up to 30 mJ at an 8-Hz repetition rate. 
An optical delay line is used to vary the timing between the fundamental 
pulse and the ultraviolet pulse that drives the photocathode of the electron 
gun. 

For electron detection, we use gated microchannel plates (MCP's) 
proximity focused to a P-47 phosphor screen. Since laser heating below the 
threshold of surface damage is reversible, we can average over many shots 
to enhance our signal. The maximum repetition rate of this system when no 
MCP's are used is limited only by the laser repetition rate, since the decay 
time of the P-47 phosphor screen is -0.15 ps. When MCP's are used, the 
maximum repetition rate is limited by their dead time that typically limits 
the system to a few kilohertz.14 

To obtain quantitative information on surface structure and temperature 
from the picosecond RHEED patterns, it is necessary to determine the 
scattering angles and the diffraction intensity. For the current experiments 
we use a linear array detector, an optical multichannel analyzer (OMA), to 
observe a line across the diffraction pattern. A RHEED pattern of the 
Pb(ll0) surface obtained by using picosecond electron pulses is shown in 
Fig. 43.34. The approximate location of the line scan across the image 
observed by the OMA is indicated. 

Measurements of Transient Debye-Waller Effect 
We have performed measurements of the surface Debye-Waller effect 

with a few-hundred-picosecond time resolution on a Pb(l l0)  crystal. By 
measuring the distance from the undiffracted electron beam to the pattern's 
shadow edge and knowing the distance of the phosphor screen assembly to 
the sample, we estimate the electron beam's angle of incidence on the 
sample to be -3". The A = 1.06 pm fundamental is used to heat the surface 
of the crystal (at near normal incidence), while the electron pulses are used 
to probe the surface in the manner previously described. The system is 
operated at 8-Hz repetition rate and provides a maximum energy of -20 mJ 
per pulse to the surface of the sample. The infrared heating pulse passes 
through an optical delay line before hitting the sample. The timing of the 
heating laser pulse and the electron pulse at the sample is set by adjustments 
of the delay line. 
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Fig. 43.34 
ARHEED pattern of Pb(ll0) taken using 
many picosecond electronpulses. The arrows 
indicate the approximate location of the line 
scan obtained by lens imaging this pattern 
onto an optical multichannel analyzer 
(OMA). 

To enhance our signal, we insert a mechanical shutter in the IR beam path 
that allows every other laser-heating pulse to interact with the sample. Two 
line scans are obtained for determined experimental conditions: the first is 
with no laser heating; the second is with laser heating. Each scan is stored 
in a separate memory. This process is repeated at various positions of the 
delay line. Scans with and without laser heating are sorted and averaged in 
separate memories. This averaging effectively compensates for shot-to- 
shot fluctuations and for long-term drifts in the UV laser intensity and 
electron gun. However, pulse-to-pulse fluctuations and long-term drifts in 
the heating IR pulse cannot be compensated for using this method. A 
histogram of the laser-heating pulse energy indicates that, for about 90% of 
the pulses, the pulse energy falls within +lo% of the average. Long-term 
stability of the heating laser is regularly monitored during the experiment. 

For a representative experiment, line scans through the diffraction 
pattern obtained at various times relative to the arrival of the laser-heating 
pulse to the sample are shown in Fig. 43.35. The relative peak heights are 
determined by the crystal alignment and the positioning of the linear array 
detector. The upper scans correspond to no laser heating while the lower 
scans correspond to the laser-heated surface. The OMA is set to average 480 
shots per scan. From this figure, we can see that there is a significant change 
in the intensity of the diffraction rods as the laser-heating pulse strikes the 
sample. This change decreases as the surface of the sample cools mainly by 
heat diffusion to the bulk. 

The time-resolved results are related to the lattice temperature by 
performing a static heating experiment. We heat the sample on a resistively 
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Fig. 43.35 
Line scans through the diffraction patterns at various times. The upper scans correspond to an unheated 
surface while the lower scans correspond to a laser-heated surface. 

heated stage and observe the intensity of the diffraction pattern as a function 
of the sample temperature, measured by thermocouples located on the 
surface of the stage just above and below the sample. In this way, we 
determine the normalized RHEED streak intensity when the sample is 
heated from room temperature to a given temperature. Results of such a 
measurement of the average change in one of the streaks (left peak in 
Fig. 43.35) are shown in Fig. 43.36, along with an exponential fit of the 
temperature versus RHEED streak intensity normalized to the room- 
temperature streak intensity. By comparing these intensity measurements 
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RHEED streak intensity 
normalized to that at 23OC 

Fig. 43.36 
Temperature versus normalized RHEED streak intensity. The Pb(ll0) sample is 
heated on a hot stage. The temperature is measured using thermocouples. The 
location of the line scan across the diffraction pattern is the same as that for pulsed 
laser heating. An exponential fit is made to the data and is used to obtain the time- 
resolved surface temperature in Fig. 43.37. 

under different temperatures with measurements taken for picosecond laser 
heating, we obtain the time-resolved surface temperature with up to a few- 
hundred-picosecond time resolution. The validity of the temperature 
calibration, which is based on acomparison of the magnitude of the surface 
Debye-Waller effect measured under static conditions with that measured 
under dynamic heating conditions, was not directly tested. However, this 
calibration should hold if (1) the time scale of our measurements is longer 
than that needed for equilibrium to be established between the electrons and 
the lattice in our sample (in metals, at room temperature or higher, this 
typically occurs within a few picoseconds15); (2) no surface phase 
transformation occurs; and (3) no accumulated surface modifications occur 
by repeated laser heating. These conditions appear to be fulfilled in the 
experiments reported here. 

Based on this calibration, we obtain the time evolution of the surface- 
temperature rise caused by laser heating. Results from an experimental run 
are shown in Fig. 43.37, along with the decay of the surface-temperature 
rise obtained from a heat-diffusion model. 
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0 Experiment 

- - - Normalized model 

Heating laser; 167-ps FWHM 

Fig. 43.37 
Transient surface temperature rise of Pb(l10) irradiated with 3.5 x 10' w/cm2 peak intensity, 167-ps 
FWHM, Nd:YAG (A= 1.06 pm) laser pulses. Experimental results are obtained from the transient surface 
Debye-Waller effect on RHEED intensity using the calibration obtained in Fig. 43.36. The solid line is 
obtained from a numerical heat diffusion model. In the inset, the peak temperature from the model is 
normalized to that from the experiment. 

Heat-Diffusion Model 
A numerical solution of the surface temperature is obtained from a one- 

dimensional heat-diffusion model based on the equation16 

C [ d T ( z , t )  l d t ]  = ~ [ d ~ ~ ( z . t )  1 d z 2 ]  + 1(1- ~ ) a e - ~ ' f  ( t ) ,  

where C  is the heat capacity per unit volume, T(z,t) is the temperature profile 
at distance z  normal to the sample surface (z = 0), t  is time, K  is the thermal 
conductivity, I is the laser peak intensity, a i s  the absorption per unit length, 
and f  ( t )  is the time dependence of the laser pulse that is assumed Gaussian. 
The values of parameters in this equation are listed in Table 43.11. 
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Table 43.11: Values of physical constants used for the calculation shown in Fig. 

I C: Heat capacity per unit volume ( ~ / m 3  ~ ) ( a )  1 . 4 7 ~ 1 0 6  1 
K: Thermal conductivity (W/m ~ ) ( a )  34.6 
I: Laser peak intensity ( ~ / c m 2 )  
R: Reflectivity (b) 0.857 
a: Absorption coefficient(m-I)@) 6.77 x 107 

(a) Amercian Institute of Physics Handbook, 3rd ed. (McGraw-Hill, 1 
New York, 1972). 

(b) From R = [(n - 1)2 + k2]/[(n + 1)2 + k2] and a = 47r klA, where n 
and k are the real and imaginary parts of the complex index 
of refraction. [A. I. Golovashkin and G. P. Motulevich, 

I Sov. Phys. JETP 26,881 (1968)l. I 

As shown in Fig. 43.37, the surface-temperature rise obtained using the 
transient-surface Debye-Waller effect on the picosecond RHEED pattern 
shows general agreement with that predicted by a heat-diffusion model. 
However, an uncertainty in the model is the value of the reflectivity and 
absorptivity. For these values we have relied on the measurements of 
Golovashkin and Motulevich rather than measuring it for our sample. 
Nonlocal effects on the thermal conductivity, which can arise if the 
temperature gradient is significant within a mean-free path of the heat 
carriers,17 i.e., hot electrons, are also not included in the model. Such 
nonlocal effects were shown to reduce heat conductivity. l7  

Conclusion 
We have demonstrated the use of picosecond RHEED as a time-resolved 

surface-temperature probe. The temperature measurement is based on the 
surface Debye-Waller effect that results in a reduction of the number of 
elastically scattered electrons with lattice heating, thus reducing the RHEED 
streak intensity. Our time-resolved measurements of the picosecond-laser- 
heated Pb(l10) surface show general agreement with a heat-diffusion model. 

The time resolution, in the current experiments, is limited to a few hundred 
picoseconds. However, the extension of time-resolved RHEED techniques, 
as a temperature probe of recurrent events (e.g., simple surface heating), to 
a subpicosecond resolution should be possible. The technology required to 
accomplish this is similar to that currently utilized in subpicosecond streak 
cameras. l The temperature-measurement accuracy depends on the overall 
stability of the system and its repetition rate. For the data shown in Fig. 43.37 
we estimate an accuracy of +15 K. However, much higher accuracy can be 
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achieved by increasing the repetition rate and collecting data for a specific 
narrow window of laser-pulse energy. 

The technique of picosecond RHEED offers both surface selectivity and 
temperature sensitivity. In addition to its utilization as a time-resolved 
structural and temperature probe of fast-surface processes, it can also be used 
to study the thermal properties of extremely thin films (up to a few 
monolayers). 
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During the thirdquarter of FY90 NLUF activities centered on (1  )experiments 
by H. Griem (University of Maryland) and C. Hooper (University of 
Florida) performed on the OMEGA laser; (2) an Air Force-funded experiment 
by G. Banas (University of Illinois) on the GDL laser; and (3) an NLLTF 
Steering Committee meeting. In addition, A. Honig (Syracuse University) 
ran a fit check of his cold-entry, target-handling system using the OMEGA 
target chamber. 

J. Marino of H. Griem's group used a series of target shots on the 
OMEGA laser to measure the characteristics of XUV emission from 
multilayer targets. The time dependence of the x-ray spectral emission was 
measured with the SPEAXS instrument; the XUV spectral time dependence 
was measured with the University of Maryland's McPigs spectrograph. 
The data collected from these target shots has been taken to Maryland for 
analysis. 

C. Hooper and several students are collaborating with LLE scientists to 
measure high-density implosions of argon-filled plastic shells. The first 
series of shots used 250-pm-diam targets filled with 2, 5, and 10 atm of 
argon. The time dependence of the Ar emission was measured with the 
SPEAXS diagnostic. In addition, several other x-ray instruments were used 
to characterize the x-ray emission of these targets. The data is being 
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digitized at LLE while the analysis is proceeding at both LLE and the 
University of Florida. 

A. Honig has been constructing a cold-entry, target-handling system for 
the OMEGA target chamber. This system is necessary for the implosion of 
spin-polarized targets for the Syracuse NLUF experiment and will be useful 
for future gas-filled, plastic-microballoon targets needed for ICF. The fit 
check to the OMEGA target chamber identified areas of work for the 
system to mate to the OMEGA cryogenic shroud. This work is proceeding 
at Syracuse and additional checks are planned for the target chamber. 

G. Banas is collaborating with H. Elsayed-Ali of LLE to measure the 
effect of laser-shock hardening of metal weldments. This work was approved 
for laser time but not DOE funding for FY90. Since the Steering Committee 
meeting, these investigators have received funding from the Air Force and 
are proceeding with experiments on the GDL laser. The GDL laser 1s used 
at a 1.054-pm wavelength and directly illuminates a weldment. The 
weldment is then characterized at the University of Illinois. 

The NLUF Steering Committee met 24 April 1990 to review proposals 
for FY91. There were 11 proposals submitted for consideration. Six of 
these proposals were recommended for laser time and funding by DOE. The 
approved experiments for FY9 1 were 

(1) Time-Resolved Emission and Absorption Spectroscopy of High- 
Density Plasmas in Spherical and Planar Geometry; 

(2) Study of the Sodium-Neon Photopumped X-Ray Laser Using High- 
Power Laser Irradiation of High-Density Planar Gas Jet to Create the 
Neon Lasand; 

(3) Fusion with Highly Spin Polarized HD and D2; 

(4) Experimental Studies of Radiative Properties of High Energy Density 
Matter; 

(5) Atomic Structure of Ni-Like, Soft X-Ray Lasing Ions; 

(6) Development of a New Plasma Diagnostic of the Critical Surface 
and Studies of the Ion Acoustic Decay Instability Using Collect~ve 
Thomson Scattering. 
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4.A GDL Facility Report 

During the third quarter of FY90 the GDL oscillator was successfully 
converted to a50-MHz drive for synchronization and timing. GDL operations 
concentrated on the four main experimental programs: x-ray laser, shine- 
through, Thomson scattering, and OMEGA Upgrade support. Additional 
developmental research was performed on a regenerative amplifier for the 
pulse-shaping experiments, apodizer testing, and film studies. G. Banas 
from University of Illinois performed the only NLUF experiment this 
quarter. 

A summary of GDL operation this quarter follows: 

Beamline Test, Calibration, 
Laser Alignment Shots 

Apodizer Tests 
Film Studies 
Target Shots 

Shine-through 
X-ray Laser 
NLUF User 
Thomson Scattering 

Tuning, and 
21 1 

2 
32 

45 
3 6 
47 
20 - 

TOTAL 393 
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4.B OMEGA Facility Report 

The OMEGA laser system remained fully operational for the third quarter 
of FY90. Several minor laser modifications were incorporated and three 
primary experimental programs supported. 

A redesigned microwave modulator utilizing a waveguide-coupled 
cavity has resulted in the capability to create up to 5 A of laser bandwidth. 
This new modulator and tunable waveguide provided more reliable 
broadband phase-converted irradiation conditions for experimentation. 

Many target shots were taken to assess the variation of performance as 
a function of laser bandwidth. One experiment used a single beam of 
OMEGA to explore the Stimulated Rotational Raman Scattering (SRRS) 
threshold dependence on bandwidth and dispersion. The first round of 
SRRS data collection was finished early in the quarter and results will be 
reported in an upcoming LLE Review. Secondly, implosions were 
investigated in ongoing yieldldensity programs. These studies included 
sequences of LLE-fabricated plastic targets, Argon targets (in collaboration 
with NLUF users from the University of Florida), and surrogate cryogenic 
targets of deuterated CH. The last campaign run on OMEGA this quarter 
involved irradiation of flat targets with eight beams per side. The beams 
were staggered in time to create a large-scale plasma for various laser- 
plasma interaction instability investigations. These experiments gave 
interaction data with unique laser conditions designed specifically to create 
instability signatures. 
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A shot summary on OMEGA for this quarter follows: 

Driver Line 3 5 
Laser Test 5 2 
Target 125 
Software 12 - 

TOTAL 224 
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