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High-energy-density physics includes a complicated warm-dense-matter (WDM) domain of state conditions that is characterized 
by elevated temperatures (from few to hundreds of eV) and pressures to 1 Mbar or greater. Accurate knowledge of equation of 
state, transport, and optical properties describing possible phase transitions (e.g., insulator-to-metal transition) across a warm 
dense regime plays an important role in planetary science, astrophysics, and inertial confinement fusion.1–6 Currently, the vast 
majority of density-functional-theory (DFT) simulations of WDM and high-energy-density plasmas use the zero-temperature 
(ground-state) exchange-correlation (XC) functionals without explicit temperature dependence, which were developed by the 
condensed-matter physics and quantum chemistry communities, leading to neglect of thermal XC effects and degraded accuracy of 
predictions. The use of a ground-state XC functional is justified only at low electronic temperatures not exceeding a few tenths of 
the Fermi temperature or in the high-temperature limit when the XC contribution to the total free energy is negligible.7–10 Recent 
development of the temperature-dependent Karasiev–Sjostrom–Dufty–Trickey (KSDT)11 local-density approximation (LDA) 
(see Ref. 12 for the corrected set of parameters corrKSDT), the generalized gradient approximation (GGA)–type XC functional 
“KDT16” (Ref. 12), and the thermal hybrid KDT013 have shown that thermal XC effects are very important to increasing the 
accuracy of simulations at extreme conditions and improving agreement with experimental measurements as compared to the 
standard zero-temperature Perdew–Burke–Ernzerhof (PBE)14 calculations. The way to improve overall accuracy of the thermal 
GGA XC functional is to use the next rung approximation at zero temperature and construct thermally extended meta-GGA XC.

In this work, we address this problem by developing a thermalization framework for XC functionals at the meta-GGA level 
of refinement and realization of a simple scheme via universal thermal XC additive correction at the GGA level of theory, which 
is applied to an accurate at low-T, ground-state meta-GGA XC. Thermal correction is applied to the ground-state deorbitalized, 
strongly constrained, and appropriately normed semilocal density functional (SCANL)15–18—to date, one of the most-accurate 
meta-GGA XC functionals, which, for example, is capable of accurately describing the liquid–liquid insulator-to-metal transition 
of warm dense hydrogen.3 The resulting thermal meta-GGA XC functional, referred to here as T-SCAN-L, inherits the precision 
of the ground-state meta-GGA SCAN-L at low T, and most of the thermal XC effects are captured at the GGA level of theory, 
providing overall a much higher accuracy across the temperature regimes spanned by the WDM domain.

With increasing temperature, the electron density approaches the slowly varying regime. The KDT16 GGA functional, by 
construction, recovers the finite-T gradient expansion. Thermal XC corrections beyond the GGA level are expected to be small; 
therefore, in the following we propose a simple perturbative-like self-consistent approach via a universal thermal additive cor-
rection treated self-consistently, similar to the idea used in Ref. 19 to construct GGA XC with additive thermal LDA correction. 
The KDT16 XC free energy in the zero-T limit reduces to the ground-state PBE by construction:
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a choice driven by popularity of the PBE functional and by availability of pseudo-potentials and projector augmented wave (PAW) 
data sets generated by using the PBE XC. Given the quality of SCAN-L functional at zero temperature, we propose a simple 
temperature-dependent meta-GGA
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with the additive thermal correction defined as follows:
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and meta-GGA = SCAN-L. An explicit functional form defined by Eqs. (2) and (3) is used in standard fully self-consistent DFT 
calculations with local XC potential calculated as a functional derivative of ,n TF xc

meta GGA- 7 A with respect to electron density n.

Ab initio molecular dynamics (AIMD) simulations that demonstrate the superior accuracy of the new T-SCAN-L meta-GGA 
functional are for dense helium. Figure 1 compares relative errors for total pressures obtained from DFT simulations with four 
XC functionals and high-quality path-integral Monte Carlo (PIMC). PIMC is an efficient first-principles simulation technique 
for quantum systems at finite temperature that accurately takes into account the Coulombic interaction between electrons using 
pair-density matrices, so it therefore can be used to benchmark approximate XC density functionals at elevated temperatures.7 

Both ground-state functionals (PBE and SCAN-L) systematically overestimate the total pressure: the relative error with respect 
to the reference PIMC data is between 4.2% and 5.8% at T = 10.77 eV. In contrast, the T-SCAN-L total pressures are in excellent 
agreement with the PIMC values, demonstrating unprecedented accuracy between 0.05% and 0.35% for this range of densities. 
Relative differences between the KDT16 and PIMC values are larger as compared to the T-SCAN-L values and range from 0.4% 
to 1.4%. These comparisons show that T-SCAN-L calculations can improve the DFT simulation accuracy for He at these warm 
dense conditions by a factor of +3 to 10 over the widely used XC functionals (PBE, SCANL, and KDT16). This clearly dem-
onstrates that the T-SCAN-L meta-GGA functional can accurately capture combined XC thermal and nonhomogeneity effects. 
When temperature increases to 21.54 eV, the relative error of the ground-state functionals reduces to the range between 1.3% 
and 3.6% (because the XC contribution becomes less important as compared to the noninteracting free-energy term at high T), 
while the relative difference between T-SCAN-L and PIMC values is still less than +1%. 

Figure 1
The relative error of total pressure from 
AIMD simulations of warm dense He 
using PBE, SCAL-L, KDT16, and 
T-SCAN-L XC functionals calculated 
with respect to the reference PIMC 
results and shown as a function of 
material density for two temperatures.
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The simplest thermalization scheme, which uses a universal additive thermal correction and a perturbative-like self-consistent 
approach, has been implemented, leading to thermal T-SCAN-L functional. The nonempirical T-SCAN-L meta-GGA density 
functional takes into account combined thermal and nonhomogeneity effects at the meta-GGA level, providing a significantly 
higher accuracy for DFT to better predict material properties in the WDM regime, as compared to the thermal KDT16, and to the 
ground-state PBE and SCAN-L XC functionals. In the zero-temperature limit, T-SCAN-L reduces to its ground-state counterpart, 
therefore preserving the SCAN-L meta-GGA level of accuracy at low T.
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