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Shown on the cover are two plots suggesting cross-beam energy transfer (CBET) as one explanation for why the observed target 
performance has historically experienced relatively low sensitivity to target offset, in contrast to simulation models. While CBET 
has been well known to cause significant laser-energy losses to directly driven inertial confinement implosions, fewer studies had 
been performed that include the effects of CBET on the symmetry of direct-drive inertial confinement fusion implosions. This is 
because of the computational expense in including CBET physics in multidimensional simulations. Its effects are often substituted 
for the simpler, flux-limited Spitzer–Härm thermal-transport method, where the flux limiter is variable in time [i.e., variable 
flux limit (VFL)] and chosen to match the observables of more-detailed 1-D simulations, which include the nonlocal thermal 
transport (NLTT) and CBET physics. This new work by Kenneth Anderson (see p. 127) demonstrates that by including CBET 
in simulations with offset, implosion asymmetry caused by target offset is actually mitigated compared to the aforementioned 
substitutive models. The inset depicts the predicted power deposited by the laser in the  = 1 mode when a target is offset. For 
most of the laser main drive, CBET losses dramatically reduce the  = 1 mode compared to the commonly used VFL model. The 
main image then expands this result to multiple simulations across a wide variety of target offsets. We can see that the simulated 
yield trends show less degradation at high offset when CBET is included than when using the VFL model. These results are use-
ful in highlighting the importance of the 3-D laser ray-trace model including CBET when modeling target offset to accurately 
capture this asymmetry mitigation and to give better agreement with experimental observables.

The figure on the right shows the enhanced 
scattered light predicted with CBET when 
target offset is present. More specifically, it 
shows more CBET occurring on the face of 
the target closer to target chamber center, 
where laser intensity is highest compared 
to the side facing away. In other words, this 
shows CBET counteracting the effects of 
offset-induced laser-illumination asymmetry.
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In Brief

This volume of LLE Review 159, covering the period April–June 2019, is sectioned among research areas at LLE and external 
users of the Omega Laser Facility. Articles appearing in this volume are the principal summarized results of long-form research 
articles. Readers seeking a more-detailed account of research activities are invited to seek out the primary materials appearing 
in print, detailed in the publications and presentations section at the end of this volume.

Highlights of research presented in this volume include the following:

• K. S. Anderson et al. present simulation data that suggest cross-beam energy transfer (CBET) as mitigating the deleterious 
effects of offset (p. 127). These simulations are shown to compare better against target experiments with offset when CBET 
is included.

• J. A. Marozas and E. M. Campbell present a design to field polar-direct-drive (PDD) experiments on the SG-III facility that 
include wavelength detuning for CBET mitigation (p. 130). Although some laser modifications are necessary at the facility, 
SG-III presents a viable alternative to the National Ignition Facility (NIF) to field PDD experiments and further progress in 
direct-drive inertial confinement fusion (ICF). 

• S. X. Hu et al. present justification and simulation results for direct-drive double-shell implosions in order to better approach 
ignition (p. 134). In the NIF design presented, fusion energy yields of 0.3 to 1.0 MJ can be obtained according to high-mode 
DRACO simulations. 

• D. Haberberger et al. detail measurements showing early material release on the backside of a CH shell at conditions relevant to 
ICF (p. 138). It is hypothesized that this phenomenon could be the cause for degraded performance in current ICF experiments. 

• A. Lees and H. Aluie demonstrate how to include baroclinity into the energy budget through the use of scale decomposition (p. 142). 
Mechanisms for “baropyncal work” are also reproduced in direct numerical simulation results for compressible turbulence.

• A. S. Davies et al. present Thomson-scattering data showing electron density and temperature evolution in a laser-produced 
plasma over 50 ps (p. 145). The results suggest evolution was slower compared to calculations and propose limitations to 
transfer efficiencies in the linear regime for Raman plasma amplification.

• P. Franke et al. detail efforts to create and control ionization fronts using flying focus (p. 149). A theory was developed that 
reproduced the observed data.

• A. J. Howard et al. show theory and simulation results for photon frequency upshifting caused by ionization fronts created 
with a flying focus (p. 153). Analytic models predict this scheme could be a novel tabletop source of spatially coherent x rays.

• A. L. Milder et al. present Thomson-scattering data showing the picosecond evolution of a non-Maxwellian electron distribu-
tion for a 2.4 # 1014 W/cm2 laser-produced plasma (p. 156). Calculations from the Vlasov–Fokker–Planck code K2 showed 
that ionization physics was necessary to reproduce the observed data.

• R. Paul, S. X. Hu, and V. V. Karasiev present a first-principles construction of a high pressure–temperature (up to 4 TPa and 
26,000 K) phase diagram of Si that revealed new stable phases (p. 159). The methodology centered on Mermin’s extension of 
Kohn–Sham density functional theory and ab initio lattice dynamics of perfect crystals. 
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• W. Theobald et al. present a comparison between UV equivalent-target-plane (UVETP) measurements and x-ray target-plane 
(XTP) measurements for a variety of OMEGA beams (p. 161). Data show that beam-to-beam variation for the UVETP was 
within acceptable rms variation, while the XTP showed some beams to lie slightly outside the acceptable range.

• R. Adam et al. demonstrate the creation and control of electromagnetic transients through the use of Ta/NiFe/Pt spintronic 
nanolayers (p. 164). Data suggest the transients’ amplitudes depend linearly on the average laser power illuminating the nano-
layers, with blue lasers giving 3# the amplitude compared to an infrared laser for the same power. 

• S. G. Demos et al. present laser-damage measurements from illuminating dispersed stainless-steel and titanium particles onto 
optical surfaces (p. 168). Results showcase three contamination mechanisms following the interaction of the laser pulse with 
the particles.

• M. Koepke et al. present summary information of the 11th Omega Laser Facility Users Group Workshop (p. 172). Also pre-
sented are user Findings and Recommendations to the Omega Laser Facility. 

• J. DeGroote Nelson, T. Z. Kosc, and P. C. Nelson detail the contents of the optics suitcase for educational outreach (p. 175). 
Reusable and giveaway items are included and meant to quickly capture attention of students and encourage them to share 
with peers what they have learned. 

• M. Sharpe, W. T. Shmayda, and K. Glance present measurements of a pressure–composition–temperature (PCT) phase dia-
gram for palladium hydride and palladium deuteride at low temperatures (p. 177). The measured isotherms show an increasing 
formation of palladium hydride as the temperature is decreased to a maximum of 0.75 hydrogen-to-metal ratio.

• C. Fagan et al. present comparisons of hydrogen absorption for different samples of stainless-steel 316 with Al2O3 coatings 
(p. 181). Results show that hydrogen absorption was more affected by a reduction of 300-nm to 5-nm surface roughness than 
by the presence of an Al2O3 coating.

• J. Puth, M. Labuzeta, and D. Canning summarize operations of the Omega Laser Facility during the third quarter of FY19 
(p. 184).
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K. S. Anderson,1 C. J. Forrest,1 O. M. Mannion,1 F. J. Marshall,1 R. C. Shah,1 D. T. Michel,1,2 J. A. Marozas,1 P. B. Radha,1 
D. H. Edgell,1 R. Epstein,1 V. N. Goncharov,1 J. P. Knauer,1 and M. Gatu Johnson3

1Laboratory for Laser Energetics, University of Rochester
2Applied and Theoretical Optics Department, ONERA, Palaiseau, France
3Plasma Science and Fusion Center, Massachusetts Institute of Technology

It is well known that at typical inertial confinement fusion (ICF) laser intensities, cross-beam energy transfer (CBET)1 can cause 
significant laser energy losses to directly driven inertial confinement implosions. When CBET occurs, incoming laser light from 
one beam interacts with refracted, outgoing light from other beams, stealing some energy from the incoming light and scatter-
ing that energy away from the target along the path of the outgoing light rays. The result is a decrease in the ablation pressure, 
implosion velocity, and compression of the capsule, leading to lower fusion yield. One-dimensional simulations of direct-drive 
implosions at LLE have for years included CBET physics to better model implosions. However, because of the computational 
expense of including CBET physics in multidimensional simulations, these have often used a simpler, flux-limited Spitzer–Härm 
thermal transport method, where the flux limiter is variable in time and chosen to match the observables of more-detailed 1-D 
simulations, which include the nonlocal thermal transport (NLTT) and CBET physics. Because of this, few studies have been 
performed that include the effects of CBET on the symmetry of direct-drive ICF implosions.

One major source of laser nonuniformity is target mispositioning or offset. When the target is mispositioned with respect to 
the center of convergence of the laser beams, a perturbation with a dominant  = 1 mode is present in the illumination pattern 
on target, with the “hot side” (the side with higher illumination) being opposite the direction of the offset. Previous simulations 
without CBET have indicated that this  = 1 offset perturbation persists in time at high amplitude, resulting in highly degraded 
yields and distorted hot spots, even when target offsets are small, of the order of 10 nm or about 2% of the radius of a typical 
capsule imploded on the 60-beam OMEGA Laser System. In contrast, fusion yields from cryogenic implosions on OMEGA 
show relatively low sensitivity to target offsets of this magnitude. This discrepancy between simulation and experiment has not 
been previously understood. 

To study the effect of target offset in a more-controlled environment, experiments with room-temperature capsules were per-
formed on OMEGA with prescribed offsets. These room-temperature experiments are simpler to field on OMEGA and require 
no cryogenic target handling or shroud, allowing more precise control of target positioning. Furthermore, these capsules have no 
cryogenic fuel layer, which typically represents a large and variable source of implosion nonuniformity and further complicates 
analysis. Results from these experiments were compared with 2-D DRACO simulations including the effects of CBET2 plus a 
modified3 Schurtz–Nicolaï–Busquet nonlocal thermal transport model (CBET–NLTT) as well as no-CBET DRACO simulations 
using a variable flux limiter (VFL). These comparisons illustrate the effect of CBET on the  = 1 laser drive uniformity, hot-spot 
x-ray core symmetry, and fusion yields. Note: the hydrodynamics and transport in DRACO are 2-D, but the laser ray-trace pack-
age is fully 3-D; this is sufficient to model target offset with CBET.

The normalized fusion yields from both the experiment and simulations are plotted in Fig. 1. The curves in Fig. 1 plot yields 
for DRACO simulations with varying offsets for a single shot (88575) with the CBET–NLTT model (solid red curve) and the VFL 
model (dashed blue curve). The simulations with the as-measured target offsets are shown with the red diamonds (CBET–NLTT) 
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and blue squares (VFL). Experimental data are shown with the #’s. Normalized yields are shown for both the D2 shots (lighter 
shades) and DT shots (darker shades). The simulation data show that the fusion yields are less sensitive to target offset when the 
CBET–NLTT model is used versus the VFL model, and that this difference occurs even for small target offsets. The variation in 
experimental yields in the offset shots is assumed to result from directional interactions with the target-mounting stalk and other 
systematic and/or random variations between shots, which are not modeled in the simulations.

For the D2 shots, four x-ray framing cameras were deployed to collect time-resolved images of the coronal x-ray emission 
during the acceleration phase of the implosion from four different views. These images were then used to infer the centroid of the 
capsule as a function of time using the methodology of Ref. 4. Simulated time-resolved images were generated by post-processing 
DRACO data with Spect3D.5 The results from both experiment and simulation show that the center of the capsule experiences 
a linear spatial drift away from its initial position that is approximately linear when plotted versus the distance traveled by the 
shell. When the capsule radius had shrunk to -150 nm, the distance traveled by the capsule center from the t = 0 position in the 
offset shots was measured experimentally to be between 9.2 to 10.0 nm along the offset direction with a 1.1- to 1.5-nm movement 
orthogonal to the offset direction (the measurement uncertainty was !1.0 nm). The orthogonal movement is attributed to non-
uniformity sources other than target offset. Reasonable agreement with experiment is seen in simulations with the CBET–NLTT 
model, which indicates the center drift along the offset direction is 12.0 nm. By contrast, the VFL model predicts 16.6-nm center 
drift, well outside the error bars. 

On all shots, time-integrated x-ray images of the hot-spot core emission were obtained from the gated monochromatic x-ray 
imager (GMXI). The centroid of the core x-ray image was then calculated with respect to that of the target chamber center (TCC) 
reference shot for each series (D2 and DT) to quantify the distance of the core in each offset shot relative to the reference target, 
following the methodology of Ref. 6. Time-integrated simulated images of the core x-ray emission were also generated from 
DRACO using Spect3D to compare with the GMXI images. The data are shown in Fig. 2. Figures 2(a) and 2(c) are the density 
contour of the target at peak compression and the time-integrated x-ray image from the VFL DRACO and Spect3D of shot 88581, 
respectively, whereas Figs. 2(b) and 2(d) are the same, respectively, for the CBET–NLTT model. Figure 2(e) is the experimental 
image. In each image, the position of TCC is shown with an #. The same analysis was done for the TCC reference shot 88578. 
Analysis shows that the distances between the centroid of x-ray emission of shots 88581 and 88578 are 61!2 nm for the experi-
ment and 63 nm and 71 nm for the simulated CBET–NLTT and VFL, respectively. Only the CBET–NLTT result fits within the 
experimental error bars. 

This mitigation of offset-induced nonuniformity by CBET effects can be understood geometrically. The shift of the target away 
from the center of beam convergence means that more laser light refracts past the target to interact with the incoming beams on 
the hot side, relative to those on the cold side. This stimulates more CBET losses on the hot side than on the cold side, effectively 
reducing the  = 1 illumination nonuniformity. This effect is also observed in simulations and experiments of polar-drive experi-
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Figure 1
Normalized neutron yields for DRACO simulations (CBET–NLTT: red diamonds; VFL: 
blue squares) and experiment (#’s). D2 shots are shown in the lighter shades. Normal-
ized yield trend lines are shown for shot 88575 varying the target offset in simulations 
(CBET–NLTT: solid red curve; VFL: dashed blue curve). For comparison, two simula-
tions with a power-imbalance–induced  = 1 asymmetry equivalent to that of a 40-nm 
target offset at t = 0 were modeled (CBET–NLTT: orange circle; VFL: yellow triangle).
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ments2 that show CBET is higher at the equator where beams are pointed away from the target center to improve illumination 
uniformity, and in experiments where the beam-to-target ratio is reduced7 to mitigate CBET. DRACO’s in-line scattered-light 
diagnostics support this conclusion, showing enhanced CBET-scattered light from the hot side of the target. To illustrate that this 
is a geometric effect arising from target offset, both CBET–NLTT and VFL DRACO simulations were performed, inducing an  = 
1 using a prescribed laser power imbalance with the same initial mode amplitude as with the target offset of 40 nm. The resulting 
normalized yields, shown in Fig. 1 by the orange circle (CBET–NLTT) and yellow triangle (VFL), are very close to each other 
and similar to the yield of the VFL offset simulation, indicating no mitigation of the power-imbalance–induced  = 1 by CBET.

In conclusion, CBET in direct-drive inertial confinement mitigates the implosion asymmetry caused by target offset. Simula-
tions modeling target offset require a 3-D laser ray-trace model including CBET to accurately capture this asymmetry mitigation 
and to give better agreement with experimental observables.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.  
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 4. D. T. Michel et al., Phys. Rev. Lett. 120, 125001 (2018).
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 6. W. Grimble, F. J. Marshall, and E. Lambrides, Phys. Plasmas 25, 072702 (2018). 

 7. D. H. Froula et al., Phys. Rev. Lett. 108, 125003 (2012). 

Figure 2
Density plot (g/cm3) at stagnation from DRACO simulations of shot 88581 with (a) VFL and (b) CBET–NLTT. Simulated time-integrated x-ray images gener-
ated by Spect3D from these simulations are shown in (c) VFL and (d) CBET–NLTT. (e) The experimental image from GMXIc. In all images, the location of 
TCC is shown by the # and the distance between TCC and centroid of emission indicated by the dashed white line.
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J. A. Marozas and E. M. Campbell

Laboratory for Laser Energetics, University of Rochester

Introduction
In direct-drive inertial confinement fusion (ICF), laser beams irradiate a plastic-coated shell of frozen deuterium–tritium (DT) and 
ablatively drive an implosion. The ultimate goal of ICF is ignition and energy gain; the minimum shell kinetic energy required 
for ignition (defined as when the energy from DT fusion reactions exceeds the laser energy incident on the target) is given by 
E P v. . .

min
1 88 0 77 5 89

abl imp+ a - -  (Ref. 1), where the three parameters of the implosion—a, vimp, and Pabl [adiabat (the ratio of the fuel 
pressure to the Fermi-degenerate pressure at peak implosion velocity), implosion velocity, and ablation pressure, respectively]—are 
determined primarily by the deposition of the laser energy into the coronal plasma of the target and heat conduction to the ablation 
surface. Cross-beam energy transfer (CBET)2 has been identified in direct-drive experiments on the OMEGA3 and National Ignition 
Facility (NIF)4 lasers to reduce absorption, ablation pressure, and implosion velocity. The presence of CBET on the SG-III facility5 is 
anticipated to cause similar issues by reducing target absorption and the resulting reduction in ablation pressure and implosion velocity.

CBET laser–plasma interaction results from two-beam energy exchange via stimulated Brillouin scattering,2 which reduces absorbed 
light and consequently reduces ablation pressure and implosion velocity. The dominant CBET loss mechanism in direct drive occurs when 
rays counter-propagate (backscatter mode), increasing scattered light, as illustrated in Fig 1. For the ignition-relevant overlapped beam 
intensities of +8 # 1014 W/cm2 for NIF experiments, CBET is calculated to reduce laser absorption by 22%, the average implosion speed 

Wavelength-Detuning Cross-Beam Energy Transfer Mitigation 
Scheme for Polar Direct Drive on SG-III

Figure 1
(a) The effect of cross-beam energy transfer (CBET) (backscatter mode) in polar direct drive (PDD) predominantly affects the equatorial region where rays 
interact. (b) The CBET effect dominates the equatorial region, as shown where successful CBET mitigation benefits the same region. 
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by +9%, and the average ablation pressure by 35% (Ref. 6). These drive-related results are consistent with other ongoing OMEGA-7 
and NIF-scale8 experiments. Reducing the target mass compensates for CBET losses, but the thinner shells become compromised as a 
result of hydrodynamic instability growth.9 As shown by the above equation for Emin, efficient laser–energy coupling and hydrodynamic 
stability are essential aspects of direct-drive ICF, making CBET mitigation vital. Mitigation strategies of the deleterious CBET effects 
invoke combinations of spatial, temporal, and wavelength domains. Wavelength detuning works by altering the resonance condition 
between interacting beams.2 Wavelength detuning was first examined for indirect drive10 and subsequently for direct drive, but it was 
prematurely dismissed as a viable option.11 Wavelength detuning was shown to mitigate CBET on the NIF in direct-drive experiments 
and to increase the drive relative to a no-detuning case;6 DRACO simulations predict similar expectations on the SG-III facility. 

Laser Facility and CBET Mitigation
The SG-III facility (see Fig. 2) has a similar indirect-drive configuration as the NIF, albeit with a single beam in each port as 

compared to NIF’s quad architecture.6,12 The SG-III facility provides a potential collaboration between LLE and SG-III. The 
indirect-drive beam geometry distributes the beam ports toward the poles of the target interaction chamber, forming cones of beams 
with a common polar angle.13 This configuration must be altered to perform direct-drive experiments with a reasonably uniform 
drive. Repointing higher-intensity beams from lower latitudes toward the equator partially compensates for the indirect-drive port 
geometry and higher incident angles when illuminating direct-drive targets. In this modified configuration, referred to as polar 
direct drive (PDD),14,15 CBET predictably dominates in the equatorial region,6,12 where most of the cross-beam interactions occur, 
as shown in Fig. 1(b). As a result, PDD implosions tend to become oblate because CBET reduces the laser drive preferentially 
in the equatorial region. With this motivation, a basic wavelength-detuning strategy exploits the PDD configuration, where each 
hemisphere has a different wavelength or color. However, the nominal symmetric wavelength mapping on the NIF developed 
for indirect-drive targets precludes achieving hemispheric wavelength detuning using typical PDD repointing configurations.15 
A beam repointing method, called cone swapping,12 was utilized on the NIF; it permits a partial hemispheric wavelength dif-
ference about the equator. The SG-III facility is assumed here to provide a more flexible color-to-beam mapping than available 
on the NIF. Cone swapping could still be applied to the SG-III facility if required but would produce nonoptimal results. For 
the purposes of this summary, the SG-III facility is assumed to provide three separate initial colors or wavelength shifts Dm0 = 
{m1,m2,m3} detuned from a central wavelength m0 + 351 nm. The colors would be used to establish a bi- or tricolor distribution 
about the northern and southern hemispheres and yield the primary CBET mitigation strategy in any ICF direct-drive laser system.

TC14723JR

Figure 2
The SG-III facility has a similar indirect-drive configuration as the NIF, albeit 
with single beams in each port as compared to NIF’s quad architecture. The 
SG-III facility provides a potential collaboration between LLE and SG-III. 

The far-field spot envelope [induced from distributed phase plates (DPP’s)16 and small-divergence smoothing] determines 
the overlapped nonuniformity on any direct-drive ICF laser system. For the PDD configuration, care is taken to design the spot 
shapes to account for necessary repointing of the beams toward the equator. An ideal PDD spot shape minimizes any energy that 
would otherwise be projected over the target horizon when repointed, while maintaining the best underlying beam profile using a 
method referred to as spot-masking apodization (SMA); this provides a substantial energy savings of +15% to 20% (Ref. 17). In 
addition to the consideration of over-the-horizon energy loss, SMA can be employed as a CBET mitigation method by reducing 
the outer perimeter of the spot shape to a value that slightly underfills the full target diameter without severely effecting overlap 
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nonuniformity like smaller spots.12 Current SG-III spot shapes could be used in the interim (similar to experiments on the NIF6) 
before optimized DPP’s are designed and manufactured.

Simulations Predictions
The initial proposed target designs for SG-III are an energy-scaled version of the first wavelength-detuning experiments performed 

on the NIF.6 The warm plastic (CH) target is 640 nm in radius and has a 55-nm-thick CH shell filled with 20 atm of D2 fuel at room 
temperature (see Fig. 3). A 100-kJ energy reference pulse provides the drive for the PDD target. This average pulse is a composite 
of different scaled energies for each ring of beams, where the different energies provide a nearly uniform drive that compensates for 
angular hydroefficiencies: the intensity on target near the equatorial region is larger than that near the polar region. The nonuniform 
delivered on-target intensity compensates for higher refraction suffered by equatorial rays as well as the lower hydrodynamic efficiency 
in that region. The pulse shape shown here would drive the target slowly (+300 nm/ns) to avoid large hydrodynamic instability growth 
seeded by laser imprint. Initial experiments would focus on the CBET mitigation properties and not initially on the fusion performance.

CH
55 nm

D2

20 atm

(b)(a)

Po
w

er
 to

ta
l (

TW
)

640 nm

100 kJ

TC14724JR

0

Time (ns)
0 1 2 3 4 5

30

20

10

Figure 3
(a) The SG-III warm plastic (CH) target is 640 nm in radius and 
has a 55-nm-thick CH shell filled with 20 atm of D2 fuel at room 
temperature. (b) The 100-kJ pulse provides a modest drive that could 
be enhanced after initial experiments. 

The PDD repointing configuration suggested for the SG-III facility closely resembles what was recently shot on the NIF, where 
four rings of beams are distributed about the target surface (see Fig. 4). The PDD repointing configuration provides reasonable 
control of shock and shell uniformity during the implosion for the SG-III facility. The exact locations of the repointed spots can 
vary slightly for different target designs to optimize nonuniformity. 

TC14725JR

Figure 4
The suggested PDD repointing configuration provides reasonable control of shock 
and shell uniformity during the implosion for the SG-III facility, where four rings 
of beams are distributed about the target surface. Each green spot represents a 
beam port that has been repointed onto the initial target surface. The Hammer 
projection mapping is used. 

Preliminary DRACO12 simulations for the proposed PDD CBET mitigation experiments for the SG-III facility indicate promis-
ing results (see Fig. 5). These simulations show that reasonable uniformity can be achieved, assuming nonideal spot shapes that 
conform to those currently employed on the NIF. Simulations performed in the NIF’s configuration using optimal DPP’s have 
shown significant improvement in uniformity, which has boosted neutron yields by 2# to 3# in exploding-pusher configurations 
when compared to nonideal spot shapes.

Conclusion
The SG-III facility could provide a valuable platform to explore CBET mitigation in the PDD configuration in the 200-kJ 

energy range. CBET mitigation experiments would require some laser modifications to measure the mitigation efficacy such as 



InertIal ConfInement fusIon

LLE Review, Volume 159 133

multiple tunable laser wavelengths, customized DPP’s, and direct-drive target filling and manipulators. Higher shot repletion is 
expected, together with the ability to test a wide range of wavelength separation. The data that SG-III could provide would be 
valuable for future progress in direct-drive ICF.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Laser-driven inertial confinement fusion1 (ICF) has been actively pursued in the laboratory for decades. The current efforts have 
focused mainly on the so-called “hot-spot” ignition scheme, in which a single shell containing a solid-DT (deuterium–tritium) 
fuel layer covered by ablator materials is driven to implode by high-energy laser beams in either an indirect or direct way. In 
indirect-drive ICF, the high-energy laser beams irradiate inside a hohlraum and convert the laser energy into thermal x-ray emis-
sions that ablatively drive the capsule (placed inside the hohlraum) to implode;2,3 while for the other scheme, the laser beams 
directly irradiate the ICF target.4,5 For hot-spot ignition in both schemes, the single shell acts not only as the “piston” but also 
provides the major DT fuel for the final hot-spot formation. For the piston to have enough energy and still be compressible at 
stagnation, one needs to drive the single shell for a long distance (for enough acceleration) and to maintain it at a relatively low 
entropy state (low adiabat). Roughly speaking, for such single-shell hot-spot ignition to work at laser energies in the MJ range, the 
imploding DT-containing shell must have a velocity of Vimp > 350 km/s and a high convergence ratio of CR > 30 ( ,R RCR 0 hs=  
with R0 being the initial shell radius and Rhs the final hot-spot radius). These requirements impose formidable challenges for 
the central-spot–ignition scheme to reach the so-called burning-plasma stage,6 in which the self-heating of plasmas by the DT-
fusion–produced a particles exceeds the radiative and conduction loss.

To reach the burning-plasma stage, the single-shell hot-spot ignition in both direct-drive and indirect-drive schemes must 
overcome daunting challenges, especially for the current low-margin designs due to the limited laser energy. First of all, the large 
CR, low adiabat, and high implosion velocity demand stringent requirements on target and driver perturbations. For example, 3-D 
simulations of indirect-drive ICF implosions7,8 show that the driver asymmetry and target engineering features such as fill tube 
and interface mixing can gradually “eat” away the design margin for burning plasma to happen. The situation is also similar for 
direct-drive, high-convergence ICF implosions, in which the perturbations from target imperfection and long-/short-wavelength 
laser nonuniformities can also significantly degrade the target performance,9–12 due to the fact that these high-convergence, 
low-adiabat single-shell implosions are highly susceptible to violent Rayleigh–Taylor (RT) instability growth.13–17 In addition, 
the DT layer being part or the whole of the piston requires tremendous effort to maintain its low entropy. Precisely timing sev-
eral shocks18–20 is necessary to set the shell in a designed low adiabat. Still, excessive radiation and/or superthermal electrons 
produced by laser–plasma instabilities, such as two-plasmon decay21 and stimulated Raman scattering,22 could possibly preheat 
the in-flight, low-temperature DT shell and render it less compressible at stagnation. All of these challenges are currently faced 
by the laser-drive ICF community.

Different from the above-mentioned central-spot ignition, alternative laser-fusion schemes seek to separate the hot-spot for-
mation from the shell (piston) acceleration. Over the past two decades, some efforts in the laser-fusion community have been 
put into studies of these alternative schemes, including fast ignition,23 shock ignition,24,25 double-shell implosions,26–31 and a 
triple-shell Revolver design,32 just to name a few. Although these schemes have their own challenges, the separation of hot-spot 
formation from accelerating the piston generally relaxes the stringent requirements for the single-shell, hot-spot–ignition scheme. 

Direct-Drive Double-Shell Implosion:  
A Platform for Burning-Plasma Physics Studies
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Taking a double-shell implosion as an example, the outer shell (piston) can be set at a much higher adiabat so that RT instability 
and radiation/fast-electron preheat do not significantly affect the shell integrity as it accelerates, while an inner shell composed 
of high-density metal layer(s) and filled with DT gas or liquid can be volumetrically shocked/compressed and heated by an 
+Gbar pressure reservoir that is created through the spherical stagnation (impact) of the outer shell upon the inner one. Given 
the electron-rich nature of a high-density inner shell, only a significantly low convergence ratio (CR # 10) is needed to reach a 
pressure of +400 Gbar required for DT plasma burning.31 The double-shell scheme generally trades some of the physics chal-
lenges of high-convergence (CR $ 30) single-shell implosions for the complexity of double-shell target fabrication and diagnoses.

For the past two decades, the study of double-shell implosions in both experiments and simulations has focused mainly on the 
indirect-drive scheme.26–31 With a drive laser at the National Ignition Facility33 (at an +MJ energy level), recent 1-D simulations 
showed that a maximum energy of only +10 to 15 kJ can be coupled to the kinetic motion of the inner shell,31 even with a high-
density inner-shell material like Au. The limited margin for an energetic inner shell is caused by the lower hydroefficiency in the 
indirect-drive scheme, in which a much thicker and massive outer shell is needed for x-ray drive. Motivated by the higher overall 
hydroefficiency of direct drive,5,10 we have performed a thorough investigation on whether or not a direct-drive double-shell (D3S) 
platform has its own merit to create a burning plasma in the laboratory at MJ laser energy. We found that even with the currently 
reduced hydrocoupling caused by cross-beam energy-transfer (CBET),34–37 direct-drive double-shell implosions can give at least 
twice the kinetic energy (+30 kJ) as the indirect-drive case; such a more-energetic inner shell could provide more margin to reach 
the DT-plasma burning stage. In addition, we propose to use the newly invented technology of magnetron sputtering38 to make 
a density-gradient inner shell of a tungsten/beryllium mixture. By varying the tungsten-to-beryllium concentration ratio, one 
may be able to construct an inner shell with density dropping from t0 + 19 g/cm3 (97% W + 3% Be) to t0 + 2.2 g/cm3 (1% W + 
99% Be) along both inward and outward directions. The idea of using gradient-density layers, proposed earlier for single-shell 
ICF,16 can help to mitigate the classical RT problem during the outer-shell collision.39 It not only reduces the Atwood number 
but also increases the density scale length at the collisional surface. It can be thought of as multiple “tamper” layers used for 
indirect-drive double-shell designs28,29,31 but with a gradual density variation. 

In the radiation-hydrodynamic studies of direct-drive double-shell implosions presented here, we have used both the 1-D code 
LILAC40 and the 2-D code DRACO41 developed at LLE. State-of-the-art physics models, including the nonlocal thermal-transport 
model,42,43 the 3-D ray tracing with CBET model,34–37 accurate material properties such as first-principles equation of state,44–47 
first-principles opacity tables,48,49 and the average-ion model50 for the opacity and emissivity of the W/Be mixture, have been 
employed in our radiation-hydrodynamic simulations. In our D3S designs, a 70-nm-thick beryllium outer shell is driven sym-
metrically by a high-adiabat (a $ 10), 1.9-MJ laser pulse to a peak velocity of +240 km/s. Upon spherical impact, the outer shell 
transfers +30 to 40 kJ of kinetic energy to the inner shell filled with DT gas or liquid, giving neutron-yield energies of +6 MJ 
in 1-D simulations. Two-dimensional, high-mode DRACO simulations indicated that such high-adiabat D3S implosions are not 
susceptible to laser imprint, but the long-wavelength perturbations from the laser port configuration along with CBET can be 
detrimental to the target performance. Nevertheless, neutron yields of +0.3- to 1.0-MJ energies can still be obtained from our 
high-mode DRACO simulations. One example is shown in Fig. 1, where the robust a-particle bootstrap is readily reached, which 
could provide a viable platform for burning-plasma physics studies. Once CBET mitigation and/or more laser energy becomes 
available, we anticipate that breakeven or moderate energy gain might be feasible with the proposed D3S scheme.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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The density (t) and ion temperature (Ti) contour plots on the r,z plane during the inner-shell stagnation: (a) at the beginning of bootstrap heating (t = 11.23 ns) 
and (b) at the peak neutron production (t = 11.27 ns) when the burning-plasma stage is reached.
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The material release on the back side of a CH shell was probed at conditions relevant to inertial confinement fusion (ICF). The 
release was found to expand further with a longer scale length than that predicted by radiation-hydrodynamic simulations. The 
simulations show that a relaxation of the back side of the shell consistent with measurements explains the experimentally observed 
reduction in ICF implosion performance—specifically reduced areal density at peak compression.

While great progress has been made over recent years in ICF experiments,1 achieving ignition conditions remains a grand 
challenge. In both direct- and indirect-drive approaches to fusion, a cold layer of deuterium–tritium (DT) fuel is compressed 
by material ablation to form a high-areal-density confinement around an igniting central hot spot. In both approaches, several 
shocks are launched through an outer solid-density fuel and into a central vapor region. Once the shock breaks through the inner 
surface into the central region, the fuel spherically converges to form a high-areal-density confinement. By limiting the amount 
of material and maintaining a low temperature inside the vapor region, the implosion can reach maximum convergence and the 
hot-spot temperature necessary for ignition.

One of the reasons for the underperformance in the recent experiments is attributed to a reduced areal density of the fuel; 
20% deficiency has been reported for most of the implosions at the National Ignition Facility.2 Several mechanisms could 
contribute to the reduction in shell convergence and therefore in areal density, including mixing of the ablator material into the 
fuel or mixing of the fuel into the central hot spot. In addition, inaccurate modeling of the material properties of fuel interacting 
with multiple strong shocks could lead to an underprediction of the mass expanding from the inner surface of the main shell by 
material release. Such a release is created as the first shock breaks out of the main fuel into the vapor region of the target. As 
subsequent shocks with increasing strengths are launched into the shell at the beginning of the implosion, they travel through the 
rarefaction formed by the earlier shocks. The rate of material release is determined by several factors, including sound speed, 
ion viscosity, and thermal conduction.

Experimental signatures of the driven shell dynamics are commonly used to test hydrodynamic simulations. In implosion 
experiments, x-ray backlighting or self-emission measurements are used to track the shell trajectory,3 but they give no information 
about the low-density material release behind the shell since the low-density material does not attenuate the high-energy x-ray 
photons. Optical probing with a velocity interferometer system for any reflector (VISAR) has been used to track a shock moving 
through a transparent material or to measure when the shock breaks out into vacuum.4 Although these measurements are very 
useful for studying the equation of state (EOS) in simulation codes, no information is gained about the profile of material release 
when the shock breaks through the shell because at this point the optical beam is absorbed near the critical plasma density of the 
rarefaction wave because of its reflection geometry.

In this research, the first direct measurements of the low-density plasma released from the back side of a laser-driven shell is 
presented. The low-density plasma (at 1020 cm–3) was measured to travel +190 nm in front of the driven shell with a scale length 
that increased to a maximum to 63 nm over 3 ns (Fig. 1). These observations are in contrast to hydrodynamic simulations that 
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show the plasma traveling +80 nm away from the shell with a steep density gradient that increased to 15 nm (Fig. 2). Further 
investigation uncovered the sensitivity of the inner shell expansion to the initial (before the shock breakout) CH density profile. 
By initiating the back side of the shell with a 10-nm density gradient, release profiles matching those observed in the experiment 
were obtained. The more-rapid expansion results from enhanced heating of the lower-density material by the shock as it breaks 
out, causing a higher sound speed, and consequently, a faster post-shock expansion. This early relaxation of the CH shell boundary 
is consistent with estimations of preheat from x rays emanating from the hot coronal plasma. Implementing an expanded profile 
on the back side of the DT ice layer in direct-drive ICF implosion simulations shows a reduced convergence leading to an 18% 
lower areal density and a 17% smaller ion temperature.
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Figure 1
(a) The PJXI diagnostic measured the shell trajectory by tracking absorption of the Al He x rays traveling through the interaction region. The origins of the 
spatial and temporal axes represent the initial location of the center of the CH shell (spatial) at the beginning of the drive laser pulse (2% of rise, temporal). 
The 4~ probe diagnostic measures the density of the released plasma on the back side of the driven shell through (b) interferometry and (d) AFR at 2 ns after 
the drive. The synthesized response of the (c) interferometry and (e) AFR diagnostics that best match the corresponding measurements at 2 ns. The origin of 
the y axis corresponds to the position of shock (+120 nm) as measured by the radiography (dashed red line).

Figure 1(a) shows a radiograph where the shock is observed breaking out of the back side at t = 580!40 ps. After this time, 
the shell trajectory was observed to accelerate at a near-constant acceleration of +32 nm/ns2 (dashed white line) across +540 nm 
over 4 ns. For this experimental setup, the 1.5-keV x rays provide an optimal peak absorption of +70%. The x-ray streak-camera 
diagnostic had a measured spatial resolution of 20 nm, which was sufficient to track the position of the shell, although not small 
enough to resolve the expected shell thickness of 5 to 7 nm.

To measure the density profile in the rarefaction wave, an 8-ps-FWHM-duration, 4~ (263-nm) probe beam was used to generate 
interferometry5 [Fig. 1(b)] and angular filter refractometry6 [AFR, Fig. 1(c)] data. The two diagnostics were used in conjunction 
to gain confidence in the measured plasma density profiles. The interaction was probed at four times with respect to the beginning 
of the drive beams (2% of rise): 1 ns, 2 ns (Fig. 1), 3 ns, and 4 ns. For the probe timing of 2 ns, the shell moved +120 nm at the 
center of the laser spot [Fig. 1(a)]. Figure 1(b) shows the phase change accrued from propagating through the released plasma. A 
measurable phase change at the center of the shell is evident for distances greater than +290 nm; for positions less than this, the 
light was refracted outside of the collection optics. Refraction of the probe light from its propagation through this plasma resulted in 
the observation of two bands [Fig. 1(c)] of constant refraction angle corresponding to 0.75° (outer) and 3° (inner). The images were 
analyzed by simulating a synthetic interferogram and AFR image using an analytic function for the plasma density and iterating 
until the images converged to the measurements. A single exponentially decaying profile, with a transverse Gaussian function, 
was found to be adequate to reproduce the measurements. Other analytic profiles were tested and delivered very similar plasma 
profiles. The matched synthetic interferogram and AFR image for the 2-ns data are shown in Figs. 1(d) and 1(e), respectively, and 
correspond to a plasma density profile of ,, , exp exp lnn x y z n y L x z L 2 2y0

2 2
e FWHM- -= = + =_ ` _i j i8 8B B% /  where n0 = 3.6 # 
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1021 cm–3, Ly = 38 nm, and LFWHM = 340 nm. Note, this profile is accurate only in the low-density region measured by the 4~ 
probe and is expected to strongly diverge from the actual plasma profile closer to the driven shell.

Figure 2 shows that the low-density plasma has expanded significantly farther than LILAC7 radiation-hydrodynamic simulations 
predict. At the earliest measured time (1 ns), the low-density plasma is 40 nm in front of the predictions, while the position of the 
shell is in good agreement. Between 1 ns and 4 ns, the low-density (at 1020 cm–3) plasma is measured to have an average velocity 
of +205 nm/ns, while its scale length expanded from 10 nm to 63 nm. The average simulated expansion speed of 145 nm/ns 
at 1020 cm–3 was slower than the measurements, and the scale lengths increased from 2 nm to 15 nm, which are shorter than 
measured across the entire time span. This discrepancy was largely insensitive to the thermal transport and the EOS models used 
in the simulations. It was found in simulations that the position of the low-density plasma, as well as its scale length, significantly 
depends on the mass-density profile at the back surface of the CH shell right before the shock breaks out. The simulation results 
shown in Fig. 2 used an infinitely sharp boundary on the back side of the CH, as is typical in hydrodynamic simulations. These 
simulations significantly underestimate the plasma expansion at all times. When the back side of the CH target was relaxed over 
10 nm (linear increase from zero to solid density prior to the shock breakout), the simulated trajectories are in excellent agreement 
with the measurements. The increased heating (from 20 eV to +100 eV) that occurs from the shock propagating through the 
relaxed back side of the shell, results in a faster expansion and larger scale length than when the standard sharp interface is used. 
Note the trajectory of the shell was unchanged by this relaxation.
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Figure 2
The measured (solid curves) and simulated (dotted curves) plasma density profiles at 1 ns (blue), 2 ns (red), 3 ns (yellow), and 4 ns (purple) are plotted. The 
vertical dashed lines are the peak shell position as measured by the PJXI diagnostic (with error bars shown by the shaded regions).

In summary, optical probing using interferometry and angular filter refractometry was used to study the material release from 
the shock breakout at conditions relevant to ICF implosions. It was observed that the position and scale length in the measured 
density range (1019 to 1020 cm–3) of the rarefaction wave strongly depends on the density profile at the back surface of the CH 
before the shock passes. To match the experimental data, simulations required a relaxation that results in a neutral-density 
gradient on the inner surface of the CH shell before the shock pass. This lower-density material is strongly heated by the passing 
shock, which causes it to expand more rapidly and have a longer scale length at later times. Radiation preheat by coronal x rays 
can cause such a relaxation of the back surface of the CH and formation of the density gradient. Simulations of direct-drive 
cryogenic implosions that enhanced the inner surface release consistent with these measurements show a significant reduction 
in target performance, including an 18% reduction in areal density, a 17% reduction in ion temperature, and more than a factor 
of 2 reduction in the neutron yield.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority
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The role of baroclinicity, which arises from the misalignment of pressure and density gradients, is well known in the vorticity 
equation, yet its role in the kinetic energy budget has never been obvious. We have shown that baroclinicity appears naturally 
in the kinetic energy budget after carrying out the appropriate scale decomposition. Strain generation by pressure and density 
gradients, both barotropic and baroclinic, also results from our analysis. These two processes underlie the recently identified 
mechanism of “baropycnal work,”1–3 which can transfer energy across scales in variable density flows. We also provide numerical 
evidence from high-resolution (i.e., 1024 # 1024 # 1024) direct numerical simulations (DNS’s) of compressible turbulence (Fig. 1). 

The Role of Baroclinicity in the Kinetic Energy Budget
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To analyze the dynamics of different scales in a compressible flow, we use the coarse-graining approach. It has proven to 
be a natural and versatile framework for understanding and modeling scale interactions (e.g., Refs. 1–6) and is closely related 
to well-established physics techniques, including macroscopic electromagnetism,7,8 where coarse graining of microscopic 
charge and current densities coupled with gradient expansions yield the macroscopic polarization P and magnetization M as 
well as higher-order multipole contributions. It is also closely related to the renormalization group (RG), especially “real-space 
RG,”9,10 where a coarse-grained field is like a “block spin” and coarse-grained equations are analogous to “effective Hamil-
tonian/action” for the block spins with running coupling constants that depend on the scale parameter  . Our approach is also 
intimately related to large eddy simulation (LES) in turbulence modeling.4,11 Equations governing the dynamics of different 
scales can be derived relatively easily, allowing for a direct analysis of processes at those scales both analytically and using 
data from simulations or experiments.

Figure 1
DNS of turbulent flows at varying levels of compressiblity using our DiNuSUR code.
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For any field a(x), a coarse-grained or (low-pass) filtered field, which contains modes at scales > , is defined in n dimensions as

 ,x d Ga r r a x r
 

n= +r $_ _ _i i i  (1)

where G(r) is a normalized convolution kernel and G


(r) =  –nG(r/) is a dilated version of the kernel having its main support 
over a region of diameter  . The scale decomposition above is essentially a partitioning of scales in the system into large (>), 
captured by ,a



r  and small (<), captured by the residual .a a a
 

-=lr r

The budget for the large-scale kinetic energy can be easily derived3 from the compressible momentum equation:

 t e ,P D
u
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2
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u
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where J


(x) is space transport of large-scale kinetic energy, u$P
 

dr r  is large-scale pressure dilatation, D


(x) is viscous dissipa-
tion acting on scales > , and e x



inj
_ i is the energy injected due to external stirring. The P



(x) and K


(x) terms account for the 
transfer of energy across scale  .

Using the property of scale locality,1 we have derived a model of K that shows how it transfers energy by two processes: 
barotropic and baroclinic generation of strain S from gradients of pressure and density t:

 t P Sconst :T2 1 d dt
-

_ _i i9 C& 0 (3)

and baroclinic generation of vorticity ~:

 t P .const 2 1 $#d dt ~
-

_ `i j  (4)

While the role of pressure and density gradients in generating vorticity is well recognized, their role in strain generation has 
been less emphasized in the literature.

To our knowledge, this is the first direct demonstration of how baroclinicity enters the kinetic energy budget, which arises 
naturally from our scale decomposition and the identification of K as a scale-transfer mechanism (Fig. 2). Baroclinicity is often 

TC14949JR

4.486
K

k


 =
 8

 (×
10

–2
)

(b)(a)

–4.486

–0.022

0.000

0.022

Figure 2
Visualization of a slice from our 3-D flow of the true K and its model that we derived, showing excellent pointwise agreement.
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analyzed within the vorticity budget but its role in the energetics has never been obvious. The need for a scale decomposition in 
order for K and, as a result, baroclinic energy transfer to appear in the kinetic energy budget is similar to the scale transfer term 
P, which appears in the budget only after decomposing scales due to energy conservation. In the same vein, the appearance of 
baroclinicity in the vorticity equation can be interpreted as being a consequence of an effective scale decomposition performed 
by the curl operator d#, which is a high-pass filter. 
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The rapid evolution of electron density and temperature in a laser-produced plasma was measured using collective Thomson scat-
tering. Picosecond time resolution, enabled by a pulse-front-tilt–compensated spectrometer, revealed a transition in the plasma-
wave dynamics from an initially cold evolving state to a quasi-stationary equilibrium state. The equilibrium temperature was 
found to match the generalized heat equation’s predicted scaling ?T n /2 5

e e  and Te ? I1/5. The plasma evolution was compared to 
Raman gain bandwidth calculations and showed a time-dependent resonance detuning that would limit the transfer efficiency of 
a Raman plasma amplifier in the linear regime.

Endeavors to engineer plasmas for a number of applications rely critically on plasma conditions. Optimizing plasma devices, 
including laser amplifiers,1–5 laser compressors,6 wave plates,7,8 polarizers,9,10 Q plates,11 particle accelerators,12,13 photon 
accelerators,14 high-order frequency conversion,15,16 and photon–electron light sources,17,18 require an accurate knowledge 
of plasma density and temperature dynamics. Engineering plasmas to create a laser amplifier and compressor is of particular 
interest because a plasma-based device can avoid the optical damage thresholds that currently limit the maximum intensity of 
chirped-pulse–amplification systems.19

A Raman plasma amplifier seeks to amplify and compress an ultrashort pulse by transferring energy from a long (tens of pico-
seconds), energetic pump pulse to a short (tens of femtoseconds), intense seed pulse. Raman amplification is a three-wave interac-
tion, in which two counter-propagating laser pulses of different frequencies form a beat wave that drives an electron plasma wave 
through the ponderomotive force. The plasma wave facilitates the energy transfer from the higher- to the lower-frequency beam.1 
Pulse compression and efficient energy transfer require the pump pulse amplitude to be depleted within the seed pulse duration, 
known as the r-pulse or nonlinear regime.6 Depleting the pump pulse amplitude within the duration of the seed requires a rapidly 
growing and large-amplitude plasma wave that typically forms when the Langmuir frequency is resonant with the beat frequency 
produced by the pump and seed beams. In the linear regime, the frequency, growth rate, and maximum amplitude of an electron 
plasma wave are dependent on the instantaneous electron temperature and density. Accurate prediction of the linear growth of 
the electron plasma wave in a Raman amplifier has been impeded by the lack of measured plasma conditions over this regime.

In a laser-produced plasma, the electromagnetic fields generate dynamic plasma conditions that evolve rapidly over the initial 
50 ps. This evolution is comparable to pump durations (10 to 20 ps) that have typically been used in plasma devices. Therefore, 
the plasma conditions vary over the course of these experiments. During the transit of a high-intensity pump pulse through a gas, 
the photoionized electrons are liberated with minimal kinetic energy, resulting in an initially cold plasma. The energy supplied 
to the electrons by the electromagnetic field, through inverse bremsstrahlung, causes the temperature to rise rapidly until the col-
lisionality of the plasma reduces the heating rate to a level comparable to the cooling mechanisms. Measurements of these early 
plasma dynamics on application-relevant time scales have been previously unattainable.

Optical Thomson scattering is a powerful diagnostic that can accurately measure plasma conditions.20–26 A Thomson-scattering 
diagnostic can be used to determine localized plasma conditions by calculating the time-resolved spectra from laser light scattered 
off of plasma waves. The diagnostic requires a spectrometer streak-camera system to provide spectral and temporal resolution of 

Investigation of Picosecond Thermodynamics in a Laser-Produced 
Plasma Using Thomson Scattering
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the scattered spectra. Thomson-scattering diagnostics have not had sufficient temporal resolution to characterize the dynamics 
of plasma devices. Temporal resolution (>50 ps) for Thomson-scattering systems has been limited by the diagnostic’s pulse-front 
tilt, which is inherent in the angular dispersion of the spectrometer.27,28 In a conventional system, this pulse-front-tilt–limited 
resolution is more than an order of magnitude larger than the temporal resolution of present-day streak cameras (+1 ps). 

Figure 1 shows measurements of the picosecond evolution of the electron temperature and density in a laser-produced plasma. 
The measurements were obtained by an ultrafast high-throughput spectrometer29 that provided unprecedented temporal resolution 
of the electron plasma waves in the Thomson-scattering spectra.30 These spectra were used to extract the picosecond evolution 
of the electron temperature and density. Hydrogen gas was ionized at an intensity near 1014 W/cm2, where the electron plasma 
temperature was measured to rise from an initial partially ionized cold (+3-eV) plasma to a fully ionized plasma at a quasi-steady-
state equilibrium temperature over +25 ps. Figure 2 shows that the equilibrium temperatures were found to increase with higher 
densities and laser intensity. The measured thermodynamics were compared to generalized heat equation calculations of the equi-
librium temperature. Measurements agreed with calculated equilibrium temperatures to within 15%, and the plasma condition’s 
dependence on the density and intensity matches the heat equation’s predicted scalings ?T n /2 5

e e  and Te ? I1/5, respectively. The 
temporal evolution of the temperature measurements was also compared to heat equation calculations (Fig. 1), but the heating 
rate of the measurements was found to be slower compared to the calculations, suggesting the need to include ionization physics 
in the model.31 The time dynamics of the electron plasma waves were compared to calculations of the Raman backscatter dis-
persion relation of the gain bandwidth. The comparisons show that the picosecond plasma evolution results in a time-dependent 
resonance detuning in a Raman plasma amplifier. This detuning would significantly limit transfer efficiencies in the linear regime.

The picosecond thermodynamics presented here are relevant to engineering optimum plasmas for a Raman plasma amplifier. 
The frequency-matching conditions necessary for laser amplification in the linear regime are dependent on the instantaneous 
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The measured (red circles, left axis) and calculated (solid black curve) electron 
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Figure 2
(a) The measured (circles) and calculated (solid curve) equilibrium 
temperatures are plotted versus the plasma density for an intensity 
of 2.2 # 1014 W/cm2. (b) The measured (circles) and calculated 
(solid curve) equilibrium temperatures are plotted versus laser 
intensity for a density of 1.0 # 1019 cm–3.
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density and temperature conditions, as indicated by the Langmuir frequency. When accounting for the detuning introduced by 
the evolving plasma conditions (Fig. 1), the amplification regime is limited to a finite temperature range (+60 eV to +120 eV, 
when the laser frequencies are chosen to be resonant at the equilibrium temperature). Outside the amplification zone, there will 
be zero gain due to the temperature detuning. By comparing this amplification zone to the measured temperature evolution shown 
in Fig. 1, it is apparent that the time dynamics of the electron plasma wave would result in time-dependent resonance detuning 
in a Raman plasma amplifier. In this example, the amplifier would experience zero gain until after the first 25 ps. If an 8-mm 
plasma channel was used to match the pump pulse duration, the first 4 mm would be wasted and the maximum possible transfer 
efficiency would be <50%. This example illustrates the importance of taking the plasma evolution into account when designing 
a Raman amplification experiment; these results can help guide future endeavors.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Ionization fronts with precisely controlled characteristics could help to overcome fundamental limitations in laser-plasma–based photon-
ics applications by improving phase matching, extending interaction lengths, and facilitating better control of plasma conditions. These 
capabilities are particularly useful in plasma-based light manipulation processes such as photon acceleration,1–6 Raman amplifica-
tion,7–12 and THz generation13–15—processes that could lead to a new generation of exotic, compact, and versatile radiation sources.

Highly controllable ionization fronts can be driven using a recently developed method called the “flying focus,” in which a 
chirped laser pulse is focused by a hyperchromatic optic such as a diffractive lens.16,17 The chromatic aberration causes differ-
ent frequencies in the laser pulse to come to focus at different positions along the propagation axis. For a fixed focal geometry, 
the temporal delay between when each frequency reaches its focal position is determined by the chirp, which can be adjusted to 
cause the point of the maximum laser intensity to move at any velocity over distances that can greatly exceed the Rayleigh length. 

When the instantaneous intensity of a flying-focus pulse exceeds the ionization intensity threshold (Ii) of a background gas 
an ionization front is produced that tracks the propagation of an intensity isosurface at Ii (Ref. 18). These ionization waves of 
arbitrary velocity (IWAV’s) were experimentally demonstrated to have predictable and easily adjustable velocities equal to the 
expected flying-focus velocity when driven by a laser pulse with a highly uniform power spectrum in the laser far field.19

While modification of the power spectrum was proposed as a means to increase control of IWAV propagation,18 previous theoreti-
cal and experimental investigations were limited to the laser far field and mainly considered flat power spectra, i.e., high-order super-
Gaussians. In this parameter regime, all frequencies in the bandwidth have just enough power to ionize near their minimum spot size. 
Experimental observation of channels formed by IWAV propagation indicated radii +10 nm, close to the measured far-field laser spot 
size. Such small-diameter IWAV’s would have limited usefulness in applications because of the difficulty of coupling another beam into 
the IWAV, the small available cross section for interaction, and strong refraction resulting from the short transverse density scale lengths.

It is possible to increase the diffraction-limited minimum spot size by increasing the f number so that larger IWAV’s can be 
driven in the laser far field. It may be experimentally favorable, however, to simply increase the total pulse power so that all 
wavelengths ionize before they reach their minimum spot size. Operation in this so called quasi-far-field (QFF) regime, where 
the transverse extent of the laser field is large compared to its diffraction-limited spot size, provides control of the IWAV radius 
without changing the focusing geometry. Furthermore, it offers the possibility of using nonuniform power spectra to control the 
dynamic behavior of the IWAV’s. QFF IWAV’s may be the only path forward for applications that require a significant pump 
intensity to exist behind the ionization front, such as flying-focus–driven plasma Raman amplification.7,8

This research presents the first experimental demonstration of IWAV’s in the QFF and develops a new theory to predict their behavior. 
Figure 1 describes a simple model of IWAV propagation when the flying-focus power spectrum is nonuniform and uses it to develop an 
intuitive understanding of QFF IWAV’s and demonstrate enhanced control of IWAV characteristics through spectral shaping. Figure 2 

Measurement and Control of Ionization Waves  
of Arbitrary Velocity in the Quasi-Far Field
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Figure 2
The Multi-Terawatt (MTW) laser was split into a 1~ pump beam that drove IWAV’s in a hydrogen gas jet and a 2~ probe beam that passed through the interaction region 
perpendicular to the IWAV propagation with variable timing, allowing (a) conventional 2-D and (b) 1-D spectrally resolved interferograms of the IWAV propagation to be 
collected. The 2-D data allow for the reconstruction of the electron density as a function of radial and axial distance late in time. The 1-D and 2-D data together allow extrac-
tion of the electron density as a function of time and axial distance along the pump beam propagation axis while the IWAV is propagating through the interaction region.

Figure 1
(a) Calculations of the IWAV (b) radius and (c) velocity are shown for the spectral energy densities. Cases (1) and (2) show the simple far-field and QFF IWAV 
propagations, respectively. Case (3) shows that the spectrum can be adjusted to change the IWAV radius and match the f number of a separate beam [black line 
in (b)], but still maintain a constant velocity. Case (3) also shows that the IWAV range can be increased beyond the already-extended focal region and that the 
IWAV can be accelerated through spectral shaping. (b) Single-frequency radii for the edges (blue and red) and center (green) of the bandwidth are shown as 
single-color dashed lines. (c) Velocities for cases (1) and (2) are shown offset from vIWAV = –c by +20% for clarity, but all calculations were done for vIWAV = –c. 
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describes an experimental setup that incorporates a novel spectrally resolved interferometry diagnostic that allows for the inference 
of IWAV characteristics such as velocity, radius, and temporal density scale length. Experimental results are compared to the theory 
developed in this research (Fig. 3). IWAV’s with radii +10# larger than previously observed are experimentally demonstrated. The new 
theory accurately predicts the observed data, even when the direct correspondence to the flying-focus theory is invalid, but obtain consis-
tency between all theories and the data in general. The experimental ionization rates are compared to a computational model described 
in Ref. 18 and obtain agreement (Fig. 4), which lends experimental validation to recent predictions of the extreme frequency upshifts 
achievable by co-propagating a witness laser pulse with a flying-focus–driven IWAV.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the Fusion Energy Science under Award Numbers DE-SC0019135, DE-SC0016253, the University of Rochester, and the New York State Energy Research 
and Development Authority.

Figure 3
(a) The experimental spectral energy density was used to calculate an expected radial profile and trajectory [multicolor curves in (b) and (c), respectively], 
which are overlaid on the electron density data extracted from 2-D interferometry and spectrally resolved interferometry [color bar in (b) and (c), respectively]. 
The predicted radial profile and trajectory are in agreement with the data over the entire bandwidth. A “flat” region of the spectrum and the trajectory that cor-
responds to this part of the spectrum is demarcated by vertical dashed black lines in (a) and (c). In this region, the flying-focus velocity (–0.75c), the predicted 
IWAV velocity (–0.73c), and the measured velocity (–0.71c) are all in agreement.
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Figure 4
(a) The measured temporal density gradient (ionization rate) has values and a trajectory that are close to those predicted by simulations of ionization as a result 
of (b) flying-focus pulse propagation. An outline of the simulated data is shown in both (a) and (b) as a green curve.
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Theory and simulations demonstrate that the ionization front produced by a flying focus can upshift the frequency of an ultrashort 
optical pulse to the extreme ultraviolet (XUV) over a centimeter of propagation. An analytic model of the upshift predicts that 
this scheme could be scaled to a novel tabletop source of spatially coherent x rays.

A growing number of scientific fields rely critically on high-intensity, high-repetition-rate sources of XUV radiation (wave-
lengths <120 nm). These sources provide high-resolution imaging for high-energy-density physics and nanotechnology; fine-scale 
material ablation for nanomachining, spectrometry, and photolithography; and ultrafast pump/probe techniques for fundamental 
studies in atomic and molecular physics. While XUV sources have historically been challenging to produce, methods including 
nonlinear frequency mixing, high harmonic generation, and XUV lasing or line emission in metal-vapor and noble-gas plasmas 
have demonstrated promising results. Despite their successes, each of these methods introduces tradeoffs in terms of tunability, 
spatial coherence, divergence, or efficiency. Photon acceleration offers an alternative method for tunable XUV production that 
could lessen or even eliminate these tradeoffs.

Photon acceleration refers to the frequency upshift of light in response to a refractive index that decreases in time.1 In analogy 
to charged-particle acceleration, the increase in photon energy, i.e., frequency, accompanies an increase in group velocity. In the 
context of an electromagnetic pulse, the leading phase fronts experience a higher index than adjacent, trailing phase fronts, which 
manifests as a local phase velocity that increases over the duration of the pulse. The trailing phase front, because of its higher 
phase velocity, gradually catches up with the leading front, compressing the wave period. In a medium with normal dispersion, 
the resulting frequency upshift translates to an increase in the local group velocity. 

Plasmas, in particular, provide an ideal medium for photon acceleration: the refractive index depends on the density of 
free electrons, which can be rapidly increased or decreased over time through ionization and recombination or manipulated 
through electrostatic wave excitation. Specifically, a photon of frequency ~ in an isotropic plasma experiences a refractive index 

,n 1 /2 2 1 2
p-~ ~ ~=` j  where e n m /2

0
1 2

p e~ f= ` j  is the plasma frequency, ne the free electron density, e the electron charge, 
m the electron mass, and f0 the permittivity of free space. An increase in the electron density over time—for example, by ioniza-
tion—provides a decreasing refractive index that will accelerate the photons of a co-located pulse.

A prototypical scheme for photon acceleration involves propagating a witness pulse in an ionization front triggered by a co-
propagating drive pulse. In spite of the impressive frequency shifts (>10#) predicted by theory and simulations,1 experiments 
in the optical regime have met with limited success (+1.25#) (Ref. 2) as a result of witness pulse refraction and drive pulse dif-
fraction. While these effects can be remedied by preforming a plasma or pre-shaping a gas to provide a guiding structure, two 
inherent limitations to the upshift remain. First, the drive pulse, and therefore the ionization front, travels at a subluminal group 
velocity. As the witness pulse accelerates, it quickly outpaces the ionization front, terminating the interaction. Second, the drive 
pulse refracts from the plasma it creates, limiting the formation of a continuous ionization front.

Photon Acceleration in a Flying Focus
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Here, we demonstrate, for the first time, a scheme for photon acceleration within a co-propagating ionization front that shifts 
an optical pulse to the XUV. The scheme utilizes a novel photonic technique known as the flying focus to overcome the afore-
mentioned limitations.3 An appropriately chirped drive pulse, focused through a chromatic lens, exhibits an intensity peak that 
counter-propagates at the speed of light in vacuum c with respect to its group velocity.4 The peak intensity, in turn, triggers an 
ionization front traveling at c, which can continually accelerate the photons of a co-propagating witness pulse. A schematic is 
displayed in Fig. 1 for the case of a diffractive optic. The peak intensity of the drive pulse travels through the focal region zf = 
(Dm/mc)f at the focal velocity vf = (1 + vdT/zf)

–1 vd, where mc is the central wavelength of the drive pulse, Dm/mc is its fractional 
bandwidth, f is the focal length of the diffractive optic at mc, vd is the group velocity, and T is the stretched pulse duration.

By decoupling the ionization-front velocity from the group velocity of the drive pulse, this scheme removes both of the inher-
ent limitations of the prototypical photon accelerator. Most notably, the interaction distance is no longer limited by outpacing 
since the accelerated photons can never outpace a luminal (traveling at c) ionization front. Second, counter-propagating the drive 
pulse with respect to the ionization front mitigates ionization refraction since the focus of the drive pulse encounters only the 
un-ionized medium.

Figure 2 demonstrates that photon acceleration in the ionization front formed by the flying focus can upshift the frequency 
of an 87-fs witness pulse from the optical (m = 400 nm) to the XUV (m = 91 nm). The figure shows four snapshots from a photon 
kinetics simulation in the moving frame p = ct – z, where t is the time elapsed after injecting the witness pulse. The photons of the 
witness pulse enter the ionization front in Fig. 2(a), each with an initial vacuum wavelength of 400 nm. The photons continually 
upshift in frequency as they co-propagate with a temporal gradient in electron density as seen in Figs. 2(b) and 2(c). After +1 cm, 
the photons—now upshifted to a minimum vacuum wavelength of 91 nm—approach the end of the focal region and encounter 
a decelerating ionization front, terminating their upshift. 

Assuming an electron density profile with a constant gradient moving at c, the vacuum wavelength evolves according to 
,z z L1 T0

2
0 0
2

pm ~ ~ m= + /1 2-
_ `i j  where m0 is the initial wavelength of a photon in the witness pulse, ~0 = 2rc/m0, and ~p0 is the 

value of the plasma frequency at p = LT. This analytic model is in good agreement with the simulation and reveals several paths 
to shorter wavelengths. The interaction length can be extended by increasing the bandwidth of the drive pulse or the focal length; 
the peak electron density can be increased by propagating within higher-density media, such as solid density targets (+1022 cm–3); 
and the scale length can be decreased by increasing the intensity of the drive pulse or decreasing the effective duration of the 
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(a) A schematic demonstrating photon acceleration in the ionization front of a 
flying focus. A negatively chirped drive pulse propagating at its group velocity 
vd < 0 forms a focus that counter-propagates at the velocity vf = c, triggering 
an ionization front traveling at c. The resulting electron density is indicated by 
the gray shaded area. A witness pulse (purple curves) co-propagates with the 
ionization front at velocity and continually upshifts in frequency.
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flying focus intensity peak such that ionization occurs more rapidly. As a result, this scheme represents a promising method for 
the production of spatially coherent x rays at the tabletop scale.

This material is based upon the work supported by the U.S. Department of Energy Office of Fusion Energy Sciences under Contract Nos. DE-SC0016253 
and DESC0019135, the Department of Energy National Nuclear Security Administration under Award No. DE-NA0003856, the University of Rochester, and 
the New York State Energy Research and Development Authority.
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Figure 2
[(a)–(d)] A series of snapshots of an 87-fs witness pulse with an initial wavelength 
m = 400 nm co-propagating with a temporal gradient in the electron density. 
The snapshots are taken at propagation distances of (a) 0.10, (b) 0.30, (c) 0.85, 
and (d) 1.05 cm and plotted in the moving frame p. The pulse is modeled by 
photons initially spaced evenly in time over 87 fs. Each photon is represented 
by a circle colored to correspond to its vacuum wavelength (color bar). The 
electron density and scale length L n ne e2= p  are shown as solid black and 
dashed gray lines, respectively.
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The picosecond evolution of non-Maxwellian electron distribution functions was measured in plasmas generated by the Multi-
Terawatt laser using collective electron plasma wave Thomson scattering. During the laser heating, the distribution was mea-
sured to be approximately super-Gaussian due to inverse bremsstrahlung heating. After the heating laser turned off, collisional 
ionization caused further modification to the distribution function while increasing electron density and decreasing temperature. 

Electron velocity distributions govern most fundamental processes in plasma physics. Models of these processes often take 
the electron distribution function to be Maxwellian or impose small deviations from a Maxwellian. While this assumption can 
lead to significant errors, any significant deviation from a Maxwellian requires a kinetic understanding, which is often prohibi-
tively challenging. As computational resources improve and experiments begin to isolate kinetic effects an understanding of 
non-Maxwellian electron distribution functions is becoming more tractable.

In laser-produced plasmas, inverse bremsstrahlung heating,1–3 thermal transport,4,5 laser–plasma instabilities,6 and ionization 
recombination7 all provide competing mechanisms that govern the shape of the electron distribution function. A recent computa-
tional study has shown the impact of atomic kinetics on inverse bremsstrahlung heating and nonlocal thermal transport, through 
modifications of the electron distribution function.7 In a separate study, non-Maxwellian electron distribution functions driven by 
thermal transport were shown to modify Landau damping of electron plasma waves and enhance their corresponding instabili-
ties.5 Furthermore, most atomic physics models used to calculate x-ray emission for plasma characterization are built assuming 
a Maxwellian electron distribution function and deviation from a Maxwellian modifies these calculations.2

Although there have been numerous computational studies of kinetic effects in hydrodynamics over the last 40 years,8 experi-
ments have been challenged to isolate changes to the electron distribution function. In the 1990s, microwaves were used in low-
temperature (+1 eV), low-density (<1017 cm–3) plasmas to investigate changes to the electron distribution function introduced by 
inverse bremsstrahlung heating.9 Later in the decade, initial studies in laser plasmas suggested the existence of non-Maxwellian 
electron distribution functions using Thomson scattering.10 More recently, Thomson-scattering experiments were able to show 
the effect of nonlocal thermal transport on electron distribution function.4

This research presents the first measurements of the interplay between inverse bremsstrahlung heating and ionization kinetics on 
the electron distribution function.11 An ultrafast Thomson-scattering system was used to collect the electron plasma wave spectrum, 
which enabled the picosecond evolution of the non-Maxwellian electron distribution function to be measured in a laser-produced 
plasma (Fig. 1). The preferential heating of the slow electrons by the laser beam with an intensity of 2.5 # 1014 W/cm2, coupled with 
atomic kinetics, resulted in a non-Maxwellian electron distribution function. The shape of the electron distribution function, 60 ps 
into the plasma formation, was measured to be approximately a super-Gaussian of the order of 3.4. After the laser turned off, the 
electron density continued to increase by 15% over the next 40 ps (+25 electron–ion collision times) due to collisional ionization. 

Evolution of the Electron Distribution Function in the Presence  
of Inverse Bremsstrahlung Heating and Collisional Ionization
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Over this time, the electron temperature decreased from 400 eV to 300 eV [Fig. 1(c)], which is consistent with the energy required 
for ionization to increase the density [Fig. 1(d)]. To determine the electron distribution functions consistent with the measured 
Thomson-scattered spectra in this rapidly evolving plasma, Vlasov–Fokker–Planck simulations using the code K2 (Ref. 12), which 
included both laser heating and ionization, were required. Laser heating was found to have the largest effect on the shape of the 
distribution function, while atomic kinetics provided a smaller effect and allowed matching of the evolution of plasma conditions.

Figures 1(c) and 1(d) show that it is necessary to include ionization in the K2 calculations in order to match the measured 
plasma conditions. Including ionization also improved agreement with the Thomson-scattering spectra by altering the electron 
distribution function. While Fig. 1(b) shows the need for non-Maxwellian distributions driven by inverse bremsstrahlung heating 
to reproduce the spectra, the electron density and temperature [Figs. 1(c) and 1(d)] reveal the need to include an atomic physics 
model. In simulations without ionization, it is possible to alter the initial plasma conditions to achieve better agreement with the 
temperature, but this results in distribution functions that generate spectra with poor agreement with the measured Thomson-
scattering spectra. 

To determine the impact of ionization on the electron distribution function, an atomic physics model was coupled to K2. An 
inelastic collsional operator, sometimes called a Boltzmann operator, was used to model the changes to the distribution resulting 
from all atomic processes. The time evolution of the atomic states was determined through a set of coupled rate equations. The 
collisional rates that enter the rate matrix were obtained from direct integration of the actual distribution. The atomic data (energy 
levels and cross sections) were constructed based on a screened hydrogenic model using the code Cretin.13 While the model used 
for these simulations includes different types of collisional and radiative processes (both bound–bound and bound–free), colli-
sional ionization was identified as the main atomic process affecting the distribution function.7 The simulations were performed 
using the experimental laser conditions. Simulations performed without the atomic physics model used a preionized plasma 
with an electron density of 2.2 # 1019 cm–3 (corresponding to an average ionization state of 9.1) and an electron temperature of 
10 eV. When using the atomic physics model, ionization was self-consistently included and the simulations were initialized with 
a neutral density of 2.4 # 1018 cm–3.

Figure 1
(a) Thomson-scattering spectrum measured from a plasma heated by an intensity of 2.5 # 1014 W/cm2. The heater beam begins at t = 0 ps and the probe beam 
at t = 40 ps (inset). (b) The measured spectrum at 58 ps (solid gray curve) plotted with a spectrum calculated using Maxwellian (dotted green curve) and non-
Maxwellian (dashed orange curve) electron distribution functions. The best-fit spectra determined Te = 428 eV, ne = 2.12 # 1019 cm–3, and m = 2 (Maxwellian); 
and Te = 412 eV, ne = 2.13 # 1019 cm–3, and m = 3.1 (non-Maxwellian). (c) Temperature and (d) density at nine times through the measurement are shown as 
solid black circles compared to K2 simulation results. The uncertainty, shown as black error bars, in the measured temperature (c) and density (d) results 
from repeated fitting within the noise on the spectra. The results of a K2 simulation without atomic kinetics are shown as a solid blue line. The results of a K2 
simulation with atomic physics are shown as red curves.
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This article presents the first-principles construction of a high pressure–temperature (P–T) phase diagram of Si up to 4 TPa 
and 26,000 K, which revealed new stable phases at these multi-TPa conditions. The methodology employed in this work was a 
combination of different first-principles approaches centered on the use of Mermin’s extension of Kohn–Sham density functional 
theory (DFT)1,2 and ab initio lattice dynamics of perfect crystals.3 

The upper bound of the solid-state phase diagram was established using quantum molecular dynamics (QMD) simulations, 
within the Born–Oppenheimer approximation, with a canonical ensemble to determine the melting points. VASP4 was used 
for these calculations, with the temperature being controlled via a Nosé–Hoover thermostat. Instead of using Monkhorst–Pack 
k mesh, we resorted to the use of a single special k point (1/4, 1/4, 1/4) for sampling the Brillouin zone (1BZ). As with all such 
finite-temperature computations involving electronic structure theory and lattice dynamics, however, the main challenge is the 
accurate determination of the effects of anharmonicity (AH) beyond the quasiharmonic (QH) approximation of phonon dynamics 
for the solid state, which is the principal emphasis of this work. 

The anharmonic solid-state ionic-thermal contribution FAH, for an optimal axial ratio cT at a given specific volume and tempera-
ture (V, T), was evaluated by breaking it up into two separate components and performing thermodynamic integration, with T being 
the ionic temperature. The first component tracks the change in Helmholtz free energy, while moving along an isochore, from T = 
0 K to some finite temperature keeping the cold-curve axial ratio c0 constant, which is obtained from statistically averaging internal 
energy U(T) from QMD and QH phonon calculations. The second term tracks the free energy change when the axial ratio is changed 
from c0 to cT at that temperature, from the anisotropic stress tensor of the ensemble. These terms are shown in Eqs. (1) and (2):
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The phase diagram (Fig. 1) shows the existence of high-pressure body-centered cubic (bcc) and simple cubic (sc) phases 
beyond 2.8 TPa, as well as a pocket of double hexagonal close-packed (dhcp) in the low-pressure region. The lower-symmetry 
orthorhombic phases of Cmce and Imma can be accurately determined only when the anharmonicity is included. The compari-

Crystalline Phase Transitions and Vibrational Spectra  
of Silicon up to Multi-TPa Pressures
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son to experimental results demonstrates the absolute necessity of incorporating the said effects. Similarly, the correct slope of 
the principal Hugoniot can be determined only when the anharmonic contribution to the Helmholtz free energy is included. The 
method employed in this summary presents an approach developed for the accurate construction of first-principles equation of 
state, phase diagrams, or deriving any property that depends on thermodynamic state variables. A remarkable observation is the 
increasing localization of the electron density in the face-centered cubic (fcc) phase with increasing pressure from +100 GPa to 
+2.8 TPa, leading to a dip in the electronic density of states and formation of interstitial blobs of electrons; although the dip never 
develops to a band gap as seen in electrides.

Supplementing the structural calculations, second- and third-order interatomic force constants were evaluated, using a combina-
tion of density functional perturbation theory (DFPT)4 and the power spectrum constructed from phonon eigenvector-projected 
atomic velocities, to compute the phonon vibration modes and linewidths, respectively. This allowed for an elaborate analysis of 
the Raman and infrared spectra for all of the structures of silicon identified along the 500-K isotherm. 
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Figure 1
Pressure–temperature (P–T) phase diagram of silicon predicted using first-principles methodology. Here, the gray horizontal line represents the 300-K 
isotherm, whereas the solid blue line represents the principal shock Hugoniot. The discrete data points, which are also labeled in the legend, correspond to 
experimentally observed phase transition points.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority. 

 1. W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).

 2. A. Togo, F. Oba, and I. Tanaka, Phys. Rev. B 78, 134106 (2008).

 3. G. Kresse and J. Hafner, Phys. Rev. B 47, 558 (1993); 49, 14,251 (1994); G. Kresse and J. Furthmüller, Comput. Mater. Sci. 6, 15 (1996); Phys. Rev. B 
54, 11,169 (1996).

 4. S. Baroni et al., Rev. Mod. Phys. 73, 515 (2001).



Diagnostic science anD Detectors

LLE Review, Volume 159 161

W. Theobald, C. Sorce, W. R. Donaldson, R. Epstein, R. L. Keck, C. Kellogg, T. J. Kessler, J. Kwiatkowski, F. J. Marshall,  
S. Sampat, W. Seka, R. C. Shah, A. Shvydky, C. Stoeckl, L. J. Waxer, and S. P. Regan

Laboratory for Laser Energetics, University of Rochester

Laser-direct-drive inertial confinement fusion (LDD-ICF) implosions with cryogenically layered deuterium–tritium (DT) targets 
on OMEGA have produced hot-spot pressures >50 Gbar (Refs. 1 and 2), which is about half of the pressure required to achieve 
ignition conditions. Over the next several years the goal is to demonstrate an ignition-relevant hot-spot pressure of +100 Gbar on 
OMEGA. The 100-Gbar Project includes improvements to the OMEGA Laser System, diagnostics, targets, and modeling, which 
will lead to a better understanding of the LDD-ICF physics. This requires a careful monitoring of each beam’s intensity at full 
laser energy at the target plane, which is currently not possible, and is indirectly inferred from measurements outside the target 
chamber of the beam energy, the laser power, and the spot size. To characterize the focal spot of UV laser beams on target at full 
energy, a method was developed to image the soft x-ray emission from laser-irradiated Au planar foils. A pinhole camera with a 
back-thinned charge-coupled–device (CCD) detector and filtration with thin Be and Al foil filters provides images of the x-ray 
emission at photon energies <2 keV. This method requires a careful measurement of the relation between the applied UV fluence 
and the x-ray signal, which can be described by a power-law dependence. The measured exponent c + 2 provides a dynamic 
range of +30 for the inferred UV fluence. UV fluence profiles of selected beams were measured for 100-ps and 1-ns laser pulses 
and compared to directly measured profiles from an UV equivalent-target-plane (UVETP) diagnostic. The inferred spot size and 
super-Gaussian order from the x-ray technique agree within several percent with the values acquired by direct UV measurements. 
In an analogy to the UVETP technique, the method is called the x-ray target-plane (XTP) method, which is performed at full 
laser power inside the target chamber. UV fluence profiles were inferred for up to 11 beams equipped with SG5-850 distributed 
phase plates (DPP’s) and were compared to directly measured UV profiles from the UVETP diagnostic for 4 of the 11 beams. 
Good agreement between the XTP and UVETP measurements was obtained, indicating that nonlinear optical effects from the 
transport in air and in the optics at the target chamber wall are likely negligible.

The experimental setup is depicted in Fig. 1(a). An OMEGA UV beam propagates from the left to the right side, passes through 
a distributed polarization rotator and reaches a fused-silica wedge—uncoated on the front and AR coated on the back—that picks 
up a 4% reflection of the full beam, which is then sent to the UVETP diagnostic. The main beam is then directed over a distance 
of about 18 m in air and passes through a DPP and a lens that focuses the beam onto a flat foil inside the target chamber. A similar 
DPP is placed in the UVETP diagnostic directly in front of an OMEGA focusing lens, mimicking the target/beam configura-
tion. The beam is brought through focus in a vacuum tube, which is not shown in the simplified schematic; outside the tube, the 
expanding beam is picked up by another lens. The beam is down-collimated and attenuated, and a magnified image of the focus 
is produced on a CCD camera. The flat-foil target was a 20-nm-thick Si wafer with an area of 6 # 6 mm2 that was coated with a 
500-nm layer of Au. The target normal was aligned along the axis of an opposing port with a ten-inch manipulator (TIM). Up to 
five beams were focused simultaneously onto the target such that the laser spots were well separated. A pinhole camera loaded 
into the TIM imaged the x-ray emission with a magnification of 5.16 onto a back-thinned CCD camera. 

Figure 1(b) shows example data of the laser spot of Beam 56 from XTP and compares it to Fig. 1(c), the directly measured 
spot from UVETP. For a quantitative comparison of the fluence profiles, both images were fitted with an elliptical 2-D super-
Gaussian function given by

Inferred UV Fluence Focal-Spot Profiles from Soft X-Ray  
Pinhole Camera Measurements on OMEGA
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where x0, y0 are the coordinates of the beam center, nSG is the order of the super-Gaussian function, “back” is a constant back-
ground, and a and b are the minor and major axes of the ellipse, respectively. The fitting is performed over an area of +1.6 # 
1.6 mm2 for both the UVETP and the XTP methods. The minimum signal included in the fit is +0.2% of the peak signal for 
UVETP and +2% of the peak signal for XTP. The spot radius is defined as the arithmetic mean of a and b:

 ,R a b/e1 $=  (2)

which describes the average radius where the fluence is at the 1/e value of the peak fluence F0. The two main parameters that are 
used to compare the fluence profiles are R1/e and nSG. Figure 1(d) shows the result of the fitting process to the XTP image, while 
the residual (data minus fit) is shown in Fig. 1(e). The fit parameters were R1/e = 353.5!0.1 nm and nSG = 4.86!0.01, where the 
errors indicate the 95% confidence band from the fitting. The ellipticity was inferred with 0.8%, which means that the beam pro-
file is close to circular. The fitting process of the UVETP data yielded R1/e = 358.4!0.0 nm, nSG = 5.03!0.00, and an ellipticity 
of 1.4%. The fitting values from XTP are slightly lower than those from UVETP; however, this is not significant. The statistical 
errors for R1/e and nSG were estimated by repeating the same measurement for the same beam over multiple shots and several 
campaigns. The errors for the XTP method are 1.0% and 3.4% for R1/e and nSG, respectively, and 0.1% and 1.9% for the UVETP 
method, respectively. Systematic errors in the XTP method include magnification errors, calibration errors, and the limitation in 
dynamic range, which are estimated with +2.7% and +4.5% for R1/e and nSG, respectively. With respect to the estimated error 
budget, the UV profiles from the XTP and UVETP diagnostics are in agreement.

The XTP data from 11 beams show some spread in spot size with Beam 52 having the largest spot (R1/e = 365.0 nm) and 
Beam 61 the smallest spot (R1/e = 345.9 nm). The difference in spot size between the largest and the smallest beams is 19 nm 
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(a) Schematic of the experimental setup of the XTP and UVETP measurements including an optical image of a pinhole that measured the laser spots when using 
a 100-ps pulse. DPR: distributed polarization rotator. [(b)–(e)] UV laser-spot profiles from (b) XTP and (c) the UVETP diagnostic of Beam 56 for shot 84485. 
A 100-ps pulse was used. (d) The fitted 2-D super-Gaussian profile to the XTP image and (e) the residual of XTP (data minus fit).
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(+5%), which is larger than the measurement error; therefore, it is likely real. The peak fluence difference on target between 
Beams 52 and 61 is estimated with +11%. The average XTP values over the 11 beams resulted in R1/e = 356.6 nm and nSG = 4.92. 
The average XTP values over those four beams that were covered by UVETP resulted in R1/e = 358.9 nm and nSG = 5.03, which 
agree with the averaged UVETP data within the errors.

Figure 2 shows the beam-to-beam variation of the peak fluence normalized to the average value for (a) the 100-ps and (b) the 
1-ns pulse measurements. The same energy was assumed on all beams. The red squares refer to the XTP diagnostic and the blue 
diamonds refer to the UVETP diagnostic. The yellow band indicates the acceptable rms variation (vrms) in peak fluence based 
on variation in beam shape, which is vrms . 2%. The XTP data from the 11 beams indicate vrms . 3% for both the 100-ps and 
1-ns pulse measurements, which is slightly larger than the acceptable variation. The UVETP data from the four beams result in 
vrms . 1.5%, which is below the limit.
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Terahertz (THz) radiation covers the electromagnetic spectrum range between radiofrequency millimeter waves and optical far-
infrared radiation, approximately 0.3 to 30 THz, and has been applied in astronomy, medical imaging, security, communication, 
and manufacturing1,2 as well as a scientific tool in materials testing3 and bio imaging,4 or in the study of electron wakefield 
acceleration.5 Among different THz sources, current extensive research focuses on emitters of ultrafast electromagnetic tran-
sients with a broad THz-range spectrum in order to control and capture spin,6 charge,7 or phase-transition–related processes on 
subpicosecond time scales. Recent observation of THz emissions from optically excited ferromagnet/metal (F/M) nanolayers8–11 
establishes a very elegant link between laser optics, spintronics, and THz radiation, merging these three very active scientific 
fields and having a tremendous potential for future applications. The uncomplicated fabrication of spintronic THz emitters can 
lead to widespread applications.

Superdiffusive spin currents generated in laser-driven demagnetization experiments have been theoretically predicted12 and, 
subsequently, quickly confirmed in a number of experiments,13–17 demonstrating their crucial role in ultrafast magnetization 
dynamics in a range of magnetic materials and structures. The central role of the superdiffusive currents in THz generation9 
has further strengthened their importance in laser-driven spin transient dynamics and has led to applications that are currently 
emerging at the border of laser physics and spin-based electronics. A simple physical mechanism has been proposed to explain 
the generation of THz transients from femtosecond laser-driven F/M bilayers and multilayers. THz emission is explained by the 
photon-driven spin current flowing from an F film to a neighboring M material. This spin current is, subsequently, converted by 
the inverse spin Hall effect (ISHE) into a transient charge current flowing along the M surface, thereby generating a laser-helicity 
independent subpicosecond electromagnetic signal.10,18 

We have generated bursts of strong THz radiation (transient, single-picosecond-in-duration electromagnetic signals) by placing 
Ta/NiFe/Pt (equivalently, Ta/Py/Pt, where Py stands for permalloy: Ni80Fe20) trilayers in a static magnetic field and illuminating 
them with a train of 100-fs-wide laser pulses from a commercial Ti:sapphire laser (800-nm wavelength and 76-MHz repetition 
rate). The train of laser pulses was split into two beams with a 90:10 intensity ratio. The high-intensity branch, after bouncing 
from a retroreflector mounted at the delay stage, was focused at our F/M sample, while the low-intensity beam was used to excite 
a photoconductive low-temperature–grown GaAs (LT-GaAs) switch acting as a THz transient detector.19 The linear motion 
of the delay stage in the pump beam, with a 2.5-nm-step size, allowed an optical path control with a 16.6-fs time resolution.  
Ta/Py/Pt samples were optically excited either by illumination of the metallic surface (direct geometry) or by laser pulses passing 
through the MgO substrate (reverse geometry). In addition, we used a Teflon (polytetrafluoroethylene) lens with a 5-mm diameter 
and 10-mm focal length to focus the THz radiation at the LT-GaAs detector operated in a photoconductive-sampling mode. The 
latter allowed us to reconstruct the THz transient in time domain. The external H field was generated either by electromagnet 

Magnetically and Optically Tunable Terahertz Radiation 
from Ta/NiFe/Pt Spintronic Nanolayers  

Generated by Femtosecond Laser Pulses



Materials science

LLE Review, Volume 159 165

coils wrapped around iron yokes and supplying a variable field of up to 70 kA/m or by a pair of permanent magnets generating 
a fixed, +40-kA/m field.

Our spintronic samples consisted of Ta (2-nm)/Py (2-nm)/Pt (2-nm) nanotrilayers and were deposited sequentially at room 
temperature by magnetron sputtering on top of optically polished 10 # 10-mm2 MgO substrates with (100) surface orientation. 
The deposition thickness for each layer was monitored by a quartz crystal microbalance. The thin, 2-nm Ta buffer layer was 
deposited first, directly onto the MgO substrate to achieve a good adhesion and smoothness of the consecutive layers. We have 
chosen Pt as a top material for its relatively high spin-orbit coupling: the material-dependent parameter that, according to litera-
ture, is responsible for THz generation in magnetic nanolayers.20 

Figure 1(a) presents a typical time-domain, subpicosecond (0.9-ps FWHM of the main peak) electromagnetic transient generated 
by our spintronic nanolayer emitter and detected by the LT-GaAs detector. The zero time on the time axis was chosen arbitrarily, 
but it was kept the same for all measurements. The measurement was done in the reverse geometry, illustrated in the left inset in 
Fig. 1(a) with the H field fixed at 55 kA/m and applied in the sample plane. The laser fluence was 7.25 nJ/cm2. In this geometry, 
we have also observed (not shown here) a secondary, significantly weaker THz transient, delayed by +10 ps with respect to the 
main signal. The latter signal was identified as a THz transient generated at the Py/Pt bilayer and propagating in the opposite 
direction with respect to the main one and, subsequently, reflected at the MgO/air interface. A fast Fourier transform (FFT) of 
the time-domain waveform is shown in the right inset in Fig. 1(a) as the normalized THz transient power spectrum. We note that 
the signal frequency content extends up to 5 THz with a 3-dB cutoff at 0.85 THz. A small dip visible in the power spectrum at 
about 2 THz corresponds to resonant absorption of a Teflon lens used to focus the THz beam. When we flipped the trilayer by 
180° and illuminated it in the direct geometry, keeping the laser beam and H orientation unchanged, we recorded essentially the 
same time-domain transient as shown in the main panel of Fig. 1(a), but with the polarity reversed. As we discuss below, the latter 
indicates a reversed direction of the charge current density JC. Compared to the reverse geometry, the signal in direct geometry 
had a slightly lower amplitude (apparently caused by THz absorption by Ta and MgO) and no secondary reflected signal was 
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Figure 1
(a) A normalized THz transient generated by a 100-fs-wide laser pulse impinging at a Ta/Py/Pt nanotrilayer through the MgO substrate (reverse illumination 
geometry). The left inset shows the trilayer stacking and the schematics of the THz-generation mechanism. The right inset presents a normalized THz power 
spectrum that corresponds to the pulse shown in the main panel. The spectrum exhibits a 3-dB cutoff at 0.85 THz and extends to 5 THz with exponentially 
decreasing intensity. (b) A THz transient amplitude as a function of the incident laser beam power for both fundamental (m = 800 nm; solid red circles) and 
frequency-doubled light (m = 400 nm; open blue circles). The inset shows the available power range for the 400-nm light and demonstrates a strongly increased 
efficiency of THz generation at the 400-nm wavelength.
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observed. Finally, we optically illuminated the Pt/Py/Ta trilayer from the Pt side at a 45° incidence angle and collected a THz 
transient with the detector positioned at 90° with respect to the laser beam. As expected for superdiffusive current flowing in 
all directions, the recorded time-domain waveform had a shape identical to the pulse shown in the main panel of Fig. 1(a). The 
power spectra for the direct, reverse, and 45° illumination geometries were identical to that presented in Fig. 1(a), right inset. The 
above observations indicate that optically triggered THz transients originate near or at the Py/Pt interface. 

We have also studied the impact of varying external optical excitation on the THz signal emitted by our spintronic Ta/Py/Pt 
emitter. Figure 1(b) shows the maximum THz-signal amplitude ATHz dependence on the incident, average laser power at both 
the fundamental (m = 800 nm; solid red circles) and frequency-doubled (m = 400 nm; open blue circles) wavelengths at a constant 
magnetic field H = 55 kA/m. In both cases, the dependence is linear, as indicated by the corresponding linear fits. Although the 
range of available incident powers for the 400-nm light was quite small, limited by the efficiency of the frequency-doubling barium 
borate (BBO) crystal, our data clearly demonstrate that for the same laser power, 400-nm photons generate approximately 3# larger 
subpicosecond transients, as compared to the 800-nm photons. At the same time, the corresponding normalized time-domain 
waveforms (not shown) were practically the same as the one shown in Fig. 1(a), main panel, resulting in the identical THz power 
spectra. Although our studies seem to contradict recent results of Herapath et al.,21 where no pump wavelength dependence on 
THz generation was reported, we stress that the measurements presented in Ref. 21 were performed not only on a different material 
system, but, first of all, exclusively at infrared wavelengths (900 to 1500 nm). High-energy green photons used in our studies are 
certainly more efficiently absorbed by metallic nanolayers and generate a significantly larger concentration of hot electrons that 
couple to the spins. As a result, we observe the THz amplitude enhancement as it was discussed above and presented in Fig. 1(b). 

An external electromagnet in our THz setup allowed us to tune the H field in a range up to !70 kA/m. For a constant laser 
light (m = 800 nm) with an average laser power of 550 mW, we stepped H from –70 kA/m to +70 kA/m and back to –70 kA/m, 
and by this sequence we recorded the ATHz dependence on the magnitude of the in-plane H field applied to our Ta/Py/Pt trilayer. 
We observed that the ATHz(H) hysteresis overlaid perfectly on the shape of the static hysteresis of the magnetic moment n(H) of 
the Py nanolayer, recorded using a commercial physical property measurement system (PPMS). Most interestingly, the measured 
ATHz(H) curve exhibited hysteresis that was significantly narrower than that of the pure Py layer.

The main question is why ATHz(H) for our samples follows the shape of the static hysteresis of the Py film. Our optical beam 
is linearly polarized, so we are in the laser-helicity independent case and the THz transient is directly proportional to JC pro-
duced by the ISHE mechanism that in turn depends on the spin current density JS and spin polarization v. According to, e.g., 
Saitoh et al.22 JC = DISHE (JS # v), where DISHE is a coefficient representing the ISHE efficiency in a material. Therefore, we 
can control the ultrafast time-domain signal amplitude and polarity by controlling the JC amplitude and its direction. The JC 
amplitude is controlled in our case through v + n(H), while the JC direction is controlled by the illumination geometry (direct 
or reverse). We note that in both geometries the superdiffusive current flows in all directions as confirmed by the experiment 
with laser illumination under 45° mentioned above; nevertheless, only the JC component pointing from Py to Pt matters for THz 
generation. For fixed directions of H and JS, and because JC + n(H), one should expect that ATHz(H) behaves similar/identical to 
the n(H) dependence, as, indeed, is observed in our studies. The observed significantly narrower width of the ATHz(H) hysteresis 
in the Ta/Py/Pt trilayer as compared to the n(H) hysteretic dependence may arise from the fact that the static n(H), measured 
in PPMS, represents a signal averaged over the whole sample volume. Therefore, for instance, pinning at the sample edges may 
contribute to the signal, while THz generation is local, defined by a laser beam spot (+50 nm in diameter). Finally, we note that 
in order to generate THz transients in our soft, magnetic Py-based samples with vanishing remanence, an external H field was 
always necessary. On the other hand, our preliminary measurements performed on magnetically harder materials show that after 
the initial magnetization, no external H is required to generate high-intensity THz transients. (Studies of transient THz emission 
from magnetically harder nanobilayers will be published separately.)

In conclusion, we have generated subpicosecond electromagnetic transients from Ta (2-nm)/Py (2-nm)/Pt (2-nm) spintronic 
nanotrilayers using a train of 100-fs-wide laser pulses and a static magnetic field (up to !70 A/m) applied in the plane of a sample. 
Resulting power spectra of the transients extend up to 5 THz with a 3-dB cutoff at 0.85 THz. The amplitude of the transients 
depends linearly on the average laser power; however, for the same laser power, blue photons (400-nm wavelength) generate THz 
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transients with amplitudes approximately 3# larger than transients resulting from excitation by infrared (800-nm-wavelength) 
photons. The THz amplitude of emitted signals is tunable by the H-field intensity and follows the hysteretic behavior of the 
magnetization versus H-field dependence of the pure Py layer, albeit ATHz(H) is, in practice, nonhysteretic. Finally, we note that 
our simple, robust, and tunable THz emitters can lead to widespread applications in compact, hand-held THz diagnostic devices, 
in local device-to-device communication with enormous data transfer capacity, or as sources for material and circuit testing at 
THz frequencies.

The work at the Research Center Jülich was performed within JuSPARC (Jülich Short-pulse Particle Acceleration and Radiation Center), a strategy project 
funded by the BMBF. Research at Rochester has been supported in part by the grant from the HYPRES Co., and by the New York State Advanced Technology 
Centers for Innovative and Enabling Technologies (University of Rochester) and Advanced Sensor Technologies (Stony Brook University).
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Laser-induced damage on large-aperture optical components exposed to high-average-power or peak-intensity laser pulses is 
a well-recognized issue that affects the operational parameters as well as the cost of such systems. The origin of this issue is 
associated with the presence of absorbing defects incorporated into the optical material during the manufacturing process or 
resulting from contaminant species incorporated from handling or within the operational environment. Metallic particles are 
commonly found contaminants on surfaces of optical components in high-energy laser systems such as at the National Ignition 
Facility. Researchers have made great efforts to understand the impact of these contaminants on their laser performance.1–21 
The knowledge attained from this previous work is directly applicable to the present study, which examines the dynamics of the 
interaction of microscale, nominally spherical metal particles attached on the input (front) surface of optics. As the momentum 
attained by the particle thrusts the particle against the surface, the resulting response of the particle is nontrivial. Previous work 
has provided only the phenomenology of the final modifications, while the intermediate steps were speculative and qualitatively 
described. To address this issue, the present work involves time-resolved microscopic shadowgraphy with adequate spatial and 
temporal resolution to resolve details of the dynamics of plasma formation, shock-wave expansion, particle ejection, and second-
ary contamination by small molten droplets that separated from the original particle. 

The basic experimental system used in this work includes a pump laser operating at 355 nm, producing .8-ns (FWHM) pulses, 
or 1064 nm, producing .10-ns pulses. A different excitation geometry and substrate were used with each excitation wavelength. 
Specifically, excitation at 355 nm was used in combination with stainless-steel particles (316L alloy) dispersed on the input surface 
of a 5-cm-round, 0.5-mm-thick commercially available silica substrate. In addition, titanium particles dispersed on the surface 
of an +7-nm-thick multilayer dielectric high reflector at 45° and p polarization were studied under excitation at 1064 nm, where 
the SiO HfO2 2  multilayer dielectric coatings were deposited on a 5-cm-round, 10-mm-thick commercially available BK7 
and optimized to provide reflectivity of >99.5% at 1053 nm. In both cases, particles that were similar in diameter were selected 
to be exposed to the pump pulses having a diameter of the order of 20 nm. The beam profile of the pump laser impinging on 
the surface of the substrate was nearly flattop (with +25% local intensity variations) and had an elliptical shape (because of the 
angle of incidence of the laser beam) with a minor axis of about 315 nm. The pump laser fluence was about 12.5!2 J/cm2 under 
355-nm excitation and about 17.5!2 J/cm2 under 1064-nm excitation, both of which are relevant to the operational fluences used 
in large-aperture laser systems.

Two identical microscope systems providing 25# or 50# optical magnification were positioned orthogonally to each other and 
used to image the area containing the particle along the surface of the sample, referred to as a transmission-view (TV) micro-
scope, and normal to the surface, referred to as a side-view (SV) microscope. Time-resolved images (Fig. 1) were acquired using 
pulsed illumination obtained from the probe laser operating at 532 nm, producing 180-ps (FWHM) pulses. The output of the 
probe beam was split to illuminate the particle parallel and orthogonally to the substrate surface, making it possible to acquire 
dynamic images of the particle’s response to the laser pulse at predetermined delay times with respect to the time of peak inten-
sity of the pump pulse. The probe laser fluence was of the order of 1 mJ/cm2 and had no impact on the behavior of the particles 
under exposure to probe pulses alone. 

Investigation of Mechanisms of Laser-Induced  
Secondary Contamination from Metal Particles  

Attached on the Input Surface of Optical Components 



Laser TechnoLogy and deveLopmenT

LLE Review, Volume 159 169

The results suggest that there are three contamination mechanisms following the interaction of laser pulses with metallic 
particles attached to the input surface of optics. The first mechanism is related to the initial plume expansion toward the surface, 
which would leave a layer of contamination around the particle. The second mechanism is related to the liquid material formed 
on the particle that separates during the ejection of the particle from the surface. This material is subsequently deposited around 
the initial particle location and mostly on the side of the particle along the direction of laser irradiation. The third mechanism is 
related to droplets of liquid material that separate from the particle after its ejection. As a result, these droplets can be deposited 
at significant distances from the initial location of the particle.

The trail of the droplets deposited on the surface via the third mechanism allows one to appreciate the direction of propagation 
of the particles after their ejection from the surface. For nearly spherical particles, it was observed that the particles are ejected 
along (or close to) the plane defined by the direction of laser beam propagation and the orthogonal direction to the surface (along 
the x–z plane). This is exemplified by the images shown in Fig. 2. Because the expansion of the plume is vertical to the surface, 
the attained momentum and direction of particle ejection depend strongly on its shape. This can be particularly important for 
irregularly shaped contamination particles, especially those with extended, nearly flat surfaces. The effects described here can 
lead to thrusting of the particle closer to the surface and subsequently an extended (spatially) contamination by liquid droplets. 

The results obtained using the Ti particles dispersed on the multilayer dielectric coating surface suggest a more-severe secondary 
contamination compared to the contamination induced by stainless-steel particles on bare silica. This is assigned to the excita-
tion geometry, namely the fact that laser light reflected on the coating illuminated the particle from the side, thereby increasing 
the total exposure fluence on the particle and creating liquified material over a larger part of its surface, including near its point 
of attachment on the coating surface. 
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Figure 1
[(a)–(c)] Side-view images of the location of the stainless-steel particle (18-nm diameter) acquired at an . –3-ns delay under a 355-nm laser exposure of .12 J/cm2, 
capturing the position of the shock wave (1) at different stages of its expansion along with (2) the plume and (3) the particle. (a) and (c) are different events; (b) is the 
same as (a) with the features of interest outlined by dashed lines. The laser illuminates the particle from the right-hand side. [(d)–(f)] Transmission-view images of the 
location of the stainless-steel particle (17-nm diameter), acquired at about a –4-ns delay, capturing the asymmetric expansion of (1) the shock wave and (2) the plume 
along the substrate surface, as well as (3) the particle. (d) and (f) are different events; and (e) is a digital magnification of (d) with the features of interest outlined by 
dashed lines. The laser illuminates the particle from the left-hand side.
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The behaviors observed in this work are expected to be analogous to those occurring under a wide range of excitation conditions 
when the interaction of the laser pulse with the particle supports an ablation event. For example, the morphology of secondary 
contamination under ultrashort pulsed excitation22 is similar to that observed with the nanosecond pulses used in this work and 
can be fully explained using the dynamic processes described here.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority. This work was performed in part under the auspices of the 
U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract No. DE-AC52-07NA27344.
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Figure 2
Two examples of the motion of stainless-steel particles at a 1025-ns delay as captured by (a) and (d) the SV microscope and (b) and (e) the TV microscope 
along with (c) and (f) the final TV images. [(a)–(c)] The particle is about 21 nm in diameter and exhibits motion of about 13 nm along the z axis and about 
42 nm along the x axis. This means that the particle has been ejected from the surface at an angle of about 73° with respect to the z axis at a speed of about 
43 m/s. Similarly, the particle in (d)–(f) was ejected at a speed of .32 m/s. (c) and (f) show the final images acquired at the end of the process, where only the 
contamination by liquid droplets that have separated from the particle is visible on the substrate surface. Comparison of the transient and final images allows 
one to better understand this secondary contamination process. 
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The purpose of the Omega Laser Facility Users Group (OLUG) is to facilitate communication and exchanges among the users: 
from the users as a group to the facility and from the users to the broader scientific community. As a major part of OLUG’s 
responsibility, it organizes an annual 2.5-day workshop at the end of April. The 11th OLUG Workshop was held at the Labora-
tory for Laser Energetics (LLE) on 24–26 April 2019. It was attended by 110 researchers, including scientists, postdoctoral fel-
lows, and students (Fig. 1). The attendees represented institutions from four countries, including the U.S., Canada, the U.K., and 

The 11th Omega Laser Facility Users Group Workshop
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Figure 1
Group photo of the 11th Omega Laser Facility Users Group Workshop attendees.
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France. Postdocs and students received travel support to attend the workshop from the Department of Energy’s National Nuclear 
Security Administration. The program included talks, posters, an evening tutorial, student and post-doc sessions, and a discus-
sion of Findings and Recommendations.

The Workshop Program
The OLUG program included the following five science talks from newly funded National Nuclear Security Administration 

(NNSA) Centers: “Multi-University Center for Pulsed-Power–Driven HED Science” (Cornell University), “Center for Astrophysi-
cal Plasma Properties” (University of Texas, Austin), “Center for Matters under Extreme Conditions” (University of California, 
San Diego), “Center for Advanced Nuclear Diagnostics and Platforms for ICF and HED Physics at Omega, NIF, and Z” [Mas-
sachusetts Institute of Technology (MIT)], and “Center for Laboratory Astrophysics” (University Michigan). The Department of 
Energy’s (DOE’s) NNSA perspective was presented by Sarah Wilk, Deputy Director of NNSA’s Office of Experimental Sciences 
(NA-113). Other highlights included an evening tutorial session, “Non-standard Targets,” offered by Chuck Sorce (LLE) and the 
LLE engineering team; a facility talk, “Omega Facility Update and Progress on OLUG Recommendations,” by Sam Morse (LLE); 
a summary of the OLUG ExCom election results by Johan Frenje (MIT); summaries of the EP-OPAL Proposal Workshop (Hans 
Rinderknecht, LLE) and MTW-OPAL (Jake Bromage, LLE); an update on the American Physical Society’s Division of Plasma 
Physics (APS-DPP’s) Community Planning Process by Carolyn Kuranz (University of Michigan); the student and postdoc discus-
sion panel [Michelle Marshall, Lawrence Livermore National Laboratory (LLNL)]; and a discussion of OLUG’s Findings and 
Recommendations with LLE management, led by Maria Gatu Johnson (MIT) and Liz Merritt [Los Alamos National Laboratory 
(LANL)]. In addition, LLE staff organized tours of the Omega Laser Facility. 

Student, postdoc, scientist, and facility posters comprised a total of 68 poster presentations that were organized in three ses-
sions. Of the total number, 44 posters were presented by graduate students, postdocs, and undergraduate students. Two additional 
posters were presented by high school students who had participated in LLE’s 2018 Summer High School Research Program. 
Although OLUG was established in 2009, the Omega Laser Facility has been building a community of science users for more 
than 35 years. For example, since 1979 the Omega Laser Facility has had a vigorous National Laser User Facility (NLUF) pro-
gram, funded through DOE, which permits access to external users through a proposal and review process. NLUF is the oldest, 
continuously running DOE program to support high-energy-density (HED) science research in universities and small businesses.

Nominations and Election
In November 2018, a nominating committee formed to request January nominations for the February election of one new 

executive committee (EC) member. Johan Frenje (Chair, MIT), Patrick Knapp (Sandia National Laboratories), and Ryan Rygg 
(LLE) formed the committee. Elected from the three-candidate ballot were Sean Finnegan (LANL) to a three-year term to replace 
Mingsheng Wei [formerly of General Atomics (GA)] and Mario Manuel (GA) to a special one-year term to replace Channing 
Huntington (LLNL) who withdrew from the OLUG ExCom after the election process began. The May 2019–May 2020 EC mem-
bership of OLUG includes (a) four from U.S. university/small business: Mark Koepke (West Virginia University, Chair), Maria 
Gatu Johnson (MIT), Johan Frenje (MIT, Vice Chair), and Petros Tzeferacos (University of Chicago); (b) three from national 
laboratory/major business: Liz Merritt (LANL), Sean Finnegan (LANL), and Mario Manuel (GA); (c) one non-U.S. researcher: 
Alexis Casner (University of Bordeaux); (d) one from the junior researcher list: Suzanne Ali (LLNL); and (e) LLE, ex-officio: 
Jim Knauer. The OLUG EC is very grateful to Mingsheng Wei and Channing Huntington for their service in the EC and their 
contributions to the success of OLUG.

Summary of Findings and Recommendations
An important outcome of OLUG’s annual workshop is the list of Findings and Recommendations that OLUG submits for 

consideration to LLE’s management every year. The 2019 Findings and Recommendations are summarized below.

 1. Implement a Shot Request Form that “auto-saves” the entered text.
 2. Add diagnostic and beam information documentation to the PI (Principal Investigator) Portal.
 3. Provide tools for estimating diagnostic signal levels. 
 4. Extend image-plate calibrations at <10 keV and 200 keV to 1 MeV.



The 11Th Omega Laser FaciLiTy Users grOUp WOrkshOp

LLE Review, Volume 159174

 5. Provide calibrations for spectrometer crystals.
 6. Increase Dante filter and part availability.
 7. Implement c-ray spectroscopy for nuclear science. 
 8. Allow velocity interferometer system for any reflector (VISAR)/streaked optical pyrometer (SOP) capability on ten-inch 

manipulator TIM-14 (OMEGA EP). 
 9. Upgrade/improve VISAR/SOP.
 10. Implement hardware mitigation for early-time radiation artifact on x-ray framing cameras.
 11. Add CR-39 processing capability.
 12. Ensure that Shot Request Form selectable setups for the streaked x-ray imager match the actual inventory. 
 13. Add charged-particle signal mitigation to multiple diagnostics. 
 14. Modify the electron–positron–proton spectrometer to measure higher-energy electrons (Emax + GeV).
 15. Add a single line of sight for multiframe single-pinhole imaging.
 16. Improve framing-camera pointing procedures for x-ray imaging.
 17. Make Thomson scattering on DT shots compatible with the DT3He backlighter.
 18. Provide a second and/or third Thomson parabola ion energy (TPIE) analyzer.
 19. Implement a more-sensitive neutron time-of-flight detector for secondary DT-n measurements.
 20. Investigate upgrades to fixed x-ray pinhole cameras. 
 21. Provide Thomson-scattering capability on OMEGA EP.
 22. Add tritium gas-fill capability into a warm spherical capsule.
 23. Provide special gas fills using a variable fuel mixture, with or without tritium. 
 24. Install a planar cryogenics system on OMEGA EP.

The impact within the HED field of the Omega Laser Facility is broad and deep and is encountered early in one’s researcher 
career. Omega offers tremendous opportunities for programmatic-science and basic-science research. NNSA’s NLUF and Labo-
ratory Basic Science Programs play a key student and postdoc training role at Omega. Students and postdocs publish in peer-
reviewed, high-impact journals on subjects including OMEGA research on laboratory astrophysics, hydrodynamics and atomic 
physics, hydrodynamic instabilities, radiation hydrodynamics, materials physics and behavior of the equation of state under 
extreme conditions, relativistic laser–plasma interactions, magnetized plasmas, advanced/alternative inertial fusion concepts, 
nuclear physics, atomic physics and spectroscopy, and new diagnostics and instrumentation. 

The next OLUG Workshop will be held at LLE from 29 April–1 May 2020. 

This OLUG Workshop was made possible in part by the generous support of the National Nuclear Security Administration of the U.S. Department of Energy 
for travel expenses of students and postdocs; by MIT; and by the Laboratory for Laser Energetics at the University of Rochester for the use and availability of 
critical resources and support. In addition, OLUG thanks the LLE management for their responsiveness to our Findings and Recommendations. For capturing 
through his lens the workshop ambiance, OLUG thanks Eugene Kowaluk.
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Developed by the Optical Society Rochester Section (OSA-RS), the Optics Suitcase is an innovative, interactive presentation 
package designed to introduce middle school students to the dynamic and exciting range of concepts within the study of light. The 
Optics Suitcase (see Fig. 1) is an educational outreach tool developed by Dr. Stephen D. Jacobs and the OSA-RS with the busy 
professional in mind. It is designed to make it easy to enter a middle school classroom and excite young people about careers in 
technology using experiments that can be customized to highlight the presenter’s interests, job, and work environment.

The Optics Suitcase: An Educational Outreach Tool  
for Inspiring Careers in Light 

The Optics Suitcase contains reusable supplies and giveaway theme packets for in-class presentations that explore color in 
white light (see Table I). The goal is to help promote technology careers to middle school students. A detailed presentation guide 
is included with the suitcase to help give presenters techniques for engaging students during the presentation and making the 
demonstrations more interactive. 

Three experiments explore the colors constituting white light in the form of diffraction (The Rainbow Peephole), polarization 
(Magic Stripes), and selective reflection (Magic Patch). These three experiments use giveaway theme packets that are designed 
to help reinforce the study of light concepts at home as students present the information they learned to their family and friends. 
The objective of the Optics Suitcase is to convey a sense of excitement about technology in a short period of time. To achieve 
this goal, the initial demonstrations serve as “ice breakers” and are intended to quickly capture the students’ attention. Next, 
three hands-on activities use the theme packets and illustrate the overall theme of “colors in white light.” They are presented at 
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Figure 1
Photograph of the Optics Suitcase and its contents.
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a pace best suited (as determined by the presenter) to retain the students’ interest; children often enjoy taking the theme packets 
home and sharing with others. The presenter can customize the template take-home flyer with a name, the date, and the location 
of the presentation to help reinforce the message with the students. A quick review of the presentation guide and an enthusiastic 
attitude will result in a fun, interactive, and educational outreach activity.

Table I:  List of Optics Suitcase reusable and giveaway supplies.

Quantity Item—Reusable Supplies

1 Durable suitcase with room for other items that can be added to customize presentation

1 Instruction guide on laminated sheets

1 USB-stick with supplemental Optics Suitcase materials

1 Hot Snapz heat pad

1 Set of Arbor Scientific “Happy and Unhappy” balls

1 Slinky

1 50-mm silicon wafer, one side polished to a “mirror” finish

1 Silica glass lens

1 5-in. # 5-in. pieces of high-quality sheet polarizer

1 Transparent plastic cups

1 Set of transparent plastic tableware: knife, fork, and spoon

1 6-in. # 6-in. sheet of temperature-sensitive microencapsulated liquid crystal

Quantity Item—Giveaway Supplies (can be restocked)

50 Rainbow Peephole: Color by Diffraction

50 Magic Stripes: Color by Polarized Transmission

50 Magic Patch: Color by Selective Reflection

50 Periodic Table of Elements

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Palladium is a unique hydride-forming metal that finds applications in next-generation target-filling systems and isotope separa-
tion systems. The uniqueness of palladium among hydride-forming metals stems from the ability to generate significantly higher 
hydrogen pressures than other hydriding metals.1 In a next-generation target-filling design, a single palladium bed could replace 
the existing diaphragm compressor and condensation cell. Replacing these components with a single palladium bed allows for 
a smaller, simpler system with fewer moving parts. The high pressures achieved using the compressor can be achieved with a 
palladium bed by loading the bed at low temperature and subsequently raising the temperature to release the absorbed gas. In 
addition to next-generation target-filling systems, palladium is currently used in the isotope separator, which is deployed in the 
tritium laboratory. It has been extensively demonstrated that palladium has an affinity for lower mass hydrogen isotopes. The 
isotope separation system at LLE exploits this affinity to separate protium (H), deuterium (D), and tritium (T) in the fuel supply, 
allowing for specific DT mixtures to be made. 

Currently in the literature, the pressure–composition–temperature (PCT) phase diagrams for the palladium hydride system 
extend only to 273 K. Measurement of the PCT diagram to cryogenic temperatures is necessary for the development of next-
generation systems, which intend to employ palladium as a hydriding material. The focus of the current work is to measure the 
PCT curves at low temperatures for both protium and deuterium. 

To measure the PCT curves for palladium hydride, a small getter bed containing 2.5 g of palladium powder was utilized. This 
bed is connected to a manifold of calibrated volumes, which can be charged with H2 or D2. Absorption isotherms were measured 
by sequentially adding gas onto the bed from the charge volume. Hydrogen absorption onto palladium is rapid for all temperatures 
investigated. The data show that 99% of the gas is absorbed within 6 min.

To achieve temperatures between 130 and 240 K, a cryogenic cooler (“Q-Drive”) was purchased from Chart Industries. The 
Q-Drive operates using an acoustically driven Stirling cycle to remove heat from a cold head. The cold head of the Q-Drive was 
indirectly coupled to the exterior of the Pd bed through a multilam. This multilam was in contact with a stainless-steel rod that 
was in direct contact with the bottom of the Pd bed. Such a design protects the cold head during high-temperature excursions, 
while still maintaining the capability of subambient temperatures. Temperatures greater than ambient were set by using a heater 
that was wrapped around the exterior of the Pd bed.

Using the above procedure and experimental setup, the PCT curves were measured for protium and deuterium from 130 to 
393 K. High-temperature ($20°C) data were measured to compare with previously reported PCT curves, while low-temperature 
data have not been previously reported in the literature. The measured PCT curves are shown in Fig. 1 for (a) protium and (b) deu-
terium. In each panel, the equilibrium pressure of each isotope is plotted against the hydrogen-to-metal (HM) ratio for an array of 
temperatures. The measured PCT curves display the expected three-region trend with increasing hydrogen content: the pressure 
initially increases rapidly (a phase), followed by a region of relatively little change in pressure (mixed a–b phase), and a second 
region of rapid pressure increases (b phase). The a and the b phases correspond to hydrogen diffusion into either palladium or 

Measurement for Palladium Hydride and Palladium Deuteride 
Isotherms Between 130 K and 393 K
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palladium hydride, respectively. In between the a and b phases, the mixed phase exists. Here, an increasing quantity of palladium 
hydride is formed with an increasing hydrogen-to-palladium ratio. In general, the maximum hydrogen-to-metal ratio increases as 
the temperature decreases. For temperatures #20°C, this maximum ratio is +0.75. The onset of the mixed a–b phase begins at 
HM + 0.08 for high-temperature isotherms and decreases to +0.03 at ambient temperatures before increasing again at very low 
temperatures to ratios between 0.1 and 0.2.

A van’t Hoff plot for the current data set was constructed by using the equilibrium pressures and temperatures from the mea-
sured PCT curves shown in Fig. 1. The resulting van’t Hoff plot is shown in Fig. 2, which includes the protium and deuterium 
results from this study, along with several data sets reported in the literature.2–4 Finally, straight-line fits to each of the data 
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Figure 1
Pressure–composition–temperature isotherms measured using (a) hydrogen at temperatures between 296 K and 393 K and (b) deuterium at temperatures 
between 130 K and 353 K.
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sets are shown as the dashed lines. The low-temperature data collected from the current work show a deviation from the high-
temperature data; therefore, separate lines were fit to the low- and high-temperature data.

At low temperatures, palladium may absorb hydrogen by a mixed mechanism of hydride formation and physical adsorption. 
From the van’t Hoff diagram (Fig. 2), a hydride forms until +205 K. Assuming no further hydride formation occurs with lower 
temperature, additional pressure reductions may be due to physical adsorption of hydrogen onto palladium. The expected hydride 
formation and physical adsorption regions are illustrated in Fig. 3. Here, the van’t Hoff diagram is reproduced with data from the 
present work. The shaded areas show the expectation of where a hydride forms and where physical adsorption occurs.

This combination of mechanism and lower temperatures is justified by two observations: First, hydrogen and deuterium show 
similar equilibrium pressures at low temperatures. Similar pressures are not a result of the formation of a hydride since palla-
dium has a greater affinity for less-massive isotopes. However, similar pressures may be a result of physical adsorption since the 
quantity of adsorbed gas depends primarily on the adsorbate and substrate sizes. Second, we estimate that all hydrogen loaded 
onto the palladium at low temperatures can be physically adsorbed into approximately six monolayers. For this estimation, it was 
assumed that a hydride is formed until 205 K. Below 205 K, any observed pressure reduction below the equilibrium pressure at 
205 K represents hydrogen adsorbing onto the palladium’s surface. Taking the “worst” case scenario, the difference between the 
equilibrium pressures at 205 K and 130 K is 0.174 Torr, which corresponds to 1.9 # 10–7 mol of H2 or D2. Assuming the specific 
surface area is 2 m2/g, the total surface area is 5 m2. The number of H2 molecules per monolayer is given by 
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where r is the radius of a hydrogen molecule. Using the results of Eq. (1), the total surface area, and the total number of moles 
of adsorbed hydrogen, the number of monolayers is estimated to be 10–3. Such a small number of monolayers is reasonable at 
these low temperatures. 

In summary, the palladium hydride and palladium deuteride isotherms have been measured from 130 K to 393 K. The data 
collected for temperatures below 273 K are the first to be reported in the literature. The measured isotherms show that an increas-
ing quantity of palladium hydride is formed with decreasing temperatures, with a maximum hydrogen-to-metal ratio of 0.75. 
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These data are consistent with the literature, where the temperatures overlap. The van’t Hoff diagram shows a deviation from 
high-temperature behavior for temperatures of less than 205 K. The data suggest that palladium can form a hydride until 205 K. 
Below this critical temperature, any further reduction in equilibrium pressure occurs due to physical adsorption onto the surface.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Thin coatings of Al2O3 on stainless steel have been reported to suppress tritium permeation compared to uncoated steel.1–3 
However, these films are not dense; they contain microcracks, and have the potential for embedded water molecules in the film. 
Reducing the cracks in the alumina film may prove to further reduce permeation, and for surfaces with highly dense and uniform 
coatings, the permeation reduction may be improved substantially. Atomic layer deposition (ALD) is a vehicle to produce conformal, 
high-integrity films on hydroxylated surfaces with complex topographical features. Depositing alumina using trimethylaluminum 
and water is one of the most widely studied ALD reactions because of its viability as a high-l dielectric thin-film coating. ALD 
of Al2O3 has been shown to produce conformal films with little to no surface defects as a result of the self-limiting reaction and 
monolayer growth mode. Atomic-layer–deposited alumina was used in this work to understand its effect on tritium absorption 
and to measure the tritium distribution in stainless-steel 316 (SS316) under the coating. 

Samples of unmodified SS316 stock had approximately 0.86 mm of the surface machined away to remove any surface imper-
fections that can arise during manufacturing. These samples had an average surface roughness of 300!50 nm and are referred 
to from this point as 300-nm SS316. A subset of the 300-nm SS316 samples was mechanically polished to a high-mirror finish, 
where the average surface roughness was 5!1 nm, and is referred to as 5-nm SS316. Several polished samples were further treated 
by depositing 38.5!1 nm of Al2O3 using the ALD process and an ozone pretreatment to enhance the reactivity of the native sur-
face oxide to the ALD reactants. These samples are referred to as ALD and have the same surface roughness as the underlying 
polished samples (5!1 nm). All samples were exposed to 0.5 atm of tritium gas for 24 h at room temperature. Subsequently, the 
samples were removed and stored in an airtight storage pod under dry helium until retrieved for the experiment. 

Temperature-programmed desorption was used to determine the total quantity of tritium retained by the stainless-steel samples. 
The tritiated sample is placed in an oven where dry argon is purged over the sample into one of two bubblers containing water. The 
sample is heated to 900!1° for several hours during which the desorbed tritium is transported by the dry argon into the bubblers. 
The primary tritium species (HTO) is captured in the first bubbler (capture efficiency >99%), and any carryover resulting from 
evaporation is captured in the second bubbler. After 3 h at room temperature, the sample is allowed to cool, and the quantity of 
desorbed tritium is determined using liquid scintillation counting (LSC) techniques. Tritium-concentration profiles in the depos-
ited film and metal substrate were also measured using a combination of surface washes and acid etching of stainless steel. The 
surface wash and acid etching procedure are reported elsewhere.4,5 The etching procedure for the samples coated with Al2O3 was 
modified by using a selective NaOH etch that does not etch the steel substrate. The resulting solutions were neutralized to a pH = 
0, mixed with an Ultima GoldTM liquid scintillation cocktail, and counted by LSC techniques using a low pH calibration curve. 

The total quantity of adsorbed tritium indicates that the surface modification had influenced the total tritium adsorbed by 
the sample. The results of the TPD experiments are shown in Fig. 1. The data indicate that reducing the surface roughness by 
a factor of +150 leads to a reduction in the total quantity of absorbed tritium, relative to the 300-nm SS316 samples. Similarly, 
the ALD-coated steel samples also see a decrease of +27%. These data indicate that the ALD coating on the polished SS316 
does not inhibit the absorption of tritium any further than the underlying polishing. This is likely caused by the large fraction 
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of Al(OH)2 species present in the deposited film, which increases the total number of hydrogen binding sites relative to a pure 
Al2O3 surface film. The increase in the hydroxyl density in the deposited film increases the apparent solubility of hydrogen in 
the film as a result of isotope exchange with hydrogen in the hydroxides. The TPD data give an insight into the total quantity of 
tritium in the samples; however, the data do not speak to the distribution of tritium in the metal.

The results of the selective etching for the ALD-coated steel are shown in Fig. 2. The data suggest that high concentrations of 
tritium exist in the Al2O3 layers and that the concentration drops significantly at the steel interface. In the near-surface region (x < 
1 nm), the SS316 concentration is constant until a sharp drop is observed around 600 nm. To compare the concentration profiles of 
the ALD samples to the uncoated SS316 samples, the profiles for the uncoated steel (5 nm and 300 nm) are shifted by the alumina 
layer thickness (38 nm) in the concentration profile. The results show two large differences between the ALD and SS316 results. 
First, the ALD film contains less surface tritium compared to the uncoated samples. The second difference occurs in the near sur-
face of the steel (+700 nm). Here, the tritium concentration is 200# less in the ALD-coated sample relative to the uncoated SS316 
sample. This suggests that tritium diffusion into the metal bulk is lowered by coating steel with alumina. Even though the 5 nm and 
ALD samples retained the same total quantity of tritium, the distribution of the tritium in the samples is quite different. Future work 
will focus on making the alumina layers more ideal to determine if these films can be used as a tritium diffusion barrier on SS316. 
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Figure 1
TPD results for the unmodified (blue bars) and modified surfaces, 
5-nm SS316 (green bars) and ALD (orange bars). Each bar represents 
an individual sample, with the mean as dashed lines and !1v indicated 
by the shaded region for each sample finish.
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Figure 2
Tritium concentration profiles for 300-nm SS316 (blue), 5-nm 
SS316 (green), and ALD Al2O3 (orange) (Ref. 4). The uncoated 
samples are shifted to account for the deposited film on the ALD 
samples. The SS316 interface begins at the 38 nm and is indicated 
by the vertical dashed line.
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During the third quarter (Q3) of FY19, the Omega Laser Facility conducted 357 target shots on OMEGA and 230 target shots on 
OMEGA EP for a total of 587 target shots (see Tables I and II). OMEGA averaged 11.6 target shots per operating day, averaging 
91.7% Availability and 97.5% Experimental Effectiveness.

OMEGA EP was operated extensively in Q3 FY19 for a variety of user experiments. OMEGA EP averaged 7.9 target shots 
per operating day, averaging 96.7% Availability and 93.3% Experimental Effectiveness.

Additional neutron shielding is being added below the OMEGA target chamber to further limit background signal and noise 
on diagnostic measurements. The shielding will effectively minimize the size of the floor penetration required for cryogenic cart 
operations and reduce neutron scattering effects on diagnostics in the LaCave area. The shielding is being added in three phases 
to characterize the effectiveness and validate modeling (which will enhance calculations for future shielding design efforts). The 
final layer will be added in Q1 of FY20.

FY19 Q3 Laser Facility Report

Table I:  OMEGA Laser System target shot summary for Q3 FY19.

Program Laboratory
Planned Number 
of Target Shots

Actual Number  
of Target Shots

ICF LLE 82.5 99

ICF subtotal 82.5 99

HED LLE 22 23

LANL 44 52

LLNL 38.5 47

SNL 22 24

HED subtotal 126.5 146

CEA CEA 11 13

RAL RAL 11 9

LBS LANL 11 10

LLNL 33 38

SLAC 11 13

LLE calibration LLE 0 29

Grand total 286 357
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Table II:  OMEGA EP Laser System target shot summary for Q3 FY19.

Program Laboratory
Planned Number 
of Target Shots

Actual Number  
of Target Shots

ICF

LLE 49 69

LLNL 21 30

NRL 7 6

ICF subtotal 77 105

HED

LLE 14 17

LANL 7 7

LLNL 21 25

HED subtotal 42 49

LBS

LLE 14 19

LLNL 14 25

SLAC 7 7

LLE calibration LLE 0 12

Grand total 161 230
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