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In Brief
This volume of LLE Review 157, covering the period October–December 2018, is sectioned among research areas at LLE and 
external users of the Omega Laser Facility. Articles appearing in this volume are the principal summarized results of long-form 
research articles. Readers seeking a more-detailed account of research activities are invited to seek out the primary materials 
appearing in print, detailed in the publications and presentations section at the end of this volume.

Highlights of research presented in this volume include the following:

•	 Igumenshchev et al. review the consequences of rarefaction flows on mitigation of laser imprint in direct-drive implosions (p. 1). 
Rarefaction flows can result in a decay of imprinted modulations during early hydrodynamic evolution. Three-dimensional 
ASTER simulations were used to demonstrate the mechanism and achieve performance closer to that of 1-D simulations when 
the implosion develops an after-shock rarefaction flow than in designs without such flow.

•	 Davies et al. infer the fuel areal density of laser-driven magnetized liner implosions on OMEGA from secondary neutron 
yields (p. 3). The results broadly indicate discrepancy between 1-D and 2-D simulation predictions and the experimentally 
measured areal density and convergence ratio.

•	 Milder et al. present a statistical study on the implications of non-Maxwellian electron velocity distribution functions on the 
inference of plasma parameters using collective Thomson scattering (p. 6). Small changes in the shape of the distribution 
function are found to be the limiting factor in the determination of plasma conditions.

•	 Henchen et al. infer heat flux through laser-produced coronal plasma using collective Thomson scattering (p. 8). The results 
of the experiment suggest that classical thermal transport theory is not valid in plasma with steep temperature gradients.

•	 Karasiev et al. present a report on the status of free-energy representations for homogeneous electron gas (p. 10). The equiva-
lence between three global representations of the free energy, the Karasiev–Sjostrom–Dufty–Trickey (KSDT) representation; 
its descendant, the corrected KSDT; and the Groth–Dornheim–Bonitz parameterization are demonstrated through their cor-
respondence with quantum Monte Carlo results of Dornheim et al.

•	 An electron spectrometer with multiple viewing angles has been developed for the OMEGA ten-inch–manipulator diagnos-
tic platform (p. 13). Habara et al. discuss how this versatile diagnostic can be deployed on the OMEGA and OMEGA EP 
Laser Systems.

•	 Serafini et al. studied the ultrafast optical properties of single-crystal cadmium magnesium telluride for use in x-ray radiation 
detectors (p. 15). The carrier recombination and trapping components of electronic relaxation are analyzed with a coupled 
rate-equation model.

•	 Begishev et al. present the fifth-harmonic conversion of a neodymium glass laser using large-aperture ammonium dihydrogen 
phosphate (ADP) crystals (p. 18). Phase-matching conditions for the sum-frequency generation are reached by cooling ADP 
crystals to –70°C.

•	 Kafka and Demos study the interaction of 10-ps and 0.6-ps laser pulses with microparticles located on the surface of a multi-
layer dielectric mirror (p. 21). These findings aid in understanding and assessing the risk of contamination-induced damage 
in short-pulse laser systems.
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•	 Kosc et al. study the laser-induced–damage threshold for nematic liquid crystals at pulse durations from 600 fs to 1.5 ns (p. 24). 
Such data provide guidance for future applications in high-power and/or peak intensity laser systems.

•	 Demos et al. study the dominant mechanisms of laser-induced damage in optical materials with 355-nm, +1-ns pulses (p. 27). 
The study finds two damage pathways for the optical material, arising from self-focusing, which is caused by refractive index 
change from electron energy transition in the material, and from local intense heating causing above-melting temperatures 
near the surface of the material.

•	 Shmayda et al. present a process for extracting tritium from contaminated water using combined electrolysis and catalytic 
exchange (p. 30). This process provides an economical and robust form of tritium recovery. 

•	 Sharpe et al. quantify the distribution of tritium in the near surface of stainless-steel alloy 316 (p. 33). Such measurements 
inform understanding of tritium migration through stainless steel with implications for decontamination.

•	 Ghosh et al. present cathodic electrolytic deposition used to synthesize nanoscale copper-hydroxyapatite coatings for antibacterial 
implants (p. 36). Results show the copper nanoparticles reduced numbers of E. Coli and S. aureus by 78% and 83%, respectively.

•	 Zhang et al. study the effect of heat treatment of silver hydroxyapatite coatings on the antibacterial properties of the coating 
(p. 38). The results demonstrate that heat treatment enhances the antibacterial coating and reduces variability.

•	 Koroliov et al. use terahertz time-domain spectroscopy (THz-TDS) to characterize graphene nanofiller within nanocomposite 
materials (p. 40). The THz-TDS method probes the dielectric properties of the sample, providing global information regarding 
the dispersion of graphene and its in-situ electronic quality.

•	 Kruschwitz et al. present a wavelength-tunable ultraviolet beam on OMEGA EP (p. 43). This upgrade allows experiments to 
characterize the interaction of the tunable beam with one or more fixed-wavelength beams on OMEGA.

•	 In order to characterize on-shot conditions, LLE has built a full-beam-in-tank (FBIT) diagnostic to characterize the OMEGA 
focal spot. Waxer et al. discuss how these results provide a measure of the on-shot laser uniformity on target from data col-
lected inside the target chamber (p. 46).

•	 Bauer et al. compare results from FBIT data to equivalent-target-plane (ETP) measurements for the OMEGA focal spot (p. 49). 
Preliminary data suggest that upstream diagnostics such as the ETP compare closely with the results found using FBIT.

•	 Sampat et al. report on efforts to achieve power balance requirements for OMEGA to less than 1% rms (p. 52). Management of 
saturation in the stage-E and F amplifiers is shown to provide control of beam power while maintaining the requested pulse shape.

•	 Puth et al. summarize operations of the Omega Laser Facility during the first quarter of the FY19 reporting period (p. 54).

•	 Frenje et al. present a study of stopping power for low-Z materials near the Bragg peak (p. 56). Data show good agreement 
in most cases for electron–ion Coulomb scattering except for DD-t, which is postulated to depend more strongly on ion–ion 
nuclear elastic scattering than predicted.

•	 Sio et al. measure the relative timing between the nuclear reaction history of different fuel-ion (D, T, 3He) populations using 
a particle x-ray temporal diagnostic (p. 59). The observed rate histories are more closely represented with a kinetic-ion model 
as compared with average-ion fluid models.

Steven T. Ivancic
Editor
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A 3-D hydrodynamic simulation using the code ASTER1 helped to identify a new mechanism that is responsible for mitigating 
imprint with a scale length corresponding to Legendre modes down to  - 30 in direct-drive OMEGA implosions2 driven by 
laser pulses with a picket(s). This mechanism involves rarefaction flows developed by unsupported shocks. Rarefaction flows can 
result in a decay of imprint modulations in implosion shells during their early evolution, consequently improving the stability of 
these shells with respect to the acceleration Rayleigh–Taylor (RT)3 growth at a later time.

Figure 1 illustrates the development of imprint modulations in implosion shells compressed by supported and unsupported 
shocks, which are produced by continuous and picket laser pulses, respectively. The green areas at the ablation front indicate 
the locations of modulations originating from laser nonuniformities in the beginning of the pulses. These modulations can feed 
through to the shell (to the left) in the case of a supported shock [Fig. 1(a)] and cannot feed through in the case of a unsupported 
shock, which develops a post-shock rarefaction flow [Fig. 1(b)]. As a result, imprint is mitigated only in the latter case, in which 
modulations are localized near the ablation front and moved away (to the right) with the ablating mass.
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Figure 1
(a) Imprint modulations (the green area) localized at the ablation front can feed through to an implosion shell compressed by a supported shock but (b) cannot 
feed through in a shell compressed by an unsupported shock.

Rarefaction Flows and Mitigation of Imprint 
in Direct-Drive Implosions

I. V. Igumenshchev,1 A. L. Velikovich,2 V. N. Goncharov,1 R. Betti,1 E. M. Campbell,1 J. P. Knauer,1 S. P. Regan,1  
A. J. Schmitt,2 R. C. Shah,1 and A. Shvydky1

1Laboratory for Laser Energetics, University of Rochester
2Plasma Physics Division, Naval Research Laboratory
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This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.

	 1.	 I. V. Igumenshchev et al., Phys. Plasmas 23, 052702 (2016).

	 2.	 T. R. Boehly et al., Opt. Commun. 133, 495 (1997).

	 3.	 Lord Rayleigh, Proc. London Math Soc. XIV, 170 (1883); G. Taylor, Proc. R. Soc. London Ser. A 201, 192 (1950). 

Figure 2
Meridional cross sections of the distribution of density 
(in g/cm3) from 3-D simulations of the designs using 
the (a) no-picket and (b) single-picket laser pulses. The 
images are shown at times corresponding to moments 
prior to deceleration of the implosion shells.

Three-dimensional ASTER simulations were used to demonstrate the new mechanism and employed two OMEGA cryogenic 
implosion designs having laser pulses with and without a picket. Simulations show that imprint is not mitigated in the no-picket 
design; therefore, large seeds for RT growth during the target acceleration phase are provided, resulting in a “broken shell” just 
prior to the target deceleration phase [see Fig. 2(a)]. This implosion shows poor performance, producing only 13% of neutron 
yield and 37% of neutron-averaged areal mass predicted in 1-D (symmetric) simulations. Contrary to this, simulations of the 
single-picket design, which develops an after-shock rarefaction flow, show apparent mitigation of the dangerous imprint modes 
 + 100 to 200. This implosion is characterized by relatively small-amplitude perturbations in the shell with dominant modes  + 
30 to 60 [see Fig. 2(b)] and produces 46% of neutron yield and 81% of neutron-averaged areal mass of those in 1-D simulations.
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Laser-driven magnetized liner inertial fusion (MagLIF1) experiments are being carried out on the OMEGA laser2–6 to study 
scaling by providing data from targets +10# smaller in linear dimensions than those used on the Z pulsed-power machine7–9 at 
Sandia National Laboratories. One of the key initial design criteria in the development of MagLIF1 was to find a means to achieve 
fusion conditions in a cylindrical implosion at a convergence ratio of less than 30. It is well-known that high-convergence implo-
sions are very sensitive to small departures from symmetry in the drive and targets, making them impractical. By preheating 
to +100 eV, temperatures up to 9 keV can be achieved in an adiabatic, cylindrical compression with a convergence ratio <30. In 
MagLIF an axial magnetic field reduces electron thermal conduction from the fuel into the liner during compression, making it 
possible to achieve a near-adiabatic compression at a lower implosion velocity. With the compressed axial magnetic field, alpha 
particles can be confined from deuterium–tritium (D–T) fusion without reaching a radial areal density of tR + 0.6 g/cm2, if, 
instead, a radially integrated axial magnetic field BR + 0.6 T$m is achieved. In experiments on Z, the radially integrated axial 
magnetic field in the compressed deuterium fuel was inferred to be +0.4 T$m from the ratio of secondary D–T fusion neutrons 
to primary D–D fusion neutrons.9 The D–D fusion reaction has two equally probable branches:
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where the kinetic energies given in parentheses are in the center of the momentum frame. The tritium may go on to fuse with the 
deuterium, producing secondary 14.5-MeV neutrons. The longer the path length of the tritium in the deuterium, and the higher 
the density of the deuterium, the greater the probability of D–T fusion. Calculations indicated that for the Z experiments, the 
increase in path length of the tritium resulting from the compressed axial magnetic field was a major contributor to the second-
ary D–T yield.9 The BR in MagLIF targets on OMEGA will be at least +10# lower than on Z because the radius is 10# smaller 
and the initial axial magnetic field is approximately the same (currently 9 T, but values up to 30 T can be achieved). Therefore, 
magnetic confinement of charged fusion products cannot be achieved on OMEGA. As a result, the secondary D–T yield from 
D2 fuel is determined by the radial areal density tR of the compressed fuel.10 While not an important metric for MagLIF, fuel 
areal density does provide useful information on the convergence ratio of the fuel, which cannot be determined from the x-ray 
imaging diagnostics available on OMEGA4 because they do not have sufficient spatial resolution for a compressed fuel that 
should be <10 nm in radius. 

The fuel areal density can be obtained approximately from
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Inferring Fuel Areal Density from Secondary Neutron Yields  
in Laser-Driven Magnetized Liner Inertial Fusion

J. R. Davies,1 D. H. Barnak,1,2 R. Betti,1 E. M. Campbell,1 V. Yu. Glebov,1 E. C. Hansen,1,3 J. P. Knauer,1  
J. L. Peebles,1 and A. B. Sefkow1

1Laboratory for Laser Energetics, University of Rochester
2Los Alamos National Laboratory

3FLASH Center, University of Chicago
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assuming a point or line source of tritium on the axis, and straight-line propagation of the tritium with no energy loss and no end 
losses. The result is only weakly dependent on the radial distribution of the tritium production. For the increase in D–T fusion 
cross section caused by collisional slowing of the tritium to be negligible, and for angular scattering to be negligible, requires

	 . .R T14 5 mg/cm/3 2 2
keV%t 	 (3)

For end losses to reduce the mean path length by less than 10% requires

	 ,
R
L 12> 	 (4)

where L is the length of the cylinder. For the magnetic field to cause a negligible increase in path length requires

	 .BR 0 25 T m.$% 	 (5)

All of these conditions are comfortably satisfied in laser-driven MagLIF experiments on OMEGA.

Successful laser-driven MagLIF shots have been taken with all four combinations of preheat on/off and axial magnetic field on/
off for 1.8 mg/cm3 of deuterium and for compression-only and compression with field for 1.2 mg/cm3 of deuterium. The inferred 
areal density by type of shot is given in Table I. 

TABLE I:	 Areal density tR and the increase in areal density C0 = tR/(tR)0 inferred from measured secondary- to primary-yield ratios by 
shot type and obtained from 1-D LILAC and 2-D HYDRA simulations for nominal laser and target parameters. For the integrated 
shot and the compression-only shots at 1.2 mg/cm3, the upper limit is based on a D–T yield <2 # 105.

Type (number of shots)
tR 

(mg/cm2)
tR1-D 

(mg/cm2)
tR2-D 

(mg/cm2)
C0 C0,1-D C0,2-D

Compression only: 1.8 mg/cm3 (2) 1.2!0.4 3.8 3.3 22!7 77 68

Preheated: 1.8 mg/cm3 (2) 0.98!0.39 2.2 1.7 19!8 46 35

Magnetized: 1.8 mg/cm3 (2) 0.67!0.08 1.7 1.9 13!2 34 39

Integrated: 1.8 mg/cm3 (1) <0.64 1.6 1.4 <13 32 29

Compression only: 1.2 mg/cm3 (2) <2.7 2.2 3.4 <82 70 100

Magnetized: 1.2 mg/cm3 (2) 1.2!0.3 1.2 1.5 37!8 37 46

The fuel convergence ratio is of more interest in MagLIF than the areal density; both the initial Z point design1 and the 
OMEGA point design3 set out to achieve a convergence ratio of 25. If the fuel density profile remains uniform and there are no 
end losses, the fuel convergence ratio is tR/(tR)0, which we will refer to as C0, our zeroth-order estimate of a neutron-averaged 
fuel convergence, the values of which are given in Table I. When fuel density peaks at the edge, which is to be expected, C0 will 
underestimate the convergence ratio; if fuel density peaks at the center, C0 will overestimate the convergence ratio. End losses, 
which are to be expected, will result in C0 underestimating the convergence ratio. Therefore, we expect C0 to be somewhat lower 
than the actual convergence ratio C.

Even if the actual convergence ratio is as high as 2C0, the integrated shot has achieved a convergence ratio <26, meeting our 
initial point design objective, despite the lower fuel density. In any case, the values of C0 should provide an indication of how 
the fuel convergence ratio is modified by preheating, magnetization, and fuel density, which are important aspects of MagLIF. 
The results indicate that preheating, magnetization, and increasing fuel density reduce the fuel convergence ratio, as expected. 
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The inferred areal densities also provide a useful point of comparison with simulations. Areal densities from 1-D LILAC3,4 
and 2-D HYDRA3,4,6 are included in Table I. The simulations overestimate the areal densities for all except the magnetized  
1.2‑mg/cm3 shots, where agreement is good, although the 2-D simulations are toward the upper end of the error bar. The simula-
tions give values of C0 that are 2# to 3# higher than the measurements, excluding the 1.2-mg/cm3 results. The simulations would 
be expected to overestimate the areal density because the growth of nonuniformities from the laser beams and targets, which 
are not considered, will break up the compressed fuel. In 1-D and 2-D the imploding shell must converge on the axis and will 
stop only once the pressure in the fuel becomes high enough. In 3-D, opposing elements of the shell can miss the axis and not 
compress the fuel to such a high pressure. The growth of nonuniformities is expected to be greater the higher the convergence, 
and the discrepancies between the measured and simulated areal densities are greater at higher values, excluding the 1.2-mg/cm3 
results. It is possible that the agreement between measurements and simulations for magnetized 1.2-mg/cm3 shots is just a matter 
of chance, with the actual value lying at the lower end indicated by the experimental uncertainty, particularly as the D–T yields 
in these shots are at the very lowest detectable levels.

The areal density diagnostic described here will be applied to future laser-driven MagLIF shots that will include higher mag-
netic fields (up to +30 T), a scan of preheat energies, and higher fuel densities. The simulations will be extended to 3-D, using 
laser and target parameters as close as possible to the as-shot values, and the effects of cross-beam energy transfer and nonlocal 
thermal transport will be taken into consideration.

	This material is based upon work supported by the Department of Energy Advanced Research Projects Agency-Energy (ARPA-E) under Award Number 
DE-AR0000568, Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, the University of Rochester, and 
the New York State Energy Research and Development Authority.
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Optical Thomson scattering is a powerful diagnostic that is widely used to measure plasma conditions in laser-produced plasmas.1 
As large multibeam facilities are constructed to achieve inertial confinement fusion around the world,2–4 accurate measurements 
of plasma conditions are becoming increasingly important for understanding the importance of missing physics in the large hydro-
dynamic simulations. Local and time-resolved measurements of Thomson-scattered spectra have provided valuable insight into 
a range of studies, including laser–plasma instabilities,2 thermal transport,5 and more generally inertial confinement fusion.6,7

The high density present in laser-produced plasmas results in scattering optical light from collective plasma-wave fluctuations. 
The scattering from low-frequency fluctuations generates ion-acoustic spectral features, while scattering from high-frequency 
fluctuations generates electron plasma wave spectral features. Early collective scattering measurements from high-frequency 
fluctuations used the theory developed two decades earlier by Salpeter8 to associate the wavelength of spectral peaks with density, 
through the Bohm–Gross dispersion relation, and the width of spectral peaks to temperature, through Landau damping, but the 
small scattering cross section for Thomson scattering has resulted in relatively few experiments where electron temperature and 
density were measured from the electron plasma wave features.6,9–11 Recent experiments have used the full Thomson-scattered 
spectrum to extract plasma conditions, but these studies have been limited to assuming Maxwellian distribution functions. How-
ever, variation in the shape of the distribution functions can lead to significant changes to the Thomson-scattering spectrum.12

Here, we investigate the sensitivity of electron temperature and density inferred from collective Thomson scattering to non-
Maxwellian electron distribution functions. Analyzing synthetic electron plasma wave Thomson-scattering spectra, under the 
false assumption that the electron distribution function is Maxwellian, can lead to gross errors in the inferred electron density 
and temperature. Figure 1 shows that the inferred temperature and density can differ from the actual values by 50% and 30%, 
respectively. These errors stem from changes in the shape of the scattered spectra and can be removed by including the correct 
shape of the electron distribution function in the analysis. Other changes to the shape of the electron distribution function can 
result in errors in the inferred parameters, as in the case of heat flux.7 These errors of 50% in temperature and 30% in density 
are for extreme changes to the electron distribution function, but even for small changes in the shape of the distribution function, 
the errors in temperature and density are larger than the statistical uncertainty of +5% that is typical10,11 and can be a limiting 
factor in determining plasma conditions.

Impact of Non-Maxwellian Electron Velocity Distribution 
Functions on Inferred Plasma Parameters  

in Collective Thomson Scattering

A. L. Milder,1,2 S. T. Ivancic,1 J. P. Palastro,1 and D. H. Froula1,2
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Figure 1
Percent error in (a) temperature and (b) density as a function of the normalized phase velocity v vtha = z_ i when the fit model assumes a Maxwellian electron 
distribution function and the true electron distribution function is super-Gaussian. The absolute difference between the inferred and actual parameter dividend 
by the actual parameter (percent error) is calculated for a range of phase velocities. The values for four different super-Gaussian orders are plotted in different 
colors with error bars that represent the standard deviation of 100 fits.
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Measuring Heat Flux from Collective Thomson Scattering with Non-Maxwellian Distribution Functions

LLE Review, Volume 1578

Thermal transport in plasmas is of particular interest to inertial confinement fusion, where a correct description of heat flux is 
crucial to modeling the absorption of incident laser beams used to implode fusion targets. Electron thermal transport is a funda-
mental process in plasma physics that becomes difficult to calculate since even in the most modest conditions, classical theory 
tends to break down. Extensive work has attempted to determine the nonlocal heat flux that is responsible for transporting thermal 
energy over large distances but quantitative experiments are required.

In laser-produced plasmas, where energy is primarily deposited locally at the critical density, temperature gradients inher-
ently drive non-Maxwellian electron distribution functions as electrons carry the heat down the temperature gradient and slower 
electrons carry a return current up the temperature gradient to maintain neutrality. A consequence of heat flux, and the ensuing 
distortion of the distribution function, is to change the partition of energy between the thermal electrons and the thermal fluctua-
tions. This has a particularly large effect on the amplitude of the fluctuations that have phase velocities near the velocity of the 
heat-carrying electrons. The heat flux modifies both the number of electrons and the slope of the distribution function, which 
directly changes the local Landau damping of ion-acoustic and Langmuir waves.

Collective Thomson scattering measures the fluctuation spectrum, and when probing electron plasma fluctuations with phase 
velocities in the region of heat-carrying electrons, the spectrum can be used to determine the heat flux.1 The first-order effect 
of the electron distribution function on the Thomson-scattering spectrum can be observed in the dependence of the peak power 
scattered into the electron plasma wave feature,
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9 C 	 (1)

where fe(v) is the electron distribution function and dfe(v) is elevated at the phase velocity vz.

We present the direct measurement of heat flux using collective Thomson scattering from a laser-produced coronal plasma. 
The heat flux was measured in two ways that were used to experimentally determine the validity of classical thermal transport. 
The first measurement of heat flux used the classically derived non-Maxwellian electron distribution functions to reproduce the 
electron plasma wave Thomson-scattering spectra, while the second method used the measured plasma conditions to calculate the 
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classical heat flux. Figure 1(a) shows the experimental setup, where six 351-nm laser beams created a blowoff aluminum plasma. 
A 526-nm Thomson-scattering probe beam was used to scatter light from five locations in the coronal plasma. At each location 
the complete collective Thomson-scattering spectrum was measured and used to determine the electron temperature (Te) and 
density (ne) profiles. These plasma conditions were used to calculate the classical heat flux (q = –ldTe), where l is the classical 
thermal conductivity that depends only on the local electron temperature and density. 
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Figure 1
(a) The experimental setup is shown where six beams (blue) produced a blowoff plasma from a planar target (gray). A Thomson-scattering probe beam (green) 
with wave vector k0

v  was oriented relative to the target to probe plasma waves kv_ i along the central axis, where the temperature gradient is the largest. Five 
Thomson-scattering locations (red) along the target normal provided measurements of plasma parameter profiles (Te, ne, dTe). (b) Heat-flux measurements (red 
circles) are shown at t = 1.5 ns after the start of the m3~ beams as a function of distance from the initial target surface. Classical heat-flux values determined 
from the measured plasma parameters (blue triangles) are included along with results from full-scale SNB (black dotted line) and FLASH (orange dashed line) 
simulations in addition to 1-D SNB calculations using the measured plasma profiles (green diamonds). 

Figure 1(b) shows that in regions where the electron–ion mean free path is small compared to the temperature gradients 
,L 7 10<T

3
ei #m -_ i  the two heat-flux measurements agreed (red and blue symbols), which demonstrates the validity of the 

classical Spitzer–Härm theory. For larger relative temperature gradients (i.e., closer to the intial target surface, <1500 nm), the flux 
determined from non-Maxwellian electron distribution functions derived from classical theory was not consistent with the heat flux 
determined from measurements of the plasma conditions. This experimentally demonstrated that in plasmas with steep relative 
temperature gradients, the classical thermal transport theory is not valid. To determine the flux in this region, non-Maxwellian 
electron distribution functions consistent with nonlocal thermal transport were used to fit the Thomson-scattering spectra. At 
the steepest relative temperature gradient (1100 nm), the nonlocal heat-flux measurements were up to 1.5# smaller than the flux 
determined from classical theory. One-dimensional calculations using the Schurtz–Nicolaï–Busquet (SNB) model (diamonds), 
initiated with the measured plasma conditions, show a reduced heat flux compared with the classical theory but overestimated 
the flux at all locations compared with the nonlocal measurements.
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The homogeneous electron gas (HEG) is a well-studied system at zero temperature as a model for electrons in solids and as a 
model for fully ionized plasmas at temperatures T well above the Fermi temperature TF. For a long while far less information 
was available from either theory or simulation at intermediate temperatures and densities, in large part due to lack of motivation. 
That has changed recently with growing experimental access to observations on states of matter in this domain. Such access 
is driving growth in the fields of warm dense matter (WDM) and high-energy-density physics. Accordingly, the first quantum 
Monte Carlo (QMC) simulations for the HEG in this domain were reported only six years ago.1 Subsequently Dornheim et al.2 
produced improved QMC results for temperatures 0.5 # t = T/TF # 8 over a wide density range (Wigner–Seitz radii 0.1 # rs # 10). 
They also developed and used significantly improved finite-size corrections. Those data currently seem to be the most-accurate 
finite-temperature HEG results available.

For practical purposes a representation interpolating such QMC data and extrapolating it via known theoretical limits is needed. 
The target is an equation of state for the complete thermodynamics of the HEG, provided by the free energy as a function of rs 
and t. A rather complete review of the recent simulations and their representations is given in Ref. 3. As noted there, the program 
for constructing a free energy from theoretical limits and simulation data was originally presented and used in Ref. 4, which 
presented a representation, “KSDT” (Karasiev–Sjostrom–Dufty–Trickey), based on the original data of Ref. 1 and the T = 0 data 
of Ref. 5. Subsequently, Groth et al.6 used the KSDT approach and protocol to reparametrize the exchange-correlation (XC) con-
tribution to the free energy against the finite-size–corrected QMC results of Ref. 2 along with the Singwi–Tosi–Land–Sjölander 
(STLS) approximation7 for low-t (t < 0.5) behavior and for connection with the T = 0 data of Ref. 5. The resulting representation 
is denoted as “GDB” (Groth–Dornheim–Bonitz). Essentially simultaneously, a small error in the use of zero-temperature data for 
KSDT was detected and repaired to yield the corrected KSDT representation “corrKSDT” (see Supplemental Material for Ref. 8).

This work achieved three objectives: The first is based on recent simulation studies of the free energy for the HEG in a domain 
of the (rs,t) plane not previously explored. The data combined with thermodynamic consistency and known theoretical limits led 
to three global representations of the free energy, corrKSDT, its direct antecedent KSDT, and GDB. The equivalence of these for 
reproducing the simulation data for f(rs,t) was demonstrated. Furthermore, the equivalence of corrKSDT and GDB for the XC 
component alone was illustrated, although the original KSDT representation has some inconsequential small errors for fxc(rs,t) 
(Ref. 2). Figure 1 demonstrates that the two fits match the available QMC data indistinguishably for t $ 0.5 and are in perfect 
agreement for t < 0.5.

The second objective was to draw attention to the fact that, in spite of these very accurate representations for f(rs,t), thermo-
dynamic properties obtained by temperature derivatives exhibit striking anomalies. Those occur outside the domain for which 
simulation data are available and are properties of the extrapolation/interpolation provided by the fitting procedure. This was 
discussed and it was noted that the entropy per particle (first-order temperature derivative) can become negative for large rs and 
small t. For the corrKSDT and GDB representations, this corresponds to state conditions beyond the expected spin polarization 
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transition and therefore outside the domain of their intended application. A second more-serious anomaly occurs for the specific 
heat cV (second derivative with respect to T). In that case, all of the representations predict unusual oscillatory behavior for t 
between 0.1 and 1 and rs $ 10. Figure 2 shows cV calculated for the noninteracting and interacting HEG from the corrKSDT 
and GDB representations. As anticipated, the specific heat curves from the two parametrizations are practically identical, a con-
sequence of the small procedural differences of parameter fitting in the two. Even though the oscillatory behavior might be an 
indication of some kind of critical point, it is far more plausible that it is an artifact introduced by the QMC data of Ref. 2 and 
the way that corrKSDT and GDB represent those data. Without any theoretical or simulation guidance, this must be seen as a 
possible flaw in the representation function.
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The third objective was to verify the use of the three representations as essentially interchangeable for use as local density 
approximation (LDA) functionals in free-energy DFT calculations and in more-refined fxc approximations. It is helpful to note 
the parallel with most T = 0 DFT calculations. They are based in a similar way on ground-state HEG simulations. Generalized 
gradient approximations, for example, have the LDA (consequently the HEG) as a limiting case. Therefore, the extensions dis-
cussed here to the entire (rs,t) plane constitute an essential prerequisite for addressing WDM in an accurate, practical fashion. A 
first example of a nonempirical semilocal free-energy density functional for matter under extreme conditions, built on the LDA 
representations here, was noted.8 
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The measurement of angularly resolved energy distributions of MeV electrons is important for gaining a better understanding of 
the interaction of ultra-intense laser pulses with plasma, especially for fast-ignition laser-fusion research. It is also crucial when 
evaluating the production of suprathermal (several tens of keV) electrons through laser–plasma instabilities in conventional hot-
spot–ignition and shock-ignition research. For these purposes, we developed a ten-inch-manipulator (TIM)–based multichannel 
electron spectrometer—the Osaka University electron spectrometer (OU-ESM)—that combines angular resolution with high-
energy resolution. The OU-ESM consists of five small electron spectrometers set at every 5°, with an energy range from +40 keV 
to +40 MeV. A low-magnetic-field option provides a higher spectral resolution for an energy range of up to +5 MeV. This versatile 
diagnostic with a variable electron energy range can be deployed for experiments on the OMEGA and OMEGA EP Laser Systems. 

The spectrometer uses permanent magnets in a Ni-coated yoke to disperse the electrons in energy. Assuming that the magnetic-
flux density is constant, the electron motion is determined by the Larmor motion according to the electron’s kinetic energy, given by
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where l is the longitudinal position of the signal on the detector from the magnet entrance, h is the height between the electron 
incident axis and the detector plane, e is the electric charge, B is the magnetic flux density, m is the electron mass, and c is the 
speed of light in vacuum, respectively. Because fast electrons created by ultra-intense lasers have considerably large emission 
angles, a collimator is used to guarantee a parallel electron beam into the magnetic field. Consequently, the number of accelerated 
electrons, N, per solid angle and per energy is given by
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where IIP is the signal intensity on the detector, Dl is the spatial resolution of the detector, DX is the solid angle, S(E) is the detec-
tor sensitivity, and { is the fading rate of the signal.1
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Although it is very important to observe the energy spectrum in different viewing angles, this usually requires multiple elec-
tron spectrometers at different port locations around the target chamber. Given that this option is severely restricted because of 
port availability and interference issues with other diagnostics and laser beams, we maximized the capability of this diagnostic 
by combining five mini spectrometers at different viewing angles into a module that fits in a single diagnostic shuttle system—
the TIM. Figure 1(a) shows a photograph of the OU-ESM. The diagnostic can be inserted into the TIM’s on both the OMEGA 
and the OMEGA EP target chambers. The pointer pin shown at the bottom of Fig. 1(a) is used to align the diagnostic to a given 
aiming location. Every spectrometer channel is then automatically pointed correctly to the aiming point within the mechanical 
tolerance. A 20-mm-thick tungsten heavy metal alloy block on the front face with 700-nm-diam holes in front of each magnet 
serves as a collimator. A large piece of imaging plate (IP) serves as a detector attached to the cover plate of the detector box. 
Figure 1(b) shows an example of raw data that were taken in a fast-ignition–relevant experiment when a short IR pulse channeled 
through a preformed, long-scale-length plasma.2,3 The pre-plasma was formed by a 1-ns, low-intensity UV pulse. A high-intensity, 
10-ps pulse (+1 # 1019 W/cm2) was injected into the long-scale-length plasma. Figure 1(c) shows the inferred electron spectra. 
An important feature of the system is that the strength of the magnet in each channel can be changed between 0.45 T (high-field 
operation) and 0.045 T (low-field operation). The detectable energy range in high-field operation is from +0.6 to +40 MeV in the 
inner channels, whereas energy ranges from +0.6 to +25 MeV in the side channels. In the low-field operation, the energy range 
is from +40 keV to +5 MeV in the inner channels and from +40 keV to +2.5 MeV in the side channels. The five horizontal lines 
in Fig. 1(b) correspond to the signals from CH1 (bottom) to CH5 (top). In this experiment, CH3 was located on the laser axis. 
Channel 2 and CH4 were operated in low-field mode, whereas CH1, CH3, and CH5 were in high-field mode. 
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(a) Photograph of the OU-ESM, (b) raw data on an imaging plate, and (c) analyzed fast-electron energy spectra from an OMEGA EP experiment that demon-
strated the channeling of an intense 10-ps IR laser pulse through a pre-plasma created by a 2-kJ, 1-ns UV pulse.
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Volume-type radiation detectors are devices that collect charged particles, such as electrons, produced by photon interaction 
with the detector material, typically a single crystal. In the case of highly energetic x-ray radiation photons, they interact with 
matter through three main mechanisms: the photoelectric effect, the Compton effect, and electron–positron pair production. The 
photoelectric effect is by far the most dominant effect among them because Compton-scattered photons, as well as high-energy 
gammas from electron–pair annihilations, typically escape from the detection volume and their energy cannot be collected. Photo-
conductive devices are, in fact, the most popular solid-state radiation detectors since they can often operate at room temperature, 
cover the spectral range up to hard x rays and even c rays, and are easy to design and fabricate.

There is a high demand for solid-state x-ray detectors in applications ranging from medical imaging to homeland security 
(portable screening units) and astrophysics. Currently, cadmium zinc telluride [(Cd,Zn)Te or CZT] is the accepted material of 
choice; however, because of its large Zn segregation constant, it has poor crystal-growth yield, making it costly to fabricate in 
large volumes.1,2 Proposed alternatives to CZT are cadmium manganese telluride [(Cd,Mn)Te or CMnT] single crystals3,4 and 
most recently developed cadmium magnesium telluride [(Cd,Mg)Te or CMgT] (Ref. 5). All of the above materials are ternary 
alloys that contain tellurium, which ensures their very high stopping power and 100% absorption efficiency for x-ray photons 
with energies up to above 100 keV (Ref. 4). However, CMgT also possesses all other necessary qualities for an optimal radiation 
detector, i.e., high density (5.83 g/cm3), high electron effective mass (49.5), ultrahigh resistivity (+1010 X-cm), and a good electron 
mobility lifetime (nxe) product (>10–4 cm2/V) (Ref. 5). In addition, the CMgT “parent” crystals, CdTe and MgTe, exhibit very 
similar lattice constants, namely, 6.48 Å and 6.42 Å, respectively,6 resulting in a high crystallinity yield of the CMgT material.

This summary focuses on the ultrafast optical properties of the latest member of the above-mentioned ternary materials, 
namely, the CMgT single crystal. We present comprehensive femtosecond pump–probe spectroscopy studies where we measure 
time-resolved carrier dynamics and, subsequently, analyze the data within a coupled rate-equation model, developed to reveal 
both the carrier recombination and trapping components of the relaxation process. In addition, we time-resolve long-lived coher-
ent acoustic phonons (CAP’s) in a manner similar to a method earlier implemented for CMnT crystals.7

In our experiments, we test CMgT crystals with optimal composition and ultrahigh resistivity for x-ray detection applications,8 
namely Cd0.92Mg0.08Te, and with two different dopants: indium (CMgT:In) and germanium (CMgT:Ge). In both cases, doping 
ensures that the resulting crystals exhibit ultrahigh resistivity; however, the used dopants act very differently. Indium doping is 
intended to simply compensate the native concentration of holes (CdTe-based crystals are naturally p-type semiconductors), while 
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Ge is a deep impurity, introduced to “pin down” the Fermi level at the middle of the band gap. The impurities obviously affect 
the crystalline quality of the resulting materials, negatively affecting the nxe product that needs to be as large as possible for a 
sensitive detector. Therefore, typically, the single crystals intended for x-ray detectors are annealed after their growth in order to 
improve their crystalline structure. In our work, we compare time-resolved dynamics of photoexcited carriers in CMgT:In and 
CMgT:Ge, both as-grown and annealed crystals, in order to determine what material exhibits the best transport properties, i.e., 
minimal trap concentration and the longest electron lifetime, required for the optimal photoelectric radiation detector.

To understand the physics of the nonequilibrium relaxation dynamics of photoexcited carriers in our CMgT crystals (see Fig. 1 
as an example), we fitted our experimental probe-normalized, transient-reflectivity DR/R waveforms, measured in both one- and 
two-color setups, to the trapping and relaxation model that we developed and presented in Ref. 9. We note that in Fig. 1, as well 
as all other cases, the numerical total concentration of photoexcited carriers’ dependence (solid red line) fit perfectly with the 
experimental DR/R transient (black circles). The initial fast relaxation time x1 is ascribed as the direct trapping of excited electrons, 
while the subsequent relatively much slower relaxation time x2 can be interpreted as the Shockley–Read–Hall recombination. The 
values of the fitting parameters, in the case of Fig. 1, are x1 = 0.21 ps and x2 = 4.77 ps. The subpicosecond value of x1 indicates 
that, in this sample, carrier trapping is the dominant mechanism of the photoresponse. The latter also explains the negative dip at 
the relaxation part of the DR/R signal. The value of x2 is also very short, showing that traps are also very effective in nonradia-
tive electron-hole recombination. Therefore, our approach provides a detailed description of the physical processes governing 
both the carrier excitation and subsequent relaxation dynamics in our as-grown and annealed CMgT:In and CMgT:Ge samples.
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Figure 1
Normalized reflectivity transient change DR/R (black circles) 
measured in a one-color, pump–probe spectroscopy setup for 
an as-grown CMgT:In sample. The solid red line is the best 
fit to the trapping and relaxation model and the correspond-
ing fitting parameters are listed in the inset.

During the course of our two-color pump–probe studies performed on both CMgT:In and CMgT:Ge samples, we consistently 
observed the presence of weak but very regular oscillations on the relaxation part of DR/R waveforms when traced in a time-
delay range of the order of a nanosecond. These oscillations can be satisfactorily interpreted within the propagating strain-pulse 
model, introduced by Thomsen et al.10 and Wu et al.11 The high-energy and high-fluence femtosecond pump pulses incident on 
the crystal surface introduce electronic as well as thermal stress and generate a strain transient (lattice discontinuity) that propa-
gates with a velocity of sound vs into the sample at the direction orthogonal to the surface, locally altering its optical properties; 
namely, the refractive index of the crystal. The time-delayed probe beam penetrating the crystal is partially reflected from this 
traveling discontinuity and interferes with the part of the probe light reflected from the crystal surface, resulting in the regular 
oscillations observed on top of the DR/R photoresponse signal, interpreted as CAP’s. CAP propagation was dispersionless with 
the constant propagation velocity corresponding to the speed of sound in our CMgT, (111) oriented crystal. The intrinsic lifetime 
of CAP’s was estimated to be as long as 10 ns or more.

This material is based upon work supported in part by the Pump Primer II Program at the University of Rochester and in part by the New York State 
Advanced Technology Center for Innovative and Enabling Technologies (University of Rochester). J. Serafini acknowledges support from the Frank Horton 
Graduate Fellowship Program at the University of Rochester’s Laboratory for Laser Energetics, funded by the U.S. Department of Energy. 
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High-energy ultraviolet (UV) sources are required to probe hot dense plasmas from fusion experiments by using Thomson scattering 
resulting from the lower self-generated background from the plasma in the 180‑ to 230-nm spectral region.1 The fifth-harmonic 
generation (5HG) of a neodymium laser with a 211-nm wavelength fits that window. Recently2 we demonstrated 30%-efficient, 
joule-class fifth‑harmonic conversion of 1053-nm pulses using a cesium lithium borate (CLBO) crystal, but larger crystals are 
necessary for increased UV energy. Also, the extremely hygroscopic property of CLBO crystals requires that they be kept under 
high (+120°C) temperature. Ammonium dihydrogen phosphate (ADP) crystals, which can be grown to much larger sizes, should 
be considered as an alternative way of generating a high-energy beam at 211 nm. 

For cascade 5HG, however, ADP has a significant limitation: phase-matching conditions for sum–frequency generation are 
not met at room temperature. Noncritical phase-matching conditions could be reached by cooling ADP crystals to –70°C. This 
is not trivial, especially for large-aperture crystals, because a definite temperature must be strictly stabilized and maintained 
across the entire crystal. Any holder that keeps a crystal in the vacuum chamber and 
maintains a crystal temperature through thermal conductive contact provides some 
gradient of temperature through a crystal.

The most-effective way to stabilize an entire crystal under low temperature is a 
two-chamber cryostat, where the internal chamber keeps a crystal almost isolated 
from a holder but surrounded by 1 atm of helium gas. The internal chamber is held 
in the high-vacuum external chamber to minimize heating. The cross section of the 
designed and fabricated two-chamber cryostat is shown in Fig. 1. “Cold flow” travels 
down from the liquid nitrogen tank through two hollow cylinders to the internal 
chamber; it then reaches the 65 # 65 # 10-mm ADP crystal through the helium. As 
soon as the temperature of the crystal (or the internal chamber wall, depending on 
which temperature sensor is chosen as the control) approaches a chosen set point 
temperature, the heaters on the wall of the lower cylinder begin working to maintain 
that temperature through a temperature stabilization loop. A high-performance cryo-
genic temperature controller is used to monitor and control temperature within the 
internal chamber to better than 0.01°C resolution. Each of the two heaters mounted 
on the cryostat is controlled by a proportional-integral-derivative feedback loop. 
The feedback continually adjusts the output power to the heaters in order to keep 
the chosen temperature constant. The system has high thermal mass and reaches a 
target temperature of 200 K in about 36 h. 

This experiment is shown in Fig. 2. Some portion of the energy must be saved at 
the fundamental frequency (20% in an ideal-case plane wave without any type of 
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Figure 1
The cross section of the internal chamber, filled 
with helium (He), with the crystal (ADP) and liquid 
nitrogen tank (N2).
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Figure 2
Experiment: (a) The orientation of the crystal axes and polarizations. The angle (a) of the 1~ polarization was set using a half-wave plate for optimal conver-
sion, e: extraordinary, o: ordinary. (b) Setup. HWP: half-wave plate; SHG: second-harmonic generator; 4HG: fourth-harmonic generator; 5HG: fifth-harmonic 
generator; FS: fused-silica wedge.
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absorption and Fresnel reflections), untouched through the first two crystals to mix with the 4~ beam. We have chosen the cascade 
o1e1 $ e2:o2o2 $ e4:o1o4 $ e5, which allows the energy distribution between o and e waves to be changed by polarization 
rotation with a half-wave plate (HWP). The first frequency doubler was a Type-II deuterated potassium dihydrogen phosphate 
(DKDP) crystal (30 # 30 # 27 mm). A second frequency doubler, a Type-I KDP crystal (30 # 30 # 15.5 mm), was used to convert 
2~ $ 4~. 

An Nd:YLF laser was optimized to produce square pulses with a flattop, square beam profile (1053 nm, 1 to 2.8 ns, 12 # 
12 mm, #1.5 J, #5 Hz). The fused-silica prism separates the harmonic beams in space. The input and output beam energies were 
measured using identical cross-calibrated pyroelectric energy meters. All beam profiles were recorded.
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Accurate tuning of the experimental parameters allowed for total conversion efficiency from the fundamental to the fifth har-
monic, including surface losses and absorption, of 26% (Fig. 3). Temperature acceptance of 5HG is extremely narrow and less 
than 0.4 K (FWHM). Angular acceptance was measured at 200 K and is 8 mrad external (FWHM).

Figure 3
Fifth-harmonic efficiency and energy balance measured 
as a function of input-pulse energy and intensity.
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Contamination in the optical components of large-aperture laser systems is a well-known problem originating from the handling, 
installation, and operational environment of these large components. The main problems associated with contamination particles 
are that they can facilitate laser-induced damage (LID) during operation of the system by creating (a) localized absorption and 
damage of the host optic and (b) intensification (hot spots) of the propagating beam, giving rise to damage in downstream opti-
cal components. Previous studies on this issue have focused on identifying the origin of contamination1 and understanding the 
interaction of nanosecond laser pulses with the contamination particles.2,3 These studies have highlighted that contamination can 
originate from various sources (including ejected debris from LID of adjacent parts, target materials, and the optics themselves) 
and therefore can involve various types of materials. Depending on the type of contamination particle (metal, transparent, etc.), 
its interaction with the laser pulse varies and can be characterized by three main effects: (1) particle removal, (2) secondary 
contamination of the host surface by fragments of the original contamination particle, and (3) LID of the host surface. Particle 
removal or ejection is often desirable (frequently referred to as “laser cleaning”4), but LID and secondary contamination degrade 
the performance of the optic.

The effectiveness of contamination particles to accelerate LID in optical components in the short-pulse (picosecond to femto-
second) regime has so far remained uninvestigated. Furthermore, direct translation of the knowledge attained for nanosecond-pulse 
systems is not warranted since short-pulse systems typically employ reflective optical elements and operate at higher laser peak 
intensities by many orders of magnitude. This work investigates the interaction of 10-ps and 0.6-ps laser pulses with microparticles 
located on the surface of a multilayer dielectric mirror in order to understand and assess the risk of contamination-induced damage 
in short-pulse laser systems. Irradiation with one laser pulse caused particles to eject from the surface with an onset fluence in the 
range 5# to 100# below the particle-free, laser-induced damage threshold (LIDT) of the mirror. Morphological analysis showed, 
however, that the ejection process always generated ablation craters and/or secondary contamination, both of which can degrade 
the performance of the optic during subsequent pulses. Ejection and damage mechanisms are discussed for each particle type.

Four different particle materials (one metal, one glass, and two polymers) were used as representative contaminants in this 
experiment. All four species have similar .40-nm diameters, while three are spherical in shape. Although contaminant particles 
in an actual laser system would have a broad distribution of sizes and irregular shapes, these controlled variables of size and 
shape enable one to more directly compare and contrast the mechanisms and resulting surface modifications. The particles were 
used to intentionally contaminate 2-in.-diam commercially available multilayer dielectric mirrors that exhibit high reflection at 
our 1053-nm laser wavelength at angles of incidence from 0° to 45°. 

A dry powder of particles was dispersed onto the mirror sample. The sample was then placed in an experimental setup for 
short-pulse laser irradiation of individual particles. Laser pulse durations of 0.6 or 10 ps were selected for this work. Beam profile 
and energy were recorded for each pulse to measure the beam-normal peak fluence of the 300-nm-diam (e–2) Gaussian beam. 
Isolated contaminant particles were positioned to within 20 nm of the laser peak location and then irradiated by a single pulse. 
Subsequently, the morphologies of the irradiated sites were analyzed. 

Interaction of Short Laser Pulses with Model Contamination 
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The fluences of median (50% probability) ejection (FE) and median LID (Fth), displayed in Fig. 1, are organized by contami-
nant particle type. Noting the logarithmic scale, these data show that the onset of particle ejection always occurs at fluences 
significantly lower (in the range 1% to 20%) than F0, the LIDT of the pristine (noncontaminated) mirror. The ejection fluence of 
the glass and steel did not vary significantly with pulse duration, whereas each of the two polymers showed a factor of 3 between 
FE at the two pulse durations.

Figure 1
Median ejection and LID fluences. Error bars show the 
observed range from 0% to 100% probability, except for glass, 
where all tested fluences caused LID and a large lower bound 
was artificially added.

The morphological data and analysis for each of the eight tests (two pulse durations, four materials) were subsequently analyzed. 
Figure 2 displays the subset of this data set that shows the morphologies generated with stainless steel particles. These images 
show three representative laser fluences: (1) below, (2) just above, and (3) well above the particle ejection fluence. Slightly below 
the FE of steel [Figs. 2(a) and 2(d)], a large number of submicrometer particles are observed on the mirror without ejection of the 
main particle. As fluence is increased to FE [Figs. 2(b) and 2(e)], the main particle is ejected. This ejection was measured to occur 
at the same fluence for both pulse durations, consistent with the linear absorption (not dependent on intensity) of metals such as 
steel. At higher fluences [Figs. 2(c) and 2(f)], in addition to surface contamination by microparticles, LID is observed in sickle 
shapes on the laser-incident side. This suggests the formation of an interference pattern (from the directly incident beam and the 
beam reflected from the particle) exceeding the onset of damage initiation, especially exemplified in the 0.6-ps interaction. Under 
exposure to 10-ps pulses, a film of secondary contamination is observed to form [in Fig. 2(c)]. These observations together may 
suggest that 0.6-ps interactions bring a greater risk of LID, but 10-ps interactions bring a greater risk of secondary contamination.
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Although all particle ejections left a residue of particles, films, and/or coating ablation at fluences far below the pristine LIDT, 
future work seeks to employ this knowledge to develop protocols of laser cleaning for optics in short-pulse, high-powered laser 
systems and could help devise self-cleaning protocols using the laser itself at lower operating fluences.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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A wide-ranging series of liquid crystal (LC) materials, which included compounds with saturated (cyclohexane) and unsaturated 
(benzene) carbon rings (Table I), were selected to explore the effect of varying degrees of r-electron delocalization and electron 
density on their laser-induced–damage threshold (LIDT). This work provides baseline measurements on the damage threshold 
of LC’s as a function of their chemical structure, and it extends the currently limited available knowledge at subnanosecond 
pulse lengths. This information provides insight into the damage-initiation mechanisms in LC’s and guidance for the possible 
implementation of future applications in high-power and/or peak intensity systems. Furthermore, this work can provide insight 
into the design of new materials such as polymer and glassy LC materials.

Table I:  Nematic liquid crystals used in this study.

Name Supplier Absorption Edge

1550C Dabrowski^ 294 nm

MLC-2037 Merck 306 nm

R
ZLI-1646 Merck 324 nm

R PPMeOB/PPPOB LLE* 345 nm

R 5CB EMB 377 nm

R E7 EMB 385 nm

Materials are designated as saturated  and unsaturated R in the first column. Note 
that ZLI-1646 has a mixture of compound types. Transmission measurements were 
performed on a Perkin Elmer Lambda-900 spectrophotometer. LC materials were in 
the isotropic state during measurement. Here, the absorption edge is defined at T = 98%.

^Isothiocyanate compound synthesized by M. Dabrowski, University of Warsaw.
*A 60/40 mixture of two phenyl benzoate ester compounds used on the OMEGA laser and 

synthesized at LLE.

Both 1-on-1 (single shot per test site) and N-on-1 (up to ten shots at 0.1 Hz, with the fluence ramped until damage occurs) dam-
age testing were performed to determine the corresponding LIDT. Because the LC mesophase is fluid, a test site is considered 
damaged upon any visual change, as observed with an in-situ microscope system. The difference between pre-exposure and post-
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exposure images is used to identify such changes. Damage-induced changes (tiny spot or bubble-like features) were observed as a 
change in scattered light in a micron-scale area and typically redissolved or migrated on a time scale dependent on laser fluence 
and fluid viscosity. The number density and size of these features increased with increasing fluence above the damage threshold. 
Additional details on sample preparation and testing protocol are found in Ref. 1. 

Damage-threshold data were acquired at six pulse lengths (x): 600 fs, 2.5 ps, 10 ps, 50 ps, 100 ps, and 1.5 ns at 1053 nm. Both 
the 1-on-1 and N-on-1 LIDT values are plotted in Fig. 1 as a function of each material’s UV-absorption edge. Brackets identify 
the saturated, unsaturated, and mixed materials. In this study, data for saturated and unsaturated materials are fairly easily dif-
ferentiated, and the partially saturated material behaves more like a fully saturated material (at least under 1053-nm irradiation). 
Damage thresholds of three common LC materials (E7, 5CB, and ZLI-1646), which were reported in 1988 (using nanosecond 
laser pulses at 1053 nm) (Ref. 2), were remeasured and found to be higher. This increase is attributed to significant improvements 
in the chemical purity of commercial LC compounds. Early measurements of the conjugated compound 5CB and its saturated 
analog ZLI-S-1185 (Ref. 3) are extended in the present work by exploring additional materials and pulse durations from subpi-
cosecond to nanosecond. Of special significance are the data at 1.5 ns, where the LIDT values of saturated LC’s approach those 
of bare fused silica.4
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damage thresholds plotted as a function of the UV absorp-
tion edge. Materials with completely saturated or mostly 
saturated carbon rings have absorption edges <330 nm, 
with correspondingly higher damage thresholds.

The N-on-1 LIDT results exhibit a power dependence on the pulse length xx where x + 0.5, as shown in Fig. 2. A similar 
pulse-length dependence is observed in both dielectrics4 and biological materials,5 although in both cases the x0.5 dependence 
extends only into the range of tens of picoseconds. This pulse-length dependence is attributed to thermal diffusion effects that 
govern the damage-initiation process, especially that of defects or defect states, which leads to free electrons and ionization of 
the material. In the range of tens of picoseconds, multiphoton ionization starts to contribute to electron production, and in the 
subpicosecond range, multiphoton ionization becomes the dominant process. At this time, we consider the fact that LC damage 
thresholds at pulse lengths <50 ps still follow the x0.5 trend reasonably well as coincidental.
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The absorption mechanisms, which lead to laser-induced damage, are largely dependent on the electronic structure of the mate-
rial, intrinsic (LC orientation and domain boundaries) and extrinsic (impurities, substrate defects or inclusions) defects, and the 
laser parameters. The electronic structure in LC materials is generally known, involving a singlet ground state (S0) and excited 
singlet (S1, S2,…Sn) and triplet states.6,7 The absorption spectra measurements suggest that, under 1053-nm laser irradiation, 
the unsaturated materials require three-photon absorption for the S0 $ S1 transition, while the saturated materials require four-
photon absorption. This difference in the order of the absorption process required to generate excited-state electrons is clearly 
captured by the difference in the damage threshold between the two types of materials, where the saturated materials have 2# to 
3# higher damage threshold across all pulse lengths tested.

This research has reported damage-threshold fluences for a series of saturated and unsaturated nematic LC materials for 
pulse lengths between 600 fs and 1.5 ns at 1053 nm. Saturated materials always have higher damage resistance, although the 
pulse-length–dependent behavior varies somewhat for the two different types of material. Damage mechanisms are still under 
investigation, but current results point toward the presence of both multiphoton absorption and excited-state absorption.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Significant progress has been made during the past 15 years in understanding the mechanisms of laser-induced damage in trans-
parent optical materials and mirrors. Above a threshold laser fluence, defect structures initiate plasma formation that leads to 
exposure of the material to high localized pressures followed by an explosive boiling process that involves ejection of superheated 
material, the launching of a shock wave, and stresses that result in mechanical damage of the surrounding “cold” material.1 The 
dynamics and ensuing relaxation pathway are typically manifested as a microscopic crater on the surface or a microscopic void 
formed in the bulk of the material, depending on the location of damage initiation. 

In contrast, laser-induced damage in absorbing dielectric materials under nanosecond laser pulses has received far less attention. 
Such absorbing materials are typically used as optical filters to attenuate the laser light for various applications including laser 
safety, sensor protection, and attenuation of stray beams in high-power laser systems such as at the National Ignition Facility. In 
addition, nominally transparent optical materials (such as glasses) operating in a high-radiation environment can develop color 
centers, thereby becoming absorbing at the operational wavelength. 

Early work suggested that nonlinear absorption plays an important part in laser damage to absorbing optical glasses2 and that 
damage occurred at either the surface or internally.3 Past damage-morphology studies of such glasses under relevant excitation 
conditions indicated that material modifications are manifested with a typical “melted-surface” morphology4 but such observa-
tions were often observed at fluences where the calculated surface temperature reached during the laser pulse was well below the 
melting point of the glass. Other reports suggested that the damage morphology changes as a function of the laser beam size and 
repetition rate.5 These previous results indicate that key issues regarding laser-induced damage in absorbing glasses remain unclear. 

The current study was designed to investigate the dominant mechanisms of laser-induced damage in absorbing optical materi-
als under irradiation with 355-nm pulses having a temporal duration of the order of a nanosecond. A wide array of diagnostics 
tools was employed to enable one to monitor beam propagation inside the material, quantifying changes in the optical proper-
ties of the material, and capturing time-resolved transient material modifications with adequate spatial and temporal resolution. 
The results suggest that, in addition to linear absorption, excited-state absorption is a key mechanism contributing to enhanced 
energy deposition. In addition, there are two competing damage-initiation mechanisms: the first through self-focusing activated 
by a transient, fluence-dependent change of the refractive index; the second through melting of the material as a result of the 
increase of its temperature.  

Figure 1(a) demonstrates a typical example of the first observed damage mechanism, showing the beam intensity profiles along 
the center of the beam at the exit surface of a 4-mm-thick, Ce3+-doped silica glass sample for four different input laser fluences 
(0.8 J/cm2, 6.4 J/cm2, 8.3 J/cm2, and 11 J/cm2, respectively). At a lower peak fluence (<2 J/cm2), the beam profile remains mostly 
unchanged. A significant narrowing of the beam is observed, however, at the sample’s exit surface at higher fluences. These results 
clearly demonstrate a self-focusing behavior of the propagating beam into the material that strongly depends on the laser fluence.

Mechanisms Governing Laser-Induced Damage  
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The same material was exposed to single pulses having a beam diameter of the order of 1 cm at various average laser flu-
ences. The entire volume of the sample exposed to the laser beam was subsequently imaged at different depths, starting from 
the input surface and into the bulk in increments of 250 nm. Figure 1(b) represents a typical image at a depth of 1.25 mm below 
the surface from a section of the sample that was exposed to a fluence of .21 J/cm2. This image demonstrates the presence of 
numerous filament damage sites with a diameter of +2 to 3 nm. This is better demonstrated in the high-magnification inset. The 
filaments at this fluence are observed to start from a depth of +500 nm and extend to a depth of +1750 nm. The highest density 
of filament damage sites is observed +1 mm below the surface for all fluences used in these experiments. An examination of 
individual filaments reveals that their length is +750 nm.

A detailed investigation of the dynamics of this self-focusing behavior reveals that it arguably originates from a change of the 
index of refraction following the transition of electrons to a higher excited state. This modulation of the refractive index arises 
from the difference in the polarizability between the ground and excited states of the impurity ions and even transient defects 
formed during the excitation process. The relaxation time of this change of the refractive index is the same as the lifetime of the 
excited state; therefore, it can be much longer than the laser pulse (of the order of 100 ns for Ce3+-doped silica glass). For large 
beams, the modulation of the refractive index leads to beam breakup and the formation of filaments as shown in Fig. 1(b). The 
filaments are located over a narrow depth zone (+2 mm) since the self-focusing mechanism is counteracted by the attenuation of 
the laser beam as it propagates inside the material.

The second damage-initiation mechanism in absorbing glasses is associated with heating of the material near the surface, 
resulting from the nonradiative relaxation following laser-energy deposition. This can support above-melting temperatures, which 
introduces nonreversible material modifications (damage). The dominant damage-initiating mechanism for a specific material 
and irradiation conditions depends on the material’s electronic and thermophysical properties.

To understand this dual behavior of laser damage in absorbing glasses, we need to consider that there is a laser-induced damage 
threshold (LIDT) associated with the material surface reaching above melting temperature (LIDTmelt), as well as an analogous 
laser fluence for damage initiation via self-focusing (LIDTfocus). The experimentally observed damage behavior of a specific 
material and excitation condition is governed by the mechanism with the lowest threshold. The change in the damage mechanism 
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with beam size can arise from the thermomechanical properties of the material and the fact that the peak surface temperature 
can be a function of the laser spot size. For small beams, the flow of energy (such as via heat diffusion and/or electron transport) 
reduces the peak temperature, thereby increasing the effective LIDTmelt value. On the other hand, for large beams, there is no (or 
not significant) energy flow, which leads to the generation of higher local temperatures for the same laser fluence. Consequently, 
a larger beam size promotes a higher localized temperature in the material for the same laser fluence. In materials with similar 
LIDTmelt and LIDTfocus, experimentation with different laser beam spot sizes can lead to different observables because of the 
change in the governing damage-initiation mechanisms. For similar reasons, the local temperature can be a function of the pulse 
repetition rate. 

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority. This work was performed in part under the auspices of the 
U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract No. DE-AC52-07NA27344 with support from Laboratory Directed 
Research and Development grant 16-ERD-016 (LLNL-JRNL-763447).
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	 2.	 Yu. A. Demochko, I. F. Usol’tsev, and V. M. Shaposhnikov, Sov. J. Quantum Electron. 9, 1556 (1979). 

	 3.	 R. A. Miller and N. F. Borrelli, Appl. Opt. 6, 164 (1967).

	 4.	 P. K. Whitman et al., Proc. SPIE 3578, 681 (1999). 
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Tritiated water production is ubiquitous in facilities that handle tritium gas. Sources range from decontamination efforts, to the 
deliberate conversion of elemental tritium, to tritiated water in processes that strive to reduce emissions to the environment, to 
gaseous effluents, to the environment. At low concentrations, ranging from a few nCi/L to mCi/L, high throughputs are required 
to process the high-volume, low-activity water. Combined electrolysis and catalytic exchange (CECE) shows promise by offering 
high throughput, reliability, economic viability, and facile coupling to isotopic separation systems, if necessary. This summary 
will discuss the features of a CECE facility based on a 7-m3/h throughput alkaline electrolysis cell. 

As of 2018, there are 451 nuclear reactors operating in 31 countries with an additional 59 reactors currently under construction. 
All of these nuclear power stations have chronic releases of tritium that can be measured in the surrounding groundwater. In the 
U.S., for example, concentrations between 20 nCi/L and 0.1 nCi/L have been observed. The dose to an individual drinking 4.4 L 
of 1 nCi/L of water every day for a year is equivalent to only 30% of the annual dose received from natural background radiation. 
While the scientific community understands that the chronic release of tritium to the groundwater is not dose relevant, the public 
is far more sensitive to the issue. Even in locations where the ground water activity is below the EPA maximum contaminant level 
of 4 mrem per year, land owners have successfully sued nuclear power stations over the contamination. Therefore, chronic tritium 
release to the groundwater remains an imminent concern for any operator of a nuclear power station. Newly constructed fission 
or fusion plants require robust strategies to mitigate the release of tritium to the environment to help alleviate public backlash 
and limit legal liabilities.

The CECE technology has been under development for several years in national laboratories1–6 but has seen limited commer-
cial deployment. The process provides an elegant, compact, and powerful option to concentrate tritium activities in water. The 
system comprises a liquid phase catalytic column (LPCE) integrated with an electrolysis cell. A schematic of the system is seen 
in Fig. 1. The electrolysis cell provides a constant supply of elemental tritiated gas to the bottom of the LPCE column. As the gas 
is directed up the column, a counter flow of clean water is added to the top of the column. The isotopic exchange of the tritium 
from the rising elemental gas to the descending water has the effect of “washing” the tritium to the bottom of the column. Clean 
hydrogen gas is emitted from the top of the column, while the majority of the tritium is contained in the water at the bottom. The 
tritiated feed stock water can be combined with the tritiated water leaving the column to collect in a tank. This water is used to 
feed the electrolysis cell to create more elemental gas. If the molar feed rate of the clean water at the top of the column and the 
tritiated feed stock water at the bottom of the column are equal to the molar rate of release of clean hydrogen from the top of the 
column, the system will remain in balance with all of the tritium concentrating in the water in the bottom tank.

It can be shown that the height of a packed column depends on the isotopic separation factor in the electrolyzer (ael), the 
isotopic separation factor (acol) in the column, and the concentration at the top of the column (yt); m is the ratio of the molar gas 
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flow up the column (G) to the molar flow rate of water down the column (L) (m = G/L); and the height-equivalent theoretical plate 
(HETP) for the catalyst according to the relation7
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The quantities ael, acol, and HETP are fixed when operating at a fixed temperature with a particular catalyst. For a given gas-
to-liquid molar ratio, the height of a column is determined by two parameters: the concentration of the electrolyte, xel, and the 
concentration of the effluent at the top of the column, yt. Both parameters are at the discretion of the end user. 

Figure 2 illustrates the column-height dependence on those two parameters for fixed m. It is more economical to operate at a 
higher m because there will be less counter-flowing water that must to be electrolyzed back into elemental gas. For a chosen column 
height, the trade-off will be to operate at the highest possible m within a prescribed emission discharge limit at the column top.

If the CECE system is being used to concentrate tritiated water for long-term storage or to reduce volume as the first step in 
tritium recovery, then the column height is selected for the maximum decontamination factor. Assuming the activity at the top 
of the column approaches zero, then in steady state, tritium balance requires that the amount of tritium introduced to the system 
(Lf * xf) must equal the amount drawn as concentrate (Lc * xc), where Lf is the molar feed rate into the electrolysis system at a 
concentration of xf and Lc is the rate at which the concentrate is extracted from the system at a concentrate of xc. It follows that 
the rate of concentrate draw is inversely proportional to the ratio of the feed activity to the concentrate activity:
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As an example, assume a feed concentration of 100 nCi/kg is delivered to the system operating at 90% efficiency, at a gas-to-
liquid molar ratio of 2 (m = 2) and driven by a 21-m3/h electrolyzer. In steady state, this system will accept 418 U.S. barrels per 
year (66,480 L) and produce 3.3 L of concentrate at 2 Ci/L for a volume reduction of +20,000. In this example, a column height of 
3.9 m would result in an emission of 0.17 Ci per year and a net activity collection efficiency of 98%. Increasing the column height 
by an additional 0.7 m would reduce the effluent activity by a factor of 10. At these concentrations, a portion of the electrolyzed 
gas can be diverted to an isotope separation system for tritium recovery.

The use of nuclear power will continue to grow in the world driven by the need for carbon neutral energy systems. Whether 
the reactors are fission or fusion based, it will be incumbent on the operators to reduce tritium releases to appease the public 
perception. CECE systems similar to one described above provide an economical and robust form of tritium concentration and 
recovery. The experience developed in an industrial environment attests to the simplicity and efficacy of the systems. Options to 
recover tritium from light water over a broad range of activities and throughputs using the small footprint of the CECE technol-
ogy indicate that this technology will become an important effluent mitigation tool in the future. 

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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The interaction and subsequent retention of tritium in stainless steel impacts many activities and procedures at LLE, ranging 
from protium contamination of the DT fuel supply to decontamination procedures for items fielded in OMEGA. The adsorption 
of tritium onto the surface of stainless steel represents the first step in the overall retention and permeation of tritium through 
stainless steel. Understanding the distribution of tritium in the surface region is necessary in determining how tritium responds to 
an exposure of tritium gas. This knowledge can help determine the effectiveness of barrier materials deposited on stainless-steel 
surfaces and various surface treatments designed to reduce tritium absorption. Measurement of the near-surface concentrations that 
develop after storage help quantify the classical observation of tritium migration to steel surfaces after surface decontamination.1 

There are three regions of interest regarding tritium retention in stainless steel: the surface, the near surface, and the bulk 
metal. Each region has different chemistry and structures, causing various quantities of tritium to bind in each region. The bulk 
metal is comprised of a regular lattice of metal atoms, where tritium binds in the interstitial spaces between the metal atoms. The 
“near surface” represents the transition between the regular metal lattice and the native metal oxide. The surface of stainless steel 
contains several monolayers of water molecules, which are bound to the metal oxide by a hydroxide layer.

Measuring the tritium concentrations in each region requires three different techniques, each specifically designed to probe 
the tritium content in that region. Tritium bound to the steel’s surface was measured by immersion in a zinc chloride (ZnCl2) 
solution. This technique has been effective at removing surface-bound tritium without etching into the metal oxide.2,3 The tritium 
concentrations in the near surface were measured by dissolving the metal in diluted mixtures of hydrochloric and nitric acid.4,5 
The residual tritium was determined by heating the samples to elevated temperatures.

The migration of tritium from the bulk to the surface was measured by removing surface tritium with an ZnCl2 wash and an 
acid etched after storing the sample for several days. This removal and storage sequence was repeated several times to monitor 
how much tritium had migrated to the surface. Such an experiment mimics the effectiveness of decontamination procedures used 
to clean steel surfaces exposed to tritium gas.

The total tritium contained in the stainless-steel 316 (SS316) samples was 180!20 MBq (4.9!0.5 mCi). The results are shown 
in Fig. 1 as a function of the storage time for each sample. Six different sets of SS316 samples are included in this figure. Each 
set was charged with tritium on a different date. These data show negligible, if any, loss of tritium over the 70-day storage period 
in a dry environment. Two samples contained significantly more tritium than observed on average. This apparent higher activity 
is most likely a result of cross contamination during sampling. 

The combination of the ZnCl2 wash and acid etching provides the distribution of tritium on the surface and in the near surface 
(<10 nm). The concentration profiles determined from these measurements are shown in Fig. 2. Nine different samples were 
used. Each sample was stored from 33 to 233 days between charging and measurement. The concentration profiles show that the 
adsorbed water layers contain large concentrations of tritium. These concentrations decrease by a factor of 107 over an +5-nm 
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Figure 1
Summary of total tritium inventories from six different sets of samples. Each set was charged with tritium on a different date. 
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depth into the metal. Figure 2 also shows the mean and range of hydrogen isotope solubilities in SS316 at 25°C from higher 
temperature data reported in the literature.6 

The measured concentration profiles in the near surface of SS316 indicate several things: First, +30% of the surface is occu-
pied by tritium. Second, the distribution of tritium in the near surface does not change during the 33 to 233 days of storage. This 
is striking since tritium migration is expected, given the observed concentration gradient and the diffusivity of tritium in SS316 
reported in the literature. Tritium appears to be in a quasi-equilibrium state. Finally, comparing the measured concentrations 
with the reported solubility of tritium in SS316 shows the measured concentrations at depths less than +1 nm exceed the reported 
solubilities. These higher concentrations are attributed to the storage capacity of the metal oxide.

Thermal desorption, acid etching, and ZnCl2 wash measurements show the distribution of tritium to be fixed over the measured 
time period with 40!20% residing in the bulk metal, 42!9% in the near surface, and 21!5% in the adsorbed water. 

Tritium migration from the SS316 surface was measured for several samples. Figure 3 presents activity as a function of stor-
age interval, where each interval was between 2 and 4 days. Tritium migrating to the surface decreases after each successive 
cleaning and storage period, suggesting a depletion of tritium in the near-surface region and an inability to resupply the surface. 
Perturbing the quasi-equilibrium concentration profiles (shown in Fig. 2) by removing surface tritium concentrations cause some 
of the tritium to migrate back to the surface from the underlying subsurface in order to re-establish the equilibrium between the 
surface and the subsurface. 

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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The coating of metals with thin ceramic layers is used to reduce the rate of corrosion, add a thermal insulating barrier, or 
enhance biological activity, among other applications. In this study, coatings of the calcium phosphate ceramic hydroxyapatite 
(HA) were applied to titanium, and then copper nanoparticles were added to provide antibacterial activity. Synthetic HA has a 
similar chemical composition to the natural HA found in the mineral component of bone tissue. Coatings of HA on titanium are 
known to enhance the rate under which an orthopedic or dental implant integrates with surrounding bone. In implant surgery, 
prophylactic antibiotics are typically used to reduce the potential for post-surgical bone infection. However, the use of antibiotics 
is undesirable because of the development of resistant strains of bacteria. Metal nanoparticles, such as those reported here, offer 
a route to provide antibacterial activity without the risk of creating antibiotic-resistant strains of bacteria.

In the present study, a method called cathodic electrolytic deposition was used to synthesize nanoscale HA coatings.1 Our 
previous work demonstrated a novel two-stage approach to synthesize silver-hydroxyapatite composite coatings.2 The cathodic 
electrolytic process was used in the first stage to synthesize HA on titanium. The HA-coated titanium was then used as the cathode 
in a second-stage reaction to electrochemically reduce silver ions in solution. The process produced an HA coating decorated 
with silver nanoparticles, and the silver particles were shown to impart antibacterial activity. While silver is known to be a potent 
antimicrobial agent, it does pose a risk of toxicity to mammalian cells at high concentrations. In the present study, a similar two-
stage synthesis approach was used to create composite copper–hydroxyapatite (Cu–HA) coatings. Copper was chosen because it 
has the potential for antibacterial activity while being less toxic to other healthy cells.

Figure 1 shows electron microscopy images of Cu–HA coatings produced using varying concentrations of Cu salt in the 
electrolyte solution used during the second-stage reaction. The HA crystals are visible as nanoscale rods in all images. At the 
highest Cu salt concentrations, the metallic copper is deposited as a mixture of nanoparticles and larger dendrite structure, as 
seen in Figs. 1(a) and 1(b). At lower Cu salt concentrations, the number of dendrites declines and, primarily, Cu nanoparticles 
are synthesized, as seen in Figs. 1(c) and 1(d). The presence of HA was confirmed using x-ray diffraction, and metallic Cu and 
copper oxide were confirmed on the surface using x-ray photoelectron microscopy.

A series of Cu–HA coatings was made having varying copper content, and the growth of the bacteria E. coli and S. aureus 
was measured in the presence of these coatings. It was found that the number of bacteria colony forming units declined with 
increasing copper content in the coatings. With the highest measured copper content of 6.6 at. %, the number of colony-forming 
units remaining after 8 h of cell culture declined 78% for E. coli and 83% for S. aureus.

The results show that the copper nanoparticles are effective at killing a fraction of the bacteria but do not provide a means 
to completely sterilize an infected surface. Compared to our prior work,2 copper is less effective than silver in killing bacteria. 
Copper offers the advantage, however, of less toxicity than silver toward healthy cells. The composite coatings synthesized here 
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may, therefore, offer a lower-risk route to reducing or eliminating the need for prophylactic antibiotic use in orthopedic implant 
surgery. In an otherwise sterile surgical environment, the number of bacteria present is expected to be low. Copper on the surface 
of the implant may reduce the likelihood that any bacteria present develop into a bone infection at the implant surface.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.

	 1.	 I. Zhitomirsky, Adv. Colloid Interface Sci. 97, 279 (2002).

	 2.	 C. Fu et al., Surf. Coat. Technol. 301, 13 (2016). 
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Figure 1
SEM images of Cu–HA composite coatings formed by an electrochemical copper reduction reaction using 12.8-mA/cm2 current applied for 7 min with a 
CuSO4 concentration in the electrolyte of (a) 0.625 mM, (b) 0.5 mM, (c) 0.375 mM, and (d) 0.25 mM.
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Ceramic coatings find applications in corrosion protection, thermal insulation, altering wetting, electrical insulation, and enhanc-
ing chemical or biochemical surface properties. This study focuses on the electrochemical synthesis of nanoscale coatings of 
the ceramic hydroxyapatite (HA), a calcium phosphate with the stoichiometric formula Ca10(PO4)6(OH)2. The HA coating was 
synthesized from an aqueous electrolyte solution using a process called cathodic electrolytic deposition.1 After forming the coat-
ing on a titanium cathode, a second cathodic electrochemical reaction was used to reduce silver ions from an electrolyte solution 
and deposit metallic silver nanoparticles onto the HA coating. The resulting silver-hydroxyapatite (Ag-HA) composite coating 
was investigated for its ability to kill bacteria. Coatings of HA on titanium find commercial application in dental and orthopedic 
implant applications, where the HA layer is known to enhance the rate of integration of metallic implants with surrounding bone 
tissue. One of the most serious complications of implant surgery is infection of the bone. The coatings show promise in lowering 
the chance of infection without the use of antibiotics that create antibiotic-resistant strains of bacteria.

Figure 1 shows electron microscopy images of the HA coating on titanium before and after electrochemical reduction of sil-
ver. The HA grows on the surface as nanoscale rod-shaped crystals, as seen in Fig. 1(a). The metallic silver nanoparticles can be 
seen in Fig. 1(b) as spherical nanoparticles that form preferentially on the tips of the HA nanocrystals. Although HA is known 
to be an electrically insulating material, our previous results show that HA can conduct electricity if the applied potential is high 
enough.2 The fact that metallic silver forms on the tips of the HA indicates that electrons are passing through the HA crystals in 
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Figure 1
Scanning electron microscope (SEM) images of Ag-HA coating (a) before and (b) after electrochemical deposition of Ag nanoparticles.
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order to electrochemically reduce silver cations (Ag+) in solution to metallic silver (Ag0). The HA crystal phase was confirmed 
with x-ray diffraction, and the metallic silver on the surface was confirmed with x-ray photoelectron spectroscopy. 

Composite Ag-HA coatings, similar to those shown in Fig. 1, were found by our group to kill bacteria.3 However, the effective-
ness of the coating in killing bacteria varied significantly from sample to sample. The antibacterial activity of silver is related to 
the dissolution of silver ions into solution. It was postulated that the release of silver ions would be enhanced by the formation of 
silver oxide, which undergoes the following reactions:

	 Ag O H O 2AgOH2 2 $+ 	 (1)

	 AgOH Ag OH$ + -+ 	 (2)

To test this hypothesis, the Ag-HA coatings were heated in air at 170°C for 8 h to form an oxide layer. The formation of silver 
oxide on the surface after heating was confirmed using x-ray photoelectron spectroscopy. Next, the growth of Escherichia coli 
(E. coli) was monitored in the presence of HA and Ag-HA coatings before and after the heat treatment.

Light scattering was used to characterize the relative number of bacteria versus time, as shown in Fig. 2. The reported opti-
cal density is proportional to the number of bacteria in the sample. The results demonstrate that heat treatment enhances the 
antibacterial activity and reduces the variation in antibacterial activity from sample to sample. The results demonstrate a simple 
route to form coatings that may simultaneously enhance integration of implants with surrounding bone tissue while reducing the 
likelihood of post-surgical bone infection.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.

	 1.	 I. Zhitomirsky, Adv. Colloid Interface Sci. 97, 279 (2002). 
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	 3.	 C. Fu et al., Surf. Coat. Technol. 301, 13 (2016).
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coatings measured by light scattering. Data points indicate 
the mean value, and error bars indicate standard deviation.



Terahertz Time-Domain Spectroscopy of Graphene Nanoflakes Embedded in a Polymer Matrix

LLE Review, Volume 15740

Polymer nanocomposites are prepared by including a nanofiller (carbon, ceramic, metal/metal oxide, and/or others) in a polymer 
matrix to alter (or improve) its properties, such as mechanical, electrical, and optical properties, barrier properties, flame resis-
tance, etc.1 Recently, a great deal of interest has been focused on carbon nanofillers and, in particular, graphene. Graphene is a 
2-D nanomaterial consisting of sheets of carbon atoms bonded by sp2 bonds in a hexagonal configuration: its unique mechanical, 
electrical, thermal, and optical properties have been extensively studied.2 These properties have been leveraged in the development 
of a wide range of different graphene–polymer nanocomposites,3 using a variety of fabrication methods and polymer types, for 
numerous structural and functional applications,4 including, e.g., biomedical devices,5 biosensing,6 and gas barrier membranes.7

Here we report the use of a THz time-domain spectroscopy (THz-TDS) to characterize graphene nanofiller dispersion within 
multiblock copolyester nanocomposite materials. Both the copolymer matrix and the nanocomposites were developed to serve 
as construction materials for extracorporeal heart-assist devices in the context of the Polish Artificial Heart Program.8 The test 
samples used were processed using the same compression molding process as the prototype pneumatic membrane. To our knowl-
edge, this is the first time that the dispersion of graphene nanoplatelets within a nanocomposite—prepared at an industrially 
relevant scale and using an economically viable process—has been studied by the THz-TDS method. Consequently, this work 
serves as an important proof of concept of THz-TDS of nanocomposites within the product development chain. 

Two different neat copolymers were prepared, with different hard to soft segment ratios, resulting in a more elastic material 
with 40 wt% of hard segments (PET-DLA 4060) and a stiffer copolyester with 60 wt% of hard segments (PET-DLA 6040). 
Additionally, nanocomposites with the same hard to soft segment ratios but with 1 wt% of a commercial graphite nanoplatelet 
nanofiller (Graphene Supermarket, Grade A0-3) were prepared via in-situ polymerization.9,10 

The THz-TDS system, used to measure the THz-range transmission spectra of both the neat copolymers and graphene nano-
composite samples, was based on a commercial, low-temperature–grown GaAs (LT-GaAs) photoconductive antenna emitter and 
detector from TeraVil Ltd, Vilnius, Lithuania.11 The emitter and detector were excited and probed, respectively, by 100-fs-wide 
pulses, with an 800-nm wavelength and a 76-MHz repetition rate, generated by a femtosecond Ti:sapphire laser. The spectral 
range of the spectrometer was +4 THz, with maximum amplitude at +0.5 THz. The sample was placed directly between the 
emitter and detector, and measurements were taken at room temperature. To reduce the influence of water absorption, the THz 
emitter, detector, and sample holder were placed inside a Plexiglas® box that was purged with dry nitrogen, ensuring that the 
humidity during the measurement was below 5%.
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For each sample, we first performed a reference run with no sample inside the spectrometer to confirm the performance of the 
system. Next, we took two measurements: one of a graphene nanocomposite and the other of a corresponding neat copolymer 
specimen. To get better results and reduce noise, each set of measurements consisted of at least ten averages. Our measurements 
were focused on two different sample types: nominally a 0.3-mm-thick, elastic PET-DLA 4060 copolymer (“thin sample”) and 
a 0.9-mm-thick, stiffer PET-DLA 6040 copolymer (“thick sample”). For both sample types, the nanofiller content was the same, 
i.e., 1 wt%. Since our further analysis crucially depends on the sample thickness, all measurements were repeated several times 
at different spots of the test sample.

Figure 1(a) presents time-domain signals transmitted through dry nitrogen (the reference measurement), the thin and thick neat 
copolymer, and the corresponding 1-wt% graphene–polymer nanocomposite samples, respectively, while Fig. 1(b) presents the 
corresponding power spectra of our time-domain signals obtained by means of fast Fourier transformation. We note that while 
both copolymers absorb THz radiation, as compared to the dry-nitrogen reference signal, adding graphene flakes to the polymer 
matrix substantially reduces the bandwidth of the power spectrum, obviously because of the extra absorption of THz radiation by 
nanoflakes. The cutoff frequencies for the thin copolymer sample and the corresponding 1-wt% graphene-polymer nanocomposite 
are +3.1 THz and 2.9 THz, respectively, while for the thick copolymer and the 1-wt% graphene–polymer nanocomposite, they 
are 2.25 THz and 1.75 THz, respectively.
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(a) Time-resolved transient signals for the tested thin and thick polymers and 1-wt% graphene nanocomposite samples and the empty spectrometer (nitrogen). 
(b) The corresponding power spectra showing absorption of the samples. Note: The thin samples consist of the PET-DLA 4060 copolymer, while the thick 
ones consist of PET-DLA 6040.

Using Fresnel equations, the THz-TDS approach allowed us to find the complex index of refraction ( ) ( ) ( )n n i~ ~ l ~= +t  and 
the dielectric function ( ) ( ) ( ),i1 2f ~ f ~ f ~= +t  as well as the complex ( )v ~t  of our graphene nanocomposite samples. The ( )v ~t  
spectrum was, subsequently, fitted using the Drude–Smith model.12 The excellent fit confirmed applicability of the Drude–Smith 
approach to modeling the carrier transport in our graphene–polymer nanocomposites, indicating that our nanofiller flakes were 
fully isolated in the polymer matrix. The high quality and uniformity of the dispersion were implied by the high value of the 
conductivity and moderate effective dielectric constant retained by the graphene nanoflakes.
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In summary, the THz-TDS method probes the dielectric properties of the sample in an almost cm2 cross-section beam path, 
thereby providing “global” information regarding the dispersion of graphene and its in-situ electronic quality. Because it is a 
nondestructive testing method, it holds great potential for monitoring any nanofiller dispersion in a polymer matrix throughout 
the product-development chain: after polymer nanocomposite synthesis, following processing into a given prototype, and even 
after product testing.

This material is based upon work supported in part by the PumpPrimerII Program at the University of Rochester. A. N. Vamivakas acknowledges support 
from the Air Force Office of Scientific Research (FA9550-16-1-0020). M. El Fray acknowledges support from the Polish National Centre for Research and 
Development (PBS1/A5/2/2012).
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Controlled experiments are necessary to test and refine simulation tools for the mitigation of cross-beam energy transfer (CBET) 
in direct-drive laser-driven inertial confinement fusion using wavelength detuning.1–3 To this end, experiments have been pro-
posed at the Omega Laser Facility that feature a wavelength-tunable UV beam coupled into the target chamber of the 60-beam 
OMEGA laser (via the P9 port). The new capability is referred to as the tunable OMEGA P9 (TOP9) beam. These experiments 
will characterize the interaction of the tunable beam with one or more fixed-wavelength beams from the 60-beam OMEGA Laser 
System as a function of wavelength detuning, polarization, and interaction angle. The top-level requirements for the tunable UV 
beam are dictated by the experimental needs and are listed in Table I.

Table I:  Top-level system requirements for the tunable UV beam for CBET mitigation experiments.

Parameter Minimum requirement Goal

Wavelength-tuning range 350.2 to 353.4 nm

Wavelength step size #0.1 nm

UV power on target 0.1 TW (351 nm to 352.6 nm) 
0.01 TW (350.2 nm to 353.4 nm)

0.5 TW for pulses #1 ns 
0.1 TW for pulses #2.5 ns 

(full tuning range)

Polarization (1) linear, direction rotatable over 2r 
(2) random (distributed polarization rotator)

An OMEGA EP beamline4 was chosen in order to leverage both the short- and long-pulse capabilities of the OMEGA EP 
beamline, as illustrated in Fig. 1. The TOP9 system utilizes the short-pulse optical parametric chirped-pulse–amplification 
(OPCPA) front end to take advantage of the spectrally broad gain in the optical parametric amplification (OPA) process. For 
the TOP9 system, the OPCPA front end is converted into a tunable OPA system by replacing the chirped broadband seed laser 
with a tunable narrowband laser.5 The pulses are then injected into the OMEGA EP beamline for amplification to the >100-J 
level. The TOP9 system also takes advantage of the existing long-pulse UV infrastructure of the OMEGA EP beamline, with 
the frequency-conversion crystals (FCC’s) providing frequency tripling, and suites of laser diagnostics characterizing the laser 
performance at each stage. 

A beam transport system (see Fig. 2) was designed and built to transport the UV beam through the shield wall between the 
OMEGA EP and OMEGA Laser Bays, where it is directed into the P9 port of the OMEGA target chamber and focused to target. 
The OMEGA EP periscope features a retractable lower mirror to intercept the TOP9 beam after the FCC. A vacuum image relay 
limits beam degradation caused by diffraction and reduces the UV beam path in air. A new platform was built onto the north-end 
mirror structure in the OMEGA Target Bay to support the image relay and other associated optics, including an insertable distrib-
uted polarization rotator or a rotatable half-wave plate, the combination satisfying the system’s polarization control requirements.
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High-level diagram of the TOP9 OMEGA EP beam with upgraded elements highlighted in yellow. (OPA: optical parametric amplification; OPCPA: optical 
parametric chirped-pulse amplification; IR-DBS: infrared diagnostic beam splitter; IRDP: infrared diagnostics package; FCC: frequency-conversion crystals; 
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Solid-model drawing of the TOP9 transport system 
with key features indicated.

The performance envelope (plotted in Fig. 3) defines the range of pulse durations and energies that can be delivered with 
the tunable UV beam; it was developed based on consideration of a number of limiting effects. For short-duration pulses, the 
UV power is limited by concerns over small-scale self-focusing caused by the nonlinear Kerr effect in the transmissive optical 
materials (RB), comprising the TOP9 transport system and final optics.6 For longer-duration pulses, the performance is limited 
by the development of transverse stimulated Brillouin scattering (SBS) in the optics.7 Shots to the OMEGA EP target chamber 
allow for higher energies as a result of a larger beam size available, fewer transmissive optics in the transport path, and proximity 
to the target chamber.

The TOP9 beam has been commissioned to the OMEGA target chamber. The full-beam small-signal net gain as a function 
of wavelength was measured using a series of shots to a full-aperture calorimeter at the output of the transport spatial filter. The 
laser system produces the required 1~ energy at the extreme wavelengths by pumping up to 9 of the 11 main amplifier disks that 
are available in the OMEGA EP beamline. Longitudinal chromatic aberration in the beamline was measured and found to be 
corrected to <m/20 by OMEGA EP’s diffractive color-correcting injection lens. Near-field beam quality has been measured to be 
consistent with standard OMEGA EP performance.
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Pulse shaping is yet another active area of development. To maintain stability, the OPA is operated in saturation, which renders 
the creation of arbitrary pulse shapes difficult. Current pulse shapes are square at the output of the front-end OPA stages and tend 
to be distorted because of gain saturation in the downstream Nd:glass amplifiers and nonlinear frequency conversion. Nevertheless, 
arbitrary pulse shaping has been demonstrated in a laboratory prototype,5 and it is a goal to provide arbitrarily shaped pulses with 
tailored ramps, steps, and other features that are currently available with the standard front ends of both OMEGA and OMEGA EP.

Construction of the tunable UV system was completed in May 2018, and commissioning of the system to the OMEGA target 
chamber was completed in June 2018. To date, the system has performed well in four experimental campaigns that studied CBET 
and other laser–plasma interactions, and it will enable future experiments that will advance the effort to mitigate CBET.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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The success of inertial confinement fusion experiments conducted on LLE’s OMEGA 60-beam laser depends on the uniform 
illumination of the target. For these experiments, not only is the focal-spot intensity (i.e., power/unit area) of each beam tightly 
controlled, but the overall on-target, beam-to-beam intensities must be carefully balanced. Simulations indicate that the root-
mean-square (rms) intensity balance on target should be <1% (Ref. 1). Depending on the amount of overlap between the beams, 
this requirement implies that the focal-spot intensities of each of OMEGA’s 60 beams must achieve an rms balance of 2% to 3%.

To meet this specification, much attention has been paid to the power balancing (i.e., energy/unit time) of each of OMEGA’s 
60 beams at the laser output.2 Through a balancing of gains, losses, and frequency conversion, OMEGA now consistently delivers 
an rms power balance that meets the 2% to 3% specification. As stated above, however, the quantity of importance to experi-
ments is the on-target intensity balance. To characterize the intensity balance, one must also measure the on-shot focal spot of 
each beam at the target. Up until now, OMEGA has had the ability to characterize the on-shot focal spot of four beams (one at 
a time) at an equivalent target plane (ETP) located upstream of the target chamber. The ETP provides a detailed analysis of a 
single-beam focal spot, but it cannot provide an assessment of intensity balance on target. In addition, since the ETP pickoff is 
upstream of the target chamber, any effects caused by nonlinearities in the final focusing optics (located on the target chamber) 
are not characterized.

To characterize actual on-shot conditions, LLE has built a full-beam-in-tank (FBIT) diagnostic that measures the OMEGA 
focal spot at the center of the target chamber (TCC). The FBIT diagnostic picks off a full-aperture, low-energy sample of the 
beam after it has been transmitted through most of the final optics assembly. Specifically [see Fig. 1(a)], the standard plane-
parallel, antireflective (AR)-coated vacuum window is replaced with an uncoated window with a small wedge (7.5 arcmin). The 
3.7% reflection from the back surface of this wedge provides a low-energy sample of the main beam. This sample beam creates 
a sequence of forward-going replica beams, each having an intensity that is (0.037)2 times that of the previous replica. 

As shown in Fig. 1(b), each of the replicas comes to a focus at a different location in the target chamber. This provides a region 
near the TCC, where one of the replicas can be intercepted and delivered to a camera. The OMEGA target chamber contains 
several ports for instruments that are used to diagnose a particular experiment. Six of these ports contain ten-inch–manipulator 
(TIM) platforms that provide a flexible means to insert different diagnostics into the target chamber while maintaining vacuum 
conditions. The FBIT diagnostic uses TIM’s to insert a pickoff optic, imaging optics, and a charge-coupled–device (CCD) camera 
into the target chamber to capture one of the beam replicas from the wedged vacuum window.
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One of the key requirements for any focal-spot diagnostic is that it does not introduce significant optical distortions so that the 
measured focal spot is an accurate representation of the actual spot. The wedged vacuum window provides an excellent method 
for sampling the beam near the target, but a focusing beam that makes multiple passes through a wedged optic is significantly 
aberrated. To mitigate this, the aberrations from the wedge are compensated by introducing an opposing wedge (37 arcmin) in 
the debris shield [see Fig. 1(a)]. In addition to the wavefront introduced by four passes through the wedged vacuum window, there 
are also manufacturing errors that will further degrade the focal-spot quality. With four reflections from the vacuum window 
surfaces, a high‑quality reflected and transmitted wavefront is required. The achieved reflected and transmitted wavefront for 
the vacuum window was of the order of 0.06 waves (m = 632.8 nm), which results in minimal additional distortion of the focal 
spot from manufacturing. Figure 2(a) shows a simulated focal spot for a diffraction-limited input. Included in this simulation 
are the measured reflected and transmitted wavefront of a manufactured wedged vacuum window and the measured transmitted 
wavefront of a manufactured compensating debris shield, showing that the system can be built with minimal distortion to the 
incoming beam (the yellow circle represents 12# the diffraction limit, which roughly corresponds to the OMEGA focal-spot 
size). Figure 2(b) shows an on-shot measurement of the OMEGA focal spot made by the FBIT diagnostic. The measured focal 
spot is significantly more aberrated than the spot predicted from just the aberrations of the FBIT itself. To ensure that the FBIT 
diagnostic will provide an accurate measurement of the focal spot, we have characterized each of the wedged vacuum window/
debris-shield combinations. Figure 2(c) shows the predicted focal spot for a diffraction-limited input to the combination with 
the largest measured aberrations. While this predicts significantly more degradation to the focal-spot quality, this effect is still 
overwhelmed by the system aberrations [see Fig. 2(d)].

We have presented the design and implementation of an on-shot, on-target focal-spot diagnostic for the OMEGA Laser System. 
To our knowledge, this is the first diagnostic capable of measuring the on-shot focal spot of a large laser system inside the target 
chamber. The diagnostic makes use of an uncoated, wedged vacuum window to create reduced energy replicas of the main beam. 
One of these replicas is captured by a TIM-based instrument and relay imaged to a CCD camera. We have measured on-shot far 
fields and near fields and are working to characterize at least 30 beams during this fiscal year. These data will provide an estimate 
of the on-shot laser uniformity on target.

Figure 1
(a) Diagram of the final optics assembly used for the full-beam-in-tank (FBIT) diagnostic. For clarity, wedges are exaggerated and some of the reflections 
have been omitted. (b) The uncoated wedged vacuum window creates a series of replicas of the main beam. Each is reduced in intensity by 0.037n, where n is 
the number of reflections in the wedge. Each replica focuses at a different location in the target chamber. DPP: distributive phase plate, FL: focus lens, VW: 
vacuum window, DS: debris shield. 
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Figure 2
(a) Predicted FBIT-measured focal spot using the wedged vacuum window/wedged debris-shield combination with the “best” optical quality (using a diffraction-
limited input to the final optics assembly). (b) FBIT measurement of the on-shot OMEGA focal spot using this combination of optics to generate the replica 
beam. (c) Predicted FBIT-measured focal spot using the wedged vacuum window/wedged debris-shield combination with the “worst” optical quality (using 
a diffraction-limited input to the FBIT). (d) FBIT measurement of the on-shot OMEGA focal spot using this “worst” combination of optics to generate the 
replica beam. The yellow circle represents a 12# diffraction-limited focal-spot size. ADU: Analog-to-digital units.
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Target-physics simulations indicate that on-target uniformity of the OMEGA Laser System1 of the order of 1% rms is required for 
each 100-ps interval of a cryogenic target implosion pulse shape.2 Current laser diagnostic systems on OMEGA, located upstream 
of the target chamber, characterize the on-shot energy and temporal profile of all 60 beams at the output of the laser. In addition, 
there is the capability to characterize both the UV near field and the equivalent-target-plane (ETP) focal spot of a single beam. 
These two diagnostics use a 4% pickoff beam, located upstream of the final optics assembly, near the output of the frequency-
conversion crystals. Combining the data from all of these diagnostics suggests that the beam-to-beam uniformity is sufficient to 
nearly meet this requirement.3 Conversely, the results from implosion experiments suggest that the on-target uniformity is worse 
than the diagnostics measure. To resolve this discrepancy, we have recently developed the full-beam-in-tank (FBIT) diagnostic, 
which is capable of measuring the on-shot, on-target focal spot of multiple beams inside the OMEGA target chamber.4 FBIT 
has the ability to directly characterize the on-shot near field and far field of multiple beams in the target chamber. FBIT uses a 
small sample of the full-energy beam inside the target chamber to analyze the beam separately from the light that hits the target. 
The main portion of the beam crosses target chamber center (TCC) and is terminated at a calorimeter in the opposing port so 
the on-target fluence (J/cm2) of the beam can be calculated. Since FBIT directly measures the focal spot in the target chamber, 
we can analyze the fluence of each beam, which can be used in combination with data from OMEGA temporal diagnostics to 
investigate intensity (power per unit area) balance. 

To meet the uniformity requirements for target implosion experiments, a smoothed far-field focal spot, with a size comparable 
to that of the target, is necessary. A distributed phase plate (DPP),5 a distributed polarization rotator (DPR),6 and smoothing by 
spectral dispersion (SSD)7,8 all contribute to meeting the uniformity specifications. Using FBIT, we can study the individual 
effects on the focal spot of each of these in turn.

Figure 1 shows the evolution of the OMEGA focal spot as the single-beam uniformity improves. First we show the raw OMEGA 
far-field spot [Fig. 1(a)]; then a DPP is inserted at the input to the focus lens [Fig. 1(b)], which redistributes the spatial phase of 
the beam, effectively reducing the coherence across the beam. Next, SSD modulation is applied in one dimension [Fig. 1(c)], 
followed by both dimensions [Fig. 1(d)]. Finally, the DPR is added to the system [Fig. 1(e)] to increase the smoothing on target. 

These images show the on-shot effect of each optic on the focal spot in the target chamber, measurements that were previ-
ously unavailable prior to FBIT. Images of multiple beamlines that include 2-D SSD and a DPR show similar results (Fig. 1 data 
were taken in Beamline 56). We can fit the azimuthal average of the beam profiles of each beamline to estimate the width of the 
profile, an example of which is shown in Fig. 2. The fit shows 1/e R0 values of approximately 360 nm, which is very close to the 
designed spot size of the DPP’s.
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Figure 1
Evolution of the SSD focal spot, as seen from FBIT: (a) raw OMEGA far-field focal spot; (b) OMEGA far-field focal spot with a DPP; (c) focal spot with a 
DPP and 1-D SSD modulation; (d) focal spot with a DPP and 2-D SSD modulation; (e) focal spot with a DPP, 2‑D SSD, and a DPR. Note that (a) is plotted on 
a different spatial scale to better show the far-field spot.
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We demonstrate the wide array of data that the new FBIT diagnostic is able to obtain. We can compare the focal spot from 
multiple beamlines easily within a shot cycle, analyze the SSD kernel, and characterize the effect of polarization smoothing on 
the focal spot. Using this data, we can more effectively understand the limitations of other diagnostics in the OMEGA Laser 
System and improve existing simulations of the laser performance on target. The preliminary data shown in Ref. 9 suggest that 
the upstream diagnostics compare closely with results found by using the FBIT diagnostic. 

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
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Lasers that have multiple output beams can generate those beams by one of several methods: aperture division, amplitude division, 
and temporal division (multiplexing). The generated beams are often further amplified, frequency converted, and/or conditioned 
depending on the ultimate application. Inequalities in amplification, frequency conversion, or conditioning can lead to differ-
ences in the outputs of each of the beams, for which it can be difficult to compensate. This issue is termed “beam imbalance.” 
For a multibeam laser, however, the quantification of the balance of the output beams is often the parameter used to assess laser 
performance. Balancing is performed by measuring the output properties such as energy, power, and/or intensity.

Energy balance requires that each beam’s output have the same total energy without regard to either the spatial distribution or 
the temporal shape. Power balance requires that, in addition to energy balance, the instantaneous spatially integrated temporal 
shapes of the output beams match over some averaging time. A typical pulse shape used for cryogenic target implosion experi-
ments on OMEGA is shown in Fig. 1(a). Typical beam-to-beam variations of the output pulse shape are shown in Fig. 1(b).
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(a) Typical pulse shape used for cryogenic target implosion experiments on OMEGA containing three pickets followed by a drive. (b) The depicted pulse shape 
has an energy imbalance of 3.5% across 60 beams; the picket and drive have a power imbalance of 2.5% and 3.5% rms, respectively.

The power-balance requirement on OMEGA, as defined by an rms energy computation across 60 beams, is predicated on 
inertial confinement fusion target-physics simulations that indicate that a less than 1% rms power imbalance is required over 
any 100-ps interval of the pulse.1 The near-term goal is to improve the first picket power balance to 1% rms imbalance while 
simultaneously reducing the drive imbalance. Power balance is sensitive to several factors that are less significant when assess-
ing system energy balance. Given OMEGA’s architecture that uses a single “seed” beam to generate 60 beams via splitting and 
subsequent amplification, choosing the appropriate amplifiers to compensate for any incidental losses on the system is paramount. 
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Since OMEGA’s beamlines consist of amplifiers with varying degrees of saturation, a particular beam’s square pulse distortion 
(SPD) can be significantly impacted by improper management of a saturating amplifier’s gain. 

A graphic with a simulation of this phenomenon is shown in Fig. 2. In Figs. 2(a) and 2(b), the black curve represents an IR 
pulse at the input of a different saturating amplifier. The blue and green curves are the pulse at the output of that amplifier. In both 
cases, a positive voltage offset has been applied to the amplifier’s nominal voltage, thereby increasing its linear gain. Figure 2(a) 
shows the effect of increasing linear gain on the pulse shape in an amplifier where F Fout sat is low and, therefore, the pulse shape 
is not significantly affected. On OMEGA, disk amplifier stages E and F operate under this regime. Figure 2(b) shows the effect of 
increasing linear gain in a heavily saturated amplifier. Here, the effect of a voltage change is expected to have a stronger impact 
on pulse shape. On OMEGA, the stage-D amplifiers operate under this heavily saturated regime.

G12527JR

Time 

(b)
“Saturation lever”

Time 

(a) 
“Saturation lever”

Pivot
point

Pivot
point

? 1/saturation

Po
w

er
 

1.05

1.07

1.09

1.11

1.13

1.15

0.0 0.5 1.0 1.5 2.0 2.5 3.0N
or

m
al

iz
ed

 d
iff

er
en

tia
l g

ai
n 

(a
rb

itr
ar

y 
un

its
)

Time (ns)

(c)

Stage D
Stage E

Figure 2
[(a),(b)] The black curve shows the same pulse simulated at the output of the stage-E disk and stage-D rod amplifiers, respectively. The blue and green curves 
show the change in the pulse shape resulting from a positive offset applied to the amplifier’s operating voltage. (a) A uniform decrease in pulse power. (b) The 
effect of saturation results in a pronounced change in pulse power at the beginning of the pulse and almost no change at the back end of the pulse that experi-
ences saturated gain. (c) A direct measure of the change in pulse shape showing the ratio of the nominal pulse to the gain-reduced pulse.

The “saturation lever” is a visual depiction of the aforementioned effect of operating in different saturation regimes and how 
gain manipulation of different saturating amplifiers can result in a more-pronounced effect on SPD and, thereby, power balance 
on the system. The location of the saturation lever pivot point with respect to the back of the pulse is dependent exclusively on 
the ratio of the output fluence to the saturation fluence of any given amplifier. In Fig. 2, vertical displacement of the end opposing 
the pivot point of the saturation lever represents a positive change in the amplifier’s flash-lamp capacitor bank voltage. 

Recent target-physics simulations have suggested that temporal simultaneity in the arrival of the ramp on the drive portion of the 
pulse shape [t + 1400 ps in Fig. 1(b)] governs implosion dynamics to a large degree. This region of the pulse can be manipulated 
by systematically adjusting the gain of the stage-D rod amplifiers, which affects the SPD more than the stage-E and -F amplifiers. 
This effort is currently being simulated in Miró and is planned for experimental testing in the near future. 

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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During the first quarter (Q1) of FY19, the Omega Laser Facility conducted 331 target shots on OMEGA and 204 target shots on 
OMEGA EP for a total of 535 target shots (see Tables I and II). OMEGA averaged 11 target shots per operating day, averaging 
94.4% Availability and 98.0% Experimental Effectiveness.

OMEGA EP was operated extensively during Q1 of FY19 for a variety of user experiments. OMEGA EP averaged 8.5 target 
shots per operating day, averaging 93.8% Availability and 92.9% Experimental Effectiveness.

FY19 Q1 Laser Facility Report

J. Puth, M. Labuzeta, D. Canning, and B. E. Kruschwitz

Laboratory for Laser Energetics, University of Rochester

Table II: OMEGA EP Laser System target shot summary for Q1 FY19.

Laboratory/
Program

Planned Number 
of Target Shots

Actual Number 
of Target Shots

ICF Shots in Support 
of ICF

Non-ICF 

HED 63 86 — — 86

LBS 7 8 — — 8

LLE 21 23 — 23 —

LLNL 7 15 15 — —

NLUF 49 56 — — 56

NRL 7 10 10 — —

Calibration 0 6 — 6 —

Total 154 204 25 29 150

Table I:  OMEGA Laser System target shot summary for Q1 FY19.

Laboratory/ 
Program

Planned Number 
of Target Shots

Actual Number 
of Target Shots

ICF Shots in Support 
of ICF

Non-ICF 

CEA 16.5 18 — — 18

HED 99 112 — — 112

LBS 5.5 7 — — 7

LLE 82.5 75 — 75 —

LLNL 5.5 8 8 — —

NLUF 38.5 46 — — 46

Calibration 0 65 — 65 —

Total 247.5 331 8 140 183
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Sub-aperture short-pulse beam operation has been activated on OMEGA EP. This modifies the nominally f/2 square beam 
(measured along the diagonal) to an f number that suits a given experimental objective. Circular f/6, f/8, and f/10 profiles are 
currently available and additional profiles could be realized with modest effort. Kinematic nesting of the apodizers enables rapid 
shot-to-shot configuration from one f number to another. Energy limits are naturally decreased proportional to beam area. This 
capability has been successfully employed to investigate wakefield electron acceleration and plasma lens concepts. 
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An understanding of the DT-a energy deposition and heating of a high-energy-density (HED) plasma is critical for determining 
the ignition threshold in hot-spot–ignition experiments. This requires a fundamental understanding of the DT-a stopping around 
the Bragg peak, where the ion velocity (vi) is similar to the average velocity (vth) of the thermal plasma electrons for a wide range 
of electron (Te) and ion temperatures (Ti), and electron number densities (ne). Ion stopping in HED plasmas has, therefore, been 
subject to extensive analytical and numerical studies for decades,1–3 but a theoretical treatment of ion stopping especially around 
the Bragg peak remains a difficult problem. The consensus is that the ion stopping at vi & vth is treated well by the Born approxi-
mation because the interaction between the fast ions and plasma electrons is small, resulting in small energy transfers compared 
to the kinetic energy of the ions. At vi < vth, the ion stopping is harder to characterize but generally described by collisional 
theories that treat two-body collisions and large-angle scattering between the ions and plasma electrons. At ion velocities near vth, 
the Born approximation breaks down because scattering is no longer weak and collisional theories make it difficult to provide a 
complete, self-consistent picture of the ion stopping because of the dynamic dielectric response of the plasma electrons. Rigorous 
quantum mechanical treatments based on convergent kinetic theories1 attempt to rectify these challenges by utilizing the strengths 
of the different approaches applied to the different regimes; however, it is not clear how best to combine them and quantify their 
errors. Precise measurements of the ion stopping around the Bragg peak are therefore essential to guide the theoretical efforts.

Although numerous efforts have been made to theoretically describe the behavior of ion stopping in HED plasmas, only a 
limited set of experimental data exists to test these theories. In addition, most of these experiments used only one particle with 
a distinct velocity in the high-velocity ion-stopping regime (vi > vth) and, therefore, did not simultaneously probe the detailed 
characteristics of the Bragg peak below and above vth. To the best of our knowledge, only two experiments have attempted to 
simultaneously probe the low- and high-velocity side of the Bragg peak,4,5 but the limitation of these experiments was that the 
HED plasma conditions could not be characterized to the level required for experimental validation of various ion-stopping for-
malisms. The work described here significantly advances previous efforts by providing the first accurate experimental validation 
of ion-stopping formalisms around the Bragg peak.

The experiments reported herein were carried out on OMEGA, where eight D3He gas-filled, thin-glass capsules were sym-
metrically imploded with 60 laser beams, delivering up to 12.0 kJ to the capsule in a 1-ns square pulse. These capsules were 
also filled with a small amount of argon for a time- and space-resolved measurement of the electron-temperature and electron-
number-density profiles.6
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For accurate experimental validation of the ion stopping around the Bragg peak, the energy loss (–DEi) of DD tritons (DD-t), 
DD protons (DD-p), D3He-a (D3He-a), and D3He protons (D3He-p), while traversing the well-characterized HED-plasma condi-
tions, were simultaneously measured. Examples of measured spectra of DD-t, DD-p, D3He-a, and D3He-p are shown in Fig. 1 
for shot 75699. The vertical arrows in Fig. 1 indicate the median energy for each measured spectrum, and by contrasting these 
energies to the average-birth energies (vertical dashed lines), –DEi was determined to an accuracy of +10% and used to assess 
the ion stopping in the HED plasma. (See Ref. 7 for more details about these measurements.)
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Figure 1
Measured spectra of DD-t, D3He-a, DD-p, and D3He-p for shot 75699. These fusion products are produced by the reactions: D + D $ t (1.01 MeV) + p (3.02 MeV) 
and D + 3He $ 4He (3.71 MeV) + p (14.63 MeV), where the energies in the parentheses are the fusion-product birth energies (at zero ion temperature).

To illustrate the measured energy loss of fusion products with different initial energy (Ei), charge (Zi), and mass (Ai) passing 
through an HED plasma, the energy-loss data must be presented in the form of E Z2

i i-D  versus .E Ai i  Figure 2 shows the 
E Z2

i i-D  versus E Ai i for shots conducted in this study. The solid curves in Fig. 2 were obtained by integrating the Brown–
Preston–Singleton (BPS) plasma stopping-power function, describing only the ion–electron Coulomb interaction. Clearly, the 
data demonstrate that the BPS formalism is providing a good description of the ion stopping for these HED plasma conditions, 
except for the stopping of DD-t at vi + 0.3vth. At this velocity, the BPS formalism systematically underpredicts DD-t energy 
loss for all shots. This observation cannot be explained by the inclusion of ion–ion Coulomb scattering in the modeling because 
ion-stopping theories based on multi-ion component response predict that the contribution of the ion–ion Coulomb scattering 
to the total DD-t plasma-stopping power is +10% at vi + 0.3vth. This points to the idea that the contribution from the ion–ion 
component to the total ion stopping at this velocity could, in fact, be larger than predicted by theories. This is certainly plausible 
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since all theories ignore the ion–ion nuclear elastic scattering, which is more strongly weighted toward large-angle scattering 
than Coulomb scattering. To explain the data at vi + 0.3vth, the total ion stopping must be increased by +20%, possibly a result 
of ion–ion nuclear elastic scattering. This postulation, if correct, would have an impact on our understanding of DT-a heating of 
the fuel ions in an ignition experiment.
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Strong shocks are ubiquitous in inertial confinement fusion (ICF) and many astrophysical plasmas,1 and the experimental results 
described in this work may provide new insights into phenomena in these fields. ICF produces thermonuclear fusion in the labo-
ratory by imploding a spherical target filled with light-ion fuel, and capsule compression begins with launching strong shock(s) 
into the central gas during the shock phase. During this time, sharp gradients at the shock front are expected to drive temperature 
and density differences between the different fuel-ion (D, T, and 3He) populations. These multi-ion effects that may impact and 
modify plasma conditions are not modeled in average-ion-fluid codes but are simulated in kinetic-ion simulations. 

In contrast with previous studies that relied on time-integrated measurements, this work2 presents time-resolved observation 
of fuel-ion species dynamics in ICF implosions using DT and D3He reaction histories (Fig. 1). These reaction histories were 
measured with a particle x-ray temporal diagnostic (PXTD),3 which captures the relative timing between these reaction histories 
with unprecedented precision (+10 ps). These time-resolved measurements are contrasted with average-ion-fluid DUED and 
multi-ion LSP simulations. The difference between the measured fusion reaction histories during the shock phase is consistent 
with rapidly changing fuel-ion composition caused by a strong shock in the central gas of an ICF target.
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This experiment uses an exploding-pusher platform,4 which is simple and ideal for studying the multi-ion dynamics during 
the shock phase in an ICF implosion. The reason for this is that shock-phase plasma conditions (temperature, density, ion mean-
free-path, shock strength) are similar in all these implosions. These exploding-pusher targets are 860 nm in diameter with a 
2.7-nm-thick SiO2 shell. The gas-fill density is 2.2 mg/cm3, with an atomic fuel composition of 49.6% D, 49.7% 3He, and 0.7% T. 
These targets are driven symmetrically by 60 laser beams on the OMEGA Laser System with a total energy of 14.4 kJ using a 
0.6-ns-sq pulse shape. These implosions are hydrodynamic-like, with ,R 3ii burn +m  where mii is the ion mean free path and 
Rburn is the fuel radius at peak burn.

The primary measurements in this experiment are the absolute DT and D3He reaction histories, which are simultaneously 
measured with the PXTD (Fig. 1). This is done by measuring the time-arrival histories of the monoenergetic 14.1-MeV DT-n and 
14.7-MeV D3He-p as they escape the implosion. Since all measurements are made with the same diagnostic, the relative timing 
uncertainty between the DT and D3He reaction histories is +10 ps (versus +40 to 50 ps, with the standard method of cross-timing 
between two stand-alone diagnostics). This innovation is crucial to capturing the relative timing between different nuclear burns 
with sufficiently high precision to enable meaningful comparison between measurements and simulations. In comparison with 
the average-ion-fluid DUED5 simulation (Fig. 2), a significantly higher D3He reaction rate is observed relative to DT at the onset 
of the shock burn. This is observed on all four shots, and higher-than-expected ion temperature alone early in time in the fuel 
cannot explain this observation. 
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The measured timing difference is consistent, however, with ion-species separation driven by sharp pressure gradients at the 
shock front in the implosion. The dominant terms driving the D and 3He ions forward relative to the T ions are from the ion pres-
sure gradient (barodiffusion,6 which accelerates the lighter D ions ahead) and the electron pressure gradient (electrodiffusion,7 
which accelerates the higher-charge 3He ions ahead). 

Fuel-ion–species separation is also observed in a kinetic-ion LSP8 simulation, which, unlike the average-ion-fluid code DUED, 
treats the D, T, and 3He ion population separately. During shock convergence, fuel-ion–species separation has already developed 
between the D, T, and 3He ions, with the T ions lagging behind the shock front. This led to a depletion of T ions on the central 
fuel region when the shock rebounds, delaying the DT burn relative to the D3He burn. Qualitatively, LSP simulations clearly 
demonstrate how fuel-ion–species separation that developed during shock propagation and rebound manifest as a timing dif-
ferential between reaction histories (Fig. 2). 

In summary, the time-resolved DT and D3He reaction rates in hydrodynamic-like shock-driven implosions cannot be explained 
by average-ion simulations and is attributed to ion-species separation between the D, T, and 3He ions during shock convergence 
and rebound. At the onset of the shock burn, the 3He/T fuel ratio in the burn region inferred from the measured reaction histories 
is much higher as compared to the initial 3He/T gas-fill ratio. Since T and 3He have the same mass but a different charge, these 
results indicate that the charge-to-mass ratio plays an important role in driving fuel-ion–species separation during strong shock 
propagation. It is unclear how these multi-ion effects affect implosion performance during the deceleration and compression phase 
since existing experimental results have been mixed. A planned upgrade to the PXTD diagnostic (the cryoPXTD) will provide 
improved nuclear and x-ray data for these implosion experiments, as well as time-resolved electron temperature measurement for 
the OMEGA cryogenic program. Future work includes quantifying these effects in very hydrodynamic shock-driven implosions; 
in very kinetic implosions; in the ablative phase of compressive implosions; and in astrophysical settings such as SN 1987a (Ref. 1), 
where nonequilibrium kinetic effects and signatures (such as temperature differences between ion species) could be present.
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DE-NA0002949, and DENA0002905. The work was also supported in part by NLUF (DE-NA0002035). HS was supported by a DOE NNSA SSGF fellowship 
(DE-FC52-08NA28752) during this work. 
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