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The neutron-induced breakup cross sections of deuterium show two recent theoretical models (JENDL-4.0 and CENDL-3.0) and 
the results from past experiments. The most recent experiment used, for the first time, a laser-based facility (OMEGA) to gener-
ate a bright neutron source to induce the breakup of deuterium in nuclear reaction vessels positioned near the target chamber 
center. This new experimental configuration measured a larger energy spectrum—from 0.5 to 10 MeV—as compared to previous 
methods performed on accelerator-based platforms. The measured energy spectrum of neutrons produced from the breakup of 
deuterium is inconsistent with a two-nucleon-force model. The experimental data are more accurately described by the predictions 
of a recently developed theoretical framework 
that assumes the presence of a three-nucleon 
force used in modern theoretical models. A 
noticeable peak at 11.8 MeV, which has not 
been confirmed experimentally, represents the 
final-state interaction and is required to further 
develop an accurate description of the three-
nucleon-force model. The bracket shown in the 
inset was designed with minimal mass in order 
to avoid additional neutron scattering along the 
detector’s line of sight once it is positioned at 
target chamber center.

The photo on the right shows C. J. Forrest assem-
bling a nuclear reaction vessel that is attached 
to a specially designed bracket mounted in one 
of the ten-inch manipulator diagnostic ports on 
the target chamber. 
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In Brief

This volume of the LLE Review, covering October–December 2017, features “Nuclear Science Experi-
ments with a Bright Neutron Source from Fusion Reactions on the OMEGA Laser System,” by C. J. 
Forrest, J. P. Knauer, V. Yu. Glebov, P. B. Radha, S. P. Regan, T. C. Sangster, M. Sickles, C. Stoeckl, and 
J. Szczepanski (LLE), and W. U. Schröder (Depts. of Chemistry and Physics, University of Rochester). 
This article (p. 1) uses yields and energy spectra of neutrons from D(n,2n)p to study the breakup reaction 
measured at a forward angle of ilab = 3.5°!3.5° using a sensitive, high-dynamic-range neutron time-
of-flight spectrometer to infer the double-differential breakup cross section d2v/dEdX for 14-MeV D–T 
fusion neutrons. 

Additional research highlights presented in the issue include the following:

•	 I. A. Begishev, J. Bromage, and J. D. Zuegel (LLE), and S. T. Yang, P. S. Datte, and S. Patankar (LLNL) 
demonstrate the fifth-harmonic generation of a pulsed Nd:YLF laser in a cascade of nonlinear crystals 
with a record efficiency of 30% (p. 12). Cesium lithium borate is used in a Type-I configuration for 
sum-frequency mixing of 1053 nm and 266 nm, producing 211-nm pulses. Flattopped beam profiles 
and pulse shapes optimize efficiency. Energies up to 335 mJ in 2.4-ns pulses were demonstrated.

•	 S. T. Ivancic, P. Franke, C. Mileham, R. Boni, J. Katz, C. R. Stillman, P. M. Nilson, and D. H. Froula have 
designed an ultrafast x-ray streak camera for time-resolved studies of high-energy-density experiments 
(p. 17). The streak camera’s electro-optical imaging system features a polarity-reversible quadrupole 
doublet, allowing two imaging modes depending on the scientific mission need. The streak camera’s 
temporal impulse, detector efficiency, and linear dynamic range were qualified using a synchronized 
subpicosecond, 263-nm probe laser incident upon a gold photocathode. Dynamic testing shows a <2-ps 
impulse response in the fastest operating mode and a measured 400:1 dynamic range per resolution 
element in the high-dynamic-range mode.

•	 D. Turnbull, A. Colaitis, R. K. Follett, J. P. Palastro, and D. H. Froula present recent results on cross-
beam energy transfer (p. 24). Wavelength tuning was used to vary the amount of energy transfer 
between two beams in a quasi-stationary plasma with carefully controlled conditions. The amount of 
transfer agreed well with calculations assuming linear ion-acoustic waves with amplitudes up to dn/n . 

0.015. Increasing the initial probe intensity to access larger ion-acoustic wave amplitudes for otherwise 
fixed conditions yields evidence of saturation beyond this level. The ability to manipulate a beam’s 
polarization, which results from the anisotropic nature of the interaction, is revisited; an example is 
provided to demonstrate how polarization effects in a multibeam situation can dramatically enhance 
the expected amount of energy transfer.

•	 R. K. Follett, J. G. Shaw, J. F. Myatt, J. P. Palastro, R. W. Short, and D. H. Froula show that laser fre-
quency detuning can potentially be used to suppress the two-plasmon–decay (TPD) instability using 
3-D laser–plasma interaction simulations (p. 35). For the plasma conditions and laser configuration 
in a direct-drive inertial confinement fusion implosion on the OMEGA laser, the simulations show 
that +0.5% laser frequency detuning is sufficient to eliminate TPD-driven hot-electron generation in 
current experiments. This may allow for higher laser intensities in future implosion designs.



iv

•	 M. D. Sharpe, C. Fagan, and W. T. Shmayda (LLE), and W. U. Schröder (Depts. of Chemistry and  
Physics, University of Rochester) explore the distribution of tritium between the near surface and 
the bulk in 316 stainless steel using two independent techniques: pulsed-plasma exposures and a 
zinc-chloride wash (p. 41). It was discovered that 17% to 20% of the total inventory absorbed into a 
stainless-steel sample after a 24-h exposure to DT gas at room temperature resides in the water layers 
present on the metal surface. Redistribution of tritium between the surface and the bulk of stainless 
steel, if it occurs, is very slow. Tritium does not appear to enter into the bulk at a rate defined by lat-
tice diffusivity.

•	 J. L. Shaw and D. H. Froula (LLE); N. Lemos (UCLA and LLNL); and K. A. Marsh and C. Joshi 
(LLNL) present experimental data and simulation results of a study of direct laser acceleration (DLA) 
of electrons in a laser wakefield accelerator (LWFA) operating in the forced or quasi-blowout regimes 
(p. 46). When a significant overlap exists between the trapped electrons and the drive laser in a LWFA 
cavity, the resulting electrons can gain energy from both the LWFA and DLA mechanisms. Experimental 
work investigates the properties of the electron beams produced in a LWFA with ionization injection by 
dispersing those beams in the direction perpendicular to the laser polarization. These electron beams 
show certain spectral features that are characteristic of DLA. These characteristic spectral features 
are reproduced in particle-in-cell simulations, where particle tracking is used to elucidate the roles of 
LWFA and DLA to the energy gain of the electrons in this experimental regime and to demonstrate 
that such spectral features are definitive signatures of the presence of DLA in LWFA. 

Sid Sampat
Editor
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Introduction
Inertial confinement fusion (ICF) experiments are designed 
to study the hydrodynamic nature of high-energy-density 
plasmas to achieve ignition and gain in laboratory experi-
ments.1 In direct-drive ICF experiments on LLE’s OMEGA 
Laser System,2 neutrons are produced using a laser to implode 
microballoons filled with deuterium–tritium (DT) fuel.3 The 
dominant fusion reaction in these implosions is 

	 D T He 3.52 MeV n 14.03 MeV .4"+ +] ]g g 	 (1)

Two additional primary fusion reactions, D + D and T + T 
(Ref. 4), make a much smaller contribution (+10–2) compared to 
the overall yield and have a negligible impact on the experimental 
measurements presented in this article. One particular class of 
implosions—“exploding pushers”5—uses thin glass shells that 
can produce neutron yields in excess of 1 # 1014 with pulse dura-
tions of the order of .1 ns and energy on target of +30 kJ (Ref. 6).

To test a modern microscopic nuclear theory, an experiment 
to measure the neutron-induced breakup of light nuclei has 
been developed. This platform could prove to be a valuable 
tool for nuclear physicists since experimental data are scarce 
and incomplete; in particular, for energy spectra of neutrons 
from D(n,2n)p breakup occurring in a thermonuclear ICF 
environment. The present quality of the measured breakup 
energy spectrum from deuterium does not permit a clear 
conclusion with respect to recent theoretical models that have 
been proposed.7 For this reason, the breakup of deuterons is 

a good candidate to demonstrate the capability of this experi-
mental platform. 

The reaction being studied in this experiment is expressed as

	n 14 MeV D 2n 0 11.8 MeV p 0 11.8 MeV .- -"+ +] ] ]g g g 	 (2)

Here the energy ranges of the reaction products are given 
in parentheses.8

An experimental setup was developed on the OMEGA Laser 
System to use these monoenergetic neutron sources to investigate 
the breakup of light nuclei. The experimental platform consists of 
a subnanosecond, high-yield 14-MeV neutron pulse incident on a 
reaction vessel filled with the target compound. A reaction vessel 
filled with deuterated compounds is located as close as possible 
to the implosion, maximizing the solid angle without interfering 
with the laser pulses required for illuminating the microballoon. 

The spectra from primary fusion reactions and the breakup 
of the light nuclei are recorded with a high-dynamic-range, 
high-resolution neutron time-of-flight (nTOF) spectrometer. 
This diagnostic is located in a highly collimated line of sight 
and filled with a low-afterglow liquid scintillator contained 
inside a thin steel housing positioned in-line with the reaction 
vessel.9 It was designed to have a dynamic range of up to 106 

with the capability to measure the neutron energy spectrum 
over an energy range of 0.5 MeV to 15 MeV. A schematic of 
the experimental setup is shown in Fig. 153.1.

Nuclear Science Experiments with a Bright Neutron Source  
from Fusion Reactions on the OMEGA Laser System

E26498JR

13.4 m
Not to scale

High-yield
source

Nuclear reaction
vessel0.09 m

iNRV = 7°

inTOF = 
0.4°

nTOF
diagnostic

l = 7.5 cm
Figure 153.1
The experimental setup consists of a high-yield 
neutron source incident on a nuclear reaction vessel 
(NRV). The vessel contains either non-deuterated or 
deuterated compounds necessary for direct compari-
son with the neutron-induced breakup reaction. The 
neutron signal is measured using a high-dynamic-
range, high-resolution time-of-flight diagnostic 
positioned 13.4 m from the target chamber center. 
Signals are sent to a diagnostic rack and digitized 
for analysis. nTOF: neutron time of flight.
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This article presents for the first time an experimental setup 
for which a laser-based facility has been used to measure the 
neutron-induced breakup reactions of light nuclei. The follow-
ing sections (1) provide details about the experimental setup 
and configuration to induce the breakup reactions along with 
the diagnostic used to measure the nTOF spectra; (2) present 
details on the calibration of the diagnostic, essential for cal-
culating the neutron energy spectrum from the breakup yield; 
(3) discuss the experimental data along with the uncertainty in 
the measurements; and (4) summarize our findings and discuss 
future experiments.

Experimental Setup and Configuration
1.	 High-Yield Neutron Source

The bright neutron source (14 MeV) generated for this 
experiment uses an exploding-pusher design with a thin-walled 
(+3-nm), +1-mm-diam SiO2 microballoon filled with 10 atm of 
equimolar DT fuel.10,11 The laser beams deliver up to 30 kJ of 
energy onto the target with a nominal 1-ns square pulse. The 
symmetric illumination with the 60 UV laser beams rapidly 
heats the thin shell, expands, and drives a shock wave into the 
fuel.12 This shock wave compresses and heats the fuel as it 
converges at the center of the target. As the shock rebounds, 
the fuel reaches sufficient temperatures to produce thermo-
nuclear fusion reactions, with neutron yields of up to 1 # 1014 
emitted in 4r. In this implosion design, the bang time (time 
when peak neutron production takes place) is +1 ns after the 
laser is incident on the target with a neutron-production width 
of +100 ps (Ref. 13). The neutron-emitting region (hot spot) for 
this class of implosions is +100 nm in diameter. An example 
of the laser pulse along with the neutron temporal emission 
history is shown in Fig. 153.2.

2.	 Nuclear Reaction Vessel
The nuclear reaction vessel (NRV) in constructed from thin 

(1-mm) aluminum to minimize additional neutron scattering. 
Figure 153.3(a) shows a photograph of the reaction vessel 
attached to the support bracket; Fig. 153.3(b) shows a close-up 
of the vessel. A pointer was designed to mount in place of the 
reaction vessel to allow one to align the system. The overall 
length of the truncated cone-shaped vessel is 7.5 cm with the 
smallest diameter being 0.9 cm and the largest diameter being 
4 cm. The vessel was specially designed to be positioned 9 cm 
from the center of the OMEGA target chamber to ensure that 
the incoming laser beams have a clear path to illuminate the 
microballoon. The vessels are attached to a specially designed 
bracket mounted in one of the ten-inch manipulator (TIM) 
diagnostic ports on the target chamber. As with the vessel 
requirements, the bracket was designed with minimal mass in 
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Figure 153.2
A plot showing the nominal 1-ns square laser pulse and neutron production 
rate from a typical exploding pusher on OMEGA. Peak neutron production 
(bang time) takes place +800 ps from the moment light is incident on the 
target. The burnwidth for this class of implosions is of the order of a 100-ps 
full width at half maximum (FWHM).
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(a)

Pointer

(b)

Figure 153.3
(a) A support frame designed to be mounted in one of the diagnostic ports on 
the OMEGA target chamber. (b) The nuclear reaction vessel is constructed 
from thin aluminum to minimize additional neutron scattering. The face of 
the vessel is positioned 9 cm from the high-yield neutron source. 

order to avoid additional neutron scattering along the detector’s 
line of sight. Because of the geometry of the vessel with respect 
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to the diagnostic, this measurement will cover an angle normal 
to the vessel of ilab = 3.5°!3.5°.

3.	 Highly Collimated Line of Sight 
High-yield DT implosions on OMEGA generate an 

unwanted background signal from neutron scattering in the 
target chamber walls and surrounding concrete structures 
inside the Target Bay, such as the OMEGA end-mirror struc-
tures. For this reason, the primary diagnostic is positioned 
in a shielded, highly collimated line of sight to increase the 
signal-to-background ratio of the measurements.14 The detec-
tor is mounted in a low-scattering environment underneath the 
Target Bay floor, 13.4 m from the target chamber center (TCC). 
A 21-cm-diam hole in the 60-cm-thick concrete floor acts as a 
collimator close to the time-of-flight diagnostic. A mid-beam 
collimator was designed to be the defining aperture of the neu-
tron beam to reduce the detector’s field of view from the target 
chamber. The mid-beam collimator has a 60-cm2 cross section 
and is +70 cm in length. It is constructed from high-density 
polyethylene (+0.95 g/cm3) and mounted on a semi-permanent 
stand located inside the OMEGA Target Bay and positioned 
approximately halfway between TCC and a concrete barrier 
as shown in Fig. 153.4.
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OMEGA Target Bay
shielding (concrete)

Reaction
vessel

Target

OMEGA target
chamber

Mid-beam
collimator

Floor
collimator

1 m

13.4 m

Field of view

nTOF detector

Figure 153.4
The 13.4-m nTOF is positioned in a clear line of sight through the TIM-6 
diagnostic port (not shown). A thick concrete floor acts as collimator to 
shield the diagnostic from unwanted neutron scattering off the surrounding 
structure in the Target Bay. A mid-beam collimator is mounted between the 
target chamber and the diagnostic. TIM: ten-inch manipulator.

4.	 Liquid-Scintillator Detector
The diagnostic used to measure the neutron energy spectrum 

in this study is a four-microchannel-plate photomultiplier tube 
(MCP-PMT) detector design positioned 13.4 m from TCC.15 It 
consists of a 20-cm-diam, 10-cm-deep stainless-steel cylindri-

cal housing that contains the scintillation fluid. This detector 
uses a thin-walled (2-mm) construction to minimize neutron 
scattering within the scintillator housing. Thin (<0.3‑cm) 
stainless-steel end plates are used to seal the cylindrical 
housing to minimize neutron attenuation. The ports for the 
MCP-PMT are 40-mm-diam fused-silica windows mounted 
on the cylindrical housing and sealed with Viton O rings. This 
diagnostic uses oxygenated xylene doped with diphenyloxazole 
C15H11NO + p-bis-(o-methylstyryl)-benzene (PPO + bis-MSB) 
wavelength-shifting dyes, which generates light emission in the 
visible to near-ultraviolet wavelength range (i.e., from 380 nm 
to 420 nm). This oxygenated liquid scintillator has a fast time 
response with a low-light afterglow.16 A computer-aided draw-
ing of the nTOF diagnostic with the MCP-PMT’s is shown in 
Fig. 153.5.
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Scintillator volume
�lled with xylene

Expansion bellows
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Stainless-steel
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Figure 153.5
A CAD drawing of the nTOF detector shows a cavity for the scintillation fluid, 
the fused-silica windows, and the photomultiplier-tube (PMT) mounts. The 
detector is mounted in a shielded environment behind a concrete barrier to 
minimize unwanted neutron scattering.

5.	 Gated Microchannel-Plate Detectors
The light emitted by the scintillator process is viewed 

through fused-silica windows, where it is coupled to four Photek 
40-mm-diam MCP-PMT’s.17 These PMT’s are designed to 
operate in current mode in order to measure the significant 
photon flux generated from up to 1 # 107 incident neutrons 
interacting in the scintillation volume. Each of the four PMT’s 
is operated at a different high voltage that corresponds to the 
desired gain (see Table 153.I) required for measuring the nTOF 
signal and to achieve a dynamic range in yield of up to 106. 
To ensure that measurements are not compromised because 
of charge depletion of the MCP, off-line tests were performed 
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on each of the MCP-PMT’s at the specified gain to confirm 
that signal linearity is preserved. Fast-gating units allow the 
MCP-PMT unit to turn off and on with a recovery time of 
+30 ns. The gate-timing windows are predetermined to record 
a particular region of interest in the time-of-flight spectrum, 
excluding the PMT-A, which remains ungated to measure the 
primary DT peak. The gate-timing signals are generated using 
an SRS DG-635 digital pulse generator18 that is timed from the 
OMEGA Hardware Timing System (HTS).

6.	 Signal Transport and Data Acquisition
The analog signals from the MCP-PMT’s are transmitted to 

the oscilloscope using +5-m-long LMR-600 cables.19 Three of 
the MCP-PMT’s signals are sent to eight-bit, 1-GHz Tektronix 
DPO 7104 digital oscilloscopes, while the fourth MCP-PMT 
signal is sent to a 12-bit, 250-MHz LeCroy HDO6104-MS 
digital oscilloscope.20,21 The signal from each PMT is spilt 
into separate oscilloscope channels using three-way 1-GHz 
splitters.22 The fourth channel on each of the oscilloscopes 
is reserved for the OMEGA timing fiducial, which is used for 
absolute timing of the system. For consistency, these cables 
were checked by analyzing the frequency-dependent loss using 
an Agilent Microwave Analyzer to measure the attenuation 
as a function of the frequency and compared to the results 
in the manufacturer’s published specifications.23 These tests 
confirmed that there is negligible attenuation in the measured 
signal output with the use of short cables and input signals in 
the frequency range <1000 MHz.

7.	 Beamline Attenuation
The beamline attenuation as a function of neutron energy 

has been modeled using a neutron transport code (MCNP) 
to obtain the fraction of the neutrons that are incident on the 
detector relative to the source originating at TCC in different 
configurations. The baseline configuration includes the point 
neutron source and the neutron detector excluding air and the 
surrounding structure. A second simulation introduced air to 
illustrate the amount of attenuation of the neutrons as they 

travel toward the detector. The final simulation includes all the 
large-scale structures such as the target chamber (aluminum) 
and concrete shielding. Additional sources that could contribute 
to unwanted scattering in the specified line of sight include the 
TIM with a 1.9-mm stainless-steel vacuum window that sepa-
rates the vacuum from the air, the mid-beam collimator, and 
the air gap (7.5 m) between the end of the TIM and the detector. 
The resulting beamline attenuation from the separate simula-
tions in this line of sight is shown in Fig. 153.6 (Ref. 24). The 
neutron attenuation can be as high as 20% with energies below 
2 MeV. It should be noted that neutron attenuation is included 
in the MCNP simulation, which modeled the energy spectrum 
of neutrons emitted from the physics target (see D–D Yield 
Calibration, below). Uncertainties in the beamline attenuation 
are governed by the accuracy of the experimentally measured 
cross sections for the material used in these simulations.25 
Detailed geometry of the model is also required to further 
reduce the uncertainty of the simulations and was referenced 
from computer-aided drawings for accuracy and completeness.
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Figure 153.6
Three different simulations were performed to illustrate the attenuation in 
the 13.4-m beamline. The first configuration is without any air or structure in 
the target environment. Adding air in the line of sight emphasizes the loss of 
neutrons below 2 MeV in addition to the absorption regions from 2 to 4 MeV. 
The remaining structure in the beamline includes the stainless-steel plate that 
reduces the signal approximately uniformly over 1 to 14 MeV.

Detector Calibration 
1.	 D–D Yield Calibration

The 13.4-m nTOF detector is typically calibrated using two 
D2-filled target shots with different implosion parameters, pro-
ducing yields that differ by a factor of +10. The signals from 

Table 153.I:	 Nominal MCP-PMT high-voltage and gate-timing setup 
for the 13.4-m neutron time-of-flight diagnostic.

PMT 
assignment

MCP-PMT
High voltage 

(V)
Gain

Gate timing 
(ns)

A Photek-140 3875 10 N/A

B Photek-240 4500 10,000 1090

C Photek-140 4150 200 730

D Photek-240 4350 400 815

MCP: microchannel plate; PMT: photomultiplier tube.
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the photomultiplier tubes are measured on the oscilloscope 
as time-dependent currents I(tn), which can be expressed in 
terms of H(tn) as 

	 ,I t
t

C t

k t

H t1
d

d

d

d

1
n

n

n

n

n
= =_

_ _
i

i i
	 (3)

where H(tn) is the scintillator light output measured in MeVee 
(electron equivalent), C is the charge in coulombs, and k1 = 
MeVee/pC is a constant. The nonlinear relation between the 
light output for a single neutron absorbed Hn and the neutron 
energy En can be approximated by the power law

	 ,*H t k E t2n n n n= a
_ _i i 	 (4)

where a  is the power law coefficient, k2 is in units of  
MeVee/MeVa, and En is the energy of the neutron as a function 
of arrival time tn to the diagnostic.26 In the literature, measure-
ments of the proton light response for xylene-based solvents 
scale as a + 0.3 (Refs. 27–29). Total light output as a function 
of time for all neutrons that deposit energy in the scintillator 
can be expressed by the following relation:
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where |n(En) is defined as the fraction of neutron kinetic energy 
deposited in the scintillator. The relation between the measured 
photomultiplier current I(tn) and the scintillator light output 

H t td dn n_ i  is used to infer the neutron yield Yn measured for 
the time-of-flight interval (tn, tn + dtn) using Eq. (3):

	 .Y t
k

k

E E
I t t1d d
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n n

n n n
n n
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= a_

_
_i

i
i 	 (6)

For a monoenergetic reaction, in the case of a D–D fusion 
product, Eq. (6) can be solved approximately as 

	 ,Y t
k
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E
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D D
n n

2 2
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|
= a_ _i i> H 	 (7)

where E1 D D2 2
|

a  is a constant that allows for integration over 
the D2 peak neutron distribution in time. The charge measured 
by each of the PMT’s at the detector positioned at 13.4 m is 
cross-calibrated against the standard D–D neutron yield mea-

surements on OMEGA to obtain a calibration constant k k1 2 
for monoenergetic neutrons defined by
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	 (8)

with units of MeVa/pC. The constant k k1 2 is required to infer 
the yield over all energies. It is important to note that two factors 
will change :k k1 2  (1) scintillator degradation that changes the 
light output as a function of neutron energy and (2) the gain of 
the MCP-PMT, which is a nonlinear function of the high volt-
age.30 The energy deposition |n(En) is calculated using MCNP 
to model the fraction of neutron kinetic energy deposited in the 
scintillator. The model consists of a 20-cm-diam, 10-cm-thick 
volume of liquid xylene (C8H10), with monoenergetic neutrons 
ranging from 0.5 to 14 MeV incident on the volume. The energy 
deposition in the scintillator is tallied in the simulation code. 
It is assumed that the neutrons in these simulations arrived at 
the detector at time (t) and with an energy En(tn) that depends 
on their time of flight. This is a good approximation since 
the probability of an outgoing neutron, with a given energy, 
undergoing multiple scattering interactions from surrounding 
support structures and still arriving at the detector is negligible. 

2.	 Signal Timing
To relate the time-of-flight spectrum to an absolute energy 

spectrum, the oscilloscope is timed using semiannual dedicated 
shot time on OMEGA, producing ultrashort x rays (<20 ps) that are 
measured by the detector system and correlated to the fiducial for 
absolute timing. The fiducial is correlated to laser light incident on 
the target to within an uncertainty of +10 ps and originates from the 
OMEGA HTS. The optical fiducial is sent to the oscilloscope using 
a fiber optic cable, where it is converted to an electrical signal using 
a photodiode located just before the input channel. The recorded 
fiducial pulse is fitted by a pulse train of eight Gaussian distribu-
tions spaced apart at the well-characterized period of Dtf  = 548 ps:
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to the recorded signals. Here, ai is the amplitude of each fiducial 
peak, t0 is the time of the first fiducial pulse, and v is the width 
of an individual pulse. 

The oscilloscope is timed to within an uncertainty of 1 ns 
using the measured arrival time of the x-ray pulse and the 
well-measured distance of the diagnostic to TCC. Furthermore, 
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the fiducial recorded during the calibration including the x-ray 
pulse is used to preserve the timing for each signal recorded. 

Experimental Results and Error Analysis
1.	 Time-of-Flight Spectra

A first set of experiments used vessels that contained deu-
terated compounds such as D2O and C6D6 to investigate the 
breakup of deuterium. Additional measurements were made 
using vessels filled with standard non-deuterated compounds 
(H2O, C6H6) in order to identify contributions attributed to the 
inelastic scattering of oxygen and carbon in the NRV from the 
14-MeV neutrons. For each reaction vessel, up to six implosions 
with yields of +7 # 1013 were performed for both the non-
deuterated and deuterated samples. First, the primary D–T yield 
signal from a separate (monitor) standard diagnostic, which has 
an uncertainty of 5%, was used to normalize each measured 

breakup neutron signal to the primary yield.31 Second, the 
signals that used one specific vessel were averaged to increase 
the signal-to-noise ratio. A comparison between the vessels 
filled with the deuterated and non-deuterated compounds, 
where the time-of-flight spectra were averaged, clearly shows 
the contribution from the neutron-induced breakup between the 
primary DT and D2 as presented in Fig. 153.7. In both cases, 
there was the possibility for additional absorption and scatter-
ing effects of the neutrons generated in the breakup reaction. 
A brief discussion on the effects of multiple scattering within 
the vessel is given in Multiple Scattering Effects (p. 9). The 
measured time-of-flight signal spans up to six orders in mag-
nitude. As previously discussed, these nTOF measurements are 
achieved by setting each of the four MCP-PMT’s to a specific 
gain. The contributions for each phototube are represented by 
the different shaded regions. A single excited state (7.0 MeV) 
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Figure 153.7
A bright neutron source was used to induce a breakup reaction in the reaction vessel filled with deuterated compounds. A comparison of the measured time-of-
flight signals clearly indicates the increase in the spectra (1 to 10 MeV) from the breakup of deuterium in the reaction vessel. The excited states of (a) oxygen 
(7.0 MeV) and (b) carbon (4.44, 7.65, 9.64 MeV) are observed in the time-of-flight spectra.
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is seen in spectra from the H2O and D2O vessels in addition 
to several excited states (4.44, 7.65, 9.64 MeV) observed in 
the spectra from the C6H6 and C6D6 vessels. An additional 
test included a vessel filled with a 50/50 mixture of H2O and 
D2O to verify the expected decrease in the neutron signal (see 
Fig. 153.8) from the breakup caused by the reduction of the 
deuterium concentration in the compound mixture. 
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Figure 153.8
Three different vessels filled with water (H2O), heavy water (D2O), and an 
equimolar mixture of water and heavy water were used to measure the nTOF 
spectrum. A change in the neutron-induced breakup is evident from the vessel 
filled with the equimolar concentration of H2O and D2O.

To extract the deuteron breakup contribution, the signal 
from the vessel containing the non-deuterated compounds 
was subtracted from the signal generated from the vessels that 
retained the deuterated compounds. This approach is advan-
tageous since it removes the contributions from the inelastic 
scattering of both carbon and oxygen along with any additional 
scattering and nonlinear scintillator effects that arise from the 
experimental configuration. 

2.	 Yield Calculation
The residual signal from the subtraction is assumed to be 

entirely a result of the neutron-induced breakup reaction. To 
calculate the breakup neutron yield from the measured signal, 
the experimental neutron yield as a function of energy spectrum 
is inferred using Eq. (6) as
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where k k1 2 is the constant determined from the calibration 
with D2 neutrons. The yields for the campaign with the deuter-
ated water and benzene are weighted according to the number 
of shots on each vessel as measured by the diagnostic for the 
two separate campaigns. Both campaigns have been restricted 
to measuring the neutron contribution at or below 10.5 MeV. 
The neutron spectrum above this energy is dominated by the 
intense primary D–T yield, obscuring the breakup neutron 
component. In this experimental setup, the region from 2 MeV 
to 3 MeV is excluded since the D2 peak contribution can vary 
because of the thermal broadening from the fusing plasma.32 

3.	 Error Analysis
The error within the Yn,2n yield measurement can be sepa-

rated into three categories: statistical error, systematic error, 
and other uncertainties. The number of neutrons measured in 
the 13.4-m spectrometer is in the range between 104 and 105, 
which leads to a statistical uncertainty of +1%. Systematic 
uncertainties are associated with a number of steps involved 
when calibrating the detector. A significant contribution to 
uncertainty in the yield measurement arises from the YD2

 yield 
reference used to calibrate the nTOF spectrometer. A direct 
in-situ calibration method using CR-39 range filter proton 
detectors has been successfully employed by measuring D–D 
neutron and proton yields from a series of exploding-pusher 
implosions on OMEGA.33 The present D–D yield uncertainty 
used to cross-calibrate the diagnostic to calculate the cross sec-
tion is 9%. Upcoming experiments will be performed to further 
reduce this uncertainty. Another very sensitive detector effect 
originates from the nonlinear light output of the scintillator 
required to infer the neutron yield over a broad energy range. 
For most organic scintillators, the light output is nonlinear for 
proton recoil energies below 5 MeV, while becoming approxi-
mately linear at higher energies. Calculating the yield using the 
different measured light sensitivities discussed in the literature 
for the scintillating compound used in this experiment gives 
a 2% uncertainty. 
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Inaccuracies in the detection method include signal distor-
tion from the photomultiplier tube, transmission cable, and the 
recording device. A systematic uncertainty must be taken into 
consideration when the signals are subtracted from one another. 
This includes the signal-to-background and the standard devia-
tion in the digitized signal after performing the subtraction. To 
investigate and qualify the systematic effects from the PMT 
and cable, offline testing was used to fully characterize the 
detection system and determine the optimal operating range to 
ensure signal linearity to within 1%. To quantify the additional 
scattering contributed from the vessel, two different implosions 
were performed: one with an empty vessel and one with the 
vessel and support hardware completely removed from the line 
of sight. The results show that the introduction of the reaction 
vessel produced an insignificant amount (<1%) of additional 
scattering. The inferred yield from the breakup of deuterium 
with the aforementioned errors added in quadrature as a func-
tion of energy is given in Table 153.II.

Table 153.II:	The number of breakup neutrons as a function of energy 
from C6D6 and D2O.

Energy 
(MeV)

Yn,2n (C6D6) 
YDT = 7.20 # 1013

Yn,2n (D2O) 
YDT = 5.79 # 1013

0.5 to 1.0 2.94 # 104!7.29 # 104 N/A

1.0 to 1.5 3.75 # 104!3.29 # 104 1.32 # 104!4.87 # 104

1.5 to 2.0 1.58 # 104!1.89 # 104 1.98 # 104!2.75 # 104

3.0 to 3.5 5.73 # 104!9.64 # 103 6.74 # 104!2.09 # 104

3.5 to 4.0 6.86 # 104!2.13 # 104 8.07 # 104!2.61 # 104

4.0 to 4.5 1.06 # 105!1.93 # 104 1.29 # 105!2.50 # 104

4.5 to 5.0 1.45 # 105!1.89 # 104 1.66 # 105!2.79 # 104

5.0 to 5.5 1.69 # 105!2.11 # 104 1.98 # 105!2.65 # 104

5.5 to 6.0 1.65 # 105!1.71 # 104 2.00 # 105!2.59 # 104

6.0 to 6.5 1.47 # 105!1.99 # 104 1.81 # 105!2.48 # 104

6.5 to 7.0 1.37 # 105!1.61 # 104 1.83 # 105!2.74 # 104

7.0 to 7.5 1.14 # 105!1.88 # 104 1.53 # 105!2.04 # 104

7.5 to 8.0 9.06 # 104!1.55 # 104 1.47 # 105!1.80 # 104

8.0 to 8.5 9.12 # 104!1.23 # 104 1.42 # 105!1.50 # 104

8.5 to 9.0 8.10 # 104!1.71 # 104 1.20 # 105!1.60 # 104

9.0 to 9.5 5.18 # 104!6.57 # 104 1.06 # 105!3.71 # 104

9.5 to 10.0 6.28 # 104!1.90 # 104 1.14 # 105!1.42 # 104

10.0 to 10.5 6.29 # 104!3.99 # 104 9.46 # 104!4.77 # 104

10.5 to 11.0 N/A 6.41 # 104!1.20 # 104

The energy resolution is obtained from the arrival time 
of the neutrons, which has been absolutely calibrated from 
the hardware timing fiducial. Lower-energy neutrons span a 
larger time window with a larger number of digitized bins 
on the oscilloscope, resulting in a lower uncertainty in the 
energy resolution (+2 keV). Higher-energy neutrons have an 
increasingly smaller arrival time window, which reduces the 
number of bins and leads to a larger uncertainty (+150 keV) in 
the energy resolution. 

4.	 Angle-Averaged Double-Differential Cross Section
With the yields from the neutron-induced breakup reaction, 

the double-differential cross section as a function of energy is 
calculated using the following relation:
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where 

•	 Yn,2n = the number of detected neutrons from the neutron-
induced breakup reaction,

•	 mn = the multiplicity for the number of generated neutrons 
from the breakup (mn = 2),

•	 hD = the number density of deuterium in the reaction vessel,

•	 lNRV = the length of the reaction vessel,

•	 Xdia (xNRV) = the solid angle of the detector at xNRV,

•	 Yinc (xNRV) = the number of incident 14.03-MeV neutrons 
at xNRV, 

•	 Emax [cos (i)] = the maximum neutron energy versus labora-
tory angle i,

•	 d Ed d2
n,2nv X = the double-differential cross section for 

the neutron-induced breakup reaction,

•	 xNRV(E, xNRV) = the transmission of neutron with energy 
E through the reaction vessel at xNRV, and
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•	 fdia(E) = the fraction of neutrons at energy E interacting 
inside detector.

In the geometry of the experimental setup (see Fig. 153.1), 
the accepted angle of the breakup neutrons from the reac-
tion vessel to the diagnostic is in the range of 3.5°!3.5°. The 
angle-averaged 

NRV
d Ed d2

n nXv  double-differential cross 
section inferred from the time-of-flight measurements using 
the D2O and C6D6 vessel is shown in Fig. 153.9. The inferred 
double-differential cross section has been compared with the 
available experimental data, and recent theoretical calculations 
are shown in Fig. 153.10. A complete list of the experimental 
parameters is given in Table 153.III. 

Table 153.III:  The geometric parameters for the experimental setup.

Equipment Parameter in cm

Nuclear reaction vessel 
(NRV)

dface NRV 8.80

xNRV
xNRV = 0 < xNRV  

         < lNRV

lNRV 7.501

rface NRV 0.483

rrearA NRV 2.169

rrearB NRV 1.676

lcone NRV 5.885

lrearA NRV 7.145

Mid-beam collimator 
(MBC)

dface 737.2

rMBC 5.588

lMBC 71.12

13.4-m neutron time of 
flight (nTOF)

dface 1340

xdia 0 < xdia < ldia

ldia 10.16

rdia 10.16

Figure 153.9
(a) The angle-averaged double-differential cross section (triangles) is cal-
culated from the measured neutron yield as a function of energy using the 
heavy water (D2O) NRV as the source for the breakup reaction. (b) The angle-
averaged (in the range of 3.5°!3.5°) double-differential cross section (squares) 
is compared to earlier measurements obtained at an angle of 10° (Ref. 34).
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Figure 153.10
Neutron spectra d2v/(dXdE) of the reaction 2H(n,2n)p at a primary neutron 
energy of 14 MeV. The inferred double-differential cross section from 
OMEGA has been compared with available experimental data and recent 
theoretical calculations.

5.	 Multiple Scattering Effects
Scattering of the neutrons generated from the breakup 

reaction in the vessel could affect the inferred cross section 
calculated from the neutron yield measured by the diagnostic. 
The neutron transport code MCNP was used to model the 
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experimental setup.24 The simulations included a high-yield 
neutron source incident on a nuclear reaction vessel and an 
infinitely thin plane (surface of the diagnostic) positioned 
13.4 m away. A special tally program was written that extracted 
only the neutrons that were born from the neutron-induced 
breakup and crossed the surface of the detector plane. This tally 
recorded the location of the last scatter event in the vessel, the 
number of scatter events in the vessel, the type of scatter event 
it underwent (i.e., elastic, inelastic, etc.), and which element had 
an event. This information was used to interpret the addition 
of multiple scattering of the neutrons as they exited the vessel 
and crossed the surface of the diagnostic. These simulations 
show that the energy spectrum is affected only at energies 
below 1 MeV (<3%). 

Summary and Discussion
In summary, high-quality data have been recorded using an 

ICF platform to induce the breakup reaction of deuterium and 
infer the angle-averaged double-differential cross section. The 
experiment measured the energy spectrum of the deuterium 
breakup reaction from 0.5 MeV to 10.5 MeV averaged over an 
angular region from ilab = 3.5°!3.5°. A statistical uncertainty 
of +1% is inferred with a systematic uncertainty of +10% for 
the measured neutron yield used to calculate the cross section 
for the induced breakup of deuterium. This cross section has 
been compared to earlier experimental measurements for an 
accelerator-based platform. This experiment highlights that 
the OMEGA Laser System provides a unique platform on 
which to study neutron-induced reactions with a high signal-
to-background ratio in a single campaign. 

Future experiments will focus on upgrading our diagnostics 
to resolve the final-state interaction peak at 11.8 MeV. These 
improvements include higher-bit analog-to-digital converter 
oscilloscopes and faster gate units with less than 2-ns recov-
ery times. 

Additional reaction vessels have been constructed that 
contain other light-Z elements such as 7Li and 9Be to measure 
the (n,2n) reactions. There is sparse data for 7Li with large dif-
ferences in the published measurements. Recent experiments 
on OMEGA have measured the inelastic scattering of 14-MeV 
neutrons from 7Li. Initial measurements indicate a measurable 
neutron energy spectrum. Detailed analysis is underway to infer 
the neutron-induced breakup reaction from the experimental 
data. A larger measurement database exists for 9Be, and it 
would be useful to compare data from an implosion neutron 
source with an accelerator neutron source.
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Introduction
High-energy ultraviolet (UV) sources are now required to 
probe hot dense plasmas, where deep UV probes provide a 
better penetration of the plasma.1 For fusion experiments, 
measuring Thomson scattering of 5~ pulses as a diagnostic 
technique is promising because there is less self-generated 
background from the plasma in the spectral region from 
180 to 230 nm (Refs. 2 and 3). More generally, all‑solid‑state 
UV lasers can address applications traditionally supported by 
excimer gas lasers.4

Fifth-harmonic generation (5HG) of neodymium lasers was 
first demonstrated in 1969 (Ref. 5) using a KDP (potassium 
dihydrogen phosphate) crystal to mix the fourth harmonic with 
the residual beam at the fundamental frequency: 4~ + ~ = 
5~. ADP (ammonium dihydrogen phosphate) crystals were 
later used in a similar configuration.6–8 Both KDP and ADP 
crystals must be cooled to cryogenic temperatures in order for 
this process to be phase matched. Fifth-harmonic generation 
was achieved at room temperature using crystals of potassium 
pentaborate tetrahydrate (KB5),9,10 urea,11 b-barium borate 
(BBO),12 and cesium lithium borate (CLBO).13 All of these 
experiments used small-aperture beams and had relatively 
low efficiency. As a result, real applications of 5HG have 
been rare.14 

Although common crystals such as BBO have been used 
to generate the fifth harmonic,15 joule-level applications 
require crystals that can be grown to sizes suitable for large-
aperture beams (+25 mm or greater). KDP and ADP crystals 
can be grown in meter-scale sizes; the 20%-efficient 5HG of 
wide-aperture neodymium glass was first reported in an ADP 
crystal.16 However, maintaining a cryogenic temperature with 
sub-degree-Kelvin uniformity throughout the ADP crystal, as 
required for phase matching, adds significant complexity for 
large-aperture applications.17 Another candidate is CLBO, 
which can also be grown in large sizes.13 In this article we 
demonstrate 30%-efficient, joule-class fifth‑harmonic conver-
sion of 1053-nm pulses using a 30-mm-diam CLBO crystal.

Record Fifth-Harmonic–Generation Efficiency Producing  
211-nm, Joule-Level Pulses Using Cesium Lithium Borate

Experiment
Figure 153.11 shows the experimental setup with the cascade 

of three nonlinear crystals. The final crystal, made of CLBO, 
was located at the image plane of a Nd:YLF laser18 that was 
optimized to produce a flattopped, square-beam profile with a 
square pulse (1053 nm, 12 # 12 mm, from 1 ns to 2.8 ns, #1.5 J, 
5 Hz or 0.1 Hz). The first frequency doubler was a deuterated 
potassium dihydrogen phosphate (DKDP) crystal, which was 
chosen instead of KDP to decrease linear absorption at the 
fundamental frequency. It was cut in a Type-II configuration 
(30 # 30 # 27 mm) to convert 1~ $ 2~. A second frequency 
doubler, a Type-I KDP crystal (30 # 30 # 15.5 mm), was used 
to convert 2~ $ 4~. 
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Figure 153.11
Experimental setup showing the input laser beam, conversion crystals, and 
energy diagnostics for each frequency: second-harmonic generation (SHG) 
in deuterated potassium dihydrogen phosphate (DKDP), Type II; fourth-
harmonic generation (4HG) in KDP, Type I; and fifth-harmonic generation 
(5HG) in cesium lithium borate (CLBO), Type I. HWP: half-wave plate.

A CLBO crystal from Coherent (30-mm diam # 4 mm), 
which was cut for Type-I phase-matching conversion, mixed 
the residual 1~ with the 4~ to produce 5~ pulses. Because 
of its hygroscopic properties, it was housed in an oven and 
heated to 120°C. The crystal orientations relative to the input 
beam polarization are shown in Fig. 153.12. The angle a 
between input-beam polarization and the horizontal plane was 
tuned using the half-wave plate (HWP) before the first crystal 
to change the balance of energy between the ordinary and 
extraordinary axes in the first Type-II doubler and to preserve 
some fraction of the fundamental frequency beam through 
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the first two crystals for the interaction in the last crystal. The 
input and output beam energies were measured using identical 
pyroelectric energy meters that were cross calibrated. All beam 
profiles were recorded. 

Results
Frequency conversion efficiencies from 1~ $ 2~ and 2~ 

$ 4~ are shown in Fig. 153.13 and demonstrate a good agree-
ment with plane-wave conversion calculations. For the doubling 
calculation, we assumed an effective nonlinearity of 0.31 pm/V 
for the DKDP Type-II doubler, an angular detuning of 200 nrad 
(internal angle) from phase matching, and an equal split of 1~ 
input into the two polarization axes of the doubler crystal. For 
the quadrupling calculation, a Type-I KDP quadrupling crystal 

is assumed to have an effective nonlinearity of 0.45 pm/V with 
an angular detuning of 50 nrad. 

To maximize the 5~ output energy, the efficiency of the 
second-harmonic–generation (SHG) process was lowered to 
preserve some portion of energy at fundamental frequency for 
the (1~ + 4~) process. The maximum of 5~ energy reached 
with a 2.4-ns pulse was 335 mJ.

The fifth-harmonic efficiency h(5~), shown in Fig. 153.14, is 
defined as the ratio of 5~ output energy after the CLBO oven 
to the 1~ energy at the input of the first (DKDP) crystal. The 
maximum h(5~) conversion efficiency of 30.5% was reached 
with a 2.4-ns pulse and an input intensity of 0.3 GW/cm2. This 
definition of efficiency describes the portion of the input 1~ 
energy that has been transformed into the fifth harmonic and is 
available at the output of the cascade of crystals for use in any 
application. However, this definition depends on technical fac-
tors not directly related to the performance of the CLBO crys-
tal, such as the quality of antireflection coatings on all of the 
crystals and oven windows, absorption in the first two doubling 
crystals, etc.; therefore, this efficiency metric does not provide 
an accurate description of the physics of the mixing (1~ + 4~) 
process. Other publications have proposed alternate methods 
to calculate 5HG efficiency such as the fraction ratio (FR) of 
5~ energy after the last crystal to the total energy output at all 
wavelengths,16 or as a ratio of 5~ energy after the last crystal 
to the 1~ energy at the input of the last crystal.15 A quantum 
efficiency (QE) for the process can be defined as the ratio of 
the number of photons after all the crystals, 5~ to (4~ + 5~), 
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Figure 153.12
Schematic showing the orientation of the crystal axes and polarizations. The 
angle (a) of the 1~ polarization was set using a HWP for optimal conversion. 
e: extraordinary; o: ordinary.
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which has an ideal value of 100% when all 4~ photons are 
converted into 5~ photons. The best QE that was observed in 
this experiment exceeded 80%; i.e., despite the complexity of 
the interaction, four of the five photons of 4~ were converted. 

The temperature acceptance of 5HG in CLBO at three dif-
ferent crystal position angles was measured (see Fig. 153.15). 
Angular acceptance of 5HG at a given temperature of the 
CLBO crystal was also measured (Fig. 153.16). The measured 
acceptances agree well with the simulations. 

The 5HG energy was optimized by adjusting the angle a to 
set 1~ intensity at the CLBO for a 1-ns pulse (see Fig. 153.17). 

The optimal angle depends on input-beam intensity, so fine tun-
ing should be done close to the range of the best 5~ generation.

Figure 153.18 shows quantities derived from energy mea-
surements plotted as a function of input energy and intensity 
with a 1-ns pulse. In addition to the fifth-harmonic efficiency 
h(5~), which is defined above, the figure shows the energy 
balance B, which is the ratio of the total energy of all beams 
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Figure 153.16
Fifth-harmonic energy angular acceptance of the CLBO crystal.
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after the oven to the 1~ energy at the input; B, therefore, rep-
resents the fraction of energy transmitted from input to output. 
The subscript denotes the maximum harmonic frequency 
present, which was set by detuning crystals to suppress 5~ or 
4~ generation. 

A 5~ conversion efficiency of 25% was reached with a 
1-ns pulse and an input intensity of 0.4 GW/cm2. Strong back-
conversion occurred at higher intensities, reducing the overall 
efficiency. The energy balance B at low intensities was only 
70%, primarily caused by losses from uncoated surfaces of the 
CLBO and the output oven window, and 1~ reflections from 
the KDP crystal surfaces. It is expected that the overall 5~ effi-
ciency could be significantly improved by reducing these losses. 

The variation in energy balance at higher intensities shows 
that nonlinear loss mechanisms are also present. While the 
4~ and 5~ photon energies are below the band gap of CLBO, 
any combination of the two [(4~ + 4~), (4~ + 5~), and (5~ + 
5~)] exceeds the band gap and initiates two-photon absorption 
(TPA) in CLBO. This nonlinear process dominates at a high 
intensity and becomes the most-limiting factor for efficient 
5HG. By detuning the crystals to suppress 5~ or 4~ generation, 
the relative significance of two-photon absorption of 4~ and 
5~ light was determined. With all crystals optimized (B5~), 
any combination of TPA can occur, but with the CLBO crys-
tal detuned (B4~), only (4~ + 4~) is relevant. The difference 
between the three energy balance curves shows that TPA from 
(4~ + 5~) and (5~ + 5~) is the main nonlinear loss mechanism, 
whereas the (4~ + 4~) process is relatively weak. TPA coef-
ficients b at 5~ measured in the CLBO crystal, in a UV-grade 
fused-silica window, and in air are 1.2 cm/GW, 0.5 cm/GW, 
and 0.0008 cm/GW, respectively.

Another factor that limits 5HG is the temperature non-
uniformity across the CLBO crystal. Figure 153.19 shows 
beam profiles of the input beam before the first crystals and 
fifth-harmonic beam after the oven. Compared to the rela-
tively uniform 1~ beam, the 5~ beam varied spatially and 
was significantly smaller. By temperature tuning, the optimal 
zone of 5~ generation could be moved vertically across the 
CLBO crystal, demonstrating that the nonuniformity of the 5~ 
beam was caused by phase mismatch inside the CLBO crystal. 
Independent temperature measurements also demonstrated a 
similar thermal gradient of the CLBO crystal inside the oven. 
Therefore, improving an oven to produce a more-uniform 
temperature across the CLBO crystal would increase the 5~ 
generation efficiency beyond 30%. 
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Introduction
The x-ray streak camera is an instrument that is frequently 
called upon to measure the temporal variation of x-ray signals 
in ultrafast (+10–12 s) experiments. The x-ray streak camera 
finds use in the fields of spectroscopy1–3 and imaging4–7 of 
high-energy-density (HED) physics experiments, where the 
temporal duration of the HED material to be examined is set by 
the inertial confinement time; in the case of highly compressed 
solid-density plasma, this can be as brief as tens of picoseconds. 
Characterization of the emitted x rays yields information about 
the ionization state,8 electron density,9 and temperature10 of 
the material at a high energy density. This necessitates a streak 
camera with high temporal resolution (+a few picoseconds) 
and spatial resolution since the system evolves rapidly and 
experimental measurements require detailed, finely resolved 
measurements of the x-ray radiation. 

Using the x-ray streak camera, one can measure the short-
duration x-ray signals through a series of conversions to 
electrons and visible photons, each with an associated gain 
and additive noise that serves to increase uncertainty in the 
measured signal. An x-ray pulse incident on the photocathode 
of the x-ray streak camera yields a number of photoelectrons 
with an energy spread of a few electron volts.11 The electron 
pulse is accelerated in a high gradient field to kilo-electron-volt 
energies and then imaged with an electro-optical system onto a 
phosphorescent screen coupled to a low-noise charge-coupled–
device (CCD) array for recording. The intrinsic capability of 
the x-ray streak camera sets fundamental constraints on the 
fidelity of experimental studies and therefore requires careful 
consideration. The comparison of streak image data to models 
requires a fundamental understanding of the camera’s sensi-
tivity, so that enough photons can be measured to adequately 
constrain the measurement.

In the series of measurements detailed in this article, the 
performance of the streak camera has been assessed through 
dynamic tests with a pulsed laser source in addition to static 
imaging and sensitivity tests with a soft x-ray source. The streak 

An Ultrafast X-Ray Streak Camera for Time-Resolved  
High-Energy-Density Applications

camera is used in a variety of spectroscopic applications12–14 at 
LLE. The following sections (1) describe the essential features of 
the streak camera’s imaging system and the experimental setup 
for characterizing the camera; (2) describe the calibration of the 
time base in the camera; (3) discuss the best focusing of the tube 
and the spatial- and temporal-resolution elements of the camera; 
(4) discuss the intrinsic gain of the camera in terms of recorded 
CCD electrons per photoelectron associated with this camera 
configuration; (5) discuss the effect of space-charge broaden-
ing and the linear dynamic range of the camera relative to the 
number of photoelectrons per resolution element; and (6) present 
a brief discussion of the implications of these measurements.

Camera System Layout
Figure 153.20 shows a layout of the streak camera and the 

testing apparatus setup. The streak camera described here is 
the third generation of an x-ray streak system built on the PJX 
streak tube15 and Rochester Optical Streak System (ROSS) 
electronics.16 The ultrafast sweep pulser was built by Kentech 
Instruments.17 The camera consists of a removable photocath-
ode plate, a streak tube that opens directly into the vacuum 
chamber, a phosphorescent window at the output of the tube, 
and an image recording system to digitize the phosphor image 
at the output vacuum window. The photocathode plate holder is 
interchangeable and the photocathode may be changed based 
on the experimental application. The photoelectrons generated 
from the photocathode are accelerated through a 3-kV/mm 
gradient field via a 5-mm gap and are imaged by a quadrupole-
doublet electron focusing geometry. The nature of the doublet 
allows for two magnification modes to be controlled by the 
polarity of the quadrupole voltages. The standard polarity mode 
images a 60-mm # 0.4-mm2 region of the photocathode with 
0.4# magnification. Inverting the polarity of the two quadru-
poles reverses the magnifications, which images the central 6 # 
0.1 mm2 of the photocathode. The electrons passing through 
the slot appear to come from a virtual photocathode18 focusing 
electrons from a virtual point source behind the physical photo-
cathode with a spot size ultimately limited by the transverse 
electron energy distribution.
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The output screen is recorded by a Spectral Instruments Series 
1000 scientific CCD camera with a back-illuminated E2V 42-40 
chip with 13.5-nm pixel pitch and free of cosmetic defects. The 
image from the output screen is relayed to the CCD through an 
Incom fiber-optic coupler. The CCD is operated at a tempera-
ture of –30°C, and the digitization noise from the CCD array is 
4.2 photoelectrons; the gain is 0.7 electrons/ADU (analog-to-
digital unit) as measured by the photon transfer method of Jane-
sick et al.19 The streak camera has two sweeping rates, accessed 
through separate high-voltage pulser circuits, with a window of 
nominally 1 ns and 5 ns, which were measured in this study.

The final digital output from the camera is a 2048 # 2048 
16-bit array. The first dimension of the array corresponds to a 
spatial view along the length of the slit, where one pixel cor-
responds to 3 nm in inverse mode and 30 nm in standard mode. 
The second dimension is an image of the slit that is swept in 
time across the image. 

Experimental Technique
1.	 Time-Base Calibration

The time base—the relationship between the sweep and on-
screen location in the image—was characterized for stability 
and reproducibility. The streak camera operates by applying 
fast voltage transients to a pair of deflection plates; a series of 
such transients were recorded using the camera. The repeatable 
operation of the stack of the avalanche voltage pulser is neces-
sary to obtain a reliable performance of the sweeping circuit. 
A subpicosecond (0.7-ps) Nd:glass (1.054-nm) laser pulse20,21 

is frequency quadrupled to provide a UV pulse suitable for 
generating photoelectrons on a gold photocathode (200 Å) sup-
ported on a 1-nm parylene substrate. Half of the UV pulse is 
retarded by a quartz plate that provides a calculated fixed delay 
of 11.2 ps to the pulse with respect to the undelayed beam. The 
timing between the laser pulse and the streak camera triggering 
is varied to advance the two pulses across the swept region in 
the streaked image. This procedure is repeated a number of 
times across the sweep window. The distance in pixels between 
the two peaks is recorded along with the location of the two 
pulses in the streak image. The dwell time per pixel of the 
signal is calculated by dividing the distance in pixels between 
the two peaks against the known delay of the quartz plate. A 
representative image from the camera and the fitted data are 
shown in Figs. 153.21(a) and 153.21(b), respectively.

The double pulse was time delayed with respect to the ramp-
ing voltage trigger to trace out the shape of the deflected beam 
on the CCD. The results of the sweep rate measurement and a 
fit are plotted in Fig. 153.22(a). The data show a dwell time that 
is, at a minimum, close to the center of the sweeping window. 
A fourth-order polynomial fit is calculated to parameterize the 
sweep speed as a function of the on-chip location. The uncer-
tainty in the time base originates from the fact that the ramp 
voltage applied to the deflection plates for each sweep is slightly 
different on each triggering. In the data set in Fig. 153.22(a), 
each point on the plot represents an independent sweep and 
therefore a sample of the distribution of possible sweep rates 
at that location. An envelope of possible sweep rates [shown by 
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Figure 153.20
The experimental configuration for testing the third-generation x-ray streak camera. A subpicosecond 263-nm laser is pulsed onto the photocathode focused 
by a 250-mm-focal-length fused-silica double convex lens. The signal is converted to photoelectrons at the photocathode where they are accelerated through 
a 3-kV/mm gradient field and focused by a quadrupole doublet (QP1 and QP2) and streaked by a high-voltage transient applied to the ramping voltage plates 
(RVP’s) and synchronized to the laser pulse. Photons generated at the phosphor output window are fiber optically coupled to a scientific charge-coupled device 
(CCD) and readout by computer. FS: fused silica; SHG: second-harmonic generation; FHG: fourth-harmonic generation; VAC: vacuum.
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Figure 153.22
(a) The dwell time per pixel as a function of pixel location on the sweep window for the camera using the fast pulser; (b) the camera time base as a function 
of position on the CCD array.

the !2v curves on either side of the fitted data in Fig. 153.22(a)] 
gives a bound on the possible sweep rates for an independent 
sweep. This is converted to the time base uncertainty by cal-
culating the cumulative sum of the bounds to the fits. This is 
shown in Fig. 153.22(b), with the fitted time base and possible 
other time bases. Over the entire swept window, this cumulative 

sum adds to 40 ps over the 900-ps record length, which yields 
a systematic uncertainty in the measurement of two points in 
time of <5%. The results are listed in Table 153.IV. With the 
time base measured, the impulse response of the camera is also 
characterized by measuring the apparent temporal width of the 
subpicosecond pulse.
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Table 153.IV gives the fitting parameters for the streak-
camera sweep rate. The average sweep rates for the two speeds 
are 0.43 and 2.2 ps/pixel for each sweeping rate, respectively. 
The fastest portion of the fast sweep has a peak sweep rate of 
0.39 ps/pixel. The impulse response of the camera is +2 ps in 
this region, measured by fitting the detected subpicosecond 
pulse. The corresponding full temporal windows were found 
to be 900 ps and 4.6 ns for the two sweeping speeds.

Focus Optimization
The streak camera’s electro-optical imaging system consists 

of two quadrupole electromagnets that can be adjusted with 
an internal electronic control. The best focusing of the streak 
camera was found by varying the voltage on each quadrupole 
element and measuring the width of the image on the camera 
for each voltage configuration. The streak camera was equipped 
with an x-ray–sensitive photocathode of 3000-Å potassium 
bromide on a 12.5-nm beryllium substrate and illuminated with 
a large-area, uniform soft x-ray source. The soft x-ray source is 
a gold bombardment target on a 12.5-nm Be substrate operated 
in transmission that generates x rays in the 1- to 6-keV range, 
limited by the transmission of the Be in the low-energy range 
and the 6-kV electron source at high energy. In the resulting 

static image, the width of the image of the slit in the swept 
direction and the contrast of a spatial fiducial bar and space 
mask in the spatial direction were measured. Figures 153.23(a) 
and 153.23(b) show contours of each of the fitted parameters 
as a function of the voltage applied to each electron optic. In 
the spatial resolution direction, the width is assessed using the 
following formula:

	 ,M e4 2 2

r= - rvo^ h
	

where M is the contrast of a square wave mask with spatial 
frequency o and v is the 1/e width of a gaussian line spread 
function.22 In the temporal direction, the width is assessed 
by finding the full width at half maximum (FWHM) of the 
line focus. The best-focus voltages are determined through 
a simultaneous minimization of a merit function that consid-
ers equally the temporal and spatial impulse responses. The 
minimum resolution elements in the spatial and temporal axes 
are reported in Table 153.V.

Table 153.IV:  Sweep window measurements.

Sweep window Impulse response

Voltage pulser 1 900!40 ps 1.9!0.1 ps

Voltage pulser 2 4.6!0.2 ns 0.01!0.005 ns

Note: Absolute timing is ultimately limited by the jitter in the ramp 
trigger circuit, which was measured to be <20 ps.

Figure 153.23
(a) The measured width of the detected pulse and (b) spatial resolution element as functions of focusing voltages on each quadrupole.
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Table 153.V:  Summary of streak-camera calibration measurements.

Standard 
mode

Inverse 
mode

Temporal resolution (fast sweep) 9 ps 2.1 ps

Magnification (designed) (0.4#) (4#)

Spatial resolution at photocathode plane 70 nm 18 nm

Number of spatial resolution elements >800 >300

Number of temporal resolution elements +100 400

Dynamic range per resolution element 
(fast sweep)

225:1 30:1
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The focusing voltages with which to best focus the camera 
are compared against a static particle-tracking code SIMION 
model of the designed geometry and are found to agree to 
design predictions by 5%. This discrepancy between the 
model and experimental results is attributed to the stackup of 
manufacturing tolerances within the electron optical system. 

Gain and Secondary Electron Production
The streak-camera gain and noise figure was also char-

acterized. The streak-camera gain is the enhancement in the 
number of electrons from the photocathode to the streak cam-
era for a given extraction voltage, phosphor, and image relay 
system to the detector, typically measured in CCD electrons 
per accelerated photoelectron. It is essential to accurately 
measure the system’s gain since the photoelectron current 
is the limiting factor in streak-camera measurements. The 
noise factor is a multiplicative factor that characterizes the 
relative increase in variance of the output signal relative to 
a theoretical noise-free amplification. The raw signal from 
the streak camera must ultimately be converted to detected 
photoelectrons, which requires a knowledge of the gain. The 
statistical variance of the output signal vout, in CCD electrons, 
follows from the variance theorem that uncorrelated variances 
add in quadrature, 

	 ,
S G S

G
2

2

2

2

2

2

out in

inoutv v v
= + 	

where Sout is the output signal in CCD electrons, G is the signal 
gain, vG is the variance arising from the gain process, Sin is 
the input signal in photoelectrons, and vin is the input variance. 
The input signal (arrival of photoelectrons) is naturally Poisson 
distributed (i.e., S2

in inv = ) and the mean output signal Sout is 
the input signal times the gain G.

By rearranging, it is apparent that the output variance is 
increased by a factor F2 compared to a perfect application of 
gain (i.e., S G2

outoutv = ): 

	 .S G
G

S
S GF1G2 2

2

2
2
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v

= + =f p 	

The method for determining the gain of the streak camera and 
the secondary electron spectrum of the x-ray photocathode has 
been laid out in Ref. 23. Here we follow a similar scheme in 
order to isolate the intrinsic gain of the camera and the number 
of secondary electrons from the photocathode.

The single photoelectron gain is measured by illuminating a 
gold-coated parylene-N photocathode with 263-nm laser light. 
The illumination is kept low so that single-photon–electron 
events dominate the signal, and the arrival of two photons at 
the same location at the same time is unlikely. UV illumina-
tion on a gold photocathode produces one photoelectron per 
absorbed photon. The pulse-height distribution of the signal is 
shown in Fig. 153.24. 
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Figure 153.24
Histograms of pulse-height values from illumination with UV and soft x-ray 
radiation. Generation of multiple electrons per absorbed photon tends to 
broaden the distribution, leading to a higher gain at the expense of greater 
noise in the detected signal. The mean values and variance of each of the 
distributions are given in Table 153.VI.

Table 153.VI:  Streak-camera gain.

Material Gain vG F2 Electrons per 
absorbed photon

263-nm illumination, 
Au photocathode

131 57 1.19 1.00

X-ray illumination, 
Au photocathode

167 83 1.25 1.27

X-ray illumination, 
KBr photocathode

403 380 1.80 2.83

A pulse-height distribution of the sparse photo events is cre-
ated by binning over a super pixel centered on each event. The 
super pixel size was determined by collecting and averaging 
20,000 single-photon events and characterizing the average size 
in pixels of the single-photon event. The 1/e width of the aver-
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age single-photon event was found to be 0.56 pixels, indicating 
that 99.8% of CCD counts are located within a 3 # 3 super pixel 
of the peak for a single-photon event. The number of ADU’s 
inside the super pixel is counted and recorded in a histogram. 
The CCD ADU-to-electron conversion was applied to convert 
the units to electrons.

The pulse-height distribution is constructed in the following 
manner: The images are corrected for bias and dark current 
generation with a 200 frame average of dark frames acquired 
prior to each run. This creates a high signal-to-noise (SNR) 
dark frame from which to subtract the sparse illuminated 
image. Individual spurious events arising from the transit of 
high-energy particles, commonly referred to as cosmic rays in 
CCD literature, are eliminated from the dark frame through a 
five-frame median filter of the dark-frame stack. The number 
of pixels removed as a result of such spurious events is counted; 
this number is typically 2 to 5 ppm, corresponding to <21 events 
over the 2048 # 2048 chip in the image. 

In a typical x-ray photocathode interaction with an insula-
tor such as potassium bromide, one x-ray photon can generate 
a multitude of secondary photoelectrons.11 An x-ray photon 
has significantly higher energy than the photoelectric work 
function of the photocathode, so the primary photoelectron 
emerges with significant kinetic energy. The mean-free path 
of an electron inside the photocathode is small compared to 
the thickness of the layer, and the primary electron undergoes 
a number of collisions before emerging out the other side of 
the photocathode. By dividing the number of CCD electrons 
recorded for KBr by the intrinsic gain measured for UV on gold 
illumination, we find that the KBr photocathode yields 2.8# the 
number of photoelectrons to the phosphor per absorbed x ray. 
It is important to note that this measurement was made in situ 
and includes losses in the electro-optical imaging system and 
the current condition of the photocathode layer.

Space-Charge Broadening
The effect of space-charge broadening is measured by 

observing the increase in the apparent width of the photo-
electron signal from a fixed pulse width as a function of the 
extracted number of photoelectrons per picosecond. In this 
evaluation, the streak-camera ramp circuit is synchronized to 
the laser pulse and the UV laser spot is focused onto the photo-
cathode to provide a locally intense signal. The laser spot was 
measured to be 100 nm in diameter, which is well suited to the 
photocathode width in inverse mode (+90 nm). The laser pulse 

is filtered to the minimum detectable signal (+1 photoelectron 
per pulse) and progressively increased in intensity while mea-
suring the pulse width from the streak camera.

The measured signal width is plotted against the number of 
extracted photoelectrons per resolution element in Fig. 153.25. 
In the inverse mode, the effects of space-charge broadening 
become apparent near 30 detected photoelectrons per resolution 
element in the inverse mode, which signals the upper limit to 
the dynamic range of the camera. The limit imposed is a 20% 
broadening of the camera’s impulse response in each operating 
mode—the total dynamic range for this event. The camera is 
capable of detecting single photoelectron events (+130 CCD 
electrons per event for UV/Au) above the noise floor (13.2 CCD 
electrons per resolution element) of the CCD’s recording sys-
tem, providing a lower limit of one photoelectron per resolution 
element in both operating modes.
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Figure 153.25
Measured FWHM broadening trends for inverse and standard modes as a 
function of photoelectron number per resolution element. Dashed lines show 
20% temporal broadening in the horizontal direction and the recorded signal 
per resolution element in the vertical direction.

The predominant limiting factor in the streak camera’s 
dynamic range is space-charge broadening. For this camera, 
the effect is most pronounced at the photocathode, where the 
electrons have yet to be accelerated and photoelectron current 
density is the highest. The lower magnification of the standard 
mode allows a lower current density per resolution element 
at the photocathode and ultimately a higher dynamic range. 
When selecting a photocathode material, consideration of 
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space-charge limits depends on the number of photoelectrons 
per absorbed photon since the space-charge limit is imposed on 
the amount of accelerated charge, not the number of absorbed 
photons. In this case, the dynamic range is reduced by the 
number of secondary electrons emitted by the photocathode.

Conclusion and Operation Recommendations
The PJX-3 x-ray streak camera has been evaluated for 

experiments in the future. The time base and associated uncer-
tainty were quantified to 5% with a variable-delay subpicosec-
ond laser pulse that was scanned through the sweep window. 
The intrinsic gain of the camera was measured and used to 
determine the average value and spread of CCD ADU’s per 
single photoelectron created at the photocathode. The effect 
of space-charge broadening was characterized and seen to 
limit the total dynamic range per resolution element. Accurate 
measurements of time base and photometric gain and added 
noise are essential to quantifying measurements and associated 
uncertainty made with the streak camera. A summary of the 
performance is listed in Table 153.V.

Following from the analysis in this article, it is advised to 
disperse the signal as much as possible over the streak-camera 
slit to maximize the useful dynamic range of the system; 
locally bright features will cause space-charge broadening and 
distortions, rendering data difficult to reduce from the streak-
camera image. In the case of a very large dynamic range in 
the source (e.g., x-ray satellite lines near a resonance line), it 
may be advisable to use different photocathode materials for 
different parts of the spectra to avoid saturating the main peak 
while maintaining a sufficient signal in the weaker feature.

ACKNOWLEDGEMENT
This material is based upon work supported by the Department of 

Energy National Nuclear Security Administration under Award Number 
DE-NA0001944, the University of Rochester, and the New York State Energy 
Research and Development Authority. 

REFERENCES

	 1.	 S. P. Regan, J. A. Delettrez, R. Epstein, P. A. Jaanimagi, B. Yaakobi, 
V. A. Smalyuk, F. J. Marshall, D. D. Meyerhofer, W. Seka, D. A. 
Haynes, Jr., I. E. Golovkin, and C. F. Hooper, Jr., Phys. Plasmas 9, 
1357 (2002).

	 2.	 R. Shepherd et al., Rev. Sci. Instrum. 75, 3765 (2004).

	 3.	 E. V. Marley et al., Rev. Sci. Instrum. 83, 10E106 (2012).

	 4.	 Y. P. Opachich et al., Rev. Sci. Instrum. 83, 125105 (2012). 

	 5.	 D. G. Hicks, B. K. Spears, D. G. Braun, R. E. Olson, C. M. Sorce, 
P. M. Celliers, G. W. Collins, and O. L. Landen, Phys. Plasmas 17, 
102703 (2010).

	 6.	 D. G. Hicks, B. K. Spears, D. G. Braun, R. E. Olson, C. M. Sorce, 
P. M. Celliers, G. W. Collins, and O. L. Landen, Rev. Sci. Instrum. 81, 
10E304 (2010).

	 7.	 K. Shigemori et al., Rev. Sci Instrum. 83, 10E529 (2012).

	 8.	 O. Ciricosta et al., Phys. Rev. Lett. 109, 065002 (2012).

	 9.	 J. Ashkenazy, R. Kipper, and M. Caner, Phys. Rev. A 43, 5568 (1991).

	 10.	 R. S. Marjoribanks, M. C. Richardson, P. A. Jaanimagi, and R. Epstein, 
Phys. Rev. A 46, R1747 (1992).

	 11.	 B. L. Henke, J. Liesegang, and S. D. Smith, Phys. Rev. B 19, 3004 (1979). 

	 12.	 S. T. Ivancic, C. R. Stillman, D. Nelson, I. A. Begishev, C. Mileham, 
P. M. Nilson, and D. H. Froula, Rev. Sci. Instrum. 87, 11E538 (2016). 

	 13.	 C. R. Stillman, P. M. Nilson, S. T. Ivancic, C. Mileham, I. A. Begishev, 
R. K. Junquist, D. J. Nelson, and D. H. Froula, Rev. Sci. Instrum. 87, 
11E312 (2016).

	 14.	 P. M. Nilson, F. Ehrne, C. Mileham, D. Mastrosimone, R. K. Jungquist, 
C. Taylor, C. R. Stillman, S. T. Ivancic, R. Boni, J. Hassett, D. J. 
Lonobile, R. W. Kidder, M. J. Shoup, A. A. Solodov, C. Stoeckl, 
W. Theobald, D. H. Froula, K. W. Hill, L. Gao, M. Bitter, P. Efthimion, 
and D. D. Meyerhofer, Rev. Sci. Instrum. 87, 11D504 (2016).

	 15.	 O. V. Gotchev, P. A. Jaanimagi, J. P. Knauer, F. J. Marshall, and D. D. 
Meyerhofer, Rev. Sci. Instrum. 75, 4063 (2004).

	 16.	 P. A. Jaanimagi, R. Boni, D. Butler, S. Ghosh, W. R. Donaldson, and 
R. L. Keck, Proc. SPIE 5580, 408 (2005).

	 17.	 Kentech Instruments Ltd., Wallingford, Oxfordshire, OX10 8BA, UK.

	 18.	 P. A. Jaanimagi, A. Mens, and J.-C. Rebuffie, Proc. SPIE 2549, 62 (1995).

	 19.	 J. R. Janesick, K. P. Klaasen, and T. Elliott, Opt. Eng. 26, 261072 (1987).

	 20.	 V. Bagnoud, J. Puth, I. Begishev, M. Guardalben, J. D. Zuegel, N. Forget, 
and C. Le Blanc, in Conference on Lasers and Electro-Optics/Quantum 
Electronics and Laser Science and Photonic Applications, Systems 
and Technologies, Technical Digest (CD) (Optical Society of America, 
Washington, DC, 2005), Paper JFA1.

	 21.	 V. Bagnoud, J. D. Zuegel, N. Forget, and C. Le Blanc, Opt. Express 15, 
5504 (2007).

	 22.	 C. Kunz, R. Haensel, and B. Sonntag, J. Opt. Soc. A 58, 1415 (1968).

	 23.	 S. Ghosh, R. Boni, and P. A. Jaanimagi, Rev. Sci. Instrum. 75, 3956 (2004). 



Cross-Beam Energy Transfer: Polarization Effects and Evidence of Saturation

LLE Review, Volume 15324

Introduction
Stimulated Brillouin scattering (SBS), one of the most com-
mon three-wave laser–plasma instabilities, occurs when an 
electromagnetic wave “pump” decays into a second frequency-
downshifted electromagnetic wave “probe” and an ion-acoustic 
wave (IAW). The decay is resonant when the following holds: 

	 ,ck k V k k s0 1 0 1 0 1- - -$~ ~ = +_ i 	 (1)

where ~ is the frequency; k is the wave number; the subscripts 
0 and 1 refer to the pump and probe, respectively; V is the 
plasma-flow velocity; and cs is the sound speed. The use of 
a stationary plasma (|V| = 0) makes clear that the formula 
satisfies conservation of both energy [~0 =  (~1 + ~IAW), 
where ~IAW = kIAWcs is the IAW frequency] and momentum 
[k0 =  (k1 + kIAW)]. In the absence of a plasma-flow velocity, 
a frequency difference between the two electromagnetic waves 
is required such that the resulting beat frequency matches the 
finite ion-acoustic wave frequency. Another straightforward 
limit occurs when the plasma-flow velocity projected along 
the direction of the beat wave is equal to the sound speed; in 
this moving frame, the electromagnetic wave frequencies are 
Doppler shifted such that their beat frequency resonantly drives 
the finite-frequency IAW in the same manner. A combination 
of flow velocity and frequency-shifted electromagnetic waves 
can satisfy this formula in a similar manner. 

When the instability grows from the thermal density modu-
lations present in any finite-temperature plasma (i.e., noise), it 
is typically referred to as SBS, and direct backscatter tends to 
dominate the overall scattered light because the ponderomo-
tive force driving the IAW density modulation is strongest for 
oppositely directed electromagnetic waves. When the instabil-
ity is seeded by an electromagnetic wave with an amplitude 
much larger than that of the thermal noise, as first described 
by Randall et al.,1 it has come to be referred to as cross-beam 
energy transfer (CBET). CBET can result in scattered light at 
a wider range of angles, dictated by the direction of the elec-
tromagnetic seed. 

Cross-Beam Energy Transfer: Polarization Effects  
and Evidence of Saturation

In direct-drive inertial confinement fusion (ICF),2 targets 
are typically driven symmetrically with frequency-degenerate 
laser beams. CBET occurs when rays from the outer edge of 
a given beam refract through the corona and bypass the target 
without being absorbed. When these rays overlap other incident 
beams in a location where the target’s exhaust velocity renders 
frequency-degenerate interactions resonant (close to the Mach-1 
surface), energy is transferred from the incoming to the outgo-
ing rays, introducing drive asymmetries as well as reducing the 
laser ablation pressure and capsule drive [Fig. 153.26(a)]. This 
has been observed on the basis of scattered-light and implosion-
velocity measurements.3–7 
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(a) Direct drive (b) Indirect drive
(forward)

(c) Indirect drive 
(backward)

Figure 153.26
Illustrations of ways that cross-beam energy transfer (CBET) can occur in 
ICF targets, showing just two beams. (a) In direct drive, edge rays from each 
beam can bypass the target and be amplified by other incident beams in the 
expanding corona surrounding the capsule. (b) In indirect drive, CBET occurs 
between incident beams in the laser entrance hole region and is primarily 
controlled by frequency detuning the lasers. (c) A different type of CBET 
was recently observed in indirect-drive hohlraums, where it was found that 
specular reflections could seed CBET in the plasma expanding from the 
hohlraum wall.

In indirect-drive ICF8 at the National Ignition Facility 
(NIF), CBET usually refers to the transfer of energy between 
the 96 full-energy beams overlapping in each laser entrance 
hole of a hohlraum target.9–13 Since the flows in the entrance 
region are typically much less than the sound speed, CBET 
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is usually controlled by introducing a frequency difference 
between different cones of incident beams in order to tailor 
the distribution of laser intensity within the hohlraum interior 
[Fig. 153.26(b)]. Recently, however, an additional form of CBET 
was observed in hohlraums: specular reflections and/or back-
scatter from one cone of beams was shown to be reamplified 
by a different set of beams [Fig. 153.26(c)], which complicated 
the understanding and diagnosis of scattered light from such 
targets.14 This latter process resembles the direct-drive version 
of CBET. 

In all cases, a proper accounting of CBET is vital for predic-
tive modeling of ICF implosions. In this article, we will first 
review the model that is used to calculate CBET in indirect-
drive experiments on the NIF along with a recent experiment 
showing excellent agreement with the theory. We will then 
present additional data in which the incident probe-beam 
energy was increased in order to access larger IAW amplitudes, 
which resulted in deviation from linear theory and evidence of 
IAW saturation. The data indicate that IAW’s are saturated at 
the dn/n . 0.015 level for the laser and plasma parameters of 
the experiment. Next, we will review the ability to manipulate a 
probe beam’s polarization using CBET, along with an example 
showing the complexity that arises from such polarization 
effects in a multibeam configuration such as those typical in 
ICF research. Finally, we will present our conclusions.

CBET Linear Theory
In this section, the essential features of the model presented 

by Michel et al. (Ref. 15 and references therein) are summa-
rized. The pump and probe are described by normalized laser 
vector potentials . ,e m c Ia A 8 55 10

/2 10 2 1 2
e m#. m= -

n` `j j

where I is the laser intensity (W/cm2) and mnm is the laser 
wavelength in microns. The effect of an electromagnetic 
pump beam on a probe beam in a plasma can be described 
by a refractive-index perturbation dh. Interacting with the 
pump over some length L, a component (specified later) of the 
probe laser is modified by the operator exp(ik1dhL/h0), where 

n n10 e c-h =  is the unperturbed plasma’s refractive index, 
given electron density ne and critical density nc. Using a kinetic 
model, the refractive-index perturbation is given by 

	 / * ,sin tanK1 2 2 20dh r } }= 2] _ _g i i 	

where ;K 1 1e i e i| | | |= + ++_ _i i  the electron and ion 
(a = e,i) susceptibilities in thermodynamic equilibrium are 

/ ;k Z1 2 2v vT
2

b D b-| m= -
a aa l] _ _g i i8 B  kb = k0–k1 is the 

beat wave’s wave number; vT PDm ~=
a a a

 is the Debye length; 

T mv /
T

1 2= a aa
_ i  is each particle’s thermal velocity with Ta 

and ma its temperature and mass; n q m4P
2~ r= a a aa

/1 2` j  
gives the electron and ion plasma frequencies; Z is the plasma 
dispersion function; kvb b b~=  is the beat wave’s phase 
velocity; ~b = ~0–~1 is the beat wave’s frequency; and 

cosa a0
2

0
2

0p s
r }= +

2 2
 is the pump amplitude projected 

into the plane of the probe’s polarization, where the p component 
is in the plane defined by the pump and probe k vectors and the 
s component is orthogonal to that plane, and } is the crossing 
angle between the two beams. 

The model assumes the following: The interaction has 
reached steady state, which occurs on ion-acoustic time scales; 
the spatial variations of the ion-acoustic wave are assumed 
small compared to the beat wave’s wavelength; and the varia-
tions of the pump and probe envelopes along the interaction 
bisector are small compared to the laser wavelength. 

It is crucial to note two key features of the model in order 
to understand polarization effects in CBET as well as the 
experimental results that will be presented: The first key point 
is that, for arbitrary polarizations, the interaction is generally 
anisotropic—only the component of the probe’s polarization 
that is parallel to r0 is affected by the pump–plasma system 
(i.e., modified by the operator given above); any orthogonal 
probe polarization component is unaffected by the system 
[Fig. 153.27(a)]. 

The second key point is that dh is complex. The imaginary 
component is typically assumed to govern CBET because it 
modifies the amplitude of the probe beam and peaks at the 
ion-acoustic resonance, as expected. The fact that there is an 
associated real component—directly related to the imaginary 
component by the Kramers–Kronig relations—is true of many 
systems with frequency-dependent optical resonances (e.g., 
electric susceptibility, magnetic susceptibility, electrical con-
ductivity, and thermal conductivity) and widely applicable in all 
areas of physics. A modification of the plasma’s real refractive 
index (only in the direction of the pump polarization) implies 
that the probe encounters birefringence. Since the real compo-
nent describes the out-of-phase response of the system, it can 
be nonzero even for cases in which the imaginary component 
disappears and CBET may be assumed to be negligible. An 
example will be provided later to show how this real component 
could dramatically alter CBET in a multibeam interaction. The 
solid curves shown in Fig. 153.27(b) are an example of the real 
and imaginary components calculated with this model for the 
parameters of an experiment to be discussed in the next section. 
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Experimental Results
1.	 Setup

Several experiments were conducted recently at Lawrence 
Livermore National Laboratory’s Jupiter Laser Facility using 
the Janus laser. Many of the results have been presented in prior 
publications.16,17 A long (.3-ns square), high-intensity pump 
pulse was focused onto a gas jet equipped with a 3-mm-diam 
outlet emitting methane gas. A phase plate was used to give 
the pump beam a flattop but speckled 600-nm-diam focal 
spot. The pump energy for the shots shown in Fig. 153.27(b) 
was 292!8 J, giving an expected average intensity of I = 
(3.6!0.2) # 1013 W/cm2 at the time of the interaction. The 
peak of an .250‑ps Gaussian probe beam was timed to arrive 
.1.3 ns after the rising edge of the pump. It was focused using 
a 200-nm-diam phase plate and crossed the pump at an angle 
of 27° away from co-propagation. 

To measure the refractive index perturbation induced by the 
pump–plasma system, the pump polarization was horizontal 
(p polarized), whereas the probe polarization was oriented at 
45° using a polarizer. This meant there were nearly equal probe 
polarization components interacting and not interacting with 
the pump. Separating the probe polarization into constituent 
components along the s- and p-polarization directions relative 
to the two-beam interaction, as well as 45° relative to those 

axes, provides a measurement of both the probe amplifica-
tion (i.e., energy transfer) and any phase delay induced by the 
real refractive-index component. The polarimetry diagnostic 
and the formulas for extracting these values from the data 
are shown in Fig. 153.27(a). For a gain measurement only, 
it is sufficient to make a single measurement of the s- and 
p-polarization components. Conversely, for pure phase delays 
and no energy transfer (in the case of frequency-degenerate 
beams), it is sufficient to make a single measurement along 
the axes rotated 45°. 

Both beams used the first harmonic of an Nd:YLF laser 
source (m . 1053 nm), but independent front ends allowed us to 
measure CBET as a function of wavelength detuning between 
the two beams (here, a range of –3 # Dm # 3 Å was used). 

Plasma density and electron temperature were measured 
with Thomson scattering and interferometry. The Thomson-
scattering diagnostic collected scattered light from the pump 
beam in a 90° (vertical) geometry relative to the pump propa-
gation. The blue-shifted electron plasma wave feature was 
recorded on a streak camera with an S1 photocathode, set 
to a 5-ns sweep speed. An example of the data is shown in 
Fig. 153.28(a). Since a high-density, low-Mach-number nozzle 
was used in conjunction with the large-diameter pump beam, 

Figure 153.27
Refractive index of a pump–plasma system. (a) An experiment was conducted in which a weak probe beam, with polarization oriented at 45°, interacted with 
a horizontally polarized pump. Only the probe’s horizontal component sees the refractive-index perturbation induced by the pump–plasma system. The probe 
polarization subsequent to the interaction is used to infer the magnitude of the refractive-index perturbation. (b) Linear theory calculations are plotted with 
three sets of data points for parameters listed in Table 153.VII. There is good agreement for the weaker injected probe beams, but clear deviation at the highest 
probe energy, indicating nonlinearity.

(a) Experimental setup (b) Results
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the diagnostic collected light from a volume spanning 600 nm 
in the vertical direction, encompassing a wide range of densi-
ties. It was necessary to include a range of electron densities 
spanning .(1 to 1.4) # 1019 cm–3 to fit the Thomson data at the 
time of interaction [shown as the dashed line in Fig. 153.28(a) 
relative to the Thomson data as well as the pump pulse shape 
as recorded on a fast diode and oscilloscope] on each shot. 

The interferometry data, which used an ultrashort Ti:sapphire 
beam incident on the channel perpendicular to the pump 
beam and imaged onto a charge-coupled–device camera using 
a Nomarski configuration, further constrained the density 
throughout the interaction. An example of the chord-integrated 
density–length product is shown in Fig. 153.28(b). It showed 
that the highest densities in the Thomson volume were actually 
below the center of the two-beam interaction (.1.5 mm above 
the nozzle, which is visible at y = 0 mm in the image). Further-

more, the density decreased on either side along the .1.2-mm 
interaction length such that the path-integrated density was 
.88% of the peak density measured by Thomson scattering. 
These considerations were factored into the parameters listed 
in the Table 153.VII. 

Figure 153.28
Diagnostics for density and electron temperature. (a) The blue-shifted electron feature was collected at 90° and recorded on an S1 streak camera using a 5-ns 
sweep. It was analyzed at the time of the probe interaction, shown as a dashed line relative to the pump pulse shape, recorded on a fast diode/oscilloscope.  
(b) A Nomarski interferometer used an ultrashort Ti:sapphire diagnostic beam—incident perpendicular to the channel and co-timed with the probe—to measure 
density gradients in the Thomson volume and along the length of the pump–probe interaction.

Table 153.VII:  Plasma parameters.

Parameter Theory input Measured value
HYDRA 

simulation

n ne c 0.0104 0.11!0.001 0.009

Te (eV) 220 224!4 .231

T Ti e 0.115 – .0.09

Vflow (m/s) 1.4 # 104 – .1.4 # 104

I0 (W/cm2) .3.2 # 1013 .(3.6!0.2) # 1013 .3.6 # 1013

Z 2.5 – 2.0
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While this platform aimed to isolate CBET from hydro-
dynamic uncertainties, nevertheless a flow velocity resulted 
from the cylindrical plasma channel expansion following for-
mation by the pump beam. Varying the interferometry beam 
timing relative to channel formation clearly showed this expan-
sion; it is also the reason why the channels were so much larger 
than the pump beam’s diameter at the time of the interaction 
[Fig. 153.28(b)]. By Doppler shifting the ion-acoustic wave by 
different amounts in different portions of the crossing volume, 
this flow effectively broadened the resonant peak. Flow velocity 
and ion temperature (not measured) were imported to the linear 
theory calculation from a 3-D simulation of the experiment 
using the radiation–hydrodynamic code HYDRA.18 

2.	 Results
Experimental results for three different data sets were shown 

in Fig. 153.27(b). The most-extensive data set (already published 
in Ref. 17) used an incident probe beam with 27 mJ of energy. 
For that data set, several shots were repeated with the Wollaston 
prism in the polarimetry diagnostic rotated 45° to measure the 
real refractive index perturbation component in addition to the 
amplification. Agreement with linear theory was found to be 
excellent for both the real and imaginary components. 

While most of the parameters used in the linear theory 
calculation were consistent with experimental measurements 
and the HYDRA simulation, the average ion charge state was 
an exception. To match the resonant peak location, the plasma 
was assumed to consist of 30% carbon, rather than the 20%, 
which might be expected when using methane gas. In Ref. 17, 
it was conjectured that this might have resulted from ion 
species separation in the expanding plasma channel. Recent 
efforts to confirm this experimentally, using simultaneous ion 
and electron feature Thomson scattering and a gas-jet mixture 
of hydrogen and argon, failed to observe the predicted effect. 
It is perhaps more likely that the discrepancy arises from a 
simple error in measuring the two laser wavelengths. When 
measured, they were found to differ from the nominal laser 
wavelengths; a correction was applied, but this correction 
shifted the experimental data away from the linear theory. 
Better agreement would be obtained by assuming that the 
correction should have been made in the opposite direction. 
Figure 153.27(b), however, retains the possibly incorrect 
wavelength axis for the data and the slightly higher carbon 
concentration. Note also that accounting for a factor of cos(}) 
that was missing in the calculations of Ref. 17 better recon-
ciles the pump intensity used in the linear theory calculation 
here with that expected from measurements, as shown in 
Table 153.VII. 

Here we present additional amplification data in which the 
incident probe energy was increased to .64 mJ and .250 mJ. 
These additional data sets lack error bars for simplicity, but 
they are comparable to those on the low-energy imaginary 
component data. The average incident probe intensities were 
I . (3.4, 8.1, 32) # 1011 W/cm2, approximately half of which 
gets amplified by CBET because of the 45° probe polarization. 
The fact that the data points deviate from the linear theory cal-
culation, especially on the positive wavelength shift side of the 
wavelength tuning curve, is a clear indication of nonlinearity. 

3.	 Discussion
The most-straightforward explanation for nonlinearity 

is pump depletion, where the energy transfer significantly 
impacts the pump amplitude and leads to reduced gain. The 
maximum gain for the highest energy data, however, was 
GI = 1.27 such that the output average probe intensity was I = 
1/2 Iinit exp(1.27) . 5.3 # 1012 W/cm2, which is only .16% of 
the pump intensity. Therefore, pump depletion cannot explain 
the much-reduced gain. 

Saturation of ion-acoustic wave amplitudes could also 
explain the deviation from linearity as well as the fact that 
it is more prominent for positive wavelength shifts. Fig-
ure 153.29(a) shows the expected average IAW amplitude, 

/ / ,n n Kk c a a1 2 *2 2 2
0 1b pe- $d ~= -] g  as a function of distance 

interacting with the pump beam when the probe was red shifted 
to the point of maximum gain for each of the three incident 
probe energies. In the limit of negligible pump depletion, the 
IAW amplitude is linear with a1 such that the amplifying seed 
drives larger waves. In the case of a 27-mJ injected probe beam, 
the average IAW amplitude is expected to have been .0.004 at 
the beginning of the interaction region, growing to .0.01 by 
the end of the interaction region. For a 250-mJ incident probe, 
IAW amplitudes would be expected to span .0.012 to 0.032 
if the linear theory remained valid. The deviation from linear 
theory suggests, however, that these larger amplitudes were 
not accessed. An additional curve is shown for the equivalent 
trajectory on the opposite side of the wavelength-tuning curve 
(maximum probe extinction). In this case, IAW amplitudes 
get smaller with the probe intensity; therefore, nonlinearity is 
expected to be much less evident. 

The effect of speckles must also be taken into account. As 
discussed in Ref. 19, the intensity distribution present in any 
speckled beam results in a distribution of beat-wave amplitudes 
between two speckled beams. The probability function for the 
local intensity of a speckled laser beam is P(u) = e–u (Ref. 20), 
where u I I=  is the local intensity divided by the average. 
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where Ko(x) is the modified Bessel function of the second kind 
of order o. Similarly, the density perturbation is proportional 
to the square root of the intensity product ? .n I I0 1d  Since 
a single beam’s probability distribution for the square root of 
intensity is 2( ) ,P u ue2 u

sr = -  that of the product is 
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The results of this analysis are plotted in Fig. 153.29(b). The 
probability distribution of the IAW amplitudes (normalized to 
the amplitude of the plane-wave case) is shown along with its 
cumulative sum. This shows that, e.g., .70% of the IAW’s have 
an amplitude less than the average plane-wave case, whereas 
.30% have an amplitude larger than the plane-wave case and 
.5% of the IAW’s are more than a factor of 2 larger than the 
plane-wave case. The cumulative fraction of energy transferred 
by IAW’s less than a certain amplitude is also shown, mak-
ing it clear that a disproportionate amount of energy transfer 
occurs in the relatively small number of intense interactions 
(e.g., >30% of the energy is tranferred by IAW’s with ampli-
tudes at least 2# larger than the expected plane-wave value). 
Therefore, nonlinearity will impact speckled beams earlier 

The local energy exchange between two beams is proportional 
to the intensity product DW ? I0I1. If correlations between the 
speckle patterns of the two beams can be neglected over the 
length of the CBET interaction region, the probability distribu-
tion for energy exchange is given by the product distribution 
for the random variables I0 and I1, 

	 ,P W P u P W u u u K W1 2 2dW 1 1 1 1
0

0D D D= =
3$] ^ ` ^g h j h 	

Figure 153.29
Expected ion-acoustic wave (IAW) amplitudes. (a) Average IAW amplitudes 
were calculated for each of the data sets shown in Fig. 153.27(b), if linear 
theory remained valid. They increased over the probe propagation length 
if the probe was amplified and decreased if the probe was extinguished. 
(b) The use of speckled beams creates a distribution of IAW amplitudes, 
and most of the energy transfer is mediated by IAW’s that are larger than the 
expected plane-wave value; consequently, IAW saturation will impact CBET 
between speckled beams at lower average intensities than CBET between 
plane-wave beams.
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than plane-wave beams when IAW amplitudes are near the 
saturation threshold. 

Examining the data shown in Fig. 153.26(b) more closely, 
along with the trajectories shown in Fig. 153.29(a), suggests 
that IAW amplitudes may be clamped at the dn/n . 1% to 2% 
level. The modest reduction in gain at the IAW resonance peak 
for the 64-mJ injected probe could be explained by saturation 
in IAW’s driven by the highest-intensity speckles late in the 
interaction. Furthermore, even average-amplitude IAW’s were 
expected to exceed such a level for the 250-mJ data; therefore, 
the clamp would impact that data more severely. 

To confirm this analysis, CBET simulations were performed 
using the numerical code VAMPIRE.21 VAMPIRE is a fully 3-D 
propagation model that solves the coupled-mode equations for 
CBET in steady state, using linear kinetic theory for the IAW 
response. Laser-intensity distributions in plasma are computed 
from the position of stochastically distributed geometrical 
optics rays using a modified tesselation-based estimator. The 
model reproduces intensity distributions of phase-plate–
smoothed beams down to speckle radii of approximately twice 
the real speckle radius. It also accounts for laser refraction, the 
finite f number of interacting beams, inverse Bremsstrahlung 
absorption, and CBET per polarization component (although 
the real refractive index component is neglected). The negli-
gible effect of pump depletion was confirmed by observing no 
significant difference between simulations that did or did not 
include pump depletion. 

Results from simulations that clamped IAW amplitudes at 
dn/n = 1.5% are compared to the data in Fig. 153.30. Note that the 
wavelength axis for the data has been shifted to account for the 
possible errors discussed above, which facilitates a comparison 
of the peak gain in both data and simulations. The simulations 
matched all of the data quite well, with the clamp having no 
effect for the lowest-energy incident probe, a marginal effect for 
the mid-level case, and a dramatic effect on the highest-energy 
incident beam, especially on the positive wavelength shift side 
(probe amplification), as expected. The fact that such a large 
amount of data, with fairly different conditions in each case, was 
fit very well with a single clamp makes a compelling case that 
the clamp is a realistic way of accounting for the IAW saturation. 

Previous attempts to explain IAW saturation have invoked 
frequency detuning because of kinetic nonlinear frequency 
shifts associated with trapped ions,10,22 increased Landau 
damping and/or frequency detuning cause by ion heating,23,24 
nonlinear damping associated with mode coupling to higher har-

monics,25–27 and the two-ion-wave decay instability.28–30 The 
possible influence of these effects will be considered in turn. 

Frequency detuning from a kinetic nonlinear frequency 
shift does not seem to be a plausible explanation for the 
saturation observed in this experiment. The magnitude of the 
expected shift for the IAW amplitudes in question is expected 
to be quite small, especially when including the contribution 
of trapped electrons as well as trapped ions.31 The expected 
frequency shifts are unlikely to compete with the broad reso-
nance observed in this experiment because of the ion Landau 
damping provided by hydrogen ions.32 

Similarly, the already high ion Landau damping makes the 
interaction relatively insensitive to ion temperature such that 
ion heating should not substantially alter the gain. Also, if ion 
heating caused a shift in the resonance peak location, it would 
have resulted in higher gain at larger frequency shifts between 
the pump and probe, which was not observed. 

The body of work on nonlinear damping associated with 
mode coupling is primarily concerned with understanding the 
interplay between various instabilities. If another instability 
drives a different IAW in the same volume of plasma, it could 
interfere with the primary wave mediating CBET. However, 
this two-beam configuration limits the number of plasma 
waves that are driven in the plasma, and to our knowledge no 
other plasma waves should be present. The pump remains the 
most energetic and intense beam in the plasma, so there is no 
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The experimental data were compared to simulations using VAMPIRE. Includ-
ing an IAW clamp of dn/n = 1.5% yielded good agreement with all data sets, 
suggesting IAW’s were saturated at that level.
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reason additional instabilities should be driven by increasing 
the seed energy, unless they arise from decay of the primary 
IAW associated with CBET. 

Historically, the low apparent threshold for ion-wave satura-
tion observed in this experiment would have ruled out the two-
ion-wave decay instability according to fluid theory, which 
says that the threshold should be proportional to the daughter 
waves’ damping rates, n n 4> /2 1 2

thr IAW,1 IAW,2 IAW,0d o o ~_ i  
(Ref. 30). It was recently noted, however, that ions trapped by 
the primary wave can reduce the linear Landau damping rate for 
both the primary wave and the daughter waves since they have 
similar phase velocities.33 In that work, Chapman et al. found, 
using 2D + 2V Vlasov simulations, that the two-ion-wave decay 
threshold was exceeded for IAW amplitudes of dn/nthr = 0.011 
for a set of parameters for which previous estimates would have 
suggested a threshold of dn/nthr = 0.04 to 0.09. The authors also 
discussed a similar decay instability that they referred to as the 
“off-axis instability,” which was accessible because of the multi-
dimensional nature of the simulation. No threshold was identified 

for this transverse instability. These instabilities could plausibly 
explain the IAW saturation that we observed in the experiment. 

Earlier work by Kirkwood et al. also employed frequency 
detuning in a quasi-stationary plasma to measure CBET.34 
Although it was noted that gain stayed constant with increasing 
probe intensities, suggesting that IAW’s remained linear up to 
an amplitude of .1%, a seemingly conflicting statement was 
made that the linear gain calculation was off by 20#. Recently, 
this work was revisited and the results appeared to be much 
more consistent with linear theory.35 More-recent efforts to use 
CBET to generate a high fluence beam reached similar conclu-
sions as to the linearity of low-amplitude IAW’s.36 

Polarization Effects
As outlined in Ref. 15 and demonstrated in Refs. 16 and 17, 

CBET is very sensitive to the polarization of the interacting beams 
and can, in turn, strongly modify each beam’s polarization. The 
data for the 27-mJ probe amplification at the positive and negative 
ion-acoustic resonance peaks are shown in Fig. 153.31(a). When 
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Figure 153.31
Polarization manipulation caused by CBET. (a) Resonant energy transfer at the negative (positive) peak of the ion-acoustic wave extinguished (amplified) the 
probe and made the probe polarization more orthogonal (parallel) to the pump polarization. (b) Nonresonant interactions were used to convert an elliptically 
polarized incident probe into a nearly ideal circularly polarized beam without any energy transfer, which was verified by using an additional quarter-wave 
plate to restore a linear polarization.
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the probe is blue shifted relative to the pump, its horizontal polar-
ization is extinguished such that the pump–plasma system acts 
like a polarizer that passes only the vertical polarization (middle 
row).17 This effectively “rotates” the probe polarization, which 
becomes more orthogonal to the pump as the extinction increases. 
Conversely, the probe rotates into alignment with the pump when 
it is red shifted and amplified (bottom row).

Data from a different experiment are reproduced in 
Fig. 153.31(b). While the setup of that experiment was very 
similar, one difference was that no phase plate was used in 
focusing the probe (which is evident in the different focal-spot 
distribution). The pump and plasma parameters were also dif-
ferent, as well as the incident probe polarization, which was 
elliptical with a phase delay of .38° between the horizontal 
and vertical components. Wavelength tuning was not employed 
in that experiment, but the pump intensity and plasma density 
were adjusted to control the birefringence resulting from the 
nonzero real refractive-index modulation. After tuning the 
pump–plasma system to add a phase delay of .52°, the probe 
became nearly ideally circularly polarized (middle row). The 
fact that the probe was circular (rather than unpolarized, e.g.) 
was confirmed by repeating the shot with an additional quartz 
quarter-wave plate in the diagnostic to add another 90° phase 
delay and recover a linear polarization (bottom row).16 

These examples illustrate how a pump–plasma system can 
be used to give a probe beam any arbitrary polarization through 
amplitude and/or phase changes. Such polarization effects can 
become particularly complex when considering an environ-
ment containing multiple beams in which each beam serves as 
both pump and probe relative to all other beams present. An 
example is provided in Fig. 153.32, where each subfigure has 
curves showing the total normalized vector potential, as well 
as the s and p components, for each of the three beams. In this 
calculation, up to three beams intersect in the same plane such 
that the crossing angle is 27° between Beamlines 1 and 2 as 
well as Beamlines 2 and 3, but 54° between Beamlines 1 and 3. 
Relative to the intersection plane, Beamline 1 is s polarized, 
Beamline 2 is p polarized, and Beamline 3 is 10° away from 
becoming p polarized. Beamline 1 has a wavelength of m = 
1053 nm, whereas m = 1053.285 nm for Beamlines 2 and 3. All 
three beam intensities are I = 5 # 1013 W/cm2, and they interact 
over a distance of 4 mm in a fully ionized helium plasma with 
ne = 5 # 1019 cm–3, Te = 200 eV, and . .T T 0 1i e =  

Figure 153.32(a) shows that nothing happens when only 
Beamlines 1 and 2 are present because their polarizations are 
orthogonal. Figure 153.32(b) shows a similar case in which only 

Beamlines 2 and 3 are present. Although their polarizations are 
nearly aligned, their frequencies are also the same, so there is 
no energy transfer. They do, however, induce ellipticity in one 
another as a result of the nonzero real refractive index modu-
lation and their slightly misaligned polarizations. These first 
two cases describe situations in which the two beams would 
typically be considered “noninteracting.” 

Figure 153.32(c) shows that when Beamlines 1 and 3 are 
present, there is polarization rotation resulting from induced 
phase delay as well as energy transfer caused by the imaginary 
component of the refractive-index perturbation. Essentially, 
the beams transfer energy until they reach a state in which the 
remaining polarizations are orthogonal. The fact that Beam-
line 3 (1) is amplified (extinguished) is only modestly due to the 
fact that the polarizations are nearly orthogonal at the outset. 

Now consider the case when all three beams are present 
[Fig. 153.32(d)]. Initially, only a small fraction of Beamline 1 is 
transferred to Beamline 3 as in case (c), but by inducing a phase 
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Figure 153.32
CBET between up to three beams for beam/plasma parameters listed in the 
text. (a) Beamlines 1 and 2 alone see no interaction due to their orthogonal 
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but no energy transfer because they are off-resonant (frequency degenerate). 
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(d) When all three beams interact, there is a much more dramatic reduction 
of Beamline 1 and associated amplification of Beamline 3, which results from 
Beamline 2 acting as a mediator that rotates the Beamline 1 polarization and 
thereby funnels more energy into a resonant interaction with Beamline 3.
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delay in Beamline 1, Beamline 2 acts as a mediator that fun-
nels more energy into a resonant interaction with Beamline 3. 
This leads to a much more dramatic extinction of Beamline 1 
and associated amplification of Beamline 3; all the while the 
amplitude of Beamline 2 remains approximately constant. 
This illustrates that polarization effects can have a dramatic 
influence on CBET in a multibeam configuration, and that even 
off-resonant interactions can have a large impact on resonant 
energy transfer. 

Conclusions
Various forms of cross-beam energy transfer occur in 

both direct- and indirect-drive ICF, so a proper accounting of 
CBET is necessary to accurately model ICF implosions. Recent 
pump–probe experiments in a quasi-stationary plasma using 
wavelength tuning to control CBET have been performed to 
validate the linear theory calculations that are used. These 
experiments have shown that linear theory appears to be valid 
for an isolated two-beam interaction with IAW amplitudes up 
to dn/n . 1.5% (which are larger than those expected in ICF 
experiments23), but IAW saturation seems to occur beyond this 
level. The saturation appears to be consistent with recent work 
using 2D + 2V Vlasov simulations to investigate the two-ion-
wave decay instability.33 Polarization effects of CBET were 
also reviewed in detail, and it was shown that polarization can 
have surprising consequences in a multibeam configuration. 
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In direct-drive inertial confinement fusion (ICF), a cryogenic 
capsule of deuterium–tritium fuel with a thin outer ablator 
material is imploded by direct laser illumination.1,2 An effi-
cient implosion maximizes the amount of laser energy that 
is converted into kinetic energy of the imploding shell while 
minimizing the premature heating of the cold fuel by hot-
electron preheat.3 Preheat reduces the implosion efficiency 
by decreasing the compressibility of the capsule. Radiation–
hydrodynamic simulations suggest that converting as little as 
0.1% of the incident laser energy into preheat can significantly 
degrade implosion performance.4 

The dominant source of hot electrons in direct-drive ICF 
experiments on the OMEGA laser5 is the two-plasmon–decay 
(TPD) instability.6 Two-plasmon decay occurs when an incident 
light wave decays into two electron plasma waves (EPW’s) at 
near-quarter-critical densities.7–10 When the driven EPW’s 
become large in amplitude, the instability undergoes nonlinear 
saturation, resulting in a broad spectrum of EPW’s11,12 that 
can stochastically accelerate electrons to energies >100 keV 
(Ref. 13). The fraction of incident laser energy converted into 
hot electrons ( fhot) has been observed to exceed 1% at ignition-
relevant laser intensities,14 and experiments indicate that +25% 
of the hot-electron energy is coupled to the cold fuel.15 This 
suggests that hot-electron preheat is close to or above tolerable 
levels in the highest-intensity OMEGA experiments.

TPD-driven preheat currently limits the peak laser intensity 
in direct-drive ICF implosions to +1015 W/cm2. A number of 
studies have shown that alternative ablator materials can be 
used to mitigate TPD,16,17 but this approach allows for only 
modest increases in laser intensity and precludes the optimiza-
tion of the ablator for hydrodynamic efficiency.

The main reason that TPD is a limiting instability for direct-
drive ICF is that many overlapping laser beams can drive the 
instability cooperatively.18 This results in hot electrons being 
observed even when the single-beam laser intensities are well 
below the instability threshold. The requirement of spatial 
coherence of the cooperating beams restricts them to lie on 

a cone in the homogeneous theory,19,20 but the short spatial 
extent of the TPD interaction region in inhomogeneous plasmas 
allows for a cooperative interaction between laser beams with 
a correspondingly short coherence length.21 The cooperative 
nature of the instability, however, also provides a unique path 
to TPD suppression by decoupling the multibeam instability.

In this article we present computer simulations that indicate 
that frequency detuning of the drive laser beams can suppress 
the TPD instability and corresponding hot-electron generation 
in direct-drive ICF using existing lasers. Three-dimensional 
simulations using realistic plasma conditions and the laser 
configuration for an OMEGA implosion indicate that frequency 
detuning of D~/~0 + 0.7% (1.76 nm) is sufficient to decouple a 
pair of laser beams, effectively doubling the intensity threshold 
for the onset of hot-electron generation. The simulations show 
that suppression of the absolute instability9 is sufficient to 
eliminate TPD-driven hot-electron production, and that 0.7% 
frequency detuning would be more than enough to eliminate 
TPD-driven hot-electron production in OMEGA experiments. 
Further increases in the available detuning would allow the 
laser to be divided into more distinct frequencies, which can 
further increase the instability threshold and open up the ICF 
design space. This result is in contrast to using continuous-
bandwidth lasers where the same reduction in hot electrons 
would require at least as much bandwidth, which is not achiev-
able with current ICF laser systems.

It was recognized in early studies that temporal incoherence 
in the form of laser bandwidth could be used to suppress laser–
plasma instabilities,22,23 but the large-scale glass lasers that are 
currently used to conduct ICF experiments are nearly mono-
chromatic (d~/~0 < 0.1%, where d~ is the laser bandwidth). 
Frequency detuning (i.e., introduction of multiple discrete 
frequencies) of a fraction of the laser beams has been used to 
control symmetry in indirect-drive ICF experiments24 and to 
mitigate cross-beam energy transfer in polar-direct-drive experi-
ments at the National Ignition Facility (NIF).25 This technique 
was generally not expected to be useful for TPD suppression at 
the modest frequency shifts that are currently available. Early 
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work showed that the homogeneous temporal growth rate (c0) 
could be reduced by a factor of 0c d~ when d~ & c0 (Refs. 22, 
26, and 27). The homogeneous growth rate for TPD can eas-
ily be +1% of the laser frequency for ICF conditions, which 
suggests d~/~0 & 1% is required to have a significant impact 
on TPD.28,29 In an inhomogeneous plasma, however, these 
results are only directly applicable to instabilities that saturate 
convectively (i.e., undergo finite spatial amplification) because 
the convective gain is directly related to the linear growth rate. 
Two-plasmon decay becomes absolutely unstable (temporal 
growth at a fixed point in space) when the convective gain is 
relatively small (K2r) (Ref. 30). The linear growth rate plays a 
reduced role in absolute instabilities because they always grow 
until saturated by some nonlinear mechanism.

Two-plasmon–decay simulations were performed using 
the LPSE (laser-plasma simulation environment) code.11 The 
LPSE modules used in this study were the pseudospectral 
solver31 for the extended Zakharov equations for TPD32 and 
the hybrid particle evolution (HPE) module.21 LPSE has had 
considerable success in reproducing previous experimental 
results, including measured plasma wave amplitudes11 and 
hot-electron generation,21 which suggests that the simulation 
results give a quantitative representation of what would be 
observed in experiments.

The 3-D LPSE simulations were performed in a 67.5 # 13 # 
13-nm3 region on a 1688 # 324 # 324-cell Cartesian grid. 
There was a linearly varying density along the x direction from 

.n n 0 19e c =  to 0.27, where ne is the electron density and nc 
is the critical density for the 351-nm drive beams. This gives a 
scale length of Ln = 211 nm at .n 4c  A plastic (CH) plasma was 
used with an electron (ion) temperature of Te = 2.6 keV (Ti = 
1.0 keV) and a Mach 1.2 flow antiparallel to the density gradi-
ent. These plasma conditions were determined from radiation–
hydrodynamic simulations of an OMEGA implosion using the 
code LILAC.33 Because the results are sensitive to the relative 
phase of the drive beams, all of the LPSE results correspond 
to the mean and standard deviation of five-run ensembles with 
random polarizations, phases, and speckle patterns.

Figure 153.33 shows the absolute instability thresholds 
from 3-D LPSE simulations that were designed to emulate the 
quarter-critical conditions in an OMEGA implosion near the 
time of peak hot-electron production. The overlapped laser 
intensities are normalized to the analytic result for the absolute 
threshold of a monochromatic plane wave I T L233Simon e n=  
in units of 1014 W/cm2 (Ref. 9). A single OMEGA “hex” was 
simulated consisting of six laser beams incident from the 

corners of a hexagon, each with an angle of 23° relative to 
the density gradient (Fig. 153.34). The beams were simulated 
with phase plates and polarization smoothing, as described 
in Ref. 11. The simulations were performed with two or three 
laser frequencies, and two different methods were used to split 
the beams into multiple frequencies: (1) “multicolor,” where 
each beam was split into N~ frequencies with each frequency 
component containing 1/N~ of the laser energy, and (2) “tiled,” 
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where each beam is monochromatic, but the different beams 
have different frequencies (alternating around the corners of the 
hexagon). In all cases, D~/~0 . 0.7% was sufficient to reach 
the asymptotic (D~ " 3) threshold (D~ is the nearest-neighbor 
frequency separation).

Despite the multicolor approach being superior from the 
point of view of TPD suppression because of the higher insta-
bility thresholds, the tiled approach is included here because 
it is an easier laser architecture to implement and resembles 
what is currently available on large-scale laser facilities. For 
instance, the NIF34 uses a tiled laser architecture that currently 
has D~/~0 . 0.15% with D~/~0 = 0.35% achievable with minor 
modifications. One of the OMEGA EP35 beams has recently 
been upgraded to have D~/~0 . 1%.

Figure 153.34 illustrates why the multicolor and tiled 
approaches to frequency detuning give different instability 
thresholds in the asymptotic limit of large D~/~0. In both cases 
the distinct frequencies decouple in the asymptotic limit, but in 
the multicolor approach, the threshold is simply N~ times the 
threshold for D~ = 0 because the decoupling effectively results 
in N~ six-beam interactions that are identical to the six-beam 
interaction at zero frequency detuning. When the individual 
beams have different frequencies, there are only 6/N~ beams 
in each of the N~ groups of decoupled monochromatic beams. 
In this case, the effective decoupled configurations are not 
equivalent to the original six-beam configuration. For random 
polarizations, the different groups of decoupled beams will 
have different thresholds, and the overall threshold for the con-
figuration to be absolutely unstable will be N~ times the mini-
mum threshold for the 6/N~ different groups. This qualitative 
picture suggests an alternative way to calculate the asymptotic 
thresholds in the tiled configuration: run N~ monochromatic 
simulations with 6/N~ beams (random polarizations) and take 
N~ times the minimum threshold as the expected asymptotic 
threshold. Repeating this procedure for an ensemble of five 
realizations of polarization and phase gives asymptotic thresh-
olds of 2.27!0.30 for N~ = 3 and 1.84!0.12 for N~ = 2, which 
are in agreement with the corresponding results in Fig. 153.33 
(2.09!0.15 for N~ = 3 and 1.92!0.16 for N~ = 2).

In the ICF context, the figure of merit for TPD mitigation 
is reducing hot-electron production. A commonly used semi-
empirical metric for the onset of hot-electron production in 
multibeam experiments is the single-beam absolute threshold 
evaluated at the overlapped laser intensity. For this to be a use-
ful metric, the following pair of conditions must be met: (1) the 
onset of hot-electron production corresponding to absolute 

instability, and (2) a multibeam absolute threshold identical to 
the single-beam threshold (using overlapped laser intensity). 
The first condition is true because the absolute threshold occurs 
when the convective gains are modest, so the convectively 
saturated waves are not large enough to generate significant hot 
electrons. It is not obvious that the second condition should hold 
for multiple beams with phase plates, polarization smoothing, 
and random relative polarizations, but note that in Fig. 153.33, 
the threshold at zero detuning is relatively close to the single-
beam threshold. This behavior results from a combination of 
three effects: (1)  the six beams act cooperatively to drive a 
common wave; (2) the random relative polarizations/phases of 
the beams tend to increase the threshold intensity; and (3) the 
phase plates cause the beams to have localized hot spots that 
effectively reduce the threshold. 

Figure 153.35 shows the fraction of incident laser energy con-
verted into hot electrons (>50 keV) in six-beam, three-color LPSE 
simulations. Two laser intensities were used: 4 # 1014 W/cm2 and 
7 # 1014 W/cm2, which correspond to .I I 1 63thr Simon =  and 
2.86, respectively. At I = 4 # 1014 W/cm2, only +0.1% frequency 
detuning was required to eliminate hot-electron production in 
the multicolor configuration, whereas +0.3% was required in the 
tiled configuration. At I = 7 # 1014 W/cm2, +0.7% detuning was 
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required in the multicolor configuration, and no amount of detun-
ing was sufficient to completely suppress hot-electron production 
in the tiled configuration because some of the frequency-matched 
beam pairs were still above the absolute threshold, even when 
the various colors were completely decoupled. This is consistent 
with the results shown in Fig. 153.33, where I Ithr Simon never 
gets above 2.86 in the three-color tiled configuration, which is 
required to suppress the absolute instability at I = 7 # 1014 W/cm2.

Note that the laser intensities used in Fig. 153.35 correspond 
to the overlapped intensity at the quarter-critical surface. The 
quoted laser intensity for an ICF implosion design typically 
corresponds to the peak laser power divided by the surface area 
of the undriven target, which is about 3# the intensity at n 4c  
in OMEGA implosions. The simulations at 4 # 1014 W/cm2 cor-
respond to the peak laser intensities that are currently available 
on OMEGA. The hot-electron fractions shown in Fig. 153.35 
are a few times higher than what is observed in OMEGA implo-
sions because they correspond to instantaneous rather than time-
averaged hot-electron production.

To show the physical behavior in the simplest possible con-
figuration, 2-D LPSE simulations were performed using nor-
mally incident plane waves. The grid and plasma conditions in 
the 2-D simulations were identical to the 3-D simulations along 
the x and y dimensions except that the EPW damping and flow 
were turned off. Figure 153.36 shows the absolute instability 
thresholds from LPSE simulations of two to five p-polarized, 
collinear plane-wave beams with electric field (enveloped at ~0)

	 j j .,y
E

eE
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c.ci k x t
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1 2
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maximum frequency separation increases with increasing N~ 
because D~ is defined as the frequency difference between 
nearest-neighbor frequencies). At zero wavelength detuning, the 
analytic absolute threshold (ISimon) is reproduced. As D~ $ 3, 
the threshold goes to N~ISimon because the absolutely unstable 
modes become spatially decoupled (i.e., each frequency inde-
pendently drives TPD at its own quarter-critical surface).

Figure 153.37(a) shows the spatial structure of the abso-
lutely unstable plasma modes from an LPSE simulation of a 
monochromatic plane wave. The absolutely unstable modes 
occur over a narrow spatial region (+2 nm wide) centered at 
x . 12 nm . .n n 0 244e c =` j  Figure 153.37(b) shows the spatial 
structure of the absolute instability for D~/~0 = 1%, where 
the absolutely unstable regions have separated spatially by 
+4.1 nm. This corresponds to a 2% change in density, consis-
tent with the expectation that the resonant density should vary 
as the square of the resonant frequency. Note that although the 
modes have separated spatially, the wavelength of the trans-
verse beat between the unstable modes is shorter in the two-
color case. Amplitude modulation in the pump beam causes 
the most-unstable transverse wave number to be larger (shorter 
wavelength) in the two-color case because of its square root 
dependence on the laser intensity.9 

An unintuitive aspect of the results shown in Fig. 153.36 is 
that the instability threshold increases most rapidly in the two-
color case at small D~. Our expectation was that increasing the 
number of colors would increase the decoupling rate because 
the effective amount of temporal incoherence is an increasing 
function of N~. To verify that this is not an artifact of the time-
enveloped pseudospectral solver used in LPSE, an independent 
test was performed by solving Eqs. (1) and (2) from Simon et 
al.,9 which are not time enveloped, using finite differencing. 
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LPSE simulations have reproduced both wave-amplitude and 
hot-electron measurements from previous experiments. This 
method of TPD mitigation can be scaled to higher laser intensi-
ties by increasing the available frequency detuning, which can 
open up the design space for future ICF implosions.
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time (t = 10 ps) when the field structure is dominated by the absolutely unstable 
modes. (a) Zero frequency detuning and (b) 1% frequency detuning (two 
color). Only a small portion of the simulation region is shown corresponding 
to .n n 0 23e c =  to 0.26.

The calculations were performed on a subscale grid, but the 
same qualitative behavior was observed. The large variation 
in threshold over the ensemble of initial phases for N~ > 2 
suggests that amplitude modulation has a significant impact on 
the thresholds. When speckled beams are used, the threshold 
always increases with increasing N~, so this effect was not pres-
ent in the 3-D calculations, all of which had speckled beams.

In summary, we have shown that hot-electron mitigation 
can potentially be achieved using the modest amount of laser 
frequency detuning that is available on existing laser facilities 
(D~/~0 + 0.7%). Three-dimensional LPSE simulations using 
realistic direct-drive ICF conditions show that decoupling of 
the multibeam instability significantly increases the absolute 
instability threshold, and that suppression of the absolute insta-
bility effectively eliminates TPD-driven hot-electron genera-
tion. The validity of these results is supported by the fact that 
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Introduction
The interaction of tritium with the native oxides on the sur-
face of stainless steel is the first step toward adsorption and 
absorption of tritium into the bulk stainless-steel lattice. 
Understanding this fundamental interaction is necessary for 
the development of surfaces that minimize tritium absorption 
and tritium permeation through piping materials in nuclear 
reactors. Much work has been done to measure the distribu-
tion of tritium within stainless-steel samples1–7 and to test the 
influence of different surface modifications on the absorption 
and permeation of tritium through stainless steel.8–15 Several 
conclusions can already be drawn from this body of work. 
Firstly, the surface comprising <15 nm and near surface 
comprising <0.1-nm layers of tritium-loaded stainless-steel 
samples contain relatively large fractions of the total tritium 
inventory.4 These large surface concentrations are likely caused 
by tritium dissolved within the ubiquitous adsorbed water layers 
on stainless-steel surfaces.16–19 Secondly, the relatively large 
surface concentrations are strongly influenced by the condition 
of the metal surface.19 Finally, modifying the metal surface can 
significantly alter the permeation8,9,12,14 and absorption13,15 of 
tritium into the substrate metal, an effect likely caused by a 
local equilibrium established between the tritium concentra-
tions in the adsorbed water layers and the bulk metal lattice.20 

In this article we present new data about the tritium partition 
between the adsorbed water layers and the bulk metal lattice. 
This distribution was measured using two different techniques: 
a low-temperature pulsed plasma20 and an aqueous ZnCl2 
method adapted from Tanaka et al.21 Both methods remove 
surface-adsorbed tritium. Thermal desorption was also used 
to measure tritium dissolved in the bulk metal lattice. The 
pulsed-plasma and ZnCl2 methods allow for the removal of 
the adsorbed water layers without etching into the substrate 
metal lattice. The pulsed-plasma method accomplishes this by 
bombarding the surface with energetic ions. The ZnCl2 method 
removes the adsorbed water layers by binding the ZnCl2 com-
plex to the oxygen atoms in the hydroxyl layer. This hydroxyl 
layer is directly bound to the underlying native metal oxide 
that forms naturally on exposure to ambient air. By binding 

Partitioning of Tritium Between Surface and Bulk  
of 316 Stainless Steel at Room Temperature

the ZnCl2 complex to the surface, the multilayer structure of 
adsorbed water is expected to be liberated into solution, along 
with any tritium contained therein. Both surface removal tech-
niques allow for the measurement of tritium adsorbed solely 
within the adsorbed water layers and at a finer resolution than 
has been reported to date.

Experimental Setups and Procedures
Samples of 5.1 # 1.9 # 0.3-cm3 dimensions were cut from 

a common plate of 316 stainless steel. The total geometric 
surface area of each sample was 23.5 cm2. A surface layer of 
+0.86-mm depth was machined away to eliminate any surface 
inclusions produced in the manufacturing process and to expose 
the base metal lattice. The machining process produces surface 
striations along the machining path’s axis, which adds to the 
overall surface roughness as discussed elsewhere.15

Two surface treatments were used to probe the relationship 
between surface finish and tritium uptake compared to unmodi-
fied surfaces. Samples that did not receive any pretreatments 
served as benchmarks and were labeled “as received.” Ten as-
received samples were baked for 2 h in dry helium at 200°C 
in a dry box to remove physisorbed water from the surface. 
These samples were labeled “as-received (baked).” Another 
subset of as-received samples was mechanically polished 
using 3 nm of MetaDi Mono Suspension diamond paste with 
a low-nap cloth wheel, followed by a final polish with 0.3 nm 
of a-alumina provided by a commercial vendor. These samples 
were labeled as “polished.” The surface roughness of the 
samples was measured with a Zygo NEXview interferometer. 
The average surface roughness for an as-received sample was 
0.27!0.06 nm. Polished samples showed an average surface 
roughness of 0.02!0.01 nm. 

All samples were placed in an ultrasonic bath and subjected 
to three washes: first with acetone to degrease the surfaces, 
then with isopropyl alcohol, and finally with de-ionized water 
to remove any chemical residue. The samples were then trans-
ferred to a glove box and stored under dry helium at a dew 
point of –65°C. After drying in the glove box, the samples 
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were loaded with tritium by exposure to a 1-atm mixture of 
DT gas with an isotopic ratio comprising 70% tritium and 
30% deuterium. The tritium partial pressure was 0.54 atm. 
The samples were soaked in the DT gas mixture for 24 h at 
room temperature. Under these exposure conditions the dif-
fusivity of tritium through stainless steel is 3.76 # 10–16 m2/s 
at room temperature20 and the tritium concentration within 
the bulk is not expected to be at equilibrium. After this load-
ing, each sample was placed in an individual pod of a storage 
rack and sealed under dry helium to provide leak-tight storage. 
The storage racks were placed in a transfer box filled with a 
dry nitrogen atmosphere in order to minimize air exposure 
during the transfer from the storage rack to the experimental 
setup. All samples were stored in the racks until retrieved for 
an experiment.

The samples were subjected to one of three treatments: 
thermal desorption, plasma irradiation, or ZnCl2 washes. In 
the first treatment, a sample was subjected to temperature-
programmed thermal desorption (TPD) to release and measure 
the total quantity of tritium retained by the metal sample. 
Tritium release was measured by scintillation counting of the 
activity collected with bubblers using a Perkin Elmer Tri-Carb 
2910 TR liquid scintillation counter. In the second treatment, a 
sample was exposed to a room-temperature Tonks–Langmuir 
pulsed, radio-frequency–driven plasma to release and measure 
the quantity of tritium bound on and in the near surface. Tritium 
release was measured with an in-line ionization chamber. The 
pulse duration was 2 s followed by a 20-min dwell between 
each pulse. After the pulsed-plasma treatment, the sample was 
placed in the thermal desorption setup to measure the residual 
tritium in the bulk of the metal. Both of these techniques are 
described in detail elsewhere;20,22 however, some improve-
ments have been recently installed. The carrier gas used in the 
TPD procedure has been upgraded to ultrahigh-purity argon, 
and a load-lock system is used to transfer samples from storage 
into the pulsed-plasma chamber to minimize exposing samples 
to air during the transfer.

In the third treatment, samples were washed in an aqueous 
ZnCl2 solution to remove adsorbed tritium following a method 
adapted from Tanaka et al.21 In this case, a sample was removed 
from storage under argon and soaked in a beaker containing 
25 mL of 4-M ammonium chloride, 12.5 mL of 0.4-M ZnCl2, 
and 12.5 mL of de-ionized water with the pH adjusted to 7 using 
concentrated ammonium hydroxide. The solution was stirred 
for 5 min. Afterward, the sample was removed, dried with filter 
paper, and placed in the thermal desorption setup to measure 
the residual tritium in the bulk of the metal. The activity of 

the tritium removed by the ZnCl2 mixture and by the drying 
filter paper was measured using liquid scintillation counting to 
give the total quantity of surface tritium removed in the wash.

Results and Discussion
To determine the tritium removal efficiencies of the pulsed-

plasma and ZnCl2 methods, a series of six samples were 
treated with each method. Following the pulsed-plasma or 
the ZnCl2 treatment, each sample was heated to 700°C in the 
thermal desorption facility in order to measure the residual 
tritium in the sample bulk. Surface activities collected from 
the two sample sets are shown in Figs. 153.38–153.40. The 
first set of measurements focused on determining the total 
tritium inventory and its fractionation between surface and 
bulk. Samples were subjected to either thermal desorption or 
the ZnCl2 treatment followed by thermal desorption. In the 
second set of measurements, the efficacy of removing surface 
tritium by pulsed plasma or by ZnCl2 washes was compared. 
Samples were washed in the ZnCl2 solution or exposed to the 
pulsed plasma and then heated in the thermal desorption facil-
ity. Figures 153.38–153.40 compare the quantities of tritium 
removed from the surface and from the bulk for the as-received, 
as-received (baked), and the polished cases.

The data collected using the first series of samples are 
shown in Figs. 153.38 and 153.39. These data were collected 
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using a set of as-received samples, a set of as-received (baked) 
samples, and a set of mechanically polished samples. In this 
series, each sample was subjected to either thermal desorption 
alone or the combined procedure of a ZnCl2 treatment followed 
by thermal desorption. The data in each plot are grouped by 
sample pretreatment, with the as-received sample on the left 
followed by the as-received (baked) samples in the center panel 
followed by the mechanically polished samples on the right. 
Figure 153.38 shows the total tritium inventory deduced for 
each sample. For cases where the ZnCl2 surface treatment was 
applied, Fig. 153.38 also provides as estimate of the surface-
to-bulk fractionation.

Comparing the data from samples subjected to thermal 
desorption only, both mechanically polished and baked samples 
contain similar quantities of tritium, of the order of 4.5 mCi; 
however, both sample sets have absorbed +18% less tritium 
than the untreated as-received samples. The similarity between 
the total tritium inventories in mechanically polished and as-
received (baked) samples suggests that surface roughness alone 
does not determine the total quantity of absorbed tritium, even 
though, after polishing, the roughness decreased tenfold. The 
results of the combined ZnCl2 and thermal-desorption methods 
do not show a clear trend with sample baking. 

Figure 153.39 shows the fraction of the total tritium inven-
tory removed from the as-received and as-received (baked) 
samples using the ZnCl2 treatment method. These fractions 
were calculated using the absolute activities provided in 
Fig. 153.38. Each fraction was calculated by dividing the mea-
sured quantity removed by the ZnCl2 solution by sum of the 
quantities removed by the ZnCl2 solution and the subsequent 
thermal desorption. The mean fraction of tritium on the surface 
and one standard deviation about the mean are also shown in 
Fig. 153.39. 

The data in Fig. 153.39 show that the ZnCl2 solution is 
capable of removing 21!6% of the total tritium inventory. This 
fraction of surface tritium removed is similar to that observed 
by acid etching.4 However, given the fact that ZnCl2 under-
cuts hydroxyls from the stainless-steel surfaces and releases 
all surface-bound water,21 the present results suggest that the 
tritium removed by the ZnCl2 solution resided solely in the 
adsorbed water layers. Approximately 21% of the total tritium 
inventory is retained on the surface of stainless steel. 

The tritium occupancy in the water adsorbed on the metal 
surface can be estimated from first-principles calculations as 
follows: Water bonded to hydroxyls above the metal oxide 
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Change in the surface and bulk activities in stainless steel over 42 days of 
storage. Surface activity was measured using ZnCl2 or pulsed plasma. Bulk 
activity was measured using thermal desorption. Samples subjected to pulsed 
plasma + thermal desorption are shown as open symbols. Samples subjected 
to ZnCl2 + thermal desorption are shown as solid symbols. The mean surface 
activity is 0.8!0.2 mCi; the mean bulk activity is 4.0!0.2 mCi. The shaded 
bands illustrate one standard deviation about the mean. rf: radio frequency.



Partitioning of Tritium Between Surface and Bulk of 316 Stainless Steel at Room Temperature

LLE Review, Volume 15344

forms a water “ice” layer.16 The lattice parameter for that 
ice is 0.448 nm (Ref. 23). Assuming that the water layers 
above the metal oxide comprise a single hydroxyl layer, one 
ice layer, and zero to two adsorbed water layers, depending 
on the ambient relative humidity conditions,24 then the areal 
density of protons present on the metal surface will range from 
1.77 # 1015 to 3.76 # 1015 protons/cm2. The surface area of the 
samples used in this experiment was 23.5 cm2. Adjusting the 
area by using a roughness factor of 2.4 for smooth 300 series 
stainless steel,25 the total number of protons on the sample sur-
face and consequently the number of sites available for tritons 
to replace protons will range from 1.0 to 2.1 # 1017 sites. On 
average, 1.0!0.3 mCi or equivalently 2.08 # 1016 tritons were 
collected from the water layers adsorbed on the stainless-steel 
samples listed in Fig. 153.38. The triton surface occupancy 
dependence on the number of adsorbed water layers is provided 
in Table 153.VIII and is seen to range from 11% to 25% of the 
available sites, depending on the actual relative humidity of the 
environment. Only the hydroxyl and ice layers are expected to 
be present on the samples used in this study since the experi-
mental procedure minimized air exposure during the loading 
and storage cycles.

Table 153.VIII:	 Dependence of tritium occupancy in surface water 
layers on the number of adsorbed water layers.

Number of adsorbed water layers 0 1 2

Number of available sites for tritons (1016) 8.4 14.1 19.7

Tritium occupancy in the surface layers (%) 25 15 11

The potential change in the distribution between surface-
bound tritium and tritium residing in bulk steel was monitored 
over 42 days using a second series of samples. During this 
42-day interval, the samples were kept under argon at room 
temperature. These measurements used only as-received 
samples that were subjected first to either ZnCl2 or the pulsed-
plasma treatments, followed by thermal desorption to deter-
mine the residual tritium. Figure 153.40 shows the dependence 
of the partition of tritium between the surface and bulk on time. 
The dashed lines in the figure are the mean surface and bulk 
activities: 0.8!0.2 mCi and 4.0!0.2 mCi, respectively. The 
shaded bands represent one standard deviation width centered 
about their respective mean.

The quantities of tritium removed by pulsed-plasma and 
ZnCl2 washes are similar within experimental error. The 

pulsed-plasma method removes adsorbed tritium by low-energy 
argon-ion bombardment of the surface with a negligible con-
tribution of tritium from the underlying substrate metal.20 The 
ZnCl2 method removes the hydroxyl layer bonded to the metal 
oxide layer and liberates all water layers between the hydroxyl 
layer and the uppermost surface by replacing the hydroxyl layer 
with a zinc complex. Concurrence between these two indepen-
dent surface-stripping methods reinforces the assumption that 
the released tritium originated from adsorbed surface water and 
hydroxyls. The adsorbed water layers contain 16!4% of the 
total tritium inventory present in these samples. Measurements 
from the set of samples discussed in Fig. 153.39 showed that 
the adsorbed water layer contained 21!6%. The measurements 
from both data sets are equal within the experimental errors.

While the pulsed-plasma and ZnCl2 methods extracted 
similar quantities of presumably surface-adsorbed tritium, 
the subsequent thermal desorption measurements performed 
on samples exposed to the pulsed plasma showed systemati-
cally less residual tritium presumably removed from bulk of 
the samples. The consistently lower tritium quantities obtained 
from thermal desorption are likely due to unaccounted losses 
occurring during the transfer of the samples from the plasma 
chamber to the thermal desorption oven. These low-yield 
samples were exposed to laboratory air for longer periods than 
after the ZnCl2 treatment. For this reason, the means calculated 
in Fig. 153.40 do not include the pulsed-plasma radio-frequency 
(rf) data.

Figure 153.40 also shows that there is no measurable redis-
tribution of tritium between the surface and bulk over the 
42-day storage period. While it is reasonable to assume that 
Fickian diffusion is taking place within the metal bulk, it is 
clear that a significant number of surface-bound tritons are not 
entering the metal lattice, even though the tritium concentration 
on the surface is significantly larger than that in the bulk of the 
metal. It is evident, however, that the rate of tritium migration 
from the surface into the metal lattice at room temperature is 
very slow and does not depend on lattice diffusivity of tritium 
in bulk stainless steel. Acid etching is needed to determine the 
concentration profiles in the bulk and the influence of storage 
time on these profiles.

The total amount of tritium collected from the bulk of 
316 stainless steel suggests that tritium retention at defect 
sites within the metal lattice dominate lattice solubility. For 
the loading conditions presented here and using solubility and 
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diffusivity frequency factors and activation energies for tritium 
in 316 stainless steel compiled for higher temperatures20 and 
extrapolated to room temperature, the samples are expected 
to contain +0.5 mCi after a 24-h room-temperature exposure 
to tritium if the semi-infinite diffusion equation applies. How-
ever, the data shown in Figs. 153.38 and 153.40 demonstrate 
that 3 to 4 mCi are present. Defect sites, grain boundaries, 
vacancies, etc., increase the effective solubility of the metal 
about eightfold above that predicted by measurements at the 
higher temperatures. 

Conclusions
The partition of tritium between the near surface and the 

bulk for 316 stainless-steel samples has been measured after 
exposure to tritium gas at room temperature. Pulsed-plasma 
exposures and a ZnCl2 wash surface treatment were used 
to remove tritium present in the water layers of the surface. 
Thermal desorption provided a good measure of the residual 
tritium in the bulk metal lattice. Several conclusions were made 
based on the data:

•	 The ZnCl2 wash treatment and pulsed-plasma exposures 
provide independent techniques to release and measure 
the quantity of tritium within the adsorbed water layers. 
Both methods extract similar amounts of tritium from the 
adsorbed surface water layers.

•	 The quantity of surface-adsorbed tritium accounts for 17% 
to 20% of the total inventory absorbed by a stainless-steel 
sample after a 24-h exposure to DT gas at room tempera-
ture. This result agrees with published data4 obtained by 
acid etching.

•	 Redistribution of tritium between the surface and the bulk 
of stainless steel, if it occurs, is very slow. Tritium does not 
appear to migrate into the metal bulk at a rate defined by 
lattice diffusivity.
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Introduction 
As the field of laser wakefield acceleration (LWFA)1 matures, 
emphasis is shifting toward utilizing LWFA as a source of 
electron beams and x rays for certain applications. There is an 
increasing emphasis on producing electron beams from LWFA’s 
that can meet the stringent beam requirements (narrow diver-
gence, small emittance, and narrow energy spread) necessary 
for use in staged plasma accelerators2 and free electron lasers. 
Simultaneously, betatron x rays from LWFA are being utilized 
for applications,3–7 which places an emphasis on optimizing 
LWFA to produce these x rays. Even though these applications 
require optimization of different electron-beam properties, all 
applications benefit from a more-complete understanding of 
the dynamics of electron energy gain in LWFA and how those 
dynamics affect properties such as electron-beam energy, 
divergence, source size, shape, and energy spread.

For the range of plasma densities (mid-1018 to a few 
1019 cm–3) and laser pulse durations (35- to 45-fs FWHM) 
that are typically used in many current LWFA experiments in 
the forced or quasi-blowout regimes, the laser pulse length is 
of the order of the wake’s wavelength; therefore it may occupy 
the entire first bucket of the wake. In such experiments, the 
wakefield structure has a desirable transverse and longitudinal 
field structure for generating a self-injected electron bunch, but 
it also has the necessary conditions for direct laser accelera-
tion (DLA)8,9 if there is an overlap between the accelerating 
electrons and the transverse electric field of the laser pulse.10–16 
It is therefore important to understand the role that not only 
the longitudinal electric field of the wake but also the other 
fields—namely, the transverse fields of the ion column and of 
the laser itself—play in determining the ultimate energy gained 
by the electrons. In this article we show, through experiments, 
the direct, observable signatures in the produced electron 
beams that indicate that DLA makes a significant contribu-
tion to the electrons’ energy in LWFA’s operated in such a 
configuration. Three-dimensional (3-D) particle-in-cell (PIC) 
simulations are used to elucidate the energy dynamics that lead 
to this contribution.

Experimental Signatures of Laser Wakefield Acceleration Assisted 
by Direct Laser Acceleration

Background
In the matched, self-guided17 blowout regime of LWFA,18 

an ultrashort, intense laser pulse propagates through either 
an underdense plasma or a neutral gas. In the latter case, the 
leading edge of the laser pulse ionizes the neutral gas, and the 
pondermotive force of the laser then expels the plasma electrons 
out and around the main body of the pulse. On the femtosecond 
time scale of the laser, the more-massive ions remain relatively 
immobile, so an ion column forms behind the drive laser. The 
expelled plasma electrons are drawn back to the laser axis by 
the Coulomb force of the ion column, where they overshoot and 
oscillate about the axis and thereby set up a wake structure. The 
charge separation generated by this wake structure produces a 
longitudinal electric field that is capable of accelerating electrons 
trapped in the wake at gradients >1 GeV/cm. Those electrons 
that are injected off-axis will undergo betatron oscillations in 
response to the linear transverse focusing force of the ions.19,20

Electrons can become trapped in a LWFA by a variety of 
methods,21–31 but in the experiments and simulations presented 
here, the ionization injection32–34 technique is used. In this tech-
nique, the plasma is produced by the laser ionization of a neutral 
gas mixture comprised of a gas with a low ionization potential 
(commonly He or H2) doped with a gas with high ionization 
potential (commonly N2 or Ar). The lower-intensity front edge 
of the laser pulse ionizes the outer (typically L) shell electrons 
of the dopant gas along with all the electrons in the gas with a 
low ionization potential. Because the inner (typically K) shell 
electrons of the higher-Z atoms have a much higher ionization 
potential, they are ionized only near the peak of the laser pulse 
within a fully formed wake and are subsequently trapped without 
slipping all the way to the back of the wake. Compared to self-
trapping, this method of ionization injection permits trapping in 
a LWFA at reduced plasma densities and laser powers. 

In a LWFA operating in the forced or quasi-blowout regime, 
the ion column acts as a very strong wiggler. Trapped electrons 
that are being accelerated by the wake undergo betatron oscil-
lations in response to the transverse electric field of the ion 
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column. Therefore, if a LWFA is configured such that some of 
the trapped electrons undergo betatron oscillations in the plane 
of polarization of the laser’s electric field, the transverse field 
of the drive laser can give the electrons additional transverse 
momentum. This transverse momentum can then be converted 
to longitudinal momentum via the v # B force. In this way, the 
DLA mechanism8,9 can accelerate electrons by this coupling 
of the transverse field of the laser through the betatron motion 
of the electrons. As a result, those electrons can potentially be 
accelerated by the DLA mechanisms in addition to the LWFA 
mechanism in a LWFA where the drive laser overlaps the 
trapped electrons.10–16

It has been noted that DLA is the inverse of the ion channel 
laser mechanism.35 DLA in LWFA is also similar to inverse 
free electron laser (IFEL) acceleration,36,37 except that the 
static magnetic undulator used in an IFEL is replaced by the 
transverse electric field of the ions in DLA and the resonance 
condition need not be strictly obeyed as in the IFEL.11,13,14 In 
principle, the resonance condition for DLA is similar to that 
for an IFEL;38 i.e., in an ideal situation, the laser pulse over-
takes the electrons by one wavelength per betatron oscillation 
once the electrons come into resonance with the fundamental 
(N = 1) harmonic, where the electrons are bunched on a laser-
wavelength scale.8,39–42 Unlike in an IFEL, however, sustained 
resonance for DLA is more difficult to design because in the 
latter case, the normalized undulator strength K & 1 and the 
energy and betatron frequency of the electrons as well as the 
laser properties are continuously and rapidly changing.11,13,14 

The condition for energy gain from the DLA mechanism 
is typically expressed using the 1-D resonance condition for a 
single electron:8,9

	 ,N 1 v
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tron frequency, 
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v|| is the velocity of the electron in the longitudinal direction, 
and vz and ~0 are the phase velocity and frequency, respec-
tively, of the electromagnetic wave (i.e., laser). Essentially, this 

resonance condition means that in order for an electron to gain 
energy from DLA, a harmonic of the betatron frequency N~b 
must equal the Doppler-shifted laser frequency 1 v v 0- ~z z_ i  
witnessed by the electron.8,9,11,13,14 It is well known that in 
LWFA’s, especially those not in the ideal blowout regime,18 
the properties of the drive laser, including ~0 and vz, evolve 
throughout the acceleration distance. Furthermore, as electrons 
are accelerated in a LWFA, their longitudinal momentum, and 
therefore v||, increases and their betatron frequency is expected 
to fall as c–1/2 as seen in Eq. (2). Despite these evolving quanti-
ties, electrons that are being accelerated in a LWFA are able 
to gain significant energy from DLA because the quantities 
evolve together such that a quasi resonance is set up and the 
electrons are in a phase where they gain energy from the DLA 
mechanism for more than one-half of each betatron cycle.11,13,14

To determine if a LWFA is operating in a regime where DLA 
is expected to contribute to the energy gain of the electrons, 
the LWFA can be characterized using the ratio of the laser 
pulse length xlaser relative to the nonlinear plasma wavelength 
Kwake. This ratio can be represented by the dimensionless 
pulse-length parameter13,14
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If the laser pulse length cxlaser is equal to the a0-dependent 
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where I0 is the laser intensity and m is the wavelength of the 
laser. In the case where Tp is 0.5 or less, the laser does not 
overlap the trapped electrons in the LWFA while they are 
being accelerated; those electrons gain energy purely from the 
longitudinal wakefield.10,13,14 When Tp reaches 0.6 or more, 
the laser pulse will overlap the trapped electrons, and DLA 
can play a role in the acceleration of those electrons.10,13,14 A 
Tp > 1 indicates a significant overlap between the transverse 
laser field and the trapped electrons.13,14

Experimental Methods and Results
In this section, we show definitive experimental evidence of 

the presence of DLA in nonlinear LWFA’s where the laser pulse 
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overlaps the trapped electrons. We first demonstrate that the 
electron beams are indeed interacting with the drive laser when 
there is an overlap between the laser and trapped electrons, as 
might be expected in a DLA-assisted LWFA experiment. We 
then show that the transverse structure of the dispersed electron 
beams exhibits characteristic features that are indicative of 
DLA as an additional acceleration mechanism. 

The experiments presented here were conducted at UCLA 
using an 815-nm Ti:sapphire laser with a fixed pulse length 
xlaser of 45!5-fs FWHM of intensity and a spot size w0 
of 6.7 nm. The laser was run with powers P up to 10 TW, 
which correspond to an a0 up to 2.6. An f/6 off-axis parabola 
(OAP) system focused the main laser pulse at the entrance 
of a variable-length (0.1- to 2-mm) gas cell43,44 as shown in 
Fig. 153.41. The gas cell was filled with a 95% He/5% N2 

neutral gas mixture using a pulsed solenoid valve. The gas 
mixture was used so that ionization injection32 could be used 
to inject the charge early into the wake and increase the amount 
of trapped charge. The plasma density was measured on every 
shot using a Michelson interferometer and was varied by 
changing the gas pressure.43,44 The produced electron beams 
were dispersed in energy with a 0.92-T dipole magnet onto a 
plastic scintillator or a LANEX screen and recorded using a 
PI-MAX intensified charge-coupled–device (CCD) camera. 
This electron spectrometer could be rotated by 90° so that the 
electron beam could be dispersed parallel to or orthogonal to 
the linear laser polarization.13,14

Because the energy gain from DLA relies on the coupling 
between the transverse laser field and the betatron motion 
of the electrons, the first observable signature of an interac-
tion between the laser and the trapped electrons in a LWFA 
is that the undispersed electron beam should be elliptical in 
the direction of the laser polarization.45 The white ellipses in 
Fig. 153.42(a) are fits to the 50% contour of the undispersed 
electron beams from ten consecutive shots where the laser had 
horizontal, linear polarization and a vacuum a0 of +1.5. The 
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Figure 153.42
[(a),(b)] Fits (white ellipses) to the 50% contour of undispersed electron 
beams from a series of nine and ten, respectively, consecutive laser shots 
when using horizontal and vertical, respectively, linear laser polarization. 
(Inset) Typical undispersed electron beam from data shown in (a) with 50% 
contour points marked by the black crosses and the fit to that point marked 
by the white ellipse.

Figure 153.41
Experimental setup. The red-shaded area shows the main laser pulse being 
focused by the f/6 off-axis parabola (OAP) system at the entrance of the gas 
cell. The laser is linearly polarized in the plane of the page. The thick red line 
shows the probe for the Michelson interferometer. A typical interferogram 
is shown. The electrons are dispersed by the 0.92-T dipole magnet onto a 
scintillator or a LANEX and imaged by a PI-MAX 3 camera. The dipole 
magnet and screen could be rotated by 90° so that the electron beams could be 
dispersed parallel or orthogonal to the laser polarization. The dipole magnet 
typically was located 3.2 cm downstream from the gas cell, and the distance 
from the end of the magnet to the screen was 7.0 cm. A typical measured 
electron spectrum is shown.
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plasma density was +1.7 # 1019 cm–3, which yields a Tp value of 
+1.3, and the gas cell length was 900 nm. The fits show a strong 
ellipticity in the direction of the laser polarization with an aver-
age measured half-width-at-half-maximum (HWHM) diver-
gence of 12.2 mrad. In contrast, the average measured HWHM 
divergence in the perpendicular direction was 5.6 mrad. The 
direction of the linear polarization of the drive laser was then 
rotated 90° using a thin (1-mm) quartz half-wave plate for high-
laser-energy applications. The ellipticity of the undispersed 
electron beams rotated with the laser polarization, as shown 
in Fig. 153.42(b), which indicates that the trapped electrons’ 
transverse momentum is being enhanced in the polarization 
plane. With the vertical laser polarization, the average measured 
HWHM divergence in the direction of the laser polarization 
was 13.0 mrad, and the average measured HWHM divergence 
in the perpendicular direction was 6.5 mrad. Therefore, under 
the laser-plasma parameters described above, the measured 
divergence of undispersed electron beams emanating from the 
LWFA shows ellipticity that is correlated to the polarization of 
the laser pulse. This correlation demonstrates that the electrons 
are indeed interacting with the drive laser. Although DLA is 
expected to preferentially increase the divergence of the elec-
tron beam in the plane of the laser polarization, the observed 
ellipticity in the divergence of the undispersed electron beams 
in Fig. 153.42 in itself is not definitive proof that DLA is pres-
ent in the LWFA.13 Rather, because the energy gain from DLA 
relies on the coupling between the transverse laser field and the 
betatron motion of the electrons, a signature of this transverse 
coupling must be present in the energy gain of the electrons to 
demonstrate the presence of DLA in LWFA.

Because DLA is an additional energy gain mechanism on 
top of the energy gained from the wakefield, if it is present 
in the system, the highest-energy electrons should also have 
the largest divergence. Figure 153.43 shows two examples 
of the experimental electron spectra when the electrons 
were dispersed in the (a) same and (b) orthogonal plane of 
the laser polarization for similar experimental parameters. 
When dispersed in the direction of the laser polarization, the 
measured electron-beam spectra exhibited a narrower diver-
gence than when it was dispersed orthogonal to the direction 
of the laser polarization. An example of the former is shown 
in Fig. 153.43(a), where the electron beam has an average 
measured HWHM divergence of 4.3 mrad for electron ener-
gies >40 MeV. The continuous energy spread is characteristic 
of ionization injection.32,34 When the electron beams were 
dispersed perpendicular to the laser polarization, however, 
they had a much larger divergence and additionally split at 

the highest electron energies, resulting in a forked struc-
ture. This behavior of the dispersed electron beam is shown 
in Fig. 153.43(b), where the average measured divergence 
increased to 11.8 mrad and the forked structure is clearly 
visible above 90 MeV. The divergence was calculated using 
the HWHM for electron energies below 90 MeV and the fork 
centroid for energies above 90 MeV, which is where the fork 
structure begins. Such a clear fork structure, partial fork 
structures, or modulations have been observed in experimental 
electron spectra for plasma densities between 0.9 and 1.6 # 
1019 cm–3 (Tp = 0.8 to 1.4) as shown in Fig. 153.44. The trans-
verse shape of the spectrum in Fig. 153.43(b) clearly transitions 
from a center-peaked distribution to the forked structure. In the 
center-peaked distribution, the electrons gain the majority of 
their energy from LWFA and can originate from the first and 
subsequent buckets, in which the laser does not overlap the 
electrons. The electrons in the forked region of the spectrum 
originate in the first bucket of the wake and gain a majority 
of their energy via DLA, as will be shown in the next section.
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Figure 153.43
[(a),(b)] Experimental electron spectra dispersed parallel and perpendicu-
lar, respectively, to the laser polarization (red arrows). The experimental 
parameters for the shot shown in (a) and (b) are gas cell length = 800 and 
900 nm, ne = 1.7 # 1019 and 1.4 # 1019 cm–3, a0 = 2.0 and 1.9, and Tp = 1.1 
and 1.1, respectively.

Simulation Methods and Results
To interpret the features observed in experiment, a series of 

3-D simulations using the PIC code OSIRIS 3.0 (Ref. 46) were 
conducted. These simulations modeled the above experimental 
parameters and employed particle tracking to elucidate the 
roles of LWFA and DLA to the energy gain of the electrons in 
this experimental regime. The spectral features indicating if 
DLA is present in a LWFA are best illustrated by comparing a 
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a 1-mm-long plateau region with 100-nm-long linear density 
up- and down-ramps. The linearly polarized drive laser had 
an a0 of 2.1 and was focused to a spot size of 6.7 nm halfway 
up the density up-ramp. For the Tp = 0.4 case, the pulse length 
was 25 fs; for the Tp = 0.8 case, the pulse length was 45 fs. For 
both simulations, the grid was 1940 # 320 # 320 with 2 # 2 # 
2 particles per cell and k0Dz = 0.209 and kpDx,Dy = 0.090. The 
resulting normalized time step was 0.01403.

Each simulation was run once to completion; then the 
20 highest-energy electrons and >500 random electrons were 
tagged. The simulations were then rerun while tracking the 
tagged particles to determine their position, momentum, and 
the fields that they sampled at each time step of the simulation. 
With that information, the relative contributions to the total 
energy gain of each electron resulting from the transverse elec-
tric field and the longitudinal electric field can be calculated. 
The relative contribution W|| caused by the longitudinal electric 
field E|| was calculated using 

	 .W e tE v d
t

- $=z zz0
l# 	 (4)

The dominant longitudinal electric field is the wakefield; there-
fore, this value will be called the “LWFA contribution” to the 
final electron energy. Similarly, the relative contribution W9 
caused by the transverse electric field E9 was calculated using 

	 ,W e tE v d
t

- $= = == 0
l# 	 (5)

where v9 is the transverse velocity of the electron. The domi-
nant transverse electric field is the transverse laser field, so 
this value will be called the “DLA contribution” to the final 
electron energy. 

In the Tp = 0.4 case, LWFA is expected to be the only accel-
eration mechanism. Figure 153.45(a) shows that, indeed, DLA 
plays a negligible role in the energy gained by the electrons 
when there is no overlap between the laser and the trapped elec-
trons. Of the 550 randomly selected electrons, the maximum 
DLA contribution as calculated using Eq. (5) is 1.5 MeV, and 
DLA accounts for no more than 1.5% of the final energy of any 
of the randomly tagged electrons. In the Tp = 0.8 case, the drive 
laser now overlaps the trapped electrons and some contribution 
from DLA is expected in addition to LWFA. Figure 153.45(b) 
shows that although the maximum electron energy is reduced, 
DLA plays a significant role in the energy gained by the elec-
trons. For the 1080 randomly selected electrons, the maximum 
DLA contribution to the final electron energy is up to 50 MeV, 
and up to +50% of the electrons’ total energy can be attributed 
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Figure 153.44
A series of electron spectra with fork features or modulated spectra taken on 
a single shot day. Data are sorted by ascending Tp values. The gas cell length 
was 900 nm. At the highest densities of 1.5 to 1.6 # 1019 cm–3, even though 
Tp > 1, the fork structure disappears as a0 is reduced to 1.3, thereby switching 
off ionization injection. 

simulation where Tp is 0.4 (no overlap between the laser and the 
trapped electrons) and a case where Tp is 0.8 (drive laser is fill-
ing nearly the entire first period of the wake and overlapping the 
trapped electrons). DLA is expected in the Tp = 0.8 case.10,13,14 
Both simulations were run with identical parameters except for 
the laser pulse lengths. The laser ionized an initially neutral 
gas comprised of 99.9% He and 0.1% N2 to produce a plasma 
density of 8 # 1018 cm–3. The Ammosov–Delone–Krainov47 

ionization model was used. The resulting plasma consisted of 
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to DLA, which shows that the DLA mechanism can provide 
comparable energy to the LWFA mechanism. 

If DLA contributes significantly to the energy gain of the 
electrons produced from a LWFA, those electrons should have 

increased transverse momentum in the direction of the laser 
polarization. This increased transverse momentum should 
show up as an ellipticity of the produced electron beam in the 
direction of the laser polarization. Figure 153.46 compares the 
projected divergence for (a) the Tp = 0.4 and (b) the Tp = 0.8 

Figure 153.45
Plots of the DLA contribution W9 (blue circles) and the LWFA contribution W|| (red diamonds) to the final energy of each electron versus its final energy for 
(a) the 550 random electrons in the Tp = 0.4 case and (b) the 1080 random electrons in the Tp = 0.8 case. 
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Figure 153.46
Contour plots of electron bunch (green) propagating in a 3-D OSIRIS simulation (left) and projection of that electron bunch onto a screen (right) for (a) the 
Tp = 0.4 simulation and (b) a Tp = 0.8 simulation. Insets show snapshots of the electron bunch as it is accelerated in the LWFA. Note that the laser overlaps the 
trapped electrons in the Tp = 0.8 case. 
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cases. In the Tp = 0.4 case, the inner-shell nitrogen electrons 
were ionized within the laser pulse and then escaped the laser 
to become trapped in the back of the wake, which causes the 
initial transverse momentum that they gain from the laser13 to 
become apparent. In this case, the projection of the acceler-
ated electrons on a screen [Fig. 153.46(a)] shows an elliptical 
beam with an rms divergence of 8.6 mrad along the major axis, 
which is in close agreement with estimations of the maximum 
transverse momentum an electron acquires from the tunnel ion-
ization process.13 In the case of Tp = 0.8, the ionized electrons 
remain within the laser field and gain energy from both LWFA 
and DLA. These electrons also show an elliptical beam when 
projected onto a screen [Fig. 153.46(b)]. Its rms divergence 
along the major axis is 24.8 mrad, which is nearly 3# as large 
as in the Tp = 0.4 case, where LWFA is the only acceleration 
mechanism. Although both simulations produce an elliptical 
beam, the observation of increased divergence in the Tp = 0.8 
case is qualitatively consistent with expectations if DLA is 
present as an additional acceleration mechanism.

If LWFA is the only acceleration mechanism, the divergence 
of the produced electron beam should be relatively constant as 

a function of energy regardless of the direction of the disper-
sion of the electron beam. Figure 153.47(a) shows the electrons 
dispersed in the direction of the laser polarization for the Tp = 
0.4 case. The resulting electron spectrum has a narrow diver-
gence that is peaked on axis. When the electrons are dispersed 
orthogonal to the laser polarization [Fig. 153.47(b)], the diver-
gence remains relatively narrow and is still peaked on axis. 
Such narrow divergence is consistent with LWFA being the 
only acceleration mechanism. To further illustrate this point, in 
Fig. 153.47(c), the 550 randomly tagged electrons color coded 
by their energy gain from DLA are plotted on a contour plot 
of Fig. 153.47(b). This figure shows that the maximum DLA 
contribution is only 1.5 MeV and that there is no correlation 
between the amount of energy contributed by DLA and the 
divergence of the electron beam.

DLA arises because of an increase in the transverse momen-
tum of the electron caused by work done by the transverse laser 
field. Because DLA is an additional energy gain mechanism on 
top of the energy gained from the wakefield, if it is present in the 
system, the highest-energy electrons should also have the largest 
divergence. Nonetheless, as Fig. 153.47(d) shows, even in the 
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their DLA contribution. 
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Tp = 0.8 case where DLA is expected to contribute to the energy 
gain, if the electrons are dispersed in the direction of the laser 
polarization, the spectrum still features a narrow divergence that 
is peaked on axis. If the electron beam is dispersed in the same 
direction as the laser polarization, any structure associated with 
the enhanced oscillation of the electrons in the direction of the 
laser polarization cannot be discerned. When the electron beam 
is dispersed orthogonal to the direction of the laser polarization, 
however, Fig. 153.47(e) shows that the divergence increases with 
the total energy of the electrons and, at an energy of +95 MeV, 
the spectrum splits into a forked structure. In Fig. 153.47(f), 
the randomly tagged electrons with energies of 40 MeV and 
above are superimposed on a contour plot of the data shown in 
Fig. 153.47(e). These electrons are color coded by their DLA 
contribution to the final energies. Figure 153.47(e) shows that 
for final electron energies below +95 MeV, where the transverse 
shape of the electron spectrum is peaked on axis, the DLA 
contribution to the final electron energies is small (15 MeV 
or less). Rather, the center-peaked charge at lower energies, 
which was also seen in the experimental data in Fig. 153.43(b), 
is predominately accelerated by the wake. Beginning at final 
electron energies of +95 MeV, the DLA contribution to the 
electron energy increases, and the electron spectrum splits into a 
forked structure similar to the one seen in the experimental data 
[Fig. 153.43(b)]. The electrons that fall within the fork structure 
have the highest DLA contributions; as a result, the change in 
divergence with energy is a clear, observable signature that DLA 
is playing a role in the LWFA. 

The degree of forking seen in the electron spectrum depends 
on the degree of overlap between the drive laser and the trapped 
electrons. The electron spectrum in Fig. 153.47(h) was produced 
from a 3-D OSIRIS simulation that had the same physical 
parameters as the Tp = 0.8 simulation, except that a0 was 2.03, 
ne was 1.43 # 1019 cm–3, and the constant-density region of 
the plasma was 430 nm long. These parameters were chosen 
to model the experimental data shown in Fig. 153.43. Compar-
ing the middle row of spectra in Fig. 153.47 shows that as the 
degree of overlap (i.e., Tp) is increased from Tp = 0.5 to Tp = 
1.0, the extent of the forking increases and the forking descends 
deeper into the lower-energy portion of the electron spectrum. 
The increase in forking with Tp is caused by an increase in 
the DLA contribution relative to the LWFA contribution. As 
shown in Fig. 153.45, for the Tp = 0.8 case, the dominant energy 
contribution for the randomly selected electrons is from LWFA. 
Up until final electron energies of +95 MeV, it is essentially 
the only mechanism contributing to the energy gain of the 
electrons; indeed, there is no forking of the electron spectrum 
[Fig. 153.47(e)] below these energies. The fork structure arises 

when DLA begins to make a sizeable contribution. At ener-
gies of +95 MeV, DLA begins to contribute to the final energy 
gained by the electrons; it is at that energy that the spectrum 
begins to fork [Figs. 153.47(e) and 153.47(f)]. In comparison 
to the Tp = 0.8 case, for the 550 randomly selected electrons 
from the Tp = 1.0 case, even the lowest electron energies have 
significant energy contributions from DLA, and both DLA 
and LWFA are strongly contributing to the energy gain of the 
electrons, as seen in Fig. 153.48. The best linear fits through 
those contributions show that the curves intersect at 25 MeV. 
Below this energy, the final energy of the electrons is primarily 
dominated by LWFA, and above this energy, DLA becomes the 
dominant contribution; this is correlated with the strong fork-
ing observed in Figs. 153.47(h) and 153.47(i) (Refs. 13 and 14).
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Plot of the DLA contribution W9 (blue circles) and the LWFA contribution W|| 
(red diamonds) to the final energy of each of the 550 random electrons versus 
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The origin of the forked structure becomes evident when the 
transverse structure of the electron beam is examined. When 
DLA is present in a LWFA, the higher-energy electrons owe a 
significant portion of their energy to DLA. The head of the elec-
tron beam overlaps a high-intensity portion of the laser pulse and 
is strongly modulated at half of the laser wavelength,48 and the 
charge is bunched at the extrema of the betatron oscillations as 
shown in Fig. 153.49(a). This bunching causes the charge at the 
front portion of the electron beam to exit the plasma with some 
transverse separation, which leads to the fork structure seen in 
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gies. The higher-energy electrons are predominantly found at 
the head of the electron beam, and the lower-energy electrons 
are predominantly found at the tail. For the lower-energy elec-
trons, each half oscillation in the transverse structure contains 
electrons in different bins of final energies. For example, the 
charge slightly above the laser axis at the point marked “I” has 
final energies of +40 MeV, the charge at “II” has +50 MeV, 
the charge at “III” has +70 MeV and so on. These steps in the 
final energy associated with a given transverse position mean 
that the different-energy electrons will exit the plasma with 
slightly different transverse positions and divergences, which 
produces the serpentine structure when the electron beam is 
dispersed orthogonal to the direction of the laser polarization 
as seen in the center-peaked electron feature for energies from 
40 MeV to +95 MeV in Fig. 153.47(e). This serpentine structure 
is absent when the electron beam is dispersed in the direction 
of the laser polarization, as seen in Fig. 153.47(d).

In addition to the serpentine structure in the dispersed spec-
trum for electron energies below +95 MeV, Figs. 153.47(e) and 
153.47(f) have a second small forked structure in the interior 
of the large fork at an energy of approximately 125 MeV. As 
already discussed, the main fork structure in Fig. 153.47 arises 
because the electrons are bunched at the extrema of their beta-
tron oscillation and exit the plasma with a transverse separation 
but a small divergence. The secondary fork in Fig. 153.47 also 
arises because of the betatron motion of the electrons; however, 
this fork is formed differently. The electrons that form this fork 
are also executing large-radii betatron oscillations; however, 
they are phased one quarter of a betatron period from those that 
form the main fork. Therefore, unlike the electrons that form 
the main fork, which exit the plasma with a large transverse 
separation but small divergence, these electrons exit the plasma 
with a small transverse separation but with a large divergence. 
Because the electron-beam spectrum from the simulation is 
calculated 100 nm after the exit of the plasma, these electrons 
are captured as they cross the betatron axis due to their large 
divergence. Such electrons would not be captured in the experi-
ment, however, because their divergence is so large that they 
would be lost during the transport to the detector.

Conclusions
In this article, the DLA of electrons in a LWFA operating 

in the forced or quasi-blowout regimes has been investigated 
through experiment and simulation. We have demonstrated 
that when there is a significant overlap between the trapped 
electrons and the laser (Tp + 1) in a LWFA cavity, the resulting 
electrons can gain energy from both the LWFA and the DLA 
mechanisms. In the experimental work, we investigated the 
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Figure 153.49
(a) Transverse density profile of electron beam after propagating 100 nm in 
vacuum from the Tp = 0.8 simulation used to generate Figs. 153.47(e) and 
153.47(f). (b) Transverse profile of the same electron beam as in (a) showing 
a sampling of 0.04% of the total electrons in the simulation color coded by 
their final energy. The red arrows in both (a) and (b) mark the direction of 
the electron-beam propagation.

the middle and bottom rows of Fig. 153.47. The laser intensity 
falls from the head of the electron beam to its tail; consequently, 
the modulation at half of a laser wavelength becomes less pro-
nounced and the charge is no longer bunched at the extrema of 
the betatron oscillations. At the tail of the electron beam, the 
energy contribution of DLA to the overall charge of the electrons 
is small, and there is only a small transverse modulation of the 
accelerated charge. Although this transverse modulation is small 
at the tail of the beam, it leads to the serpentine structure in the 
dispersed electron beam in the Tp = 0.8 case [Fig. 153.47(e)] for 
the lower electron energies (40 MeV to +95 MeV). 

In Fig. 153.49(b), the transverse structure of the electron 
beam is shown using a sampling of the electrons from the 
Tp = 0.8 simulation color coded by their final energy. Fig-
ure 153.49(b) shows that there is a general correlation between 
the position of the electrons in the beam and their final ener-
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properties of the electron beams produced in a LWFA with 
ionization injection by dispersing those beams in the direction 
perpendicular to the laser polarization. We found that these 
electron beams show certain features (ellipticity in the plane of 
the laser polarization and an energy spectrum that splits into a 
fork at higher energies when the beam is dispersed orthogonal 
to the laser polarization direction) that are characteristic of 
DLA. These characteristic spectral features were reproduced 
in OSIRIS simulations, where particle tracking was used to 
demonstrate that such spectral features are signatures of the 
presence of DLA in LWFA.

Supporting simulations modeled the experimental parame-
ters and employed particle tracking to interpret these signatures 
and elucidate the roles of LWFA and DLA to the energy gain 
of the electrons in this experimental regime. The contribution 
of DLA to the energy gained by the electrons was calculated in 
simulations. Its magnitude was found to be of the order of the 
LWFA contribution and actually exceeded the LWFA contribu-
tion to the highest-energy electrons in some cases. It was also 
shown that in the LWFA’s studied here, both DLA and LWFA 
can participate in accelerating the bulk of the electrons in the 
produced electron beam. The presence of DLA in a LWFA can 
lead to enhanced betatron oscillation amplitudes and increased 
divergence in the direction of the laser polarization. 

The presence of DLA in LWFA provides insight into pos-
sible reasons why the overall quality (i.e., emittance, diver-
gence, energy spread) of the electron beams produced from 
LWFA experiments is not always competitive with that from 
conventional radio-frequency accelerators. The energy gain 
from DLA relies on the coupling between the transverse laser 
field and the betatron motion of the electrons, which causes 
the transverse momentum of the electrons to be larger than in 
a LWFA-only case. This increased transverse momentum can 
lead to an increase in the divergence of the electron beam in 
the direction of the laser polarization. Additionally, because the 
energy gain due to DLA varies depending on the magnitude 
of the transverse laser field sampled by the electron as well as 
whether or not that electron is able to gain energy from DLA 
for extended acceleration distances, DLA can contribute to 
energy spread in LWFA systems such as those studied here. 
Understanding that DLA can play a role in LWFA systems may 
provide a path for such experiments to improve the emittance, 
divergence, and energy spread of their LWFA-produced elec-
tron beams if that is a major goal of such experiments. 

In the future, the DLA process in LWFA could be optimized 
further. One potential path would be to tailor the laser profile to 

enhance the DLA. For example, the drive laser could be chirped 
so that the quasi resonance required for energy gain from DLA 
is better maintained.8,9,11,13,14 The two-laser DLA scheme 
presented by Zhang et al.15,16 could be tested experimentally 
to see if it permits better control of the DLA process in LWFA. 
The effect of ion motion on DLA in a LWFA could be explored 
through further simulations. Additionally, the gas mix used for 
ionization injection could be better tailored to trap a charge 
farther forward in the wake. Although such electrons would 
gain less energy from LWFA, they would overlap with a larger 
laser amplitude and, therefore, should gain more energy from 
DLA. DLA could also be explored in LWFA experiments that 
employ other injection schemes.6,49 Finally, it would be very 
interesting to investigate whether DLA could be introduced in 
a beam-driven plasma wakefield accelerator (PWFA) cavity 
using an intense laser pulse that trails the particle bunch that 
drives the wake. 

DLA also leads to an increase in the amplitude of the 
betatron oscillations of the electrons. The critical energy of 
the betatron x-ray spectrum emitted by electrons in a LWFA 
scales as c2r0, where r0 is the amplitude of the betatron oscil-
lation, and its radiated power scales as .r2

0
2c  The increase in 

r0 resulting from DLA would increase the critical energy and 
the radiated power. Furthermore, the number of emitted pho-
tons scales as c1/2r0 and should, therefore, increase with the 
enhanced r0 from DLA. Therefore, DLA shows much promise 
as a path to enhancing the betatron radiation generated from 
LWFA’s. In fact, the role of DLA in betatron x-ray production 
could have been inferred indirectly from the MeV photon 
emission observed in the forward direction in prior LWFA 
experiments.50 The renewed interest in the betatron radiation 
from LWFA’s operating in the self-modulated LWFA regime 
further motivates additional investigation into the role that DLA 
plays in betatron radiation.6,51,52 

DLA can also be present in LWFA driven by circularly 
polarized lasers. Additional simulations (not included here) 
have shown that the presence of two transverse electric-field 
components can lead to continuous energy gain from the DLA 
mechanism and a correlated increase in the betatron oscillation 
radius. Furthermore, the degree of polarization of the betatron 
x rays produced from circularly polarized DLA-assisted LWFA 
may be tied to DLA’s contribution to the electrons.53 

Finally, DLA could also be exploited to microbunch electron 
beams on femtosecond to attosecond time scales.48 When DLA 
is present in a LWFA, the electrons tend to bunch at the extrema 
of their large-radii betatron oscillations.13,14 This bunching is 
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spaced at half of the laser wavelength,8,13,14,48 which can yield 
electron bunches with temporal durations +1 fs for a LWFA 
driven by a Ti:sapphire laser. It may be possible to diagnose 
this bunching from the (coherent) optical transition radiation 
that these bunched beams may emit as they exit the plasma/
vacuum boundary. 
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