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The cover photo highlights scientist Dr. Radha Bahukutumbi presenting results from simulations and experiments at the National 
Ignition Facility (NIF). In the background are projections of the simulated scattered light from a NIF implosion without (top) and 
with (bottom) cross-beam energy transfer (CBET). Measurements of scattered light in the NIF chamber can shed light on this 
process that can compromise the pressure that sets up the drive and the velocity of the imploding shell.

The figure on the left shows the measured and simulated radio-
graph, respectively, of an imploding shell on the NIF viewed 
from the equator using an iron backlighter and a gated framing 
camera.  Simulations closely reproduce the measured shapes, 
indicating that the laser-deposition process (including the effect 
of CBET) and heat conduction to the ablation surface are mod-
eled relatively well.  This validation of the code is important 
for predictions of target performance in MJ-scale plasmas such 
as those in NIF implosions.
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In Brief

This volume of the LLE Review, covering October–December 2015, features “Direct Drive: Simula-
tions and Results from the National Ignition Facility,” by P. B. Radha, M. Hohenberger, D. H. Edgell, 
J. A. Marozas, F. J. Marshall, D. T. Michel, M. J. Rosenberg, W. Seka, A. Shvydky, T. R. Boehly, T. J. B. 
Collins, E. M. Campbell, R. S. Craxton, J. A. Delettrez, D. H. Froula, V. N. Goncharov, S. X. Hu, J. P. 
Knauer, R. L. McCrory, P. W. McKenty, J. F. Myatt, S. P. Regan, T. C. Sangster, and S. Skupsky (LLE); 
J. W. Bates, M. Karasik, and S. P. Obenschein (Naval Research Laboratory); S. N. Dixit and S. LePape 
(Lawrence Livermore Laboratory); J. A. Frenje, R. D. Petrasso, H. Sio, and A. Zylstra (Plasma Fusion 
Science Center, Massachusetts Institute of Technology); and D. D. Meyerhofer (Los Alamos National 
Laboratory). This article (p. 1) reports on the Laboratory for Laser Energetics’ (LLE’s) investigations of 
direct-drive implosions at the National Ignition Facility in order to validate models related to implosion 
velocities and the magnitude of hot-electron preheat. Implosion experiments indicate that the energet-
ics are well-modeled when cross-beam energy transfer is included in the simulation. Trajectories from 
backlit images are also well predicted, although with lower velocities than theory, with discrepancies 
likely caused by nonuniformity growth seeded by laser imprint.

Additional research highlights presented in this issue include the following:

•	 A. A. Solodov, M. J. Rosenberg, J. F. Myatt, R. Epstein, S. P. Regan, W. Seka, J. G. Shaw, and 
M. Hohenberger (LLE); J. W. Bates (Naval Research Laboratory); and J. D. Moody, J. E. Ralph, D. P. 
Turnbull, and M. A. Barrios (Lawrence Livermore National Laboratory) report on hydrodynamic 
simulations to design a new experimental platform to investigate two-plasmon decay and other laser–
plasma instabilities (p. 15). Proposed experiments utilize planar plastic targets with an embedded 
Mo layer to characterize the generation of hot electrons through Mo Ka fluorescence and hard x-ray 
emission, approximating conditions near both the equator and the pole of a polar-direct-drive implosion.

•	 S. X. Hu, V. N. Goncharov, R. L. McCrory, and S. Skupsky (LLE); and L. A. Collins and J. D. Kress 
(Los Alamos National Laboratory) report on first-principles investigations of the ionization and ther-
mal conductivity of polystyrene (CH) over a wide range of plasma conditions (t = 0.5 to 100 g/cm3 
and T = 15,625 to 500,000 K) (p. 19). Hydrodynamic simulations of cryogenic deuterium–tritium 
targets with CH ablators on OMEGA and the National Ignition Facility predict an a20% variation in 
target performance in terms of hot-spot pressure and neutron yield (gain) relative to traditional model 
simulations.

•	 V. N. Goncharov, S. P. Regan, T. C. Sangster, R. Betti, T. R. Boehly, E. M. Campbell, J. A. Delettrez, 
D. H. Edgell, R. Epstein, C. J. Forrest, D. H. Froula, V. Yu. Glebov, D. R. Harding, S. X. Hu, I. V. 
Igumenshchev, F. J. Marshall, R. L. McCrory, D. T. Michel, J. F. Myatt, P. B. Radha, W. Seka, A. Shvydky, 
C. Stoeckl, W. Theobald, and B. Yaakobi (LLE) and M. Gatu Johnson (Plasma Fusion Science Center, 
Massachusetts Institute of Technology) describe experiments on the OMEGA Laser System to evaluate 
cryogenic implosions that are hydrodynamically equivalent to spherical ignition designs for the National 
Ignition Facility (NIF) (p. 30). Current cryogenic implosions on OMEGA have reached 56 Gbar, and 
implosions with a shell convergence of CR < 17 and a fuel adiabat a > 3.5 proceed close to 1-D predictions. 
Demonstrating hydrodynamic equivalence on OMEGA will require reduced coupling losses caused by 
cross-beam energy transfer and minimized long-wavelength nonuniformity. Ignition in a direct-drive 
cryogenic implosion on the NIF will require central stagnation pressures in excess of 100 Gbar. 
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James B. Oliver
Editor

•	 C. Stoeckl, R. Boni, F. Ehrne, C. J. Forrest, V. Yu. Glebov, J. Katz, D. J. Lonobile, J. Magoon, S. P. Regan, 
M. J. Shoup III, A. Sorce, C. Sorce, T. C. Sangster, and D. Weiner report on the installation of a next-
generation neutron temporal diagnostic (NTD) at the Omega Laser Facility to determine the hot-spot 
pressure achieved in inertial confinement fusion experiments and assess the implosion quality (p. 36). 
This NTD is based on a fast-rise-time plastic scintillator, which converts the neutron kinetic energy 
to 350- to 450-nm-wavelength light that is relayed to a streak camera. An a200# reduction in neutron 
background was observed during the first high-yield DT cryogenic implosions compared to the current 
NTD installation on OMEGA. An impulse response of a40!10 ps was measured in a dedicated experi-
ment with a 10-ps pulse from the OMEGA EP laser.

•	 S. Papernov, A. A. Kozlov, J. B. Oliver, and C. Smith (LLE); and L. Jensen, S. Günster, H. Mädebach, 
and D. Ristau (Laser Zentrum Hannover) report on the contribution of thin-film interfaces to the 
near-ultraviolet absorption and pulsed-laser–induced damage for ion-beam–sputtered and electron-
beam–evaporated coatings (p. 43). Film characterization shows a small contribution to total absorp-
tion from the interfaces relative to that of the HfO2 film material, with a higher damage resistance in 
the seven-layer coating compared to the single-layer HfO2 film. The results indicate a similarity of 
interfacial film structure with that formed during the co-deposition of HfO2 and SiO2 materials.

•	 S.-W. Bahk, C. Dorrer, R. G. Roides, and J. Bromage describe a simple diagnostic to characterize 1-D 
chromatic aberrations in a broadband beam (p. 52). A Ronchi grating is placed in front of a spectrometer 
entrance slit to provide spatially coupled spectral phase information. The phase offset variation in the 
interferogram along the wavelength axis contains the information on chromatic aberrations that can 
be extracted using Fourier analysis. The radial-group delay of a refractive system and the pulse-front 
delay of a wedged glass plate have been accurately characterized in a demonstration.
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Introduction
In direct-drive inertial confinement fusion1 nominally identi-
cal laser beams are incident on a capsule containing a layer of 
frozen deuterium–tritium (DT) within a shell made of an abla-
tor such as plastic (CH). The beams ablate the outer material, 
driving the cryogenic DT layer inward. The shell accelerates 
during the laser pulse as a result of the pressure from the laser 
energy deposited in the corona and then decelerates when an 
outgoing shock is launched once the pressure in the vapor 
region is higher than the pressure in the inward-moving shell. 
The shell kinetic energy is then converted to the internal hot-
spot energy during stagnation. Ignition requires that the tem-
perature and areal density of the hot spot should be sufficient 
to generate heating by the alpha particles produced from the 
D−T fusion reaction. Several measures of target performance 
have been presented in the literature.2,3 The minimum fuel 
energy required for ignition Emin considered here is given by3

	

.

,

E
V

P

50 8
3 10

100

kJ
cm/s

Mbar

.
.

.

min
1 88

7

5 89

0 77

inn
imp

#

#

a=
-

-

_

b

ei

l

o

	

(1)

where ainn is the adiabat defined as the ratio of the pressure 
to the Fermi-degenerate pressure in the inner surface of the 
shell, Vimp is the implosion (peak) velocity of the shell, and 
P is the ablation pressure. Direct drive couples +3 to 5# more 
laser energy into the imploding shell than x-ray drive, result-
ing in larger values of Vimp for the same laser energy. From 
Eq. (1), for the same Emin and with larger values of Vimp, igni-
tion designs with larger values of ainn are possible in direct 
drive than from x-ray drive. Direct drive, for example, requires 
convergence ratios of L22 (defined as the ratio of initial radius 
to hot-spot radius at peak neutron production) to be ignition 
relevant, whereas x-ray drive requires convergence ratios of 
30 to 40. Designs with higher adiabats are more robust to shock 
mistiming, preheat from fast electrons, or radiation. Higher-
adiabat direct-drive designs also benefit greatly from reduced 
Rayleigh–Taylor (RT)4 growth. The high power of the velocity 
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term in Eq. (1) aV .5 89
imp
-a k also indicates that robust predictions 

of ignition require knowledge of the shell’s velocity to very high 
precision; a 5% decrease in velocity increases the minimum 
energy required for ignition by nearly 35%. 

In direct drive, the implosion velocity and the ablation 
pressure are primarily determined by coupling the laser into 
the coronal plasma and the conduction of heat to the ablation 
surface. The equation of state has been shown to influence 
these quantities, although to a smaller extent.5 While the 
dominant mechanism for laser-energy absorption is collisional 
absorption (or inverse bremsstrahlung), because of cross-beam 
energy transfer (CBET)6 modifications in simulation codes are 
required to explain observables including capsule trajectory, 
scattered-light spectra and time histories, and bang times in 
OMEGA experiments.7

In CBET, ion-acoustic waves in the plasma mediate the 
transfer of energy from an incoming (pump) ray to an outgoing 
(probe) ray, reducing the energy available for deposition by the 
most hydrodynamically efficient incoming rays. The CBET 
gain factor scales as6,7
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where fCBET is an ad hoc multiplier used to explore sensitivity to 
the model; k k1 4 1 2

pol pump probe:g = + t t] g9 C is the polarization 
factor; e is the electron charge; c is the speed of light; me and 
ne are the electron mass and electron density, respectively; m0 is 
the laser wavelength; GZH is the average ionization of the material; 
Te and Ti are the electron and ion temperatures, respectively; 
P 12 2-h ho ho h= +a a_ _ _i i i9 C is the resonance function with 

,k V k cpump probe fluid- - :h ~ ~= a a a_ i  where ~pump and 
~probe are the pump and probe frequencies, and ka is the wave 
number of the ion-acoustic wave given by the wave-matching 
condition with sound speed ca and the dimensionless ion-wave 
damping coefficient oa; and Vfluid is the fluid velocity. The 
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energy gained or lost is given by 1 ,E e e0
d dCA CBET -x x7 A  where 

dxCA is the absorption factor caused by collisional absorption. 
This model was implemented in the spherically symmetric code 
LILAC8 and the axisymmetric code DRACO.9 This CBET model 
was compared to 60-beam OMEGA implosions and, at this 
time, an overall multiplier fCBET = 1.5 is required in DRACO 
to reproduce the observed neutron rates and scattered light. The 
reason for an overall multiplier is unknown. This fixed value of 
1.5 is used in all DRACO simulations described in this article.

Differences between OMEGA10 and National Ignition Facil-
ity (NIF)11 implosions motivate the current experiments on the 
NIF. The simulated coronal temperature in NIF implosions 
is +3.2 keV compared to +2.75 keV in OMEGA implosions. 
Additionally, the path lengths ds for the rays [Eq. (2)] in the NIF 
corona are significantly longer; the volume in the NIF corona 
is approximately a factor of 1.5# larger than OMEGA-scale 
implosions. Therefore, it is expected that the CBET effect will be 
considerably larger on the NIF scale. As will be shown later, for 
the ongoing experiments, CBET decreases implosion velocity by 
+18% and the ablation pressure by +57%, significantly increasing 
Emin. Validating such a model and demonstrating mitigation of 
CBET are important to the larger direct-drive–ignition program. 

The electron-heat conduction from the laser-deposition 
region to the ablation surface sets up the ablation pressure 
in direct drive. Nonlocal heat conduction12 has been shown 
to play an important role in shock timing in cryogenic DT 
OMEGA experiments and, in combination with CBET, is 
required to reproduce all observables related to energetics 
including trajectories, bang times, time-resolved scattered 
light, and scattered-light spectra. It is expected that nonlocal 
electron thermal transport should also play an important role 
in NIF-scale experiments. 

Preheat from two-plasmon decay (TPD)13 is expected to be 
larger on the NIF scale compared to OMEGA implosions. In 
TPD, plasma waves accelerate electrons to energies ($30 keV) 
with sufficiently long mean free paths so that their energy can 
be deposited in the cold shell, compromising compression or 
ainn. TPD is a multibeam instability that requires the overlap 
of several beams to cooperatively overcome the threshold. 
In OMEGA implosions, the magnitude of the energy in the 
source of energetic electrons has been shown to scale with the 
threshold parameter h:13
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where ,In 4c
 ,Ln 4c

 and Te are the intensity, density scale 
length, and electron temperature at the quarter-critical sur-
face, respectively. As mentioned earlier, NIF implosions are 
characterized by higher coronal temperatures; however, the 
scale length is also larger—350 nm in the current experiments 
compared to 150 nm in OMEGA implosions. Note that since 
the target sizes in the ongoing experiments are determined 
by the phase plates on the NIF, the scale lengths are smaller 
than those in ignition-relevant designs (+500 to 600 nm). The 
extrapolation to longer scale lengths suggests that a larger 
source of hot electrons is expected on the NIF; however, beam 
polarizations and beam angles also influence the extent of 
this instability. One significant difference between OMEGA 
and NIF experiments is that the ongoing NIF implosions are 
performed in the polar-direct-drive (PDD) geometry.14 Beams 
displaced toward the equator to improve symmetry are incident 
at oblique angles onto the target. More beams are overlapped 
in the NIF geometry than on OMEGA but with variations in 
the beam polarizations and incident angles. These differences 
motivate experiments on the NIF to estimate the TPD source 
and its effect on the imploding capsule.

This work presents results from implosion experiments on 
the NIF. While a subset of results presented in this work has 
appeared previously,15 a more-complete analysis that includes 
the validation of the CBET model in OMEGA PDD implosions, 
comparison of scattered-light spectra, and time histories with 
updated simulations that include a first-principles equation of 
state (FPEOS)5 is presented here. Also included is a discus-
sion on the reasons for possible differences between simulation 
and experiment.

This article discusses (1) the target design and (2) results from 
the experiments, organized by the physics topics—energetics and 
preheat. Simulated scattered-light spectra show similar trends 
as observed; trajectories from backlit images and the shapes 
of the imploding core agree very well, although the trajectory 
from self-emission images lags the simulation in the experiment. 
These results and sensitivity analyses to possible errors in CBET 
modeling, the effect of laser imprint, and fast-electron preheat 
are examined and future work and conclusions are presented.

NIF Target Design
The primary target type considered in this article has 

an outer radius of +1100 nm with an +100-nm-thick, all-
plastic (CH) shell filled with 20 atm of deuterium (D2) gas 
[Fig. 145.1(a)]. The capsule is irradiated with a laser pulse 
shape whose temporal history includes a flat foot rising to a 
main pulse at varying laser intensities.16,17 The shock launched 
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during the foot of the pulse shape sets the implosion at an 
ignition-relevant adiabat ainn + 3. The implosions have a low 
convergence ratio of +13 (compared to L22 for direct-drive igni-
tion), defined as the ratio of the initial radius of the fuel–shell 
interface to the final fuel radius at peak neutron production. The 
laser energy on target varies from +350 kJ (for a pulse shape 
with an intensity of +4 # 1014 W/cm2 at the initial target radius) 
to +650 kJ (corresponding to an on-target intensity of +1.2 # 

1015 W/cm2). The pulse shapes are similar although they dif-
fer in the duration of the main pulse. The shell is deliberately 
set at a low implosion velocity of 1.8 to 2.2 # 107 cm/s, com-
pared to ignition-relevant values of L3.5 # 107 cm/s. The low 
velocity reduces the instability growth of the most-dangerous 
modes, which scale linearly with the implosion velocity.18 This 
conservative design was chosen because the growth of single-
beam nonuniformity (laser imprint) is expected to significantly 
compromise shell integrity in these implosions (also discussed 
in Future Work, p. 12); the existing laser-beam smoothing is 

insufficient to drive high-performing implosions. Beam profiles 
used in the x-ray drive ignition campaigns19 are used in the 
design. The on-target beam profile is calculated by forward 
propagating the near-field phase-front information using the 
code Waasikwa’.20 The laser beams are also defocused by 
1 cm to improve symmetry, which is taken into account in the 
calculation. Since only one set of near-field beam phase-front 
information is available for each cone, the same calculated 
profiles are used for all of the beams within a cone. 

The beam geometry on the NIF is configured for the axi-
symmetric x-ray-drive configuration [Fig. 145.1(b)]. To improve 
irradiation symmetry, the equator requires additional drive. 
This is achieved by displacing the beams toward the equator as 
illustrated in Fig. 145.1(b). The beams on the NIF are arranged 
in cones at 23.5°, 30°, 44.5°, and 50°. In this PDD geometry, for 
example, the outer cone located at 50° is displaced to irradiate the 
target at 83°. The beam configuration in Fig. 145.1(b) is obtained 
by iteratively adjusting the combination of beam displacements, 
beam defocus, and beam pulse shapes to reduce shell asymme-
try.16 In addition, beams in cones 44.5° and 50° are displaced 
azimuthally to improve symmetry. Typical laser pulse shapes for 
the different cones are shown in Fig. 145.1(c). Notice that the 50° 
cone is driven with the highest power to provide additional drive 
in that region. The PDD configuration differs from the spherical-
direct-drive (SDD) implosion studies on OMEGA,16,21 where 
models have been validated. The lack of drive at the equator is 
deliberately compensated by displacing beams toward the equa-
tor. These beams displaced toward the equator scatter around the 
target and, consequently, more scattered light appears near the 
poles in PDD than SDD. SDD is quasi-symmetric; simulations 
indicate that the scattered light around the target chamber varies 
by less than 1% rms (root mean square), significantly smaller 
than PDD. CBET, in particular, is influenced by the PDD beam 
displacements. More ray crossings occur over a region around the 
equator; therefore, CBET influences the laser-energy deposition 
in the region over the equator. As the schematic in Fig. 145.2(a) 
indicates, an outgoing ray (probe) from the southern hemisphere 
near the equator acquires energy from an incoming ray (pump) 
in the northern hemisphere; this excess energy in the outgoing 
ray can appear as scattered light over the northern polar region. 
This is also shown in Fig. 145.2(b) in the contour plot of the 
CBET energy gained per unit volume and normalized to the 
hydrodynamic time step. The contour plot shows the region 
where CBET dominates. Most of the energy gain in the rays 
occurs away from the poles and in a range of polar angles closer 
to the equator. The projected scattered light around the target 
chamber is shown in Fig. 145.3 for an OMEGA PDD implosion. 
The hydrodynamic code DRACO with a full three-dimensional 

Figure 145.1
(a) Schematic of the target used in a typical polar-direct-drive (PDD) National 
Ignition Facility (NIF) implosion. (b) The pointing scheme in polar angle 
used for the PDD implosions. The four original cones at 23.5°, 30.0°, 44.5°, 
and 50.0° are repointed to the locations shown on the target. (c) Pulse shapes 
for each of the cones.
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(3-D) ray trace22 that includes collisional absorption, nonlocal 
heat conduction,23 and FPEOS5 is used to simulate the PDD 
implosion. When the effect of CBET is included in the calcula-
tion [Fig. 145.3(b)], significantly more scattered light appears 
near the poles than when only collisional absorption is used to 

model the laser-energy deposition [Fig. 145.3(a)]. Scattered-light 
flux around the target chamber as a function of polar angle, col-
lected using calorimeters in a PDD implosion irradiated with a 
pulse shape similar to one used in NIF implosions,24 is shown 
in Fig. 145.3(c). The locations of the calorimeters are shown as 

Figure 145.2
(a) Schematic of cross-beam energy transfer (CBET) in the PDD geometry. The dominant transfer occurs when energy is transferred from an incoming ray 
to an outgoing ray. (b) Contour plot of energy gained from CBET. The transfer occurs away from the poles; more ray intersections occur away from the poles 
because of PDD beam displacements. 

Figure 145.3
Projected scattered light in the OMEGA target chamber from a simulation that includes (a) only the effect of collisional absorption and (b) the effect of CBET. 
Circles indicate the locations of the calorimeters in the OMEGA chamber. (c) Scattered-light fluence at the calorimeters in shot 64099 on OMEGA (symbols). 
The simulation is shown as shaded regions, indicating the minimum and maximum scattered light along the azimuthal angle. Red corresponds to (a)—only 
the effect of collisional absorption is included. Blue corresponds to (b)—the effect of CBET is also included in the simulation. 
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circles on Fig. 145.3(b). As the figure indicates, significantly more 
scattered light appears near the poles when CBET is included in 
the calculation (blue) compared to when only collisional absorp-
tion is included (red). The shaded regions indicate the minimum 
and maximum light along the azimuth as calculated by the 3-D 
ray trace. The additional polar light agrees well with observations 
(symbols), which also show the same trend. 

Simulations indicate that the energy transfer from the 
incoming rays occurs at the center of the beam for rays with 
the smallest incident angles that are the most hydrodynami-
cally efficient. This results in less drive around the equatorial 
region; therefore, CBET makes the implosion more oblate 
than collisional only absorption as seen by the synthetic self-
emission images of the imploding shell (Fig. 145.4). Requiring 
simulations to reproduce the observed shape of the imploding 
core, i.e., the drive as a function of polar angle, makes PDD a 
more-stringent test of direct-drive implosion physics than SDD.
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Figure 145.4
Simulated self-emission images from N150118-002 with (a) only collisional 
absorption laser deposition included in the calculation and (b) the effect of 
CBET also included in the calculation. 

Results and Discussion
1.	 Energetics 

a. Results.  Energetics on the NIF is inferred from time-
resolved scattered light measured using fast diodes25 and a 
streak camera.25 The time-resolved scattered light is plotted in 
Fig 145.5. The simulation tracks the observations very closely 
with deviations between 5 and 7 ns. The implication of the 
excess simulated scattering is unclear. Additional information 
is also available from the two full-aperture backscatter sta-
tions (FABS)25 that measure the spectrum of scattered light. 
Figure 145.6(a) shows the spectra observed by the FABS. Fea-
tures characteristic of implosions are observed in the spectra: 

a rapid blue shift is observed early in time corresponding to 
corona formation; the red shift at +2 ns corresponds to the onset 
of inward motion of the corona during the acceleration phase. 
Very similar trends are observed in the DRACO simulation 
[Fig. 145.6(b)]. Similar agreement is obtained with the spectra 
from the other FABS location. Quantitative inferences of the 
energy in the scattered-light spectrum and the time-resolved 
light are in progress and are important to further validate the 
modeling (discussed in the next section). 

Trajectories of the converging shell provide information about 
the laser energy coupled to the target and are measured in two 
ways: the first uses a gated framing cameras with a 1-mil-thick 
Be filter (+25 nm) to measure the self-emission of the target,26 
corresponding to photon energies L1 keV; the second uses a gated 
framing camera to measure a radiograph obtained by backlight-
ing an implosion27 using Fe (+6.7 keV). Excellent agreement is 
obtained with the CBET model on OMEGA to replicate observed 
trajectories from self-emission images,21 while trajectories from 
backlit images have been explored to a more-limited extent.27 
The design for a backlit implosion requires changes to the 
beam configuration. Two quads (one from each hemisphere) are 
removed to irradiate an iron backlighter. The energies of eight 
neighboring quads and their pointing are adjusted to improve 
symmetry. Figure 145.7 shows typical images obtained from 
the framing cameras. The view from the pole records the self-
emission. Simulations show that the location of the steepest 

Figure 145.5
Time-resolved scattered light measured at one location, corresponding to 
B316, from fast diodes (blue solid line) and optical streak cameras (black 
dashed and solid lines). Time-resolved scattered light from a simulation 
including the effect of CBET is also shown (red dotted line).
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gradient corresponds closely to the ablation surface.26 This 
location is shown on a typical simulated density profile of the 
implosion. Notice the circular polar image indicating that the 
nonuniformity imposed by the removal of quads to irradiate the 
backlighter has been adequately compensated by the increased 
energies and repointing of the eight neighboring quads. The 
view from the equator records the backlit image. The surface of 
greatest absorption corresponds to the location of the fuel–shell 
interface, as shown on the same density profile; therefore, the 
difference in the location of the two surfaces can be interpreted 
as the thickness of the imploding shell. 

Trajectories for different shots are plotted in Fig. 145.8. Simu-
lations are post-processed using the code Spect3D28 to create 
the self-emission and backlit images. The finite spatial resolution 
(+20- to 30-nm pinhole size depending on the shot) and gat-
ing time window of the cameras (+100 ps) are included in the 
simulated images. The same analysis is used to extract average 
radii from the synthetic and measured images.26,27 The black 
solid line from the backlit image reproduces the inferred trajec-
tory very well, whereas the red dashed line from self-emission 
images apparently overestimates the drive. The slopes of the two 
trajectories indicate that the velocity from the backlit trajectory 

Figure 145.6
Scattered-light spectrum measured using the full-aperture backscatter station (FABS) diagnostic at one location and corresponding to the same location as 
the diodes. (a) Measured scattered-light spectrum and (b) spectrum from a simulation including the effect of CBET. 
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is reproduced to within 1% by the simulation, whereas the trajec-
tory from the self-emission images is overestimated by +9%. If 
the self-emission trajectory was representative of the velocity, 
this would significantly increase Emin, compromising ignition. 
It is, therefore, important to resolve the difference and identify 
which trajectory, if either, is representative of the true implosion 
velocity. Note that the inferred shell thickness estimated using 
the procedure in Fig. 145.7 is larger than the simulated value. 
The trajectories and shell thickness can be influenced by both 
1-D and multidimensonal physics. One-dimensional physics 
energy includes coupling models and preheat (radiative or fast 
electron). Multidimensional physics such as Rayleigh–Taylor 
growth seeded by imprint can also change the location of peak 
emission or absorption of x rays. It is important to understand if 
the differences are caused by errors in the 1-D modeling since 
they influence models used to predict ignition. If imprint was the 
cause, it is expected to be of less concern since improved beam 
smoothing29 and target designs with doped-CH overcoats30 or 
Au layers31 have been shown to mitigate this effect. Each of these 
factors is discussed below—first qualitatively and then collated 
in a plot showing the relative magnitude of each of these effects. 

b. Sensitivity analysis.  Overestimating the predicted 
velocity of the early shock (resulting from inaccuracies in the 
modeling of laser coupling or equation of state) can delay the 
trajectory. If the shock was slower than simulated, the breakout 
of the shock into the gas would be delayed, postponing the onset 
of acceleration. Shock mistiming can thicken the converging 
shell: a higher adiabat results in a lower-density shell that 
occupies a larger volume during convergence. However, for 
this pulse shape, the absorption during the low-intensity foot 
is very high (+95%). The mechanism for absorption during this 
time is primarily collisional absorption; so any mistiming of the 
shock is small and its effect on shell thickness and trajectory is 
insignificant. For example, mistiming the shock during the foot 
by using a flux-limited diffusive heat-conduction model with 
flux limiter f = 0.06 (Ref. 32) instead of the nonlocal transport 
delays the shock breakout by less than 20 ps, which only mar-
ginally influences trajectory and shell thickness. Therefore, it 
is hypothesized that the observations cannot be explained by 
shock mistiming alone. 

Sensitivity analysis to the CBET model is examined using 
the spherically symmetric code LILAC by using a multiplier, 
fCBET = 2, in the gain factor [Eq. (2)]. Figure 145.9 shows the 
density profiles in the simulation of a NIF-type implosion at 
different times when the inner surface of the shell has traveled 
the same distance. The shell becomes increasingly decom-
pressed and the ablation pressure is reduced as the extent of 
CBET is increased in the modeling (Table 145.I). This also 
significantly reduces the absorption fraction, suggesting that 
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Figure 145.9
Density profiles showing the sensitivity of the shell thickness to different 
extents of CBET (red dashed line: collisional absorption only; black solid line: 
CBET with fCBET = 1; blue dotted line: CBET # 2 with fCBET = 2).
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a detailed quantification of the scattered light is crucial to 
achieve higher accuracy in the laser-deposition CBET model-
ing. The implosion velocity, which decreases as the extent of 
CBET increases in the model, is listed in Table 145.I. This is 
also shown in Fig. 145.10 through the trajectories of the two 
surfaces; CBET reduces the velocity of both the surfaces while 
decompressing the shell. Agreement with the experimentally 
inferred trajectories requires that the backlit trajectory remains 
unchanged, whereas the self-emission trajectory becomes 
apparently slower; therefore, an error in the CBET modeling 
alone is insufficient to explain the observation.

Preheat from energetic “hot” electrons can also potentially 
influence the trajectories. The energy in hot electrons is inferred 
in NIF implosions from the filter-fluorescence x-ray (FFLEX)33 
diagnostic. FFLEX measures the time-resolved x-ray emission in 
ten channels ranging from +20 keV to 250 keV. The inferred total 
cumulative energy Ehot is calculated assuming that the entire 
observed x-ray emission results from the deposition of the fast-
electron energy in the CH ablator. A value of Ehot + 2.5!0.3 kJ 

is, therefore, obtained corresponding to +0.4% of the total laser 
energy. The hot-electron temperature is inferred by fitting the 
measured time-integrated x-ray spectrum for the various FFLEX 
channels. The fit yields a value of 46!3 keV for the shots consid-
ered here.15 This is consistent with temperature measurements 
on OMEGA.34 A straight-line deposition formula is used in 
LILAC to simulate the effect of this distribution of electrons on 
the trajectory and shell thickness.35 A wide angular divergence 
of the electrons (240°) is assumed in the model. Studies of TPD 
in SDD OMEGA implosions using Mo balls of different radii 
suggest that the electrons are produced at a large divergence 
angle.34 Indications of isotropy were also observed in NIF PDD 
implosions in the DIME36 (defect-induced mix experiment) 
campaign.35 Energetic x rays produced in the DIME NIF PDD 
implosions are observed via pinhole images and are also isotro-
pic.37 Therefore, a straight model in the spherically symmetric 
code LILAC is expected to reproduce the sensitivity of the NIF 
implosion to fast-electron preheat. The observed time-resolved 
history of the x-ray emission (Fig. 13 in Ref. 15) is calculated 
by the model—almost no emission is observed until +4 ns. 

Table 145.I:	 The effect of selected implosion parameters with increasing extents of CBET using the 
spherically symmetric code LILAC. CBET # 2 corresponds to fCBET = 2 in Eq. (2). The 
numbers in parentheses indicate the values (in %) of the quantity relative to the colli-
sional absorption value.

Model Pabl (Mbar) Mabl (#106 cm/s) Vimp (#107 cm/s) fabs(%)

Collisional absorption 70 1.4 2.2 95

CBET 30 (43%) 0.8 (57%) 1.8 (82%) 75 (79%)

CBET # 2 15 (21%) 0.6 (43%) 1.5 (68%) 64 (67%)

Figure 145.10
Dependence of the backlit and self-emission trajectory to models with (a) collisional absorption only (dashed lines), including the effect of CBET (solid lines) and 
(b) collisional absorption only (dashed line), including the effect of preheat (solid line). The laser pulse, corresponding to the right axis, is shown for reference. 
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The emission then increases during the main pulse and stops 
at approximately the end of the laser pulse. The effect of these 
electrons on the implosion is shown in Fig. 145.10. A factor of 
+2 more electron energy (4.6 kJ) than experimentally inferred 
is required in the simulation to make the effect more visible on 
the plot. Preheat increases the shell thickness and decreases the 
slope of the self-emission trajectory as required to match the 
observations; however, note that it also increases the slope of 
the backlit trajectory contrary to what is required to match the 
observations. The significantly larger magnitude of the preheat 
source required to observably change trajectories and shell thick-
ness suggests that preheat alone is not likely the cause of the 
observed discrepancies between simulation and measurements. 
A comparison of the simulated and inferred self-emission tra-
jectory from a low-intensity shot (+4 # 1014 W/cm2 at the initial 
target radius) also indicates the apparent slowing down of the 
self-emission trajectory (Fig. 145.11). At this intensity, the energy 
in fast electrons is estimated to be less than 0.05% of the laser 
energy at the noise level of the FFLEX instrument—a value that 
has an insignificant effect on the implosion. This also suggests 
that fast-electron preheat is less likely a cause for the apparent 
shell decompression. Fast-electron preheat can be conclusively 
ruled out only if the backlit trajectory is also well reproduced 
at the low intensity and the trend in the discrepancy at the two 
different intensities stays the same. This is being investigated 
with a low-intensity implosion where a backlit trajectory is 
also available. 

Finally, multidimensional effects are discussed. Single-beam 
laser nonuniformity imposes perturbations on the target start-
ing at short wavelengths corresponding to +10 nm ( + 600 
at the initial target radius).9 The effect of laser imprint and the 
subsequent RT growth is modeled using DRACO. Density con-
tours at the end of the acceleration phase for a NIF implosion 
are shown in Fig. 145.12(a). To make the simulation tractable, 
only modes up to  + 200 are included in the calculation. The 
shell is significantly distorted with a relatively intact inner shell. 
Trajectories from simulated images [Fig. 145.12(b)] indicate 
that the backlit trajectory is unchanged relative to a simulation 
with no distortions, whereas the self-emission region moves 

Figure 145.11
Trajectories from a low-intensity implosion (+4 # 1014 W/cm2 average on-tar-
get intensity at the initial target radius), N130128-001. Only the self-emission 
trajectory is measured for this shot (red diamonds). The simulated trajectory, 
including the effect of CBET, is shown as the black solid line.

Figure 145.12
The effect of single-beam nonuniformity (laser imprint) is shown as (a) density 
contours at the end of the acceleration phase and (b) trajectories extracted 
from post-processed synthetic images of the simulation shown in (a).
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farther outward, leading to an apparent decompression of the 
shell. This trend is consistent with experiments. A larger-scale 
simulation including modes up to  # 600 is being performed to 
study the influence of shorter wavelengths on the trajectory and 
shell thickness. Of the three sources of modeling uncertainty 
considered so far, only laser imprint shows the correct trends 
of keeping the backlit trajectory relatively unchanged and caus-
ing an apparent slowing down of the self-emission trajectory. 

The results from these sensitivity studies are summarized 
in Fig. 145.13. The percentage increase in shell thickness over 
the nominal implosion (defined as including CBET, nonlocal 
transport, and FPEOS) is plotted against the percentage of 
preheat energy in the fast-electron source. To explore the sen-
sitivity to angular divergence, electrons are launched isotropi-
cally and with an angular divergence of 240°. Shell thickness 
increases slowly with increasing preheat. The observed shell 
thickness, shown for two shots, is significantly higher than 
the increase caused by preheat, indicating that preheat alone 
is insufficient to explain the observed thickness. The increase 
in thickness from fCBET = 2 is also shown in Fig. 145.13. The 
relatively small change in shell thickness resulting from any 
possible error in the CBET model also suggests that energetics 
are well modeled and is not likely the cause for the observed 
differences. The increase in shell thickness caused by imprint 
is shown in Fig. 145.13. Of all the sources considered, imprint 

is the dominant contributor to the increase in shell thickness. 
Imprint also leaves the backlit trajectory unchanged, which is 
required for consistency with the measurements. It is hypoth-
esized that some combination of the various sources of error 
and imprint will explain the observations with imprint as the 
dominant source. 

A further indication that the laser drive is well modeled 
is obtained from the shape of the imploding core. Simulated 
and observed backlit images are shown in Fig. 145.14 for 
approximately the same convergence. Note that the shapes 
are far from round. This is a limitation of the available beam 
profiles on the NIF. Significantly improved implosions can be 
obtained with custom beam profiles.38 The observed shape 
is very well reproduced by simulations. This is quantified by 
the radial deviation about the mean radius in Fig. 145.14(c), 
where the observed and simulated lineouts of the radial devia-
tion are overlaid. Excellent agreement is obtained, suggesting 
that energetics is well modeled. Small deviations are observed 
near the pole. This difference is also observed on a lower-

Figure 145.13
Increase in shell thickness (in %) over the nominal implosion defined as one 
including the effects of CBET, FPEOS, and nonlocal transport. The symbols 
with error bars correspond to measured values from framing-camera images. 
The dashed and solid lines correspond to the simulated effect of preheat. The 
circle indicates the effect of fCBET = 2 in the CBET model. The diamond 
indicates the effect of imprint.

Figure 145.14
(a) Measured backlit image using the Fe line at 6.7 keV. The blue line indicates 
the surface of maximum absorption. (b) Simulated backlit image. The line 
shows the surface of maximum absorption. (c) Lineout in polar angle of the 
radial deviation about the mean at approximately the same convergence for 
measurements (solid) and simulations (dashed) for shot N150118-002.
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intensity shot (Fig. 145.15). The measured and simulated 
images at the low intensity show reasonable agreement in the 
shape [Figs. 145.15(a) and 145.15(b)]. The deviation of the 
lineout about the average radius versus polar angle is shown in 
Fig. 145.15(c). The gross shape is well reproduced, although 
the polar region is driven significantly more in the simulation 
compared to experiment. Since this difference is systematic 
between two shots, a plausible reason for this difference could 
be incomplete knowledge of the calculated defocused beam 
profiles. No measurements of these profiles are available at this 
time. Moreover, as mentioned earlier, while different beam pro-
files are calculated for each cone, the same profile is used for all 
of the beams within the cone. Beam-to-beam variations are not 
included in the calculation since this information is unavailable. 

c. Preheat.  Estimates from FFLEX measurements in NIF 
implosions indicate that +0.4% of the laser energy is converted 
into electron energy at intensities of 8 # 1014 W/cm2 (the low-
est ignition-relevant intensity).15 Preheat results inferred from 
FFLEX for shots with varying intensity are summarized in 
Fig. 145.16. In integrated implosion experiments, typically 
only the preheat source is inferred from the measurement of 
bremsstrahlung x rays emitted by the fast electrons. The energy 
deposited in the cold shell, which is the relevant quantity for 
designs, is usually calculated using models35 or estimated from 
complementary experiments.39 It has been shown previously 
from semi-analytic estimates that ignition fails if $1.5% of the 
shell’s kinetic energy is deposited as the preheat energy into the 
shell.40 A typical ignition design at 1.5 MJ of laser energy, with 
+80 kJ of the shell’s kinetic energy, can tolerate a maximum of 
1.2 kJ or 0.08% of the laser energy deposited in the cold shell 
without significantly compromising ignition. A similar fraction 
of K1% of the laser energy deposited in the cold shell has been 
previously obtained from LILAC simulations.41

The deposited energy in experiments described in this work 
is estimated using OMEGA implosions. A combination of 
room-temperature and cryogenic implosions of equivalent mass 
has been used to infer the energy deposited in the cold shell.39 

This work estimates that +1/7th of the electron source energy is 
deposited in the high-density shell. The same ratio is applied to 
the NIF implosions; the same energy estimated from FFLEX is 

Figure 145.15
(a) Measured self-emission image. The blue line indicates the surface of steep-
est gradient of emission. (b) Simulated image. The blue line shows the surface 
of maximum absorption. (c) Lineout in polar angle of the radial deviation 
about the mean at approximately the same convergence for measurements 
(blue solid line) and simulations (black dashed line) for shot N130128-001.

Figure 145.16
Estimated deposited energy from energetic electrons from two-plasmon decay 
(TPD) as a fraction of the total laser energy versus the polar-angle–averaged, 
on-target laser intensity during the peak of the laser pulse (measured at the 
initial target radius) for CH ablators (diamonds) and a target with an outer 
Si layer (square). The shaded region shows the range of acceptable preheat 
from fast electrons.
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multiplied by this ratio to obtain the hot-electron energy depos-
ited in the shell. Figure 145.16 shows this energy as a fraction 
of the total laser energy plotted against the on-target intensity 
(calculated at the initial target radius). The shaded region in the 
figure shows the acceptable range of intensity and deposited 
energy based on the analysis presented above. The preheat 
scales with the calculated values for the threshold parameter, 
hTPD, consistent with OMEGA implosions. The figure shows 
that preheat for CH ablators is tolerable at intensities closer 
to 8 # 1014 W/cm2, whereas it is clearly at an unacceptable 
value for ignition at higher intensities. Simulations indicate 
that with full CBET mitigation, hTPD will increase by nearly 
60% to 2.6, possibly resulting in preheat closer to the value at 
the higher intensity of 1.2 # 1014 W/cm2. This would result in 
failure of ignition. 

The presence of a mid-Z layer such as Si at the quarter-crit-
ical surface during the time of TPD production (the latter part 
of the main pulse) (Fig. 13 in Ref. 15) has been shown to reduce 
the preheat source in OMEGA implosions.42 The reduction in 
the preheat source is primarily from the higher temperature in 
the corona because of the high atomic number of Si. A similar 
NIF experiment with an outer 14 nm of Si overlaid on a CH 
layer is also shown in Fig. 145.16. In this design, Si is present 
in the quarter-critical surface throughout the implosion. This 
clearly reduces the shell preheat to tolerable levels. A similar 
implosion will be repeated after CBET mitigation to study 
mitigation of fast-electron preheat.

Future Work
Future work related to NIF experiments will focus on con-

tinued model validation. As mentioned earlier, quantification 
of scattered light is important to disentangle the various effects 
discussed above and could potentially explain the discrepancy 
in the self-emission trajectories. Further validation requires 
larger-scale imprint simulations to isolate the effect of imprint. 
Measurements of imprint in cone-in-shell geometry43 will be 
performed over the next year on the NIF. These experiments 
will also serve as platforms for future studies of imprint and 
its mitigation when improved beam smoothing29 is installed 
on the NIF. As Table 145.I shows, CBET decreases the mass 
ablation rate and implosion velocity. Mitigation of CBET is 
important to recover robust ignition designs. As Eq. (2) shows, 
detuning the wavelengths of the pump and probe beams will 
detune the resonance and reduce the volume over which CBET 
can occur, reducing the magnitude of the effect. This will be 
studied using the available tunable wavelength capability of the 
NIF: a maximum of !2.3 Å in the UV.44 This value is smaller 
than what is required to recover more than 50% of the CBET 

energy lost in simulations (L6 Å in the UV).44 Simulations 
predict, however, that differences in the shape, trajectory, and 
the magnitude of scattered light should be observable in the 
experiment.44 Other means to improve mass ablation rates such 
as Be ablators45 will be explored in the coming year. Finally, 
TPD mitigation will be studied with a mid-Z layer such as Si 
after CBET has been mitigated.

The longer-term pre-ignition goal on the NIF is to implode 
a multilayer target such as the one described in Ref. 21. A 
mass-equivalent CH layer will replace the cryogenic DT layer 
in the room-temperature equivalent of the cryogenic target 
described in Ref. 21. A multilayer target will permit imprint 
mitigation (through the use of doped ablators such as CHSi 
or Au layers), the reduction of TPD through the use of a thin 
Si layer that would be present at the quarter-critical surface 
only during the latter part of the main pulse (where TPD is 
evident from fast electrons), and a Be layer to provide an 
improved mass ablation rate. A high-convergence implosion 
is not expected from this design since the outer layers of Si 
radiatively preheat the inner CH layer. This effect is small 
when a DT layer is used instead of the inner CH layer because 
of its low opacity. High-convergence direct-drive NIF implo-
sions with CBET and TPD mitigation are possible only in 
cryogenic DT layered targets. 

Ignition attempts require additional investments in hardware 
on the NIF including improved beam smoothing,29 custom 
phase plates,38 cryogenic target layering, delivery systems, etc. 
At this time, it is unclear if such an attempt would involve SDD 
or PDD. A future study will explore the facility and mission 
impacts of moving some of the NIF beams to enable spherical 
illumination. The NIF target chamber has ports for such beam 
placement. The results presented in this work apply to either 
scheme. Estimating imprint and the effect of laser–plasma 
interactions at long scale lengths on implosions and their 
mitigation is a critical component of studying the viability of 
direct drive as an ignition option. 

Conclusions
Results from NIF PDD implosion experiments have been pre-

sented. The goal is to test the modeling of energetics and measure 
the extent of preheat in NIF implosions that have longer coronal 
density scale lengths than comparable implosions at the Omega 
Laser Facility. Observables such as the shape of the scattered-
light spectrum, time-resolved scattered light, trajectories from 
backlit images, and the shape of the imploding shell agree very 
well with simulations. However, the trajectory from self-emission 
images lags simulations, suggesting a slower trajectory from self-
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emission or a thicker shell than simulated. While the cause for 
this discrepancy is unknown, sensitivity analyses for the various 
effects that might result in an effectively decompressed shell 
indicate that errors in energetics modeling, such as those in the 
CBET model, are likely not the cause. Laser imprint and subse-
quent Rayleigh–Taylor growth appear to be the dominant source 
of the observed difference. The CBET model that best reproduces 
the observations requires the same overall multiplier to the gain 
factor for both OMEGA and NIF simulations. It is expected that 
quantifying the scattered light on the NIF will help to identify, if 
this is indeed the case, and further test model predictability. The 
fast-electron preheat source in ongoing implosions is at a toler-
able level (+0.4% of laser energy at an ignition-relevant intensity 
of 8 # 1014 W/cm2 at the initial target radius) corresponding to 
+0.06% of the energy deposited in the cold shell. While this is 
believed to be tolerable for ignition, it is expected that with the 
mitigation of CBET, the preheat source will increase, leading to 
more energy deposited in the cold shell. Implosions with mid-Z 
layers have been shown to reduce the preheat source (by nearly a 
factor of 3). Future pre-ignition plans on the NIF include contin-
ued validation of models through measurements of imprint and 
mitigation of CBET and TPD. All of these mitigation strategies 
will be studied in an integrated room-temperature implosion 
involving a target with multiple layers. 
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Introduction
Coronal plasmas of direct-drive–ignition designs with a base-
line plastic ablator are characterized by long density scale 
lengths Ln + 500 to 600 nm. Understanding and controlling the 
impact of laser–plasma interaction (LPI) instabilities in such 
plasmas are key requirements of inertial confinement fusion 
(ICF) research. One of the instabilities driven by multiple laser 
beams that can exceed the instability threshold is two-plasmon 
decay (TPD).1–4 In TPD, the overlapping intense laser beams 
excite large-amplitude electron plasma waves in the region near 
the quarter-critical density (nqc) surface, leading to extra laser 
absorption and hot-electron production. The extra absorption 
at nqc may reduce, however, the laser intensity reaching criti-
cal density, thereby decreasing the hydroefficiency. The hot-
electron generation from TPD may negatively affect target com-
pression because of the possible preheat of the imploding shell, 
which must remain on a low adiabat for efficient compression. 
Other LPI instabilities, such as multibeam stimulated Raman 
scattering (SRS), can also lead to anomalous laser-energy dis-
sipation before the nqc surface and/or hot-electron generation.

To support direct-drive ICF experiments at the National 
Ignition Facility (NIF) in its indirect-drive beam configura-
tion, the polar-direct-drive (PDD) concept was proposed.5 The 
impact of laser parametric instabilities on the PDD implosions 
has been recently tested in experiments on the NIF.6 To inves-
tigate the scaling of TPD-induced hot electrons to the laser 
intensity and plasma conditions, a series of planar experiments 
has also been conducted at the Omega Laser Facility.7 The 
plasma parameters at the nqc surface achieved in those experi-
ments (as predicted by simulations using the code DRACO8) are 

Hydrodynamic Simulations of Long-Scale-Length Plasmas  
for Two-Plasmon–Decay Planar-Target Experiments  

at the National Ignition Facility

summarized in Table 145.II. The coronal plasma parameters in 
the NIF PDD-ignition design developed at the Laboratory for 
Laser Energetics9 are also shown. Table 145.II shows that all 
parameters in the previous experiments [the overlapped laser 
intensity (I), density scale length (Ln), and electron tempera-
ture (Te) at the nqc surface] are still +1.5 to 2# below that in 
the ignition design. The empirical TPD threshold parameter 

,I L T230,14 n m e,keVh = n _ i  often used to evaluate the effect of 
TPD,2,10 is +2# less than in the ignition design. Importantly, 
cross-beam energy transfer (CBET) reduces the laser beam 
energy, reaching the nqc surface in current NIF implosion 
experiments, so that current implosion experiments do not 
achieve ignition-relevant coronal plasma conditions.

In this article, hydrodynamic simulations using DRACO are 
presented to show that coronal plasma conditions in the ignition 
PDD design can be approached in planar-target experiments on 
the NIF (Table 145.II). Since planar targets exhibit a very high 
absorption efficiency, CBET seeded by backscattered light repre-
sents a negligible source of losses in laser energy. It is speculated 
that because of the characteristics of the NIF beam overlap on 
the target, the TPD instability will be able to share decay waves 
most effectively along the polar axis and around the equatorial 
region of a PDD implosion. Two planar-target simulations that 
differ by the NIF beam irradiation geometry are presented: 
(1) irradiation by the NIF inner-cone beams only (23.5° and 30° 
incidence angle with respect to target normal) and (2) irradia-
tion by the outer-cone beams (44.5° and 50°). The higher-angle 
cones approximate irradiation conditions near the equator of 
a PDD implosion, while the lower-angle cones correspond to 
those near the poles.

Table 145.II:  Plasma parameters at the nqc surface and two-plasmon-decay (TPD) threshold in OMEGA and NIF experiments, 
ignition NIF PDD design, and planar targets in this article, as predicted by DRACO simulations.

Parameters at nqc surface OMEGA Current NIF PDD Ignition NIF PDD Planar NIF

I (W/cm2) <4 # 1014 <4.5 # 1014 8 to 10 # 1014 6 to 8 # 1014

Ln (nm) <350 nm <350 nm 600 nm 550 to 600 nm

Te (keV) <2.5 keV <3.5 keV 5 keV 3.2 keV

h <2.4 <2 4.7 4.5 to 5.5
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Proposed Experimental Configuration
The planar-target design is shown schematically in 

Fig. 145.17. The target is an +5-mm-diam, +500-nm-thick 
plastic CH disk. A 30-nm-thick, +4-mm-diam Mo disk is 
buried 40 nm behind the target’s front surface. The target 
is oriented in the equatorial plane of the NIF chamber and 
irradiated by a subset of NIF beams from the south pole. Hot 
electrons generated by the LPI instability in the coronal plasma 
flow into the target. Time-resolved Ka line emission and the 
hard x-ray bremsstrahlung from Mo are used as the main hot-
electron diagnostics. The Mo thickness is equal to the range 
of electrons of a typical energy of +120 keV. Hot electrons that 
are not stopped in Mo are slowed down in the back CH, so that 
electron recirculation is minimal in this experiment. The front 
CH layer is chosen to be thick enough to avoid a burnthrough 
to the Mo layer, while sufficiently thin to reduce collisional 
energy losses of hot electrons on the way toward the Mo. For 
the proposed target thickness, the laser-induced shock does not 
reach the back of the target, and the target is not accelerated 
when the laser pulse is on. The simulations use laser pulses with 
a 2-ns linear power rise from zero to the maximum value and 
flattop after that, with a total duration of 5.5 to 7.5 ns.

E24123JR

MO

CH

Figure 145.17
The proposed target design.

The measurements can be performed using the NIF x-ray 
spectrometer11 to measure the time-resolved Mo Ka emission 
and the filter-fluorescer x-ray diagnostic12 to measure the 
time-resolved hard x-ray emission. NIF optical spectrometers 
can measure the half-frequency 2L~` j harmonic of the 
incident light, which is a characteristic signature of TPD, and 
SRS spectra.

DRACO Simulations
The simulations were performed using the Eulerian version 

of DRACO8 in cylindrically symmetric geometry. DRACO 
includes a full three-dimensional (3-D) laser ray trace, a flux-
limited heat-conduction model (with a flux limiter f = 0.1), 
multigroup diffusive radiation transport, and SESAME equa-
tion of state. For the low-Z plastic CH ablator, the Astrophys-

ics Opacity Table was applied; the average-ion model, which 
is a collisional-radiative-equilibrium model, was used for the 
high-Z Mo.

The simulations used the actual measured focal-spot shapes 
of the indirect-drive NIF beams. The beams are used at best 
focus and pointed at the averaged-over-time longitudinal posi-
tion of the nqc surface—320 nm in front of the target surface. 
The simulations are designed to have similar plasma param-
eters at the nqc surface, with flattop total powers of 17 TW and 
15 TW, durations of 5.5 ns and 7.5 ns in the inner- (32 beams 
at 23.5° and 30°) and outer-cone beam (64 beams at 44.5° and 
50°) simulations, respectively. The duration of the flattop used 
in the inner-cone beam simulation is chosen to be the longest 
allowable while still avoiding laser damage on the NIF.

Figure 145.18 presents the electron density and electron 
temperature in the coronal plasma at t = 4.5 ns in the inner-cone 

Figure 145.18
The (a) electron density and (b) electron temperature in the coronal plasma 
at t = 4.5 ns in the inner-cone beam simulation.
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beam simulation. The outer-cone beam simulation predicts 
similar results (with a slightly higher peak temperature of 
3.15 keV) and is not shown.

Figure 145.19 shows the time evolution of the plasma 
parameters at the nqc surface and TPD threshold parameter at 
r = 0 in both simulations. The density scale length and electron 
temperature are almost stationary at t > 2.5 ns with Ln = 500 to 
600 nm and Te + 3 to 3.3 keV. Laser intensity slowly decreases 
with time, with I = 5 to 6.5 # 1014 W/cm2 in the inner-cone beam 
and I = 6 to 8 # 1014 W/cm2 in the outer-cone beam simulation. 
Notably, the empirical TPD threshold is greatly exceeded in 
these simulations—h + 4 to 5.

Discussion and Conclusions
Overall, a similar evolution of the plasma parameters at the 

nqc surface is predicted by DRACO simulations for the inner- 

and outer-cone beams. Planar-target experiments on the NIF, 
therefore, can study the effect of a beam’s incidence angle 
on TPD instability and hot-electron generation. Simulations 
of TPD using the 3-D laser–plasma interaction code LPSE13 
have been performed using the NIF irradiation geometry and 
plasma parameters at the nqc surface predicted by DRACO. 
LPSE models the TPD instability in a small volume of plasma 
(200 nm # 30 nm # 30 nm) close to the nqc surface. LPSE 
simulations confirm the onset of TPD instability when the 
TPD threshold (h) exceeds unity in DRACO simulations for 
both irradiation geometries. The mechanisms of saturation 
of the TPD instability (such as pump depletion) are currently 
under implementation in LPSE. LPSE will be used to study 
hot-electron production and laser absorption at the nonlinear 
stage of TPD.

Table 145.II shows that the plasma parameters at the nqc 
surface in the present simulations are closer to the PDD-
ignition design than in the OMEGA and current NIF PDD 
implosion experiments, with the exception of the electron 
temperature. In particular, the plasma density scale length is 
as long as that in the ignition design. A relatively low tem-
perature is explained by higher transversal thermoconduction 
losses in planar experiments compared to those in spherical 
implosions. The laser power can be further increased, pro-
vided the optics’ damage threshold is not exceeded. This can 
allow one to study TPD at higher overlapped laser intensity 
(equal or exceeding that in the ignition design) and electron 
temperature at the nqc surface. The power can be increased 
by up to a factor of 2 in the outer-beam configuration. The 
power can also be increased at the expense of decreased pulse 
duration in the inner-beam configuration. 

In conclusion, hydrodynamic simulations suggest that 
planar-target experiments on the NIF can be a powerful tool in 
the study of TPD and other LPI processes in the plasma condi-
tions relevant to the ignition direct-drive designs. While current 
NIF PDD experiments suffer from CBET, which reduces the 
laser absorption, planar NIF experiments can provide a first 
look at the effect of TPD in NIF PDD implosions when CBET 
has been mitigated. Subsequently, the NIF planar platform can 
be used to study TPD mitigation strategies by using different 
ablator materials.
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Figure 145.19
Time evolution of the plasma parameters at the nqc surface and TPD thresh-
old parameter at r = 0 in the (a) inner- and (b) outer-cone beam simulations.
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Introduction
Controlled inertial confinement fusion (ICF) has been pur-
sued in laboratories for decades, in both indirect-drive1–3 
and direct-drive4–6 schemes. A typical ICF target consists 
of layered solid deuterium–tritium (DT) covered with an 
ablator layer.7 The ablator layer is used to convert the laser 
and/or x-ray energy to the kinetic energy of the imploding 
shell (besides compressing it) by the rocket effect through 
the ablation process. Polystyrene (CH) is often chosen as the 
ablator material7 since it is inexpensive and easy to make. 
Upon x-ray or laser ablation, the CH ablator can be shocked 
to pressures up to tens of Mbars. The target convergence 
can further bring the CH-layer pressure to Gbars, or even 
hundreds of Gbars at peak compression. Besides ICF appli-
cations, CH is also often used as an effective ablator for 
high-energy-density–physics (HEDP) experiments.8–10 The 
properties of CH plasmas under such high-energy-density 
conditions are essential for understanding ICF and HEDP 
experiments involving CH ablators. 

Because of its importance to ICF, the plasma properties of 
polystyrene have been extensively studied in both experiment 
and theory. For example, the principal Hugoniot of CH has 
been measured using gas-gun experiments11 and laser/x-ray–
launched shocks.12–16 The measured pressures, temperatures, 
and reflectivity of shocked CH compare well with state-of-the-
art calculations using first-principles methods17–19 along the 
principal Hugoniot. The original SESAME model (Table 7593 
for CH) gave a reasonable Hugoniot in the pressure range that 
experiments explored, while it overestimated the Hugoniot 
temperatures.18,19 Off the principal Hugoniot, we calculated the 
equations of state over a wide range of CH-plasma conditions 
and constructed a first-principles equation-of-state (FPEOS) 
table of CH for ICF applications. The FPEOS of CH has shown 
significant differences for warm-dense-plasma conditions19 
when compared to the original SESAME model. Its effect on 
ICF implosions has been examined in hydrodynamic simula-
tions: a smaller mass ablation rate was predicted with the CH 
FPEOS. This prompts us to consider other plasma properties 

First-Principles Investigations on Ionization  
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such as ionization and thermal conductivity that can be self-
consistently extracted from such first-principles calculations 
for ICF and HEDP applications.

Thermal conductivity (l) is an important plasma property 
that is needed in ICF simulations because it determines the 
heat transport in ICF plasmas and affects the hydrodynamic 
instability growth in ICF implosions.20 In traditional ICF simu-
lations, plasma-physics models of thermal conductivity were 
adopted in hydrocodes. For example, the Spitzer model21 has 
been extensively used for classical plasmas. However, such an 
analytical model breaks down in warm-dense-plasma condi-
tions since the Spitzer Coulomb logarithm becomes negative 
for low-temperature and high-density plasmas. To overcome 
this difficulty of computing l for warm dense plasmas, the 
Lee–More model22 was developed in the 1980s with the first-
order approximation to the Boltzmann equation. The Purgatorio 
model23 and the SCAALP model,24 developed about a decade 
ago, are both based on the average atom model. In the past, 
quantum-molecular dynamics (QMD) calculations of l have 
been performed for ICF-relevant materials of deuterium25–29 

and CH/CH2 (Refs. 30–32). These first-principles calculations 
have indicated a larger l for warm dense D2 and CH plasmas 
than the predictions of the Lee–More model that was widely 
adopted in hydrocodes for ICF simulations. These QMD calcu-
lations, however, have been performed for only a few specific 
density-temperature conditions of CH plasmas. To test whether 
or not such an enhanced l of CH will affect ICF simulations, 
one must extend such QMD calculations to a wide range of 
plasma conditions, similar to the deuterium case in Ref. 29. 
In this article, we report on such an endeavor to “gauge” the 
global behavior of CH thermal conductivity from direct QMD 
calculations of l for a wide range of CH plasma conditions. 
The obtained analytical form of l, fitted with the generalized 
QMD Coulomb logarithm, has then been used in hydrodynamic 
simulations to explore its effect in ICF implosions. Our results 
show that the lQMD simulations give an +20% variation in 
neutron yield and peak hot-spot pressure when compared to 
the use of the traditional Lee–More model. 
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A brief description of the QMD method is presented that 
combines the orbital-based Kohn–Sham molecular dynamics 
(KSMD) method with the orbital-free molecular dynamics 
(OFMD). Since all physics models of the thermal conductiv-
ity invoked the use of an effective ionic charge in single-fluid 
ICF simulations, we first present the OFMD calculations of 
the average ionization Z`  and Z2 j of CH over a wide range 
of plasma densities and temperatures. The obtained G ZH and 
GZ 2H are then fitted with a Saha-type model, while the KSMD-
derived thermal conductivities of CH are compared with the 
Lee–More model and fitted with the generalized Coulomb 
logarithm [(lnK)QMD]. The lQMD effects on ICF implosions 
for both OMEGA and National Ignition Facility (NIF) targets 
are presented, followed by the conclusions. 

The Quantum-Molecular Dynamics Method
The QMD method is an effective first-principles method for 

simulating warm dense plasmas,33–36 where quantum mechan-
ics is used to describe the dynamics of electrons in combination 
with classical molecular dynamics for the ion motion. To make 
the quantum-mechanical computations of a many-electron 
system feasible, the traditional QMD method is based on the 
density functional theory (DFT).37–39 Depending on the choice 
of DFT implementation, the QMD method can be either orbital 
based or orbital free. For instance, the KSMD method uses the 
plane-wave basis in a finite-temperature DFT format, which has 
been implemented in the Vienna ab-initio simulation package 
(VASP),40–42 while the OFMD method43 represents the elec-
tronic free energy as a direct function of the electronic density 
through a semiclassical expansion of the Mermin functional. 
The KSMD method can handle dense plasmas, but only up to 
the Fermi temperature; the large number of basis functions 
needed for high-T plasmas renders KSMD as computationally 
impractical. In contrast, the OFMD method is suitable for high-T 
plasma simulations. Combining the two first-principles methods 
of KSMD and OFMD, we are able to simulate a wide range of 
plasma conditions. Since both methods have been documented 
elsewhere, only a brief description follows. 

1.	 KSMD
The KSMD method implemented in VASP is based on the 

finite-temperature density functional theory (FTDFT). To be 
specific, the electrons are treated quantum-mechanically by 
plane-wave FTDFT calculations using the Perdew–Burke–
Ernzerhof exchange-correlation functional44 in the generalized 
gradient approximation. The electron–ion interaction is modeled 
by a projector-augmented wave (PAW) pseudopotential. 
The system was assumed to be in local thermodynamical 
equilibrium with equal electron and ion temperatures (Te = Ti). 

The ion temperature was kept constant through simple velocity 
scaling during a molecular-dynamics simulation. 

A periodically replicated cubic cell is used with equal num-
bers of C and H atoms. The plasma density and the number of 
atoms determine the volume of the cell. For the present simu-
lations of densities below t = 17.5 g/cm3, we have employed 
250 atoms in total, while a total of 432 atoms were used for 
densities of t $ 25 g/cm3. For each molecular-dynamics 
(MD) step, a set of electronic-state functions for each k point 
is self-consistently determined for an ionic configuration. 
Under the Born–Oppenheimer approximation, the ions are 
moved classically with a velocity Verlet algorithm, according 
to the combined ionic and electronic forces. Repeating the two 
steps propagates the system in time, resulting in a set of self-
consistent ion configurations and electronic-state functions. 
These trajectories provide a consistent set of static, dynamic, 
and optical properties of the simulated CH plasmas. 

The C-point sampling of the first Brillion zone in the cubic 
cell was employed and tested with a 2 # 2 # 2 Monkhorst–Pack 
k-point grid. It was found that the resulting thermal conductiv-
ity varies <5%. To converge the plasma property calculations, 
the plane-wave cutoff energy was set to Emax = 1000 eV and 
the PAW potentials were adopted with tight cores (core radii 
of 1.1 and 0.8 atomic units for C and H, respectively). A large 
number of energy bands (up to Nb = 11,000) have been included 
to ensure that the population of the highest energy band is 
<10–4. For the lowest temperature, 500 bands and a time step 
of Dt = 0.5 fs were used, while at the highest temperature, 
a larger number of bands (11,000) and a small time step of 
Dt = 0.011 fs were used. 

To calculate the electronic thermal conductivity of CH 
plasmas, the linear response of the plasma to an electric field 
E and a temperature gradient dT are considered, which induce 
the electric current je and the heat flux jq:
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For plasmas having no electric current (je = 0), the above equa-
tions in combination with the definition of dj Tq -l=  give the 
thermal conductivity
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with the Onsager coefficients given by Lij / Lij(0). The 
frequency-dependent Onsager coefficients can be calculated 
using the Kubo–Greenwood formalism45,46 
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where V is the atomic volume, Em (En) is the energy of the mth 
(nth) state, and H is the enthalpy (per atom) of the system. Fmn 
is the difference between the Fermi–Dirac distributions for the 
involved states m and n at temperature T. The velocity matrix 
elements Dmn can be evaluated from the VASP wave functions. 
In practical calculations, the d function in Eq. (4) is approxi-
mated by a Gaussian function of width DE (-0.1 to 0.5 eV). 
The resulting l was averaged over at least five snapshots of 
uncorrelated configurations along the MD trajectories. The 
convergence of l required a much larger number of energy 
bands (+2 to 3#) than for the MD simulation.

2.	 OFMD
The development of OFMD has been documented else-

where.43 In the OFMD method, the free energy is approximated 
by a direct function of the electronic density through a semiclas-
sical expansion of the Mermin functional. The leading- and next-
to-leading-order expansions, in terms of the Planck constant h, 
give the well-known finite-temperature Thomas–Fermi model. 
To preserve the electronic density beyond the cutoff radius, the 
OFMD method has introduced a norm-conserving regularization 
by imposing an analytical form to the electronic density within 
the cutoff volume. The local-density approximation (LDA) has 
been used for the electron exchange correlation functional in our 
OFMD simulations. The time steps used in these calculations 
vary from 2.4 # 10–2 fs to 4.8 # 10–3 fs, depending on the density 
and temperature of the CH plasma. The pressures calculated 
from both KSMD and OFMD methods at the temperature 
“boundary” of T - TF are matched well (within <1%). 

Since the OFMD method is not based on the plane-wave 
orbital expansion, it does not give wave functions as in KSMD; 
therefore, the transport properties of plasmas at high tempera-
tures cannot be extracted directly from the current OFMD simu-

lations. The OFMD method is used to calculate the static plasma 
properties such as pressure and internal energy. The OFMD 
simulations can be used to estimate the average ionization in 
CH plasmas. It is noted that all electrons (core and valence) are 
considered in the OFMD method. Although there is no opera-
tor for ionization in a quantum many-body system, the concept 
of average ionization Z`  and Z2 j is extensively adopted in 
plasma physics models. To fit our KSMD-calculated thermal-
conductivity results with a generalized Coulomb logarithm for 
its use in hydrocodes, we must apply the OFMD calculations 
to obtain GZH and GZ 2H for a wide range of plasma conditions.

The OFMD calculations give the total pressure of CH 
plasmas. As described in previous references,30,47 one can 
use the orbital-free average atom model in conjunction with 
the pressure-matching mixing rule to calculate the average 
charge states for C and H atoms, respectively. For the case of 
LDA exchange correlation, the pressure matching is equivalent 
to equalizing the free-electron density of C and H atoms. Once 
the effective charge states ZC and ZH are obtained, the aver-
age ionization quantities of Z  and Z2  of CH plasmas can be 
computed as follows (as defined in our hydrocodes):

	 ,Z Z Z 2C H= +_ i 	 (5)

	 ,Z Z Z 22 2 2
C H= +` j 	 (6)

for an equal mixture of C and H atoms. The effective charge 
extensively used in hydrocodes is .Z Z Z2

eff =

Results and Discussions
1.	 The Average Ionization Z  and Z2  of CH

As described above, the OFMD method was used to estimate 
the average ionization of GZH and GZ 2H for CH plasmas of densi-
ties varying from t = 0.01 g/cm3 to t = 100 g/cm3 and tempera-
tures of T - 10.8 to 344.7 eV. As an example, Fig. 145.20 shows 
the comparison of G ZH as a function of CH density between the 
OFMD prediction and the Astrophysics Opacity Table (AOT)48 
for two plasma temperatures of T - 10.8 eV and T - 86.2 eV. It 
is noted that the AOT model, usually patched with cold opac-
ity in the warm-dense-plasma regime, is currently adopted in 
our hydrocodes for ICF simulations.49 Figure 145.20 shows 
that at relatively low densities (t < 1 g/cm3), the AOT model 
gives similar values of G ZH as the OFMD calculation for both 
temperatures, while significant differences are seen for higher 
densities at both temperatures. For instance, at T - 86.2 eV 
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there are discrepancies in G ZH between AOT and OFMD for 
densities around t = 10 g/cm3. Drastic differences are found 
for the case of a lower temperature at T - 10.8 eV: the cold-
opacity–patched AOT model does not give the correct behavior 
of pressure ionization when the CH density increases, which 
is in contrast to the OFMD prediction. Since low-temperature 
CH plasma conditions (T # 10 eV) are often encountered in ICF 
implosions,19 it is important that the correct G ZH be used for the 
thermal conductivity models in hydrocodes. 

As discussed above, the average ionization of CH plasmas 
was calculated over a wide range of densities for four different 
temperatures of T - 10.8 eV, 21.6 eV, 86.2 eV, and 344.7 eV. The 
resulting G ZH and G Z 2H are plotted in Figs. 145.21 and 145.22 
as open symbols. To use these average-ionization quantities 
in hydrocodes for ICF simulations, a “Saha-type” ionization 
model for CH plasmas was derived in which the average-
ionization fraction p is defined as

	
,

,exp
n kT

f T
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i e
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where the ion density is defined as ,n ACHi t=  the electron’s 
thermal de Brogile wavelength is ,h m kT2e erK =  with the 

Planck constant h and the electron mass me, and the density/
temperature–dependent average-ionization potential has the 
following form (kT in eV):
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Figure 145.20
The orbital-free molecular dynamics (OFMD)-predicted average ionization 
G ZH as a function of CH density for two plasma temperatures of T - 10.8 eV and 
T - 86.2 eV, which are compared with the model predictions (open symbols) 
by the Astrophysics Opacity Table (AOT) currently used in our hydrocodes.

Figure 145.21
The OFMD-predicted average ionization G ZH as a function of CH density for 
plasma temperatures varying from T - 10.8 eV to T - 344.7 eV, which are 
fitted with the “Saha-type” ionization model described by Eq. (7). 

Figure 145.22
The OFMD-predicted average ionization square G Z 2H as a function of CH 
density for plasma temperatures varying from T - 10.8 eV to T - 344.7 eV, 
which are fitted with the Saha-type ionization model described by Eq. (9).
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with seven fitting parameters ai. In Eq. (8), the second term 
accounts for the continuum lowering in the plasma similar 
to the Stewart–Pyatt form,50 while the last term is for the 
pressure ionization. In Eq. (8), the ion–ion interdistance r0 
in terms of the Bohr radius aB is defined as n ACHi t=  and 
r 10 Ba= ` j n3 4 /1 3

ir_ i  with the ion density ni. The average 
atomic weight A A A 2CH C H= +_ i  is used for CH. The quan-
tity C0 is proportional to the ion–ion coupling parameter, i.e., 
C0 = 1/r0kT. Finally, the average ionization is expressed as 
Z Zmax# p=  with the maximum ionization of Zmax = 3.5 

for the equal mixture of C and H. Performing a least-square 
fitting to the OFMD data with the above Saha model, we 
determined the following fitting parameters: a0 = 87.222, 
a1  =  10.866, a2  =  –28.412, a3  =  17.915, a4 = −2.422, 
a5 = 0.595, and a6 = –2.369 # 10–2. The fitting is shown by 
lines in Fig. 145.21 for different temperatures varying from 
T - 1.35 eV to T - 1723 eV.

For the average ionization square GZ 2H, we adopted a similar 
model to fit the OFMD data, Z Zmax

2 2 # g=  with .Z 18 5max
2 =  

for CH, and g is determined as
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The best fit to the OFMD results yielded the following param-
eters: b0 = 2.055 # 10–3, b1 = 27.851, b2 = –5.087, b3 = 6.018, 
b4 = –7.908, b5 = 4.421, b6 = – 2.893, and b7 = 0.961. The 
model fitting of G Z 2H is illustrated in Fig. 145.22 by colored 
lines, which all compared well with the OFMD results. With 
a fit for both G ZH and G Z 2H, we can now derive the effective 
charge of CH plasmas by Z Z Z2

eff =  over a wide range of 
plasma conditions.

2.	 Thermal Conductivity lQMD of CH
Using the KSMD calculations with Eq. (3), we have 

calculated the thermal conductivity of CH plasmas for densities 
ranging from t = 0.5 g/cm3 to t = 100 g/cm3. For each density 
point, the lQMD calculations have been performed to the highest 
temperature approaching T - TF [the Fermi temperature 

.T mk n2 3 e
2

F 2 # r= /2 3
& _ i C  To test the effects of lQMD on 

ICF implosions, these results must be fitted in an analytical 
form. Similar to what we did for the deuterium case,29 the 
following function is used for the fitting (in a similar format of 
lLILAC currently used in our hydrocode LILAC):51 
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with the same Spitzer prefactor as used in lLILAC. Zeff is the 
effective charge of CH plasmas that was determined in The 
Average Ionization GZH and GZ 2H of CH, p. 21. The general-
ized QMD Coulomb logarithm is a sixth-order polynomial 
function of ion–ion coupling and electron degeneracy param-
eters (Ci, ie), which has the following form:

      l l l ,expn n nj
j

j
j

j
0

1

6

QMD i ec c v iK C= + +
=

_ _ _i i i8 B* 4/ 	 (12)

with Z e r kT2 2
i SC =  and ,T Te Fi =  in which the Wigner–

Seitz radius is defined as rS = r0 # aB and the free-electron 
density of ne = ni # G ZH. Using a multivariable least-square fit-
ting to the lQMD data, we can determine the parameters cj and 
vj. To smoothly merge the lQMD results to the classical ideal 
plasma conditions (Ci % 1 and ie & 1), we have added high-
temperature lLILAC points into the dataset for the global fitting. 
The resulting fitting parameters are c0 = −0.482, c1 = –0.150 or 
+0.275, c2 = +0.193, c3 = +8.364 # 10–3, c4 = –5.287 # 10–3, 
c5 = –3.191 # 10–4, c6 = +2.666 # 10–5, v1 = +1.00 or +1.20, 
v2 = –0.225, v3 = −4.652 # 10−3, v4 = +3.805 # 10–3, 
v5 = –7.643 # 10–5, and v6 = –1.391 # 10–5. The choice for 
the two values of c1 and v1, either (c1, v1) = (−0.15,1.0) or 
(c1, v1) = (0.275,1.2), is to minimize the Coulomb logarithm 
for a better fit to the QMD results. The fitting results of (lnK)

QMD are plotted in Figs. 145.23(a) and 145.23(b) as functions of 
ln (Ci) and ln (ie), respectively. Overall, the global fitting with 
the above parameters gives only a small error of 5% or less.
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Figures 145.24 and 145.25 compare the QMD-based ther-
mal conductivities of CH plasmas with other models. The 
“hybrid” Lee–More model (lLILAC), which combined the 
Spitzer prefactor with the Lee–More Coulomb logarithm, is 
currently adopted in our hydrocode LILAC. The two others 
are the Ichimaru model52 for dense plasmas and the Hubbard 
model53 for fully degenerate electron gases. Figure 145.24 
compares lQMD with the different model predictions as a func-

tion of plasma temperature for CH densities of t = 1.05 g/cm3 
(solid density) and t = 4.0 g/cm3 (shocked CH). It is seen that 
lQMD is generally larger than lLILAC by a factor of +2 to 10 at 
T < 20 eV. As indicated in Fig. 145.24(b), the Hubbard model 
gives reasonably good results in the low-T regime, where the 
electron degeneracy effect dominates transport behavior, while 
the Ichimaru model gives the correct trend for plasma tem-
peratures approaching TF and above. As seen in Fig. 145.23, 
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Figure 145.23
The generalized Coulomb logarithm, derived from QMD calculations of thermal conductivity, is fitted with a polynomial function of (a) the ion–ion coupling 
parameter (Ci) and (b) the electron degeneracy parameter (ie) of CH plasmas [Eq. (12)]. 

Figure 145.24
Comparison of thermal conductivities of CH plasmas as functions of temperature between QMD calculations and different thermal-conductivity models, for 
CH densities of (a) t = 1.05 g/cm3 and (b) t = 4.0 g/cm3. The hybrid LILAC model (green dashed lines) used in our hydrocodes adopted the Lee–More model 
for the Coulomb logarithm with a Spitzer prefactor. The Hubbard model was based on fully degenerate electron gas, while the Ichimaru model considered 
microfield corrections in dense plasmas.
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strongly coupled and degenerate plasmas (Ci > 1 and ie < 1) 
lead to a smaller effective Coulomb logarithm that characterizes 
the electron collisions in plasmas, while the Lee–More model 
usually sets a minimum floor of (lnK)min = 2. The decrease in 
(lnK)QMD means a larger mean free path for electrons, thereby 
leading to higher thermal conductivity in QMD calculations 
that account for coupling and degeneracy effects in warm dense 
CH plasmas. Figures 145.25(a) and 145.25(b) show similar 
comparisons for higher CH densities at t = 10 g/cm3 and 
t = 25 g/cm3, respectively. Overall, it is seen that our current 
hybrid Lee–More model (lLILAC) underestimates the electronic 
thermal conductivity when compared with lQMD in the warm 
dense plasma regime. The enhancement of l in the warm dense 
CH plasmas may have implications in ICF simulations. 

The Effect of lQMD on ICF Simulations
With the implementation of both Zeff and lQMD into the 

hydrocode LILAC through the fitting formulas discussed 
above, their effects on ICF simulations may be examined. We 

first simulate a typical cryogenic DT implosion on OMEGA. 
Figure 145.26 shows the triple-picket laser pulse used for the 
implosion, while the inset illustrates the target dimensions. The 
cryogenic DT target on OMEGA has a 40-nm-thick DT ice 
layer covered by a 7.5-nm-thick deuterated-plastic (CD) abla-
tor. The total target radius is +432.5 nm. In the simulations a 
density scaling to obtain lQMD for CD from the above-derived 
lQMD for CH is used. The triple-picket pulse shape has been 
used extensively for implosions on OMEGA,54–56 which 
enables one to better control shock timing.57,58 
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The pulse shape and target dimension for a typical cryogenic DT target 
implosion on OMEGA.

The 1-D LILAC hydro simulation results are displayed in 
Fig. 145.27. Figure 145.27(a) compares density profiles between 
the lQMD simulation and the traditional lLILAC simulation at 
the end of the laser pulse (t = 2.96 ns). At this time the thin CD 
layer has been ablated away from the shell. The density of the 
imploding DT shell is plotted as a function of target radius. One 
sees that the lQMD simulation (solid red line) predicts the DT 
shell being behind the lLILAC case (DT shell is moving inward); 
the lQMD simulation also gives a slightly lower density than 
the lLILAC simulation. In the two simulations, we have kept all 
inputs the same except for the different thermal-conductivity 
model. Namely, we have employed the FPEOS for both CH19 
and DT,59 the first-principles opacity table for DT,49 and a flux-
limiter model for thermal transport. The larger value of lQMD 
causes more heat to flow into the high-density CD layer, while 

Figure 145.25
Similar to Fig. 145.24 but for CH densities of (a) t = 10 g/cm3 and (b) t = 
25 g/cm3.
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the electron temperature is reduced somewhat between the 
ablation front and the conduction zone when compared to the 
lLILAC case. This reduces the ablation efficiency, thereby leading 
to a slightly slower implosion. When the DT shell stagnates at 
t = 3.14 ns, the two simulations lead to certain differences in 
target performance. The comparisons are made in Fig. 145.27(b) 
for both peak densities in the shell and pressures in the hot spot. 
The peak density drops from tp - 220 g/cm3 predicted by the 
lLILAC simulation to tp - 180 g/cm3 in the lQMD simulation. 
Also, the hot-spot peak pressure decreases from P - 105 Gbar 
(lLILAC) to P - 84 Gbar (lQMD). Table 145.III summarizes 
the overall comparison in target performance from the two 
simulations with a variation in yield of +20%. 

The effects of lQMD are tested for a symmetric direct-
drive–ignition design on the NIF, as seen in Figs. 145.28 and 

145.29. The pulse shape is shown in Fig. 145.28, which is 
hydro-equivalently scaled from the above OMEGA target. It 
consists of a 180-nm-thick DT layer with a 35-nm CD ablator. 
The target diameter is about 3.43 mm, illustrated by the inset 
in Fig. 145.28. Results from the two simulations are shown in 
Fig. 145.29 for comparison. Figure 145.29(a) displays the DT 
shell’s density as a function of target radius for both lLILAC 
(blue dashed–dotted line) and lQMD (red solid line) simula-
tions. Similar to what was found for the implosion case on 
OMEGA, the NIF simulation using lQMD also indicates a slight 
slowdown in the implosion. This causes the difference seen in 
Fig. 145.29(b) at the start of the ignition burn. The comparison 
in target performance is summarized in Table 145.IV.

Figure 145.27
Comparison of density profiles and hot-spot pressures predicted by two 
hydrodynamic simulations using the new lQMD (red solid lines) and the 
traditional lLILAC (blue dashed–dotted lines), respectively. (a) The end of the 
pulse (t = 2.96 ns) and (b) the implosion reaching its peak neutron production 
(t = 3.14 ns). The overall target performances are compared in Table 145.III.

Figure 145.28
The pulse shape and target dimension for a symmetrical ignition design on 
the NIF.

Table 145.III:	 Comparison of target performance of a typical 
cryogenic DT implosion on OMEGA simulated 
with lQMD versus lLILAC of CD. The subscript “n” 
represents neutron-averaged quantities.

OMEGA lLILAC lQMD

Yield 1.9 # 1014 1.6 # 1014

Ppeak 105 Gbar 84 Gbar

GTiHn 4.17 keV 4.07 keV

GPHn 78 Gbar 72 Gbar

GtRHn 213 mg/cm2 208 mg/cm2
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The target performance is overall degraded in the lQMD 
simulation when compared with the predictions from the tra-
ditional lLILAC simulation. The lQMD simulation predicts that 
the hot-spot radius Rhot spot is slightly bigger and the hot-spot 
convergence ratio Chot spot decreases relative to the lLILAC case. 
The final gain is reduced by +15% in the lQMD simulation. 

Conclusion
Combining the first-principles methods of KSMD and 

OFMD, the ionization and thermal conductivity of CH plasmas 
for a wide range of ICF plasma conditions were investigated. The 
derived average ionization from OFMD calculations has large 
discrepancies with respect to the astrophysics model predictions 
in warm dense CH plasmas. The global behavior of GZH and GZ 2H 
has been fitted with a proposed Saha-type ionization model, 
which takes the continuum lowering and pressure ionization into 
account. The derived effective charge Z Z Z2

eff =  is then 
applied to the global fitting of thermal conductivities lQMD of 
CH plasmas, using a generalized Coulomb logarithm (lnK)QMD. 
The QMD-based models of Zeff and lQMD are implemented into 
our hydrocode for ICF simulations. Compared with the tradi-
tional simulations using AOT-based Zeff and lLILAC, the new 
simulations with QMD-based Zeff and lQMD have shown a 15% 
to +20% reduction in target performance (yield and energy gain) 
for both OMEGA and NIF implosions. It is anticipated that these 
plasma properties of CH, derived from first-principles calcula-
tions, will improve the predictions of ICF implosions and other 
HEDP experiments involving CH ablators. It may also further 
stimulate the ongoing experimental efforts to measure thermal 
conductivity in high-energy-density plasmas.60 
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Introduction
The main approach to ignition by means of inertial confine-
ment fusion (ICF)1,2 currently pursued at the National Ignition 
Facility (NIF)3 is x-ray (or indirect) drive, where the laser 
energy absorbed in a high-Z hohlraum is re-emitted in the 
form of x rays that drive the fuel capsule. In the other ICF 
approach—direct drive—the target is driven by laser irradia-
tion directly coupled to the plasma blowing off the imploding 
capsule. The main advantage of the indirect-drive approach 
is reduced sensitivity of drive uniformity to short-scale beam 
nonuniformities. The main advantage of direct drive is a higher 
coupling efficiency (by factor of 3 to 5) of laser energy into 
kinetic energy of the shell (hydrodynamic efficiency) compared 
to that of x-ray drive. The OMEGA Laser System4 and the KrF 
laser NIKE at the Naval Research Laboratory5 have been the 
principal facilities for direct-drive experiments in the U.S.

Significant progress has been made over the last several 
decades in beam smoothing. This includes distributed phase 
plates (DPP’s),6 polarization smoothing with birefringent 
wedges,7 smoothing by spectral dispersion (SSD),8 and induced 
spatial incoherence.9 In addition to these improvements, 
implementing adiabat shaping techniques10,11 to significantly 
reduce Rayleigh–Taylor (RT) instability12,13 growth during 
shell acceleration and demonstrating imprint mitigation with 
mid-Z–doped ablators14 and high-Z target overcoats15 make the 
direct-drive approach very attractive. The progress in direct-
drive research and the challenges in achieving ignition on the 
NIF using x-ray drive suggests that direct drive as a viable 
alternative for developing a burning-plasma platform in the 
laboratory be considered.

Compared to x-ray drive, direct-drive targets couple a larger 
fraction of laser energy into shell kinetic energy and internal 
energy of the neutron-producing central region of the target 
(hot spot) at peak fuel compression. Larger hot-spot energy 
relaxes the requirement on shell convergence and hot-spot pres-
sure in an igniting target. This can be shown with the help of a 
commonly used ignition condition according to which plasma 
self-heating is initiated by both PdV work and alpha-particle 
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deposition inside the hot spot, given the product of areal density 
and ion temperature satisfies1,2,16,17

	 L . / keV ,R T 0 3 5g cm2
# #t hs_ i 	 (1)

where t, Rhs, and T are the hot-spot density, radius, and tem-
perature, respectively. Substituting expressions for the pressure 
ths = (1 + Z) tT/mi (Z is the average ion charge and mi is the 
average ion mass) and internal energy Ehs = 3/2 phsVhs (Vhs 
is the neutron-averaged hot-spot volume) into Eq. (1) gives a 
minimum pressure requirement (threshold) for ignition,
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where P is the ignition pressure parameter.

Figure 145.30 shows the dependence of the threshold pres-
sure pthr on the hot-spot internal energy. Spherically sym-
metric direct-drive cryogenic designs on OMEGA couple up 

Figure 145.30
Threshold hot-spot pressure pthr as a function of the hot-spot internal energy. 
A typical hot-spot energy in an indirect- and a direct-drive implosion for a 
National Ignition Facility (NIF)-scale laser energy is shown by the blue- and 
red-shaded regions, respectively.
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to 0.44 kJ (out of 26-kJ incident laser energy) into the hot-spot 
internal energy. Hydrodynamically scaled to the NIF, with a 
laser energy of 1.5 MJ to 1.8 MJ, these designs are predicted to 
couple 5# to 10# more energy into the hot spot (25 kJ to 40 kJ, 
depending on laser coupling efficiency; see the red-shaded 
region in Fig. 145.30) compared to that of indirect drive (4 kJ 
to 5 kJ; see the blue-shaded region in Fig. 145.30), resulting 
in 2.5# to 3# lower hot-spot pressures required for ignition 
(+120 Gbar to 150 Gbar for direct drive versus 350 Gbar to 
400 Gbar for indirect drive). The required hot-spot size also 
becomes smaller with a reduction in Ehs. According to Eq. (2) 
the hot-spot size scales as a square root of the internal energy, 
leading to a hot-spot size that is a factor of 2.5 to 3 larger in a 
direct-drive implosion compared to an x-ray-drive implosion.

OMEGA Cryogenic Implosions
To separate 1-D factors limiting the target performance 

(drive efficiency, adiabat, etc.) from 3-D effects, a series of 
dedicated experiments was performed on OMEGA with the 
purpose of improving the accuracy of 1-D code predictions. 
To identify critical implosion parameters, the 1-D scaling laws 
for peak pressure, hot-spot energy, and the ignition-pressure 
parameter are written in terms of implosion velocity vimp 
(defined as the peak mass-averaged shell velocity), the drive 
(ablation) pressure pabl, and in-flight shell adiabat a (Ref. 18),
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The implosion velocity and shell kinetic energy Ekin are inferred 
in an experiment by measuring the ablation-front trajectory and 
mass ablation rate using self-emission imaging.19 The ablation 
pressure is inferred from simulations that match the measured 
ablation-front trajectory, mass ablation rate, bang time,20 and 
scattered-light power and spectrum.21 Finally, the shock-
induced adiabat is inferred by measuring shock velocities early 
in the pulse using VISAR (velocity interferometer system for 
any reflector).22 An additional fuel-adiabat increase caused by 
hot-electron preheat is estimated by measuring the hard x-ray 
signal23 and areal density24,25 in mid- to high-adiabat implo-
sions (the areal density in 1-D, for a given laser energy, depends 
mainly on the shell adiabat,26 tR + a−0.5). The estimate of the 

shell-preheat effect based on the areal-density measurement is 
valid only for implosions with a L 3.5 since shell integrity and 
fuel compression in lower-adiabat implosions are compromised 
because of the short-scale mix. A detailed comparison of 1-D 
simulation results using the hydrocode LILAC27 with the data18 
shows good agreement between the two for a variety of target 
designs and drive conditions. One-dimensional simulations 
include the nonlocal thermal-transport model,28 the ray-based 
cross-beam energy transfer (CBET) model,29 and first-principle 
equation-of-state models30 for both DT ice and the CD ablator.

An analysis of direct-drive implosions on OMEGA has shown 
that coupling losses caused by CBET29 significantly reduce the 
ablation pressure (as much as 40% on OMEGA and up to 60% 
on the NIF-scale targets), implosion velocity, and shell kinetic 
energy. Including such losses, a demonstration of the hydrody-
namic equivalence of implosions on OMEGA to ignition designs 
on the NIF requires that the shell’s in-flight aspect ratio exceed 
the current stability threshold level (+22) (Ref. 18). One of the 
CBET mitigation strategies31 involves using laser illumination 
with a laser-beam diameter smaller than the initial shell diameter. 
This, as demonstrated both theoretically and experimentally, 
recovers some coupling losses and increases the ablation pres-
sure. Since the effect of CBET is small early in the implosion, 
when the density scale length and laser intensity are small, beam-
zooming schemes32 can be considered when the beam’s focal 
spot at an early time is at the initial target radius (to maximize 
the illumination uniformity), then reduced down to 0.6# to 0.7# 
of the size at the beginning of the main drive.

While the implementation of zooming on OMGEA is still a 
few years away, a test of the CBET reduction strategy was per-
formed using “static” DPP’s, which produces focal spots smaller 
than the initial target size throughout the entire drive pulse. New 
distributed phase plates (called SG5, after the super-Gaussian 
order of the focal-spot profile being close to 5) were designed and 
installed on OMEGA with the purpose of studying CBET mitiga-
tion techniques. These plates have a lower focal-spot nonunifor-
mity level compared to the existing DPP’s (so-called SG4). The 
focal-spot radius was fixed at Rb = 410 nm (95% of laser energy 
is encircled within radius Rb). The ratio of Rb to target radius 
(Rt) was changed by varying Rt from 400 nm to 500 nm. Also, 
on-target UV energy (available to implode larger targets) was 
increased by implementing multiple-pulse driver lines (MPD) 
on OMEGA. In the MPD mode, SSD is turned off during the 
main pulse, making it possible to increase the UV energy from 
26 kJ up to 29 kJ. In this configuration, however, the focal spot 
becomes slightly elliptical (or more accurately, the 2-D super-
Gaussian fit of the focal-spot profile has an azimuthal variation in 
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the super-Gaussian order). The azimuthally averaged focal-spot 
profile has nSG = 6.14 and Rb = 388 nm. Using the MPD configu-
ration for larger targets with Rt = 450 nm, 480 nm, and 500 nm 
and the SSD driver for targets with Rt = 400 nm, 430 nm, and 
450 nm, the ratio R Rb t changed from 1.025 to 0.78. According 
to simulation results (that matched the observables), the small-
est target (Rt = 400 nm) has a vimp = 3.5 to 3.6 # 107 cm/s and 
hydrodynamic efficiency (the ratio of the shell’s kinetic energy 
to the total laser energy) of fhydro = 3.5%, while the largest target 
has a similar implosion velocity, vimp = 3.6 to 3.7 # 107 cm/s, 
but more than twice the hydroefficiency, fhydro = 7.2%. Such 
an increase in hydroefficiency is caused partially by smaller 
refraction losses experienced by a larger target (smaller R Rb t 
and larger density scale length) and partially by reduced CBET 
losses. To quantify each effect, a simulation was performed with 
Rt = 500 nm, where Rb was increased to match Rt. In such a 
simulation, the implosion velocity was dropped by 17% to vimp = 
3 # 107 cm/s and the shell’s hydrodynamic efficiency was reduced 
by 20% down to fhydro = 5.8%.

Figure 145.31 shows target performance for different tar-
get diameters. The hot-spot pressure is inferred33 by using 
the measured neutron yield, burn duration Dtburn (using both 
neutron time-of-flight and framing-camera measurements 
of x-ray burn duration), neutron-averaged ion temperature 
(Ti)n, and hot-spot size R17 (defined as the radius of 17% of 
the peak-emission contour for x rays in the 4-keV to 7-keV 
energy range) at bang time using a time-resolved Kirkpatrick–
Baez framing camera.34 Assuming an isobaric hot spot and 
fitting the burn history to a Gaussian with full width at half 
maximum (FWHM) = Dtburn, the maximum burn rate Nmax 
relates to neutron yield Y as ,N Y t2 2lnmax burnr D=  where 

V v .N n n T V Tdmax
2 2

T D hs
v= #  Therefore, pressure at bang 

time can be determined using

     v ,p Y t V Tf f8 2ln d
/2 1 2

hs burnD T
hs

- r vD
Vd n= G# 	 (4)

where GvvH is the cross section for D-T reactions, and fD 
and fT are the fractions of D and T in the fuel, respectively. In 
evaluating the spatial integral in Eq. (4) the following spatial 
profile for the ion temperature (obtained using simulation 
results) is assumed:

 . ,T r T r R1 1 0 15 / /2 3 2 2 3
c hs- -=_ ` _i j i: D  

where Tc is the maximum hot-spot temperature, determined 
by matching 

v vV T V Td d
V V

2
hs hs

v vd dn n# #

with the measured (Ti)n, and, as follows from code predictions, 
Rhs and measured R17 are related using Rhs = 1.06 R17.

The following two conclusions can be made based on results 
shown in Fig. 145.31: first, the hot-spot pressure (both absolute 
and relative to 1-D predictions) degrades with the target size; 
second, there is a threshold of the shell’s convergence ratio, 

18- ,D-CR1  beyond which the hot-spot pressure normalized 
to the 1-D prediction drops from between 0.5 to 0.7 to between 
0.3 to 0.5.

To understand these trends, one must consider the effects of 
shell nonuniformity. The evolution of long-wavelength nonuni-
formities seeded by target offset, beam geometry, beam power 

Figure 145.31
(a) Hot-spot pressure, inferred from experimental observables, as a function of 
target size. (b) Inferred hot-spot pressure normalized to 1-D code predictions 
versus the predicted shell convergence at 1-D bang time.

TC12319JR

700
0

10

20

30

40

50

60

70

750 800 850

Target diameter (nm)

p h
s 

(G
ba

r)

900

(a)

(b)

950 1000

14
0.3

0.4

0.5

0.6

0.7

0.8

15 16 17 18 19 20

Convergence ratio

p n
, e

xp
  p

n,
 1

-D

960 nm
900 nm
860 nm
800 nm



Demonstrating Ignition Hydrodynamic Equivalence in Direct-Drive Cryogenic Implosions on OMEGA

LLE Review, Volume 145 33

imbalance, and mispointing is studied using the 3-D hydrocode 
ASTER.35 This code includes 3-D hydrodynamics, ion and 
electron thermal conduction (the flux-limited Spitzer model), 
the CBET model, bremsstrahlung radiation losses, and nuclear 
reactivities. A simplified 3-D model of laser deposition is used, 
assuming a spherical symmetry of the plasma corona in the 
laser-deposition region, when performing ray tracing of indi-
vidual beams (this approximation is justified because of strong 
lateral thermal-conduction smoothing in the high-temperature 
corona in direct-drive implosions). The beam power, timing, 
and pointing, however, can vary from beam to beam.

Simulations of cryogenic implosions on OMEGA show that 
the bubbles (areas of low-density material from the central region 
that protrude into the higher-density shell) developed because of 
the RT growth of long-wavelength perturbations ( K 5) during 
shell deceleration, increasing the volume of the central region 
Vcntr and reducing the hot-spot pressure ap V1 /5 3

hs cntr_ i and 
neutron yield. As the shell converges further, the bubbles even-
tually break out of the shell, quenching hot-spot confinement 
and neutron yield. This is shown in Fig. 145.32. Since the burn 
truncates earlier because of the 3-D effects, the inferred hot-
spot pressure reduces as a result of two effects: sampling and an 
increased volume Vcntr of the central region surrounded by the 
cold shell. Shifting the peak burn to an earlier time because of the 
nonuniformity growth samples earlier stages of hot-spot forma-
tion when shell convergence and the central pressure have not yet 
reached the peak values. The 3-D effects also increase the central 
region volume, preventing the fuel material from stagnating and 
effectively converting the shell kinetic energy into the internal 
energy of the hot spot. To account for the first effect (early pres-
sure sampling), Fig. 145.33 plots the inferred hot-spot pressure 
normalized to the predicted pressure at the observed (earlier) 
bang time as a function of 1-D shell convergence calculated at 
the experimental bang time. Figure 145.33 shows that implosions 
with a fuel adiabat a > 3.5 proceed close to 1-D predictions up to 
a shell convergence of CR + 17. Further shell convergence does 
not lead to additional PdV work on the hot spot because of the 
RT growth of low- modes. An additional limitation on target 
performance at a lower fuel adiabat is caused by compromised 
shell integrity resulting from short-wavelength nonuniformity 
growth during shell acceleration.

In summary, the cryogenic campaign with a reduced beam 
radius relative to the target radius ,R R 1<b t` j  performed 
on OMEGA to reduce CBET losses, demonstrated increased 
laser coupling and hydrodynamic efficiency. This coupling 
enhancement, however, did not improve the target performance. 
Numerical simulations indicate that long-wavelength nonuni-

Figure 145.32
(a) Neutron-production rate calculated using the code ASTER without (blue 
solid line) and with (red solid line) the effects of long-wavelength nonunifor-
mity growth. (b) Simulated shell density maps at times indicated by (1) and (2). 
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Figure 145.33
Inferred hot-spot pressure normalized to the 1-D predictions calculated at 
the experimental bang time versus 1-D shell convergence at the experimental 
bang time.
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formities caused by target offset and power imbalance lead to 
an increased target central volume and early burn truncation. 
This effect is exacerbated by reduction in beam overlap when 
target size increases relative to beam size. Demonstrating 
hydrodynamic equivalence on OMEGA will require minimiz-
ing large-wavelength uniformities seeded by power imbalance 
and target offset and reusing target debris accumulated during 
cryogenic target production.
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Introduction
The temporal history of the neutron production in inertial con-
finement fusion (ICF) experiments1 is an important diagnostic 
signature. In ICF experiments, shells filled with deuterium (D2) 
or a deuterium−tritium (DT) mixture are compressed by either 
direct laser illumination,2 soft x-ray radiation in a laser-heated 
hohlraum,3 or strong magnetic fields4 to conditions under 
which thermonuclear fusion occurs. The temporal width of the 
neutron signal is usually of the order of 100 ps. Experimental 
signatures from the temporal history of the neutron produc-
tion are the rising edge of the measured neutron rate, which 
is influenced by the shock transit through the capsule;5 the 
peak of the neutron rate (bang time),6 a measure of the energy 
absorbed in the imploding shell; and the trailing edge of the 
neutron rate that encodes information about material mixing 
during the stagnation phase of the implosion.7

Time-resolved neutron measurements on ICF experiments 
generally use either a scintillator to convert the neutron energy 
into visible light8 or chemical-vapor–deposition (CVD) diamond 
detectors,9 which convert the neutron energy directly into an 
electrical charge. The light from the scintillator is either con-
verted into an electrical signal using a fast photomultiplier tube 
(PMT) or recorded on a fast optical streak camera.10,11 The PMT 
or CVD-based neutron bang-time diagnostics12–16 do not have 
the temporal resolution to resolve the details of the neutron pulse; 
they measure solely the neutron bang time. Only the streak-
camera−based neutron temporal diagnostics (NTD’s)10,11 are 
capable of resolving the details of the neutron temporal history. 

High-performance, layered cryogenic DT implosions17 on 
the OMEGA laser18 at the Laboratory for Laser Energetics 
(LLE) present a particular challenge in measuring the neutron 
history because of the high-DT neutron yields (+5 # 1013) and 
a short neutron-production width (of the order of +50 ps). The 
size of the cryogenic target shroud system11 prevents the place-
ment of the scintillator of the NTD system sufficiently close 
to the target to minimize Doppler broadening of the neutron 
pulse, which severely compromises the time resolution of the 
NTD.10 A dedicated cryogenic-compatible neutron tempo-

A Neutron Temporal Diagnostic for High-Yield  
DT Cryogenic Implosions on OMEGA

ral diagnostic (cryoNTD) was developed at LLE to provide 
high-resolution neutron-emission measurements for D2-filled 
cryogenic implosions,11 but the placement of the streak camera 
close to the target chamber prevents recording data at high-DT 
yields because of the excessive neutron background. This article 
describes the setup of a new NTD system at LLE designed for 
high-performance, layered DT cryogenic implosions mounted 
in port P11 of the OMEGA target chamber (P11-NTD). The 
next section presents the setup of this system. The scintillator 
can be inserted as close as 9 cm from the target in cryogenic 
experiments without interfering with the cryogenic target sys-
tems. The streak camera is placed in a well-shielded location 
>10 m from the target, with an +16-m-long optical relay system 
transporting the optical signal from the scintillator to the streak 
camera. The remaining sections report on the performance of 
the shielding setup, present the temporal impulse-response 
calibration procedure of the P11-NTD system, and analyze the 
first experimental results. 

Setup of the Detector System
A CAD drawing of the P11-NTD system setup is shown in 

Fig. 145.34. The front-end scintillator insertion mechanism is 
a re-entrant into the OMEGA target chamber. A 6-mm-diam, 
1-mm-thick plastic scintillator (Bicron BC422) (Ref. 19) is 
placed in a tungsten-alloy–shielded nose cone,10 which can 
be inserted between 2 cm and 25 cm from the target. The first 
section of the optical relay system is housed inside the front 
end. The second section of the optical relay, the Target Bay wall 
periscope, is mounted to the OMEGA Target Bay shield wall. 
The optical path then leads from the OMEGA building into 
the OMEGA EP plenum, where the Rochester Optical Streak 
System (ROSS)20 camera is mounted on an optical table.

1.	 Neutron Shielding
Historically, the streak camera of an NTD system has been 

placed close to the target chamber to minimize the length of 
the optical relay system.10,11 This approach works very well 
for moderate yields (<1 # 1013 neutrons) but does not provide 
enough shielding to suppress the backgrounds for the high-
DT neutron yields (up to 5 # 1013) produced in cryogenic DT 



A Neutron Temporal Diagnostic for High-Yield DT Cryogenic Implosions on OMEGA 

LLE Review, Volume 145 37

implosions on OMEGA.17 To improve the shielding, the streak 
camera for the P11-NTD was placed behind the primary shield 
wall of the OMEGA target area in the OMEGA EP plenum 
(see Fig. 145.35). This location provides a standoff distance to 
the target of +11.4 m, with +1.7 m of concrete in the direct line 
of sight, which penetrates the OMEGA Target Bay floor, the 
OMEGA Target Bay retaining wall, and a brick facing wall. It is 
well known that the performance of a neutron shielding system 
depends not only on the shielding thickness in the direct line of 
sight, but also on the number and area of openings such as doors 
and holes in the shielded volume, which allow scattered neutrons 
to escape the target area.21 Since there is a large +1-m-diam hole 
under the target chamber, an +1-m-diam beam tube that carries 
the OMEGA EP laser pulse from OMEGA EP to OMEGA for 
joint experiments,22 and a number of doors into the room under 
the target area, the performance of this shielding will be worse 
than a simple estimate using the thickness of the direct line of 
sight would indicate.

2.	 Optical System
With the location of the streak camera in a separate building, a 

relatively complex 16.2-m-long optical path had to be designed. 
The light collection and transfer system (Fig. 145.36) transports 
the light from the scintillator to the input plane of ROSS. A fast 
three-element f/2 lens system collects the light from the scintil-
lator with high efficiency. An optical system using a movable 
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Figure 145.34
A CAD drawing of the P11-NTD (neutron-temporal-diagnostic) detector sys-
tem integrated into the Omega Laser Facility. A front-end system re-entrant 
into the target chamber positions the scintillator distances between 2 to 25 cm 
from the target. An optical relay partially housed in the Target Bay wall 
periscope structure transports the scintillator light through a penetration in 
the OMEGA shield wall to a ROSS streak camera in the OMEGA EP plenum. 

Figure 145.35
A CAD drawing of the P11-NTD shielding setup. The ROSS streak camera 
is placed 11.4 m from the target. The 60-cm-thick OMEGA target area floor 
and 80-cm-thick Target Bay shield wall provide most of the neutron shielding. 

Figure 145.36
A drawing of the optical layout of the relay optics. A fast three-element f/2 lens 
system collects (CL) the light from the scintillator. A zoom (ZL) and field lens 
(FL0) relay the light through the vacuum window to an intermediate image 
plane (IP0). A four-stage optical relay, each consisting of an achromatic 
relay lens (RL1–4) and a field lens (FL1–4), transports the light from the first 
intermediate image using seven mirrors (M1−M7) to a second image plane 
(IP1). A three-element focus lens system (FS) focuses the light onto the slit 
of the streak camera. 
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zoom lens and a field lens relays the light from the scintillator 
to an intermediate image plane outside the target chamber. The 
location of the zoom lens is adjusted to keep the location of the 
intermediate image plane fixed. A four-stage optical relay, each 
consisting of an achromatic relay lens and a field lens, transports 
the light from the first intermediate image plane to an image plane 
close to the ROSS camera on the optical table in the OMEGA EP 
building. A three-element achromatic f/4 lens system focuses 
the light from the last image plane onto the photocathode of the 
ROSS. Since the optical path is not a straight line, seven turning 
mirrors were required to relay the light from the target chamber 
through the OMEGA shield wall into the OMEGA EP building. 
High-quality broadband antireflective (AR) coatings were used 
on the lenses with a typical loss of +0.3% per surface, at normal 
incidence and dielectric high-reflective (HR) coatings were used 
on the mirrors with a reflectivity of >98.5% over the full spec-
tral width of the scintillator emission from +350 nm to 450 nm 
(Ref. 19). The total transmission of the system was estimated to 
be +55%, with +20% losses in the lens material, +25% in the 
AR coatings as a result of the incident angular range, and +10% 
in the HR coatings.

Even though the optical system is corrected for chromatic 
aberrations, the chromatic velocity dispersion caused by the 
change in index of refraction with wavelength will introduce 
a broadening of the impulse response. Using published values 
for the index of refraction23 of the glasses used in the optical 
system, this effect was estimated for the optical ray passing 
through the center of all optics to broaden the full width 
at half maximum (FWHM) of the instrument response by 
+8 ps given the spectrum of the scintillator light emission. 
This value should be considered an upper limit since most of 
the light passes through thinner glass than the center ray and 
consequently experiences less chromatic velocity dispersion. 

In addition to the signal from the scintillator, light from the 
OMEGA fiducial system is delivered via an optical fiber and 
imaged onto the streak camera using an optical system internal 
to the ROSS camera. The OMEGA fiducial consists of a series 
of eight pulses spaced 548 ps apart and is amplified separately 
from the main laser pulse, split, and distributed to various 
diagnostic instruments for precision timing. This fiducial is 
also recorded on the P510 ultraviolet streak camera,24 which 
measures the laser pulse shape. The common optical fiducial 
serves as a reference for both the neutron signal and the laser 
pulse, thereby enabling accurate timing of the NTD signal.

A similar system to the one that images the OMEGA fiducial 
on the photocathode is used to image the light from a 2-GHz 

comb generator onto the ROSS photocathode. The signal from 
this comb generator can be used to linearize the sweep speed 
of the streak camera. 

Shielding Performance
Figure 145.37(a) shows the charge-coupled–device (CCD) 

image recorded by the P11-NTD diagnostics from a high-yield 
DT cryo shot (2.6 # 1013 neutrons). Four of the eight fiducial 
pulses are visible at the top of the image and six of the pulses 
from the 2-GHz comb generator are seen at the bottom. The 
CCD image shows very little background compared to the CCD 
image recorded with the previous-generation NTD system, 
called H5-NTD [see Fig. 145.38(a)], at the same yield level. The 
H5-NTD diagnostic also uses a ROSS streak camera, which 
is mounted +3 m from the target in the Target Bay, shielded 
by 50 cm of CH in the direct line of sight and 10 cm of CH in 
all other directions. Figures 145.37(b) and 145.38(b) show the 
respective horizontal lineouts through the signals summed over 
the whole vertical width. Since the scintillator has a very fast 
rise time of <20 ps and a decay time of +1.2 ns, the neutron-
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Figure 145.37
(a) A charge-coupled–device (CCD) image from P11-NTD from a high-yield 
DT cryo shot (2.6 # 1013 neutrons) and (b) a horizontal lineout through the 
signal summed over the whole vertical width in analog digital units (ADU’s).
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production history information is encoded in the leading edge 
of the pulse. The most-prominent feature of the background on 
the H5-NTD signal is a spike at +2.5 ns, which is most likely 
caused by scattered neutron background present during the 
retrace of the streak, which starts a few microseconds after the 
sweep. The signal-to-noise on the P11-NTD system is +50, which 
is an +200# improvement over H5-NTD with a signal-to-noise 
ratio of +0.25 at this yield level. As expected, this improvement 
is less than the difference the line-of-sight shielding and solid 
angle (10# improvement resulting from distance) would indicate.

Impulse-Response Calibration
The impulse response of the full P11-NTD including the 

scintillator, optical transport, and streak camera was measured 
using x rays from a target illuminated by a short laser pulse 
(10 ps) from OMEGA EP (see Fig. 145.39). The shielding from 
the 2-mm-thick tungsten alloy nose cone allows only hard 
x rays (>200 keV) to interact with the scintillator. Hard x rays 
are a reasonable substitute for neutrons to generate light in the 
scintillator because they interact mostly via Compton scattering 
in the CH scintillator substrate, which generates fast electrons. 

These >100-keV electrons generate electron-hole pairs similar 
to the MeV protons produced by the elastic scattering from an 
incident neutron. Even though the electron-hole pair density 
for the fast electron is significantly lower than that for a pro-
ton because of the difference in stopping power, it is a better 
substitute for neutron interaction relative to the excitation of 
the scintillator by UV irradiation, which interacts mostly with 
the dyes in the scintillator.25 

For calibration, the OMEGA EP laser was defocused to 
spot sizes between 150 and 175 nm and the pulse energy was 
reduced to +400 J to optimize the signal on the P11-NTD 
streak camera. The target was an Au foil of 500 # 500 # 10-nm 

size. Figure 145.40(a) shows the temporal history of the signal 
from four laser shots with different focal-spot conditions for 
a 3-ns streak-camera sweep window. This signal is obtained 
by removing the effect of the long scintillator decay from the 
recorded signal using a “physical-modeling” approach for the 
deconvolution.11 The signal ni at the pixel location i is given 
as the recorded signal si minus the sum of all earlier neutron 
signals, which decay exponentially at the scintillator fall time 
x, with Dtp as the time separation of two pixels:

	 j .expn s n
i j t

i i
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The signals from the x-ray calibration show a stable center 
section of approximately Gaussian shape with a FWHM of 
+50!2 ps, as well as a shoulder (at the start of the signal) and 
a tail, which both vary with focus condition [see Fig. 145.40(a)]. 
The shoulder ahead of the main pulse is most likely caused by 
Cherenkov radiation from MeV Compton-scattered electrons in 
the f/2 collection system since a MeV electron gains +20 ps/cm 
on light in glass. The tail after the pulse could be from subrela-

Figure 145.38

(a) A CCD image from H5-NTD from a high-yield DT cryo shot (2.6 # 
1013 neutrons) and (b) horizontal lineout through the signal summed over 
the entire vertical width.
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Figure 145.39
Setup of the calibration of the P11-NTD impulse response using x rays from 
an Au target illuminated by a short OMEGA EP laser pulse (10 ps). The 
2-mm-thick Hevimet nose cone allows only hard x rays (>200 keV) to interact 
with the scintillator.
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tivistic electrons generated in the laser–target interaction hitting 
the high-Z nose cone, generating hard x-ray bremsstrahlung. 
Both of these effects should scale with laser intensity since the 
slope of the electron energy distribution should be steeper for 
a lower laser intensity, which corresponds to a lower number 
of high- and medium-energy electrons. 

A single shot was taken with a faster sweep speed cor-
responding to a 1.5-ns sweep window [see Fig. 145.40(b)]. 
Because of the degraded signal-to-noise, a stable fit of a Gauss-
ian to the peak of the signal is no longer possible; several differ-
ent fits with 30- to 40-ps FHWM are consistent with the data. 

To infer the impulse response of the P11-NTD system, the width 
of the x-ray pulse must be subtracted. Since there is no independent 
measurement of the x-ray pulse duration, simple estimates must 
be used. A good estimate of the minimum x-ray pulse duration is 
+15 ps because the laser pulse is +10 ps long and the hot electrons 
generated in the laser–target interaction typically have a lifetime 
of a few picoseconds.26 The maximum pulse duration cannot be 
longer than the shortest measured pulse duration with the 1.5-ns 
sweep of +35 ps. Consequently, a reasonable estimate of the x-ray 
pulse duration is 25!10 ps. Subtracting the x-ray pulse in quadra-
ture from the measured FWHM of the signal yields an impulse 
response of +40!10 ps for the 3-ns sweep window and +25!10 ps 
for the 1.5-ns sweep window, respectively. 

Data Analysis
Figure 145.41 shows the inferred neutron rate from the 

deconvolved P11-NTD signal recorded on a recent DT cryo-
genic implosion on OMEGA with a neutron yield of +4 # 1013. 
The measured neutron temporal history is broadened by several 

different mechanisms, which must be subtracted to measure the 
actual width of the neutron pulse from the target. Broadening 
the neutron energy spectrum caused by the high temperature 
of the thermonuclear plasma leads to an arrival time spread in 
the scintillator for DT neutrons:10

	 ,t T d122T
DT

#D = 	 (2)

where tT
DT

D  is the FWHM of the spread in picoseconds, d is 
the target-to-detector distance in meters, and T is the neutron-
averaged ion temperature in keV. For a 10-cm distance of the 
P11-NTD scintillator to the target, this effect broadens the 
signal by +25 ps at a 4-keV ion temperature, which is typi-
cal for most of the high-yield cryo implosions on OMEGA. 
Additionally, the finite neutron transit time through the scintil-

Figure 145.40
(a) Unfolded P11-NTD signals from the impulse response calibrations with a 3-ns sweep window at different focus conditions of the short-pulse laser. A 50-ps 
FWHM Gaussian fit matches the central part of the signal well. (b) Unfolded P11-NTD signals from the impulse response calibrations with a 1.5-ns sweep 
window; both a 30-ps and a 40-ps Gaussian are shown. 
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lator vt xs nD D=  broadens the signal by t 20 pss
DT

D =  for a 
scintillator thickness of Dx = 1 mm and a DT neutron speed of 
vn = 5.12 cm/ns. Since the shape of the neutron rate is not far 
from a Gaussian, the impulse response of the instrument, the 
thermal broadening, and the transit time spread can be sub-
tracted from the measured FWHM of the signal in quadrature 
to infer the actual neutron pulse width. For a measured FWHM 
of the neutron signal of 82!2 ps, the resultant neutron pulse 
width is calculated to be 65!6 ps.

An alternative method of interpreting the experimental 
data is to convolve the calculated neutron rate from a simula-
tion with the experimental broadening and compare it to the 
measured signal. Figure 145.41 compares the results of a 1-D 
LILAC simulation of the cryogenic implosion17 convolved with 
the experimental broadening and the P11-NTD data. Since the 
absolute timing of the NTD instruments is typically of the order 
of 50 ps (Ref. 11), the simulation data were shifted by +20 ps to 
better align with the rising edge of the experimental data. The 
simulation matches the experimental data very well on the ris-
ing edge over more than one order of magnitude in neutron rate. 
The experimental and simulated neutron rates start to deviate 
from each other close to the peak of the neutron pulse, with the 
experimental rate significantly lower than the simulation. This 
deviation is believed to be caused by 3-D effects, which mix 
cold material into the hot core plasma, quenching the neutron-
production rate earlier than expected in the 1-D simulations.7

Summary and Outlook
A new neutron temporal diagnostic (P11-NTD) has been 

developed to measure the temporal history of the neutron 
production in high-yield, high-performance cryogenic DT 
implosions on OMEGA. The ROSS streak camera recording 
system was placed +11 m from target chamber center behind 
the primary shield wall, which reduced the neutron background 
by a factor of +200. The remote location of the streak camera 
required the construction of a complex 16.2-m-long image relay 
to transport the light from the scintillator to the streak camera. 
The impulse response of the P11-NTD system was measured 
using hard x rays generated from the interaction of the 10-ps 
OMEGA EP laser pulse with an Au target. With the standard 
3-ns sweep window an impulse response of +40!10 ps was 
inferred, which makes it possible to measure +65-ps FWHM 
neutron pulses with an accuracy of +10%. Preliminary mea-
surements of the impulse response of the system using a 
1.5-ns sweep window showed an improved impulse response 
of +25!10 ps, which would enable the P11-NTD to measure 
+50-ps FWHM neutron pulses with +10% accuracy once this 
mode of operation is fully validated. 

The technique of placing the streak camera of a NTD sys-
tem outside the bioshield could be relatively easily adapted 
to larger ICF facilities like the National Ignition Facility 
(NIF)27 or Laser Mégajoule (LMJ).28 With a typical distance 
of the shield wall of +15 m from the target, an NTD on these 
facilities would need an +20-m-long optical relay, which could 
be designed without compromising the temporal resolution. 
Given the much-higher neutron yields at the NIF or LMJ, the 
constraints on the optical transmission of the relay system are 
significantly relaxed and a narrowband (2- to 10-nm) optical 
filter at the peak of the scintillator emission spectrum could 
be used to minimize the chromatic group velocity dispersion. 
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Introduction
It has been well established that nanosecond-pulse laser dam-
age of multilayer coatings comprised of HfO SiO2 2 pairs 
in the near-ultraviolet (near-UV) spectral range is initiated 
in the high-index HfO2 component of the coating. Still, very 
limited information about optical and structural properties of 
interfacial areas between layers renders interfaces as a prob-
able source of enhanced absorption and damage. The reduced 
E-field design,1 which moves intensity peaks away from inter-
faces into the more-damage–resistant SiO2 layer, frequently 
improves damage threshold2 but does not clarify the role of 
interfaces in laser damage. The only (to our knowledge) study3 
directly addressing interface absorption and its role in pulsed 
laser damage used a 1064-nm laser wavelength, with e-beam–
deposited metal oxides (including HfO2) and SiO2 as high- and 
low-index materials, respectively. In that study, based on com-
parative absorption and damage-threshold measurements for 
half-wave stacks with numerous interfaces and a single-layer 
high-index material, HfO SiO2 2 interfaces made a significant 
contribution to total absorption and produced lower damage 
thresholds compared to a single HfO2 layer. In this work a 
similar approach is used, but with different coatings designs, to 
study the contribution of HfO SiO2 2 interfaces to absorption 
in the near-UV and their role in the nanosecond-pulse damage 
initiation. One of the study goals is to explore how interfaces 
perform in coatings with different porosity and packing density. 
For this purpose the coatings were deposited using two tech-
niques: (1) conventional electron-beam evaporation, typically 
producing rather porous films, and (2) ion-beam sputtering, 
which creates very densely packed films with sharp interfaces.4 
Despite the difference in thin-film structure, we found that 
in both cases the interfaces contribute insignificantly to total 
absorption and are not the main source of damage initiation. 

Experimental
The coatings containing HfO2 and SiO2 materials were 

manufactured using either e-beam evaporation with a rate of 
1.2 Å/s and 4.6 Å/s for HfO2 and SiO2, respectively, and an 
oxygen backfill pressure of 2 # 10–4 Torr, or reactive ion-beam 
sputtering, with no assist ion gun, and post-deposition anneal-
ing at 300°C for 8 h. The two types of coating samples—single 

The Role of HfO SiO2 2 Thin-Film Interfaces in Near-Ultraviolet 
Absorption and Pulsed-Laser Damage

HfO2 layer and HfO SiO2 2 multilayer—were manufactured 
using a design shown schematically in Fig. 145.42. In the case 
of e-beam deposition, both samples were prepared in a single 
vacuum cycle run using shutters beneath the single-layer sample 
during thin SiO2 layer deposition. This approach ensured that 
exactly the same HfO2 material and deposition conditions 
were used for either film formation. The ion-beam–sputtered 

Figure 145.42
Schematic of the film containing seven HfO2 layers separated by narrow SiO2 
layers and a single layer of HfO2 film.
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coatings were prepared in two separate coating depositions 
because of hardware limitations. Based on the high reproduc-
ibility of the sputtered-coating optical parameters measured 
for a number of runs, we anticipate that it should not affect the 
outcome of the experiment. 

It is important to note here that a comparative laser-damage 
study imposes a few stringent requirements on the thin-film 
design and the resulting laser intensities inside the films. The 
thin-film structure should not change with the increasing HfO2 
layer thickness (the deposition conditions described above were 
selected to accomplish this goal); the total integrated HfO2 layer 
thickness should be the same for single-layer and multilayer 
films, and E-field intensities inside both types of film samples 
must be comparable (preferably very close in value). To fulfill 
these requirements, HfO2 single-layer films and HfO SiO2 2 
multilayer films were manufactured with a total HfO2 material 
optical thickness equal to one wave at 355 nm, which corre-
sponds to a physical thickness of 174 nm. The multilayer film 

was comprised of seven HfO2 layers, each 25 nm thick, sepa-
rated by 17-nm-thick SiO2 layers (see Figs. 145.42 and 145.43).

The thickness of the SiO2 layers in the multilayer film 
(seven-layer film for future reference) was optimized to produce 
an E-field peak and average intensity as close as possible to 
the E-field intensity in the single-layer film (see Fig. 145.44). 
High-resolution transmission electron microscopy (TEM) along 
with x-ray diffraction (XRD) analysis (depicted in Fig. 145.45) 
reveals a fully amorphous, highly homogeneous film structure 
for both the seven-layer and single-layer sputtered films. The 
seven-layer film’s interfaces [Fig. 145.45(a)] are sharp, have 
a roughly estimated width of 2 nm to 4 nm, and indicate no 
locally increased defect density. The e-beam–evaporated films 
were also mostly amorphous, but interfaces were not as clearly 
defined compared to the sputtered films [(see Fig. 145.43(c)].

The coatings were deposited on polished fused-silica 
substrates with a 500-nm-thick SiO2 layer that served as an 

Figure 145.43
Transmission electron microscopy (TEM) images of sputtered HfO2 films: (a) seven layer and (b) single layer. The top-most conductive layer in (a) and (b) is 
for TEM imaging purposes only. Electron microscopy images of electron-beam–deposited HfO2 films: (c) seven layer and (d) single layer.

Figure 145.44
E-field intensity distribution in (a) seven-layer and (b) single-layer films.

G10230JR

0 100
0

40

80

120

GE
H2

 (
%

)

200 300

HfO2
SiO2

Air

(a)

Thickness (nm)Thickness (nm)
0 12060 180 240

Air

Film

(b)

(a) (b)

170 nm

50 nm 50 nm

G10670JR

100 nm 100 nm

(d)(c)

HfO2

HfO2

SiO2



The Role of HfO SiO2 2 Thin-Film Interfaces in Near-Ultraviolet Absorption and Pulsed-Laser Damage

LLE Review, Volume 145 45

insulator from defects introduced into the substrate during the 
finishing process. While not fully suppressing damage initia-
tion by these defects, introducing such an additional SiO2 layer 
leads to distinct substrate defect-driven damage morphology, 
which could be easily separated from damage initiated inside 
the HfO2 film or interfaces (see Damage Thresholds, p. 46).

The absorption of the samples was characterized using a 
continuous-wave, 355-nm laser along with the following two 
methods: laser calorimetry (LC) and photothermal heterodyne 
imaging (PHI). The LC method detects heat generated through 
absorption of laser light and conducted by the film to the 
calibrated detector located on the front sample surface.5,6 This 
method delivers absolute absorption values with good accuracy. 
The PHI method is a pump–probe laser technique based on 
the scattering of the probe light caused by local heating of the 
material by a tightly focused modulated pump beam.7,8 The 
PHI method has high sensitivity and submicron spatial reso-
lution but is more suitable for relative measurements because 
it is very difficult to achieve absolute calibration. Also, since 
this method is based on modulation of the refractive index of 
the material, it might be sensitive to the presence of different 
materials in the multilayer film. For that reason, we will con-
sider LC as the main method of absorption characterization 
and PHI only as a complementary method.

Laser irradiation of samples was conducted mostly in a 1-on-1 
regime (single-pulse irradiation of each sample site) using either 
351-nm, 1-ns pulses [at the Laboratory for Laser Energetics 
(LLE)] or 355-nm, 5-ns pulses [at the Laser Zentrum Hannover 
(LZH) facility]. The 5-ns pulses were also used with 100-Hz 
frequency for the multipulse irradiation testing (10,000 pulses in 
this case) of each site at a fixed laser fluence. In addition, to probe 
changes in the interfacial structure as compared to the HfO2 film 

structure (see Femtosecond Damage Behavior as a Sensitive 
Tool to Detect Structural Changes and Its Application to 
HfO SiO2 2 Interfaces, p. 49), single-pulse irradiation with 
1053-nm, 600-fs pulses was conducted for both types of samples 
in vacuum (to avoid the self-focusing effects in air). Damage 
was detected using 110#-magnification dark-field microscopy or 
150#-magnification Nomarsky microscopy. Laser-damage mor-
phology was further investigated using atomic force microscopy 
(AFM) and scanning laser microscopy (SLM) as high-resolution 
tools. The high-spatial-resolution study of damage morphology 
was essential for separating the contribution to damage from 
film defects and defects residing in a subsurface layer of the 
substrate. The latter defects gave rise to large damage craters of 
up to +10 nm in diameter, which, after high-resolution mapping, 
were excluded from damage statistics.

Results and Discussion
1.	 Absorption Measurements

Absorption-measurement data may provide guidance for 
anticipated optical losses in the laser system and, in some cases, 
for nanosecond-pulse damage performance of HfO2 films.8 For 
this study, the total contribution to near-UV absorption in the 
seven-layer film can come from two sources: structural defects in 
HfO2 layers of the film and defects residing within the interfacial 
structure (absorption inside SiO2 layers is negligibly small).

Considering additivity, total absorption Atotal may be 
presented as follows: A A A7

total HfO interface2
= +  for the seven-

layer film, and A A1
total HfO2

=  for the single-layer film, where 
the superscripts 7 and 1 represent seven-layer and single-layer 
films, respectively. 

Consequently, since the total thickness of seven hafnia layers 
is equal to the thickness of the single-layer film, a large-enough 

Figure 145.45
(a) A high-resolution TEM image of a seven-layer 
sputtered film shows a homogeneous structure 
with sharp interfaces and no evidence of local 
increased defect density. (b) X-ray diffraction 
(XRD) analysis confirmed a fully amorphous 
structure in both types of sputtered film.
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contribution from interfaces should result in a larger total absorp-
tion for the seven-layer film as compared to the single-layer film. 
Absorption-measurement results are summarized in Table 145.V.

LC measurement results show, within a margin of error, nearly 
equal absorption in both seven-layer and single-layer film sam-
ples and almost two times higher absorption in the single-layer 
e-beam film as compared to seven-layer film. This result points 
to an insignificant contribution to absorption from interfaces. 

The PHI method shows an even smaller relative absorption 
for a seven-layer film containing numerous interfaces that might 
be partially attributed (as discussed in Experimental, p. 43) to 
different conditions for signal formation (not just absorption) 
in single-layer and seven-layer films. Still, a 50% difference in 
the case of sputtered films and an even higher ratio for e-beam 
films indicates a small contribution from interfaces. 

2.	 Damage Thresholds
The transparent nature of the coatings involved in this study 

required the careful separation of damage originating from 
film volume (seven-layer film or single-layer film) and from 
substrate–subsurface defects introduced during the substrate-
finishing process. The presence of an isolating 500-nm-thick 
SiO2 layer (see Fig. 145.42) leads to much deeper and larger 
damage craters initiated by substrate defects, compared to 
craters formed by absorption inside the HfO2 layers. AFM 
mapping clearly reveals this difference (see Figs. 145.46 and 
145.47) and allows one to exclude craters initiated by substrate 
defects from damage statistics. 

To find the 351-nm, 1-ns damage threshold, ten sample sites 
were irradiated with a different laser fluence, and subsequent 
AFM mapping enabled us to acquire the damage-crater statis-
tics depicted in Fig. 145.48. The thresholds were obtained by 

Table 145.V:  The 355-nm absorptance of seven-layer and single-layer films measured by laser calorimetry (LC) and photo-
thermal heterodyne imaging (PHI) signals produced with a 355-nm pump laser.

Film type
LC (%) PHI signal (nV)

Ion beam e-beam Ion beam e-beam

Seven layers 0.14±0.01 0.015±0.001 31.5±0.5 0.24±0.10

Single layer 0.13±0.01 0.027±0.002 47.0±0.5 1.28±0.16

Figure 145.46
Atomic force microscopy mapping of damage morphology in sputtered films: (a) 30 # 30-nm image of the seven-layer film. Large (+10-nm-diam) craters originate 
from a location corresponding to substrate–subsurface defects and much smaller (#2-nm-diam) craters originate from the film volume; (b) cross-sectional profile 
through a crater originating inside the seven-layer film; (c) cross-sectional profile through a crater originating inside the single-layer film.
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linear fitting and extrapolation of the trend line to the fluence at 
which the number of craters is equal to zero. It should be noted 
that in the case of the e-beam–deposited, seven-layer film, only 
the upper limit of the threshold value was estimated because of 
collateral damage caused by substrate defects at laser fluences 
exceeding 8 J/cm2. Below this fluence level no craters originat-
ing from the film volume were found using AFM mapping. 

In the case of 355-nm, 5-ns pulse irradiation, damage 
morphology was analyzed using 150#-magnification optical 
microscopy and, for crater profiling, SLM (see Fig. 145.49). 
Similar to AFM mapping, SLM analysis made it possible 
to separate the damage originating within the film volume 
from the substrate-defect–driven damage. Damage thresholds 
were obtained from the damage probability curves shown in 

Fig. 145.50. The threshold measurement results are summarized 
in Table 145.VI.

The thresholds increase only marginally with the pulse-length 
increase (practically no scaling), which might be explained by 
different methodology used to derive the thresholds at the two 

Figure 145.47
Atomic force microscopy mapping of damage morphology in e-beam–deposited films: (a) 100 # 100-nm image of the seven-layer film irradiated with a 5.9-J/cm2 
fluence. Damage morphology is dominated by craters initiated by substrate defects; (b) cross-sectional profile through a typical crater showing depth corresponding 
to substrate–subsurface absorbing-layer location (+800 nm); (c) 2 # 2-nm image of the single-layer film irradiated with a 4.6-J/cm2 fluence, which shows a crater 
originating from within the HfO2 film volume; and (d) cross-sectional profile through the crater shown in (c).

Figure 145.48
The number of damage craters originating from sputtered HfO2 films as a function of 351-nm, 1-ns laser fluence for (a) seven-layer and (b) single-layer films. 
The thresholds are obtained by linear extrapolation to the fluence at which the number of craters is equal to zero.

Table 145.VI:	Damage thresholds of ion-beam–sputtered and 
e‑beam–evaporated films.

Thresholds (J/cm2)

Film type
351 nm, 1 ns 355 nm, 5 ns

Ion beam e-beam Ion beam
Single layer 5.5!0.3 4.5!0.3 6.2!0.5
Seven layer 6.5!0.3 $8 7.5!0.5
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different facilities (LLE and LZH). More importantly, these 
results obtained for thin films with distinctly different morphol-
ogy—densely packed ion-beam–deposited films and highly 
porous e-beam films—demonstrate higher nanosecond-pulse 
damage resistance for the film containing numerous HfO SiO2 2 
interfaces as compared to a single-layer HfO2 film. Note that the 
E-field peak intensity in the seven-layer film is slightly (+7%) 
higher than that in the single-layer film, which means that the 
threshold ratio normalized by internal intensity would be even 
higher. Also, at close-to-threshold conditions, only a few damage 
sites (craters) are initiated in the sputtered seven-layer film [(see 
Fig. 145.48(a)], and at the same laser fluence of 6.5 J/cm2 the num-
ber of craters initiated in the single-layer film exceeds 20 [(see 
Fig. 145.48(b)], therefore pointing to lower damage resistance 
of the single-layer film. All of these facts lead to the conclu-
sion that HfO SiO2 2 interfaces are not a source of enhanced 

near-UV localized absorption and laser damage. One possible 
explanation for these findings comes from the hypothesis that 
the interfacial structure is similar to the film structure formed 
during co-deposition of HfO2 and SiO2. It was convincingly 
demonstrated that in co-deposited films, near-UV absorption is 
reduced and damage resistance becomes higher in HfO2 films 
with an increased SiO2 content.9

3.	 E-Field Intensity Distribution and Damage Morphology
A correlation between E-field intensity inside a coating and 

damage initiation is well established. One example is damage 
originating in nodular-coating defects where a large E-field may 
be generated.10 To test the presence of such a link in this study, 
crater-depth distributions obtained at +70% above threshold 
conditions using SLM (see Fig. 145.51) were compared to the 
E-field intensity distributions depicted in Fig. 145.44. One 

Figure 145.49
Optical microscope images of damage morphology of sputtered films irradiated at close-to-threshold conditions: (a) seven-layer film irradiated at 7.7 J/cm2 and 
(b) single-layer film irradiated at 6.3 J/cm2. (c) An example of crater cross-sectional analysis using scanning laser microscopy (SLM).

Figure 145.50
Damage-probability curves resulting from 355-nm, 5-ns irradiation of sputtered films: (a) seven-layer and (b) single-layer film. The thresholds are obtained 
by a linear extrapolation to zero probability.
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can see that crater-depth distributions show no correlation 
with E-field peak positions; this observation does not change 
even when the depth bin size used to calculate the distribution 
is varied.

There are several reasons why a correlation was not 
observed: First, the intensity variation from the minimum to 
maximum value was not high for both types of film; the nor-
malized intensity E 2` j varied from 40% to 70% and from 34% 
to 65% in the seven-layer and single-layer films, respectively. 
For comparison, in standard quarter-wave reflectors, E 2 might 
vary from 0% to 100% (Ref. 11). Second, crater depth depends 
not only on the location of the localized absorber but also on 
the amount of energy locally deposited,12 which leads to a 
distribution in the crater-depth values.

4.	 Femtosecond Damage Behavior as a Sensitive Tool 
to Detect Structural Changes and Its Application  
to HfO SiO2 2 Interfaces
The key to understanding the role of interfaces in pulsed 

laser damage is a knowledge of how the electronic structure 
changes during the spatial transition from HfO2 to SiO2 and 
vice versa. An important parameter here is a band gap of 
Eg and characteristics of the electronic defect states,13,14 such 
as location in a gap (see Fig. 145.52), densities, and absorption 
coefficients. In the absence of structural data for interfaces, 
an alternative empirical approach is to study the interaction 
of subpicosecond laser pulses with optical materials—in this 
particular case, with a film containing numerous HfO SiO2 2 
interfaces and a single-layer HfO2 film. Femtosecond-pulse 
laser damage in dielectrics typically starts with the multiphoton 
ionization (MPI) process, which is very sensitive to band-gap 

Figure 145.51
Crater-depth distributions obtained from SLM analysis for (a) seven-layer and (b) single-layer films.

and defect-state characteristics.15,16 The sensitivity is linked to 
a possible change in the number of absorbed photons required 
to promote an electron into the conduction band, which leads to 
a dramatic change in the multiphoton absorption coefficient.17 

Since the same defect states might participate in multiphoton 
absorption of infrared light and single-photon absorption of 
UV light (see Fig. 145.52), a femtosecond damage study may 
indicate whether an interfacial structure is more or less dam-
age resistant than an HfO2 structure in the case of UV light 
and nanosecond pulses. In this study, the existence of such a 
correlation was tested by 1053-nm, 600-fs pulse irradiation 
(1-on-1 test) of single-layer and seven-layer samples. The 
damage thresholds T, normalized by internal E-field intensity 

Figure 145.52
Schematic of the dielectric band structure with electronic defect states taking 
part in single-photon and multiphoton absorption promoting an electron into 
the conduction band.
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[(average intensity was used for normalization because of 
slow changes across the film (see Fig.145.53)] showed a ratio 
of $ .T T 1 1seven layer single layer  for both ion-beam–sputtered 
and e-beam–evaporated films.

This result points to a low contribution of interfaces to the 
MPI process and correlates well with higher near-UV, nano-
second-pulse damage resistance of the interfacial structure as 
compared to the HfO2 film, in agreement with the 351-/355-nm 
threshold measurement results presented in Damage Thresh-
olds (p. 46). This result also strongly supports the possibility 
that initial absorption—single photon for nanosecond pulses 
and multiphoton for femtosecond pulses—is initiated by the 
same structural defects. 

5.	 Multipulse Irradiation
From a practical point of view, it is of interest to know how 

interfaces respond to multipulse, fixed-fluence irradiation. The 
typical behavior of coatings is characterized by the fatigue 
effect manifested by a lower threshold and increased scale of 
damage.18 For this purpose, 10,000-pulse (355-nm, 5-ns) irra-
diation at a fixed laser fluence and a 100-Hz repetition rate was 
performed for seven-layer and single-layer films. The density of 
produced damage sites (craters) was calculated and compared 
with damage-site density produced using single-shot irradia-
tion at a fluence slightly above the single-shot threshold. The 
fatigue effect was observed for both types of films but with a 
less-pronounced effect for the film with numerous interfaces. 
The seven-layer film showed a seven-fold increase in damage-
site density compared to a 12-fold increase for a single-layer 
film. This result points to an interfacial structure that is less 
susceptible to absorbing-defect formation under near-UV light 
irradiation, as compared to the pure-HfO2 material. 

Conclusions
The role of ion-beam–sputtered and e-beam–evaporated 

HfO SiO2 2 film interfaces in near-UV absorption and 
nanosecond-pulse damage was investigated by comparing the 
damage performance of a film with numerous interfaces (seven 
HfO2 layers) and a monolayer HfO2 film. The films were char-
acterized by an overall equal HfO2 material thickness, compa-
rable E-field intensity, and fully amorphous material structure. 

The study revealed a low contribution of interfaces to 
near-UV absorption and higher nanosecond-pulse damage 
thresholds for a film with numerous interfaces as compared to a 
single-layer HfO2 film. These results indicate that HfO SiO2 2 
interfacial structures have a higher laser-damage resistance 
than a structure of a pure HfO2 film. 

The similarity of an interfacial HfO SiO2 2 structure to 
a structure formed during co-deposition of HfO2 and SiO2 
materials, which is documented to have higher pulsed-laser-
damage resistance as compared to a pure HfO2 film material, 
may offer a possible explanation for these findings. A correla-
tion found between near-UV, nanosecond-pulse and 1053-nm, 
600-fs pulse damage of HfO2 coatings used for this study 
allows one to suggest that the initial absorption (single photon 
for nanosecond pulses and multiphoton for femtosecond pulses) 
involves the same electronic defect states. The relevance of 
these results to other high-/low-index film material pairs 
requires additional studies. 
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Spatiotemporal coupling in an ultrashort-pulse beam is an 
important feature that must be characterized for laser–matter 
interactions and focal-spot improvement. Pulse-front tilt (PFT) 
arising from a misaligned compressor-grating pair or a simple 
prism disperses the spatial and spectral envelope of the pulse at 
focus with respect to wavelength, thereby lowering the avail-
able peak power density.1 Radial-group delay (RGD) arising in 
a circularly symmetric, refractive-image relay similarly smears 
the focal spot transversely and longitudinally.2 Compensation 
schemes for PFT and RGD based on diffraction and refraction 
were proposed in Refs. 3 and 4. Space-time coupling can be 
beneficial in some experimental configurations. Spatial chirp in 
the beam obtains maximum spatial and spectral overlap at focus, 
creating a “temporal-focusing effect,” which has been useful in 
the area of micromachining5 and microscopy.6 The wavefront-
rotation effect introduced by focusing a pulse with PFT creates 
an angularly separated burst of attosecond pulses reflecting off 
the laser-induced plasma.7

A diagnostic is needed to compensate for and control the spa-
tiotemporal effects, not only from well-defined optical systems 
but also from nonuniform optical properties such as in dielectric 
optical coatings. A second-harmonic, single-shot autocorrelator 
can be used to measure the pulse-front tilt angle8 or the effect 
of pulse broadening caused by RGD.9 Linear autocorrelation 
methods infer the angle or the curvature of the pulse-front 
delay by examining, in multiple steps, the fringes between two 

A Chromatic-Aberration Diagnostic Based on a Spectrally 
Resolved Lateral-Shearing Interferometer

beams.2 Other linear techniques are based on spectrally resolv-
ing spatial interference. These methods analyze the spectrum of 
the interference between two laterally sheared fields of the same 
test beam10 or between the test and reference fields,11 where the 
carrier terms are introduced by either temporal delay or relative 
tilt; direct fringe analysis can be employed for certain referenced 
schemes.12 All these spectral interference methods require a 
separate system of beam splitters and combiners external to 
the spectrometer. Scanning the spectral interferogram with a 
fiber tip13 or using phase diversity on a cylindrically symmetric 
beam14—both require multiple measurement steps and have 
been demonstrated. A rather unique scheme called STRIPED 
FISH15 provides discrete samples of spectral slices with full 
two-dimensional (2-D) intensity and phase mapping at each slice 
by interfering each slice with a reference beam; however, spatial 
and spectral resolution of this method is poor.

A simpler, spectrally resolved lateral-shearing interferom-
eter is proposed in this work. The separate preconditioning 
system introducing delay or tilt is replaced by a single Ronchi 
grating located in front of the entrance slit of a spectrometer. No 
moving parts are involved; therefore, calibration is performed 
only once. Full one-dimensional (1-D) chromatic aberrations 
can be characterized in a single-shot measurement. 

The side and top views of the setup are schematically shown 
in Fig. 145.54, with the spectrometer system laid out linearly. 
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Figure 145.54
A schematic of a spectrally resolved lateral-
shearing interferometer. The entrance slit 
is spectrally resolved in a tangential plane, 
whereas the sagittal image of the slit is inter-
fered to create a sheared interferogram from 
which spatial phase can be extracted. Only 
zeroth- and first-order diffractions are shown 
in the side view. For convenience, the rays 
reflected by the spherical mirrors and the 
spectrometer grating are shown on the other 
side of the mirror as if they are passing through. 
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The top view representing the beam diffracting in the horizon-
tal plane corresponds to a normal spectrometer system. The side 
view shows the beam diffracting through the Ronchi grating in 
the vertical plane. The detector images the spectrometer slit. 
The Ronchi plane is imaged before the detector plane; therefore, 
the first-order diffraction beams are sheared at the detector 
plane. If the beam is sampled at a fixed horizontal coordinate 
x0 by the spectrometer slit, the field at the detector plane going 
through a Ronchi grating of periodicity K is represented by16
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where A(x0,y,~) is the spectral envelope and phase at position y 
at the entrance slit. The index m is the diffraction order and hm 
is the diffraction efficiency at the mth order. The spatial coordi-
nate x0, hereafter, will not be shown. L is the distance from the 
Ronchi grating to the entrance slit and x is the arrival time dif-
ference between the first- and zeroth-order diffraction beams; 
x is sufficiently small that spectral fringes are not observed. 
The 1-D Fourier-domain analysis of the interferogram along 
the spatial axis can separate out the first harmonic H1 (i.e., the 
interaction between fields at m = 0 and m = !1) from dc and 
higher-order terms. With the phase of A(y,~) defined as {(y,~), 
the first harmonic is 
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The phase of H1, except for the carrier term, contains a phase 
derivative from which spectrally coupled 1-D spatial phase can be 
integrated. Purely spectral phase without spatial dependence can-
cels out in the derivative so it is not measurable in this approach. 

Pulse-front delay (PFD) and RGD are linear and quadratic-
phase components whose magnitudes vary linearly with the spec-
tral deviation. The phase can be decomposed into chromatic and 
achromatic components, denoted as g(y) and f(y), respectively: 

	 , ,y g y c f y0-{ ~ ~ ~
~= +_ _ _ _i i i i 	 (3)

where f(y) is an optical-path difference function in units of 
distance and g(y) is a relative group delay in units of time; 
f(y) can be represented as

	 f+ ,f y R y2y y
2

HO= y yi +_ _ _i i i 	 (4)

where iy and Ry are the tilt and radius of curvature in the 
y dimension, respectively, and fHO(y) is the remaining higher-
order term. Likewise, g(y) is the sum of linear, quadratic, and 
higher-order terms [gHO(y)]: 

	 a ,g y r
y

r
y

g yHO

2
b= + +_ b b _i l l i 	 (5)

where r is the radius of the beam and a = PFD(r)–PFD(0) and 
b = RGD(r)–RGD(0). Equations (3) and (5) suggest that the 
PFD shifts the carrier-phase offset linearly with respect to 
frequency change, and RGD modifies the carrier frequency 
linearly with respect to frequency change. The fringe pat-
terns with PFD or RGD dominant cases are illustrated 
in Fig. 145.55. 
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Figure 145.55
Examples of fringe patterns. (a) The tilted fringe indicates pulse-front tilt and 
(b) the fanning-out fringe indicates radial-group delay.
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The algebraic form of ,y2cL2 :r ~ {K 2_ _i i  consistent 
with Eqs. (3)–(5), is 
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Comparing Eqs. (4) and (5), the coefficients of Eq. (6) are 
determined as 

	 ,c L2 y1 r i
K

= 	 (7)

	 ,c
R

L2
y

2 r
K

= 	 (8)

	 c
r

L2
3

0m
r a
K

,c -= 	 (9)

	 c

r

L4
4

0
2m

r b

K
.c -= 	 (10)

Extracting RGD and PFD information directly from the 
low-order polynomial fit of D{ is less ambiguous than fitting 
Eq. (3) to the numerically integrated data of D{ because of the 
arbitrary integration constant.

A test bed was set up to measure RGD in a simple refrac-
tive system, as shown in Fig. 145.56. The broadband source is 
a spectrally incoherent, superluminescent light-emitting diode 
(SLED) with spectral density from 968 to 1076 nm. An actual 
ultrashort pulse was not required for the demonstration because 
only relative phases are required to characterize space-time 
coupling. The SLED is coupled to a single-mode fiber whose 
tip is used as a point source. A 200-mm-focal-length concave 
mirror collimates the diverging beam from the fiber tip. The 
off-axis configuration of the concave mirror introduces astig-
matism, but it is not important since the wavefront must be 
collimated only in the sagittal plane parallel to the spectrometer 

slit. The collimated beam is sent to the test telescope (L3 and 
L4) through a 5-mm input aperture. The aperture plane is 
imaged to M2 and to the slit. The imaging requirement mini-
mizes the chromatic effect on the beam size. The focal lengths 
of L3 and L4 are 71.6 mm (fused silica) and 378.9 mm (BK7) at 
1037 nm, respectively. The calculated RGD of the test telescope 
in a double-pass configuration is 50.6 fs over a 5-mm aperture. 
The input aperture is re-imaged through the beam splitter 
(BS) to the spectrometer slit by an imaging telescope (L1, L2). 
L1 and L2 have the same 61.0-mm focal length. The single-
pass RGD in the imaging telescope is 0.9 fs over 5 mm. The 
spectrometer is a Czerny-Turner type with a grating groove 
density of 150 lines/mm (SP-2556, Princeton Instruments). The 
chromatic aberrations in the imaging telescope are calibrated 
using a reference interferogram by inserting a retroreflective 
mirror (M1) behind the aperture. The reference phase is always 
subtracted from the measured phase.

The distance between the spherical mirrors is shorter than 
2f, so the collimated input beam slightly diverges at the detec-
tor plane in the side view. This is because the commercial 
spectrometer is required to image only the horizontal dimen-
sion while keeping its size compact. The beam sizes at the 
entrance slit and at the detector plane are, however, the same. 
The period of the Ronchi grating is separately calibrated using 
an independently collimated source. The period is found to 
be 201.1 nm by analyzing the projected image of the Ronchi 
grating in the Fourier domain.

The measured interferogram and the reconstructed phase 
are shown in Fig. 145.57. The fringe spacing in Fig. 145.57(a) 
increases slightly from left to right, indicating the presence 
of RGD. The reconstructed phase in Fig. 145.57(b) shows the 
wavelength-dependent quadratic phase, where the curves are 
spaced out by arbitrary integration constants for visualization 
purposes. The top curve corresponds to 1068 nm and the bot-
tom to 970 nm. The distance from the Ronchi to the slit, L, is 
30.08 mm. To maximize the fringe contrast, L is approximately 
set to a multiple of the Talbot distance. The measured RGD is 

Figure 145.56
Experimental setup. SLED: superluminescent 
light-emitting diode; SMF: single-mode fiber; 
CM: concave mirror; BS: beam splitter; AP: 
aperture; M1 and M2: mirrors; L1–L4: lenses; 
Spect: spectrometer.
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51.1 fs using Eq. (10), which is within 1% of the direct calcula-
tion based on dispersion and lens curvature.17 Figure 145.57(c) 
shows the sum of both chromatic and achromatic higher-order 
terms, which is mainly the spherical aberration (i.e., fourth-
order phase) in the system. 

A PFD measurement was demonstrated using a BK7 prism 
(wedge angle of 11°20l) mounted on a rotation stage and placed 
in front of the Ronchi grating. Since PFD is measured only in 
the vertical direction (y axis) in this setup, the PFD along the 
y axis can be varied according to the in-plane rotation angle. 
Because of the beam deviation and pointing error on insertion 
of the wedge, the beam centering and pointing must be restored. 
A flipper mirror was installed between the wedge and the 
Ronchi grating to send the beam to the pointing and centering 
diagnostic cameras. The two mirrors between the wedge and 
L1 were adjusted to restore the alignment. The beam position 
was aligned within !50 nm and the pointing within !150 nrad, 
with respect to the reference positions recorded without the 
wedge. The rather large pointing inaccuracy comes mainly 
from the mechanical instability of the flipper mirror. The 
simulation suggests this level of fluctuation introduces only a 
!0.5-fs error in PFD. The centering camera images the beam 
at the equivalent imaging plane of the spectrometer slit. The 
exact centering alignment becomes important in proportion to 
the amount of RGD, because any centering shift mixed with 
RGD [i.e., c4 of Eq. (10)] will result in additional c3 as calcu-
lated by Eq. (9), which is used to estimate PFD. The insertion 
of retro-mirror M1 redirects the beam through only the imag-
ing telescope (L1 and L2). The aperture diameter was set to 
6 mm. The relative PFD with the wedge is shown in Fig. 145.58. 
The PFD as measured at seven different angles shows good 
agreement compared with the calculated PFD. The error bar 
is the standard deviation of the measured fluctuation in five 
independent sets of measurements. The PFD at 90° rotation 

Figure 145.57
Experimental results. (a) Interferogram image, (b) the lineouts of the recon-
structed phase at different wavelengths, and (c) the higher-order phase. 
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(wedge parallel to the slit) is 56.2 fs. The standard deviation of 
the measured PFD with respect to theoretical values is 1.4 fs. 

Both RGD and PFD are dependent on beam size; an exact 
beam size must be specified for given RGD and PFD values. 
The angle of pulse-front tilt (iDT) and the temporal radius of 
curvature in the radial-group delay (RDT) could be useful alter-
natives that are independent of beam size. From the definition 
of group delay (2 {/2 ~), iDT is found to be ca/r and RDT is  
r2/(2bc2); RDT is 682 ps in the above experiment.

A slightly different arrangement of the system could 
provide greater flexibility. The Ronchi grating, for example, 
can be placed directly in front of the detector rather than 
in front of the entrance slit. Additionally, the input beam 
rotated by 90° can provide the PFD and RGD information 
in the orthogonal direction. The rotated beam can also be 
stacked on top of the original beam to provide 2-D informa-
tion in a single shot.

The form of Eqs. (6), (9), and (10) suggests that the absolute 
calibration of the wavelength axis is not necessary for estimat-
ing chromatic aberrations (i.e., PFD and RGD) as long as the 
center wavelength m0 is known. The error in the estimation 
of the absolute wavelength will result in the estimation of the 
achromatic term [ f(y) in Eq. (3)] but not in the chromatic terms. 
A compact setup made of a non-imaging, dispersive element 
and a Ronchi or a similar grating might be able to provide the 
same information. 

Regarding the measurements of low-order chromatic aber-
rations, the full spectrum may not be required. A combina-
tion of separate measurements using only narrow-bandwidth 
sources can also provide the RGD. Reprocessing the data 
using 2-nm-bandwidth, numerically cropped segments of the 
measured interferogram at three points (970 nm, 1000 nm and 
1030 nm) still results in an RGD within a 1% error. The effect 
of noise between separate measurements, however, has not yet 
been evaluated. 

A simple, spectrally resolved, 1-D lateral-shearing interfer-
ometer that can be used to characterize spatiotemporal coupling 
in a single shot has been demonstrated. The setup requires only 
a single Ronchi grating attached in front of a spectrometer. 
The calibration is done only once, and it can be easily trans-
ported. Its accuracy was experimentally demonstrated in the 
measurements of RGD and PFD. Suggestions have been made 
on different ways of implementing the basic idea and on the 
possibility of improving and simplifying the system.
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