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two coiled columns—palladium on kieselguhr and a cold molecular sieve—separated by a low-volume diaphragm valve. The 
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the design and operational principle of the ISS in the featured 
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In Brief

This volume of the LLE Review, covering July–September 2015, features “The Hydrogen Isotope Separa-
tion System,” by W. T. Shmayda, M. D. Wittman, R. F. Earley, J. L. Reid, and N. P. Redden. This article 
(p. 171) reports on the Laboratory for Laser Energetics’ (LLE’s) newly commissioned hydrogen Isotope 
Separation System (ISS). The ISS uses two columns—palladium on kieselguhr and a cold molecular 
sieve—that act in a complementary manner to separate the hydrogen species by mass. The 4-sL/day–
throughput ISS yields tritium purities exceeding 99.9%. Outfitting LLE with ISS expands the Laboratory’s 
capabilities to explore fusion-reaction physics over a very broad range of deuterium–tritium ratios in a 
controlled manner.

Additional research highlights presented in this issue include the following:

•	 C. Dorrer, L. J. Waxer, A. Kalb, E. M. Hill, and J. Bromage report on the single-shot high-resolution 
characterization of optical pulses by spectral phase diversity (p. 177). The experimental trace is com-
posed of the measured power of a plurality of ancillary optical pulses derived from the pulse under 
test by adding known amounts of chromatic dispersion. An assembly composed of splitters and dis-
persive delay fibers has been used to generate 64 ancillary pulses whose instantaneous power can be 
detected in a single shot. Pulse-shape reconstruction for pulses shorter than the photodetection impulse 
response has been demonstrated. The diagnostic is experimentally shown to accurately characterize 
pulses from a chirped-pulse–amplification system when its stretcher is detuned from the position for 
optimal recompression. 

•	 S. Salzman and L. J. Giannechini (LLE and Materials Science Program, University of Rochester), H. J. 
Romanofsky (LLE), S. D. Jacobs (LLE, Materials Science Program, Institute of Optics, and Department 
of Chemical Engineering, University of Rochester), and J. C. Lambropoulos (LLE, Materials Science 
Program, and Department of Mechanical Engineering, University of Rochester) investigate magneto-
rheological (MR) finishing of single-crystal and chemical-vapor–deposited polycrystalline zinc sulfide 
(ZnS) via chemically and mechanically modified MR fluids (p. 185). When polishing ZnS samples 
with pH 5 and pH 6 MR fluids, variations in the material removal rate (mrr) among the four single-
crystal planes were found, and surface artifacts were observed on the polycrystalline material. When 
polishing ZnS samples with the modified MR fluid at pH 4, however, minimal variation in mrr among 
the four orientations was observed and surface artifacts were reduced on the polycrystalline material.

•	 E. D. Burnham-Fay (Department of Mechanical Engineering, University of Rochester), D. W.  
Jacobs-Perkins (LLE), and J. D. Ellis (Department of Mechanical Engineering and Institute of Optics, 
University of Rochester) report on interferometric strain measurements with a fiber-optic probe (p. 195). 
Experience at LLE has shown that broadband-based vibrations make it difficult to position cryogenic 
inertial confinement fusion targets. These effects must be mitigated for National Ignition Facility-scale 
targets; to this end an active vibration stabilization system is proposed. A single-mode optical-fiber 
strain probe and a novel fiber-contained heterodyne interferometer have been developed as a position 
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feedback sensor for the vibration control system. A resolution limit of 54.5 ne is measured with the 
optical-strain gauge, limited by the lock-in amplifier. Experimental measurements of the sensor show-
ing good agreement with reference resistive-strain-gauge measurements are presented.

•	 R. D. Petrasso reports on the Seventh Omega Laser Facility Users Group Workshop (p. 202).

•	 This volume concludes with a summary of LLE’s Summer High School Research Program (p. 210), 
the FY15 Laser Facility Report (p. 212), and the National Laser Users’ Facility and External Users’ 
Programs (p. 215).

Brian S. Rice
Editor
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Introduction
The Laboratory for Laser Energetics (LLE) routinely fields 
860-nm-diam, thin-walled plastic shells filled with deute-
rium–tritium (DT) gas or DT ice layered on the inner surface 
of the shells to study inertial confinement physics. The multi- 
step filling operation involves desorbing the DT fuel from 
uranium storage beds, measuring the tritium inventory, and 
removing decay 3He from the DT fuel prior to filling the 
evacuated shells. 

In the case of targets filled with gas, the DT fuel is gradually 
compressed to pressures in the range of 10 to 30 bar in the pres-
ence of the shells. DT permeates into the empty shells until the 
pressure within the shell comes close to equilibrium with the 
pressure outside the shell. Pressurizing the container holding 
the shells too quickly can buckle the thin-walled plastic spheres. 
An aluminum coating on the outside of the shells extends the 
permeation time constant into the tens-of-hours range. At the 
end of the pressurizing cycle, the DT is returned to the uranium 
storage beds. The filled targets are transferred to cold storage 
to further suppress permeation losses from the shells and are 
kept there until required for experiments.

In the case of cryogenic targets, the DT fuel is assayed, 
stripped of decay 3He, and then transferred to a compressor 
where the gas pressure is first boosted from 1 bar to +120 bar 
and subsequently to pressures in the range of 500 to 700 bar, 
depending on the final ice thickness required. At the end of 
the pressurization stage, the targets are gradually cooled to 
15 K so that the DT gas that has permeated into the shells can 
condense on the inner surface of the plastic spheres. At +30 K, 
gas surrounding the shells is returned to the storage beds. At 
this temperature, gas permeating from the plastic shells is neg-
ligible. From this moment on these targets are maintained at 
temperatures between 17 and 40 K until they are used to study 
implosion of DT ice driven by the laser system.

These manipulations and time have caused, over the past 
few years, the tritium-to-deuterium ratio to depart from the pre-
ferred 50:50 ratio for two reasons: (1) tritium decays at +0.46% 
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per month; (2) beta-induced isotopic exchange with hydrogen 
in the plastic wall and with hydrogen bound in water adsorbed 
on the inner walls of the process system increases the protium 
(H) content in the fuel at +0.3% per year. The first effect makes 
the fuel deuterium rich. The second effect causes protium to 
concentrate inside the target and interfere with the implosion 
kinetics. Both degrade the fusion neutron yield.

Motivation
The fuel supply has gradually degraded to a tritium/deute-

rium/protium (T/D/H) ratio of 38/59/3. Additionally, during 
the commissioning of the high-pressure systems, LLE used 
48 TBq (1300 Ci) of tritium to make up gas mixtures ranging 
from 0.1% T/D to 10% T/D. This gas is not useful as a fuel and 
has been stored on a separate uranium storage bed that is not 
connected to any of the existing gas-handling systems. Finally, 
LLE has installed emission-reduction equipment based on get-
ter technology that will be discussed shortly. Elemental tritium 
can be extracted from a helium purge stream with a very high 
efficiency1 using getters. While these getters can be regenerated 
to recover elemental tritium with negligible release to the envi-
ronment, the gas will be strongly contaminated with protium, 
rendering it useless for inertial confinement physics studies.

LLE operates under a 1.5-g tritium inventory limit. The 
majority of this gas is required for the operations discussed 
in the previous section. LLE does not have the inventory 
headroom to replace downgraded tritium with fresh tritium 
without first disposing of the downgraded tritium off-site. 
For example, an accidental release of 30% of LLE’s tritium 
inventory and its subsequent recovery as downgraded tritium 
would preclude LLE from undertaking any further inertial 
confinement fusion studies until the downgraded tritium was 
either disposed of as waste or treated to recover the tritium. 
Disposing of elemental tritium gas is prohibitively expensive 
and not a viable approach; isotopic separation is more attrac-
tive. Furthermore, outfitting LLE with an Isotope Separation 
System (ISS) expands the Laboratory’s capabilities to explore 
fusion-reaction physics, in a controlled manner, over a very 
broad range of T/D ratios. 
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A review of the hydrogen isotope separation technologies 
suggested that a scaled-down version of the “thermal cycling 
absorption process” (TCAP)2 developed at Savannah River 
National Laboratory would be ideally suited to meet LLE’s 
needs. The system in its most-recent reincarnation offers sev-
eral unique advantages: the system has no moving parts with 
the exception of one automated valve, and gases are shuffled 
within the system by heating or cooling storage beds or col-
umns. These features increase the system’s robustness against 
accidental release of tritium. 

The system is compact. Atomic sorting of the hydrogen 
species by mass occurs in the presence of palladium on 
kieselguhr (Pd/k). Molecular hydrogen isotopologue sorting by 
mass occurs on a cold molecular sieve (MS). Both processes 
are complimentary and reinforce the movement of the heaviest 
species to the front end of the Pd/k column, while the lightest 
species prefer to accumulate at the exhaust end of the MS column.

Emission from the system is controlled by adjusting the 
operating conditions of the ISS and the number of times the 
gas is shuffled between the two columns. Additionally, ISS raf-
finate effluents with measurable activity can be directed to and 
concentrated in the Glovebox Cleanup System as hydrides and 
subsequently returned to the ISS for tritium recovery. 

Description of LLE’s ISS
1.	 Overview 

An overview of LLE’s ISS is provided in Fig. 144.1. The 
complete system is made up of five subsystems: Gas Handling, 
Core, LN2 Management, Vacuum, and Glovebox Cleanup. 
The Gas Handling System feeds isotopically diluted tritium to 

the Core System and provides a temporary storage capability 
for purified tritium. The Core System decomposes the mixed 
hydrogen isotopes and separates them to isolate pure tritium. 
The LN2 System provides a high cooling capability for the Pd/k 
and MS columns. The Vacuum System supports all evacuation 
steps required in handling tritium within the Gas Handling 
and Core Systems. The Glovebox Cleanup System provides 
secondary containment for any tritium releases from the Gas 
Handling and Core Systems. Only the Gas Handling System 
and the core are housed inside the glovebox. 

2.	 Gas Handling System
The Gas Handling System comprises a uranium storage bed, 

a palladium storage bed, and a valve tree for diagnostics and 
for transferring gas into and out of the Core System. Swagelok 
BNBW Series bellows valves fitted with copper stem tips are 
used throughout. The valve tree is an integrated, welded 
assembly with a global leak rate below 1 # 10–9 atm-cm3/s. 
The valves are rated to operate from vacuum to 3.55 MPa 
(500 psig), spanning a temperature range from 10°C to 204°C. 
Swagelok destructively tested a set of seven BN valves at their 
factory in support of this project. The burst or fail pressure of 
these valves is 90 MPa (13,070 psig) when closed and 32.5 MPa 
(4700 psig) when open. The stem bellows twist and relieve the 
pressure when the valve is open.

MKS 870 series Baratron pressure transducers were deployed 
in both the Gas Handling and Core Systems. The burst pressure 
of these transducers was measured to be 132 MPa (19,140 psig).

The uranium storage bed features a flow-through configura-
tion to permit circulation over 32 g of depleted uranium powder 

Figure 144.1
Overview of LLE’s Isotope Separation System (ISS). P: pressure transducer; TM: tritium monitor; MS: molecular sieve; MBP: metal bellows pump;  
PRV: pressure-relief valve.
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and is doubly contained to reduce heat and tritium losses to 
the glovebox when the bed is heated. The bed was designed 
and built to ASME VIII Div 1 and is registered as a pressure 
vessel. The maximum-allowable working pressure is 1.48 MPa 
(200 psig) at 430°C for the primary vessel and 0.45 MPa 
(50 psig) at 120°C for the secondary vessel. The hydrogen 
storage capacity is 4.5 sL. 

An illustration of the cross section of the uranium storage 
bed is provided in Fig. 144.2. In purge mode, gas enters via the 
upright valve to flow into the uranium powder that is trapped 
between two 2-nm, 1.6-mm-thick stainless-steel frits, exits via 
the lower filter, passes through channels cut into the inside of 
the primary vessel wall, and flows along an annular region of 
the central tube before exiting the bed via the valve positioned 
at 90° relative to the central tube. The central tube incorporates 
a formed bellows to relieve stress between the primary and 
secondary containers when the bed is heated to 430°C. The 
annular region between the primary and secondary containers 
is kept under vacuum for most operations involving the bed.

E24704JR

Figure 144.2
Cross section of the flow-through uranium storage bed.

The design of the palladium storage bed design parallels 
that of the uranium bed. It also features a flow-through design 
and utilizes double containment. The maximum-allowable 
working pressure is 1.48 MPa (200 psig) at 210°C. The storage 
capacity of the Pd bed is 5.7 sL. The Pd bed typically operates 
between 150 K and 150°C. To achieve subzero temperatures, an 
acoustic Stirling (pulse-tube) cryocooler3 is thermally coupled 
to the Pd bed via a cold-finger joint that separates at elevated 
temperatures. The pressure-wave generator and the compliance 

tank with an inertance tube coil reside outside the glovebox 
while the primary containment vessel of the Pd bed is located 
inside the glovebox. The configuration is shown in Fig. 144.3. 

E24705JR

Figure 144.3
Cross section of the flow-through Pd storage bed. The flange welded to the 
Pd bed’s secondary containment seals against the glovebox ceiling to isolate 
the cryocooler from the glovebox atmosphere.

This cooling arrangement provides fine temperature control 
and simplifies the liquid nitrogen cooling circuit inside the 
glovebox. Heat loss to the secondary containment determines 
the Pd bed cooldown rate as well as the lowest-attainable 
temperature. As illustrated in Fig. 144.4, when the secondary 
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Figure 144.4
The Pd bed’s primary vessel cools down exponentially for the first hour when 
the secondary containment is evacuated to 10–3 Pa.
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containment vacuum is below 10–3 Pa; the Pd bed temperature 
drops exponentially with a 2.1-h time constant for the first hour, 
and then at a slower rate to reach an operating temperature of 
157 K in 3 h. The time required to reach 150 K from 20°C is 2 h.

3.	 Core System
The Core System uses two columns—palladium on kie-

selguhr (Pd/k) and molecular sieve (MS)—separated by a 
low-volume diaphragm valve. An exploded illustration of a 
column assembly is shown in Fig. 144.5. The column assem-
bly is made by coiling the column comprising 6.4-mm-diam 
(1/4-in.) stainless-steel tubing filled with Pd/k and sandwiching 
the column between a coiled heater on one side and a 6.4-mm-
diam LN2 cooling coil on the opposite side. The three coils are 
brazed together to improve heat transport, while the column is 
thermally cycled using liquid nitrogen cooling and electrical 
heating. High-density insulation is inserted between the column 
assembly and the column end covers to reduce heat losses to 
the glovebox. The burst pressure of the column is 158 MPa 
(22,940 psig).

E24707JR

Figure 144.5
Exploded view of a column.

A modified, all-metal, low-volume Swagelok 6LVV-DP 
series valve close couples the Pd/k and MS column assemblies. 
The burst pressure of this valve is 84.2 MPa (12,200 psig). The 
valve is oriented in the circuit to relieve gas pressure from the 
MS column into the Pd/k should the system inadvertently lose 
LN2 cooling capability.

The pressure transducers are high-pressure MKS Series 870 
Baratron sensors described in Gas Handling System (p. 172).

The expansion vessels double as tritium monitors. The 
design is based on the 1-L process monitor cited in Ref. 4. 
The cylindrical wall length was shortened to reduce the 
internal volume of the chamber to 500 cm3. The end caps 
have been thickened to help support the floating BNC used 
to measure the ionization current. The monitor is registered 
under ASME VIII Div 1. With a burst pressure of 33 MPa 
(4800) psig, the tritium monitor represents the weakest link 
in the Core System. The two monitors operate from vacuum 
to 3.6 MPa (500 psig) over the temperature range of –10°C to 
90°C. The internal surfaces were gold coated to reduce the 
memory effects of the monitor.4 

Cross sections of the two expansion vessels are illustrated 
in Fig. 144.6. The collector within the raffinate monitor is a 
solid cylindrical configuration. The outer shell of the monitor 
is at zero potential. The ionization current induced by tritium 
decay within the detection region increases linearly with tritium 
activity in the range of 74 kBq/m3 to 37 GBq/m3 for flow rates 
below 40 sLPM and is practically independent of operating 
pressures above 9 kPa, as discussed in Ref. 4. 
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(a) (b)

Figure 144.6
Cross sections of the expansion vessel/tritium monitor on (a) the product side 
and (b) the raffinate side.

The collector in the product monitor is a wire cage housed 
at the center of the 500-cm3 expansion vessel. The anode is 
+3 mm in diameter. The detection volume is 20 cm3. The min-
imum-detectable tritium activity in helium is 4 kBq/m3 when 
this detector is coupled to a 1-fA transimpedance amplifier. 

The saturation current’s dependence on tritium concentration 
for fixed total pressures in the 20-cm3 wire-cage detector 
increases linearly with tritium content over the 20- to 60-kPa 
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nitrogen cooling circuit was installed to achieve this precipi-
tous temperature swing. A 350-L dewar is housed in a separate 
room that is ventilated directly to the room exhaust ventilation 
duct. Liquid nitrogen is transferred to the columns via vacuum-
jacketed lines. Gaseous nitrogen is directed to the room exhaust 
via a second set of vacuum-jacketed lines. Several automated 
responses have been designed into the LN2 System to address 
off-normal events. These include oxygen-deficiency monitors; 
system isolation if the cooling rate deviates from the expected 
trajectory; an independent, centralized monitoring station; 
and pagers to notify key personnel if parameters depart from 
design values.

5.	 Vacuum System
The Vacuum System is manually isolated from the Gas 

Handling System by two Swagelok 8B series valves fitted with 
copper stem tip valves to reduce the potential for inadvertent 
evacuation of high-activity gas from the process loop. A 1-L 
expansion vessel that also serves as a tritium detector separates 
the two manual valves. Vacuum is generated by a conventional 
turbomolecular/scroll pump combination.

The Gas Handling System is evacuated under stringent 
safety protocols to prevent the release of tritium into the envi-
ronment. Safety protocols require operators to pre-evacuate 
the 1-L detector, isolate the detector from the Vacuum System, 
expand the contents of the Gas Handling System into the tritium 
monitor, assay the activity of the gas, and then direct the gas 
in one of three directions. The effluent can be (a) discharged 
directly to the room exhaust ventilation duct; (b) passed over 
a ST198 alloy to reduce the amount of effluent discharged to 
the room exhaust; or (c) injected into the Glovebox Cleanup 
System for additional treatment after a preliminary pass over 
the ST198 alloy.

6.	 Glovebox Cleanup System
The Glovebox Cleanup System is a stand-alone recovery 

system used to extract tritium from gloveboxes that use helium 
gas as the working atmosphere.5–7 The system is built around 
ST198 alloy from SAES Getters, located in Milan, Italy. Ele-
mental hydrogen forms a hydride with this alloy. The process 
is reversible. The alloy is periodically regenerated to recover 
tritium gas and the “emptied” bed is pressed back into service. 

Typically the life expectancy of such a bed is several years 
before the capacity of the alloy is reduced to unacceptable levels 
by oxidation. Both water vapor and oxygen permeate into the 
glovebox from the atmosphere via rubber gloves. Both gases 
irreversibly consume the ST198 alloy. 

(150- to 450-Torr) pressure range as shown in Fig. 144.7. 
Figure 144.8, however, indicates that the increase in the saturation 
current with increasing pressure for different tritium activities in 
deuterium is less than linear for the 20-cm3 detector. Evidently, 
electron–ion recombination in the gas becomes progressively 
more significant as the total pressure in the chamber increases.
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Response of the 20-cm3 wire-cage ionization chamber to tritium activity at 
fixed total pressures.
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Response of the 20-cm3 wire-cage ionization chamber to an increasing total 
pressure for different concentrations of tritium in deuterium.

4.	 LN2 System
The thermal ramp of the columns in the Core System must 

be in the vicinity of 0.5 to 1 K/s for good separation. A liquid 
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The elements of the Glovebox Cleanup System are illus-
trated in Fig. 144.1. Gas is extracted from the glovebox with 
a Senior Flexonics’ MB158 diaphragm pump through a tri-
tium monitor and discharged into a train of three getters: a 
molecular sieve drier to remove water vapor, a nickel bed to 
remove oxygen, and the ST198 bed. Treated gas is returned to 
the glovebox via a second tritium monitor. The box pressure 
is adjusted to remain about 2 Pa below the ambient pressure. 
Treated helium can be discharged to the environment just ahead 
of a 2-kPa pressure relief valve (PRV) to reduce the box pres-
sure or fresh helium can be added to the box downstream of 
the PRV to increase the box pressure. This system is currently 
operational and maintains the glovebox atmosphere at a dew 
point below -60°C and the oxygen and tritium concentrations 
below 10 ppm and 7 MBq/m3, respectively.
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Introduction
Short optical pulses are used in many areas of optics and phys-
ics. Measuring their pulse shape became a significant technical 
challenge after the demonstration of mode-locking because 
quasi-instantaneous optical nonlinearities can yield much 
shorter pulses than can be directly measured via electronic pro-
cesses. A large variety of strategies and diagnostics have been 
demonstrated to circumvent the relatively low speed of photode-
tectors and sampling systems,1 but single-shot characterization 
of picosecond pulses remains difficult. Techniques that rely on 
the spatiotemporal duality are an attractive means of measur-
ing the instantaneous power of optical pulses. Because the 
spectrotemporal variables (~,t) are Fourier conjugates identi-
cal in a way to the one-dimensional (1-D) space/wave-vector 
coordinates (x,k), temporal imaging systems can be designed 
to temporally magnify the optical waveform under test and 
make it directly measurable via photodetection.2,3 These imag-
ing systems combine spectral and temporal quadratic phase 
modulations, the former being generally provided by dispersive 
materials or assemblies relying on angular dispersion, and 
the latter by high-bandwidth electro-optic phase modulators 
or nonlinear wave mixing with ancillary chirped pulses.1 A 
photodiode followed by an oscilloscope can characterize the 
waveform under test without a significant loss of detail from 
the convolution by the photodetection impulse response when 
there is sufficient temporal magnification. Time-to-frequency 
conversion is an alternative to temporal magnification, where 
the instantaneous power of the waveform under test is mapped 
onto the optical spectrum of an optical pulse that can be mea-
sured with a spectrometer.

Time magnification and time-to-frequency conversion are 
technically elegant solutions well adapted to the telecommu-
nication environment4–6 but their application to the charac-
terization of single-shot isolated events with low duty cycle is 
practically difficult (although not precluded). High-energy laser 
systems are complex large-scale optical systems that operate 
at a low rate (+1-h shot cycle) and generate short (1- to 100-ps) 
optical pulses with energy in the kilojoule range.7 There is a 
significant operational complexity to accurately synchronize a 
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subsystem that induces quadratic temporal phase modulation to 
the pulse under test at the end of the laser system. Such lasers 
require temporal diagnostics for safe operation (e.g., keeping 
the intensity below the damage threshold of optical compo-
nents) and interpretation of experimental results (e.g., calculat-
ing the on-target intensity). A particular feature of high-energy 
laser systems is that the duration of the output pulse is often 
increased by detuning the stretcher from its optimal settings. 
This allows for safe amplification and recompression of pulses 
at higher energy levels because the fluence damage threshold of 
optical components, in particular diffraction gratings, depends 
strongly on the pulse duration. In these conditions, the pulse 
duration must be monitored accurately to avoid amplifying 
pulses that are shorter than expected to unsafe energy levels. 
Because of the large scale of these laser systems, the measure-
ment conditions are often nonideal—e.g., wavefront distortions 
and pointing variations at the end of the system can make it 
difficult to implement diagnostics based on free-space nonlin-
ear interactions.

This article describes a temporal diagnostic analogous to 
the phase-diversity technique used for wavefront metrology8,9 

and demonstrates it in the context of pulse characterization 
on a high-energy chirped-pulse–amplification (CPA) laser 
system. The spectral phase-diversity technique allows for 
characterization of a coherent optical pulse that is shorter than 
the photodetection impulse response. A single-mode fiber in 
the near field of the beam couples the pulse under test into 
the fiber-based diagnostic, therefore alleviating the impact of 
wavefront and pointing variations. Precise synchronization is 
not required because of the long memory length of commer-
cial oscilloscopes. The diagnostic principle is described in the 
next section, followed by the experimental implementation 
and algorithms, and the experimental results obtained on the 
OMEGA EP laser.10

Principle
The spectral phase-diversity technique is analogous to 

the spatial phase-diversity technique used to characterize the 
wavefront {(x,y) of a coherent beam with fluence distribution 
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F(x,y) in the near field [Fig. 144.9(a)]. In this technique, the 
beam to be characterized is focused and fluence distributions 
are measured at various longitudinal positions in the far field.9 
The measured fluence distributions Gk are expressed in the 
far-field coordinates system ,x yl l_ i by
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where FT is the Fourier transform, m is the wavelength, f is the 
focal length of the focusing element, and Dzk represents the 
distance offsets in the longitudinal direction. The input spatial 
phase is reconstructed by processing the set of measured flu-
ence distributions. There are many reconstruction approaches 
in spatial phase diversity, for example, by parametrization of 
the unknown phase or by projection on a basis such as Legendre 
polynomials. The unknown wavefront is obtained by minimiz-
ing an error metric quantifying the difference between the 
measured and calculated sets of fluence distributions.

Spectral phase diversity is based on the duality between the 
spectrotemporal variables (~,t) and the spatial variables (x,k). 
The spectral phase {(~) of the input field is reconstructed using 
the instantaneous powers Pk(t) that are measured after known 
spectral phases }k(~) have been introduced [Fig. 144.9(b)]. The 
optical spectrum of the pulse, S(~), is assumed to be accurately 
measured because spectral density measurements pose no 
significant technical difficulty and are routinely performed. 
(Equivalently, it is routine to measure the fluence beam profile 
of the beam to be characterized for wavefront measurements 
via spatial phase diversity.) One significant practical difference 
with spatial phase diversity is that temporal measurements are 

convolutions of the actual instantaneous power with the photo-
detection impulse response R, leading to the measured data set 

	 P P Rk k 7=l 	 (2)

with

	 .expP t S i t dk k

2
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Equation (3) is a 1-D equivalent of Eq. (1) when the induced 
spectral phases are quadratic functions of the optical frequency 
~. Reconstruction of the unknown { from the known S, }k, 
R, and Pkl  is a minimization problem. For our application, we 
chose the parametrization of the spectral phase with its second-
order and third-order terms in the Taylor expansion around the 
central frequency of the pulse {(~) = {2~

2/2 + {3~
3/6. This 

adequately represents the pulse-shape variations that must be 
characterized when tuning the stretcher of the CPA systems to 
adjust the output-pulse duration. We found that the measured 
data were consistent with essentially zero third-order disper-
sion because the stretcher and compressor of each CPA system 
had already been matched accurately; therefore, the results 
presented here correspond to parametrizing the spectral phase 
with only its second-order coefficient. This is evidently not a 
limitation of spectral phase diversity because the technique, 
like its spatial counterpart, can in principle be applied with any 
parametrization basis provided that the data (measured set of 
power versus time Pkl# - and optical spectrum) can unambigu-
ously be linked to a set of parameters with sufficient accuracy 
and precision for the targeted application.

When }k is a quadratic function inducing relatively small 
changes to the input pulse shape, Eq. (3) can be developed to 
yield the temporal transport-of-intensity equation.11 This equa-
tion links the dispersion-induced changes in the time-varying 

Figure 144.9
(a) Principle of spatial phase diversity for wavefront measurements and (b) temporal phase diversity for optical pulse characterization. In (a), the spatially 
resolved fluence Gk(x,y) is measured at various longitudinal locations Dzk close to the focus to reconstruct the near-field phase {(x,y). In (b), various amounts of 
spectral phase }k are introduced on the pulse under test, yielding the instantaneous power Pk(t), and the spectral phase {(~) is reconstructed from the powers 
P tk
l_ i measured after photodetection with response R(t).
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power of an optical field to its temporal phase. It has been used 
to temporally characterize nonlinear phase shifts11 and optical 
pulses after temporal stretching to allow for accurate photode-
tection.12 The experimental data presented in this article have a 
relatively low sampling rate and signal-to-noise ratio compared 
to the data of Refs. 11 and 12 obtained on repetitive signals 
with a sampling oscilloscope; an error minimization strategy 
appears more suitable, although it is not based on a direct 
analytic data inversion and requires more computing power.

Setup and Algorithm
The fiber-based experimental setup for spectral phase diver-

sity is described in Fig. 144.10. The input pulse propagates in a 
custom-built fiber assembly composed of multiple sequentially 
connected 2 # 2 fiber splitters. One output port of splitter j 
and one input port of splitter j + 1 are connected by a short 
optical fiber. The other pair of ports is connected by a delay 
fiber with length l # 2 j–1. The fiber assembly (seven splitters, 
l = 4 m) generates N = 64 output pulses with an interpulse delay 
x = 20 ns. The fiber assembly serves two purposes. The first 
purpose is to delay the output pulses relative to each other so 
that their instantaneous power can be measured with a single 
photodiode and a single-channel oscilloscope. This property 
has been used with similar fiber assemblies to increase the 
photodetection single-shot signal-to-noise ratio for narrow-
band optical pulses. For narrowband pulses, the output-pulse 
shapes are essentially identical and can be summed up after 
photodetection to provide a lower-noise determination of the 
input-pulse shape.13,14 Chromatic dispersion in the optical 
fibers induces changes in the spectral phase and, subsequently, 
the instantaneous power of broadband optical pulses. The 
second purpose of the fiber assembly is to induce different 
amounts of chromatic dispersion by propagation in different 
fiber lengths. The chromatic dispersion of single-mode fiber at 
1053 nm is approximately –40 ps/nm/km ({2 > 0), leading to 
a relative dispersion of –0.16 ps/nm between successive output 
pulses and non-negligible pulse-shape changes for a pulse with 

a bandwidth of the order of a few nanometers or larger. One of 
the fiber-assembly outputs is connected to a high-bandwidth 
InGaAs photodiode (DSC10, Discovery Semiconductors) 
and a real-time high-bandwidth oscilloscope. We tested two 
oscilloscopes for this application, a 45-GHz Teledyne Lecroy 
Wavemaster 8Zi-A and a 70-GHz Tektronix DPO77002SX, 
leading to photodetection impulse responses at low power 
levels with a full width at half maximum (FWHM) of 17 ps 
and 13.5 ps, respectively. The oscilloscopes nominally have a 
flat frequency response over their stated bandwidth, and the 
impulse response is limited mainly by the photodiode. The 
two oscilloscopes have a record length much longer than the 
+1.3-ns temporal extent of the 64 pulses with 20-ns interpulse 
delay. The oscilloscopes were triggered either on the signal 
itself or with an external trigger synchronized to the pulse 
under test. The single-shot characterization of isolated opti-
cal pulses generated by a high-energy laser system requires 
a real-time oscilloscope, but the diagnostic can be operated 
with a sampling oscilloscope if the source under test delivers a 
train of identical optical pulses that are separated by more than 
the temporal extent of the fiber-assembly output. Two optical 
pulses coupled to the two inputs of the first fiber splitter can 
be characterized independently in a single shot provided that 
the 64 pulses that are generated by each input pulse do not 
temporally overlap, or equivalently, that the two input pulses 
do not temporally overlap at the first fiber splitter. This condi-
tion is easily met in practice, and optical fiber can be added 
to one input in the unlikely event that the pulses overlap. The 
possibility of characterizing two independent optical pulses 
with a single setup is advantageously put into practice to char-
acterize the outputs of the two OMEGA EP CPA beamlines.10

An example of photodetection impulse response mea-
sured with a subpicosecond mode-locked laser is shown in 
Fig. 144.11(a), where the typical noise level (+10% peak-to-
valley relative to the full voltage range) and relatively low 
sampling rate (120 GS/s, i.e., one sample every 8.25 ps) can be 

Figure 144.10
Setup for spectral phase diversity, based on a fiber assembly and photodetection. The 2 # 2 splitters combined with dispersive delay fibers generate 2S–1 pulses 
that are photodetected at one output of the assembly, where S is the number of splitters.
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seen. Figure 144.11(b) shows that the duration of the impulse 
response increases with increasing incident power because of 
nonlinearities in the photodetector.15,16 Figure 144.11(c) shows 
that the measured FWHM varies by only a few picoseconds 
over a large range of pulse durations that can be generated by 
our laser system. Measurement noise, a low sampling rate, 
and variations in impulse response render the task of directly 
deconvolving measured data to retrieve the optical pulse shape 
impractical for pulses shorter than the impulse response.

Examples of spectral phase-diversity data measured for an 
input pulse close to best compression and a chirped pulse are 
shown in the upper and lower rows of Fig. 144.12, respectively. 
An input pulse with negligible spectral-phase distortions yields 
chirped output pulses, with chromatic dispersion and temporal 
extent increasing with the fiber length in which they have propa-
gated (upper row). An input pulse with negative second-order 
dispersion experiences recompression in the fiber assembly, 
yielding some output pulses close to the Fourier-transform limit 

Figure 144.11
(a) An example of measured impulse response with the DSC10 photodetector and Lecroy 45-GHz oscilloscope; (b) measured full width at half maximum (FWHM) 
of the impulse response versus signal level; (c) measured FWHM of an optical pulse versus calculated FWHM when the OMEGA EP stretcher is detuned.
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Figure 144.12
Examples of experimental data for a pulse close to best compression (upper row) and after stretcher detuning (lower row). [(a),(d)] Waveform measured by 
the oscilloscope; [(b),(e)] composite trace composed of the power versus time data for the 64 output pulses after retiming; [(c),(f)] power versus time for the 
64 output pulses oversampled 32 times by zero padding for display purposes.
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(lower row). An input pulse with positive second-order disper-
sion is further stretched in the fiber assembly (not shown). The 
experimental data intuitively indicate the sign and approximate 
amount of the input-pulse chromatic dispersion from an under-
standing of the properties of the fiber assembly. 

The input-pulse dispersion was determined by compar-
ing the measured data; i.e., the set of instantaneous powers 

,Pk, measl# -  to the set of instantaneous powers Pk, calcl# - calcu-
lated with a given set of parameters (e.g., second-order and 
third-order dispersion), the known optical spectrum, chromatic 
dispersion of the optical fiber, and photodetection impulse 
response. A Gaussian impulse response with FWHM equal 
to the extrapolated FWHM of the measured impulse response 
at a low power level was consistently used. An error metric 
f between the two data sets is defined by

	

,t P t P t 2d , ,

k
k

k k k
k
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2
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f f
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where each fk is minimized over the delay xk, which takes into 
account timing shifts containing no meaningful information 
on the pulse shape. For each fk, the instantaneous powers are 
normalized by

	 .tP t tP t 1d d, ,k k
2 2

meas calc= =l l$ $_ _i i 	

By definition, fk = 0 means that the two functions are identical 
and fk = 1 means that their temporal overlap is zero. With this 

Figure 144.13
Examples of phase retrieval for the lower-row data of Fig. 144.12. (a) Error versus input second-order dispersion; (b) error versus input second-order and third-
order dispersion; [(c),(d)] calculated 64-pulse composite trace with the determined {2 at the sampling rate of the oscilloscope and oversampled by a factor of 
32 with zero padding.
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normalization, the minimal value of fk is ,1 0 ,maxk-  where 
0k,max is the value of the overlap integral:

	 tP t P t0 d , ,k k kmeas calc -x x= l l$_ _ _i i i	

maximized over x. The error fk can be calculated in a compu-
tationally efficient manner because each 0k,max is simply the 
maximum value of the Fourier transform of 0k. Figure 144.13 
shows f as a function of the input {2, assuming {3 = 0, 
and as a function of {2 and {3 for the lower-row dataset of 
Fig. 144.12. The error is clearly minimized for a single set of 
input-pulse parameters. As previously stated, the retrieved 
{3 was consistently insignificantly close to 0; therefore, all 
further data presented in this article were obtained by error 
minimization over {2 only. Once spectral-phase parameters 
are identified, the input pulse shape is calculated by Fou-
rier transformation.

Experimental Results
1.	 Laser Description

The phase-diversity diagnostic has been tested on 
OMEGA EP. The two short-pulse beamlines can deliver 
amplified optical pulses with durations ranging from sub-
picosecond to 100 ps. The output-pulse duration is adjusted 
on each system by detuning the single-grating Offner-triplet 
stretcher.17 Its spherical mirrors are mounted on a rail and can 
be translated relative to the stretcher grating while keeping the 
intermirror distance constant. Each beamline has an optical 
parametric chirped-pulse–amplification (OPCPA) front end 
that amplifies the stretched output of a mode-locked laser 
(+6‑nm FWHM). Saturation in the two parametric-amplifier 
stages leads to a flattop spectrum (FWHM +7.5 nm) (Ref. 18). 
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Most experimental results presented in this article correspond 
to the single-shot characterization of the OPCPA pulse after 
propagation through an entire OMEGA EP beamline and 
recompression. For statistical purposes, ten acquisitions are 
performed at each set of experimental settings, e.g., stretcher 
detuning. The pulse under test is coupled in the fiber assem-
bly by a single-mode fiber at an image plane where the beam 
has a high-order super-Gaussian square profile. The energy 
required for accurate characterization is typically 50 pJ in 
the input fiber, which corresponds to +5 nJ in the free-space 
beam. Reducing the beam size or focusing into the fiber could 
increase the sensitivity of the diagnostic, but this might come 
at the expense of increased sensitivity to beam pointing and 
wavefront variations.

2.	 Front-End Pulse Characterization
Figure 144.14 displays experimental results obtained for 

pulse durations ranging from best compression (+500-fs pulse) 
to 20 ps. The retrieved second-order dispersion and duration 
agree very well with the stretcher model based on design 
parameters (groove density = 1740 l/mm, angle of incidence = 
72.5°) except for pulses close to best compression (+2 ps and 
shorter), where the magnitude of the retrieved second-order 
dispersion and pulse duration are overestimated. This effect 
appears to be almost negligible very close to best compression, 
where the retrieved pulse duration (600 fs) is close enough to the 
Fourier-transform pulse duration (+400 fs) and well within the 
targeted range allowable for our application. Small modulations 
of the optical spectrum resulting from self-phase modulation 
(SPM) were identified for this range of input-pulse durations.

Figure 144.15 presents results taken in the dispersion region 
around –1.73 ps2. This dispersion value corresponds to an 
on-shot pulse duration of 10 ps, taking into account the gain 

Figure 144.14
(a) and (b) Retrieved {2 and [(c),(d)] FWHM versus calculated stretcher dispersion. (a) and (c) correspond to data obtained with the Lecroy 45-GHz oscilloscope. 
(b) and (d) correspond to data obtained with the Tektronix 70-GHz oscilloscope. Simulated values are plotted with a red line. The FWHM of the impulse 
response of each oscilloscope is shown in blue on the respective plots.
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relevant operationally because the maximum energy for safe 
operation at this pulse duration is significantly higher than 
at best compression; therefore, a large fraction of scientific 
shots are performed at 10 ps. The measured data are very 
consistent with the system model, and there is little spread of 
the retrieved dispersion around the calculated value. Over the 
range of stretcher dispersions shown in Fig. 144.15, the root 
mean square (rms) and peak-to-valley precision are 0.05 ps2 
and 0.15 ps2, respectively, for the 45-GHz oscilloscope. They 
are slightly better with the higher-bandwidth, 70-GHz oscil-
loscope, with rms and peak-to-valley precision of 0.03 ps2 
and 0.12 ps2, respectively. The higher precision is attributed 
to the slightly better intrinsic noise performance of the latter 
oscilloscope compounded with the shorter impulse response. 
A 10% change in pulse duration around this stretcher setting 
corresponds to 0.17 ps2. This indicates that pulse reconstruction 
with precision better than 10% can be obtained on a single-shot 
basis with this diagnostic.

On-Shot Pulse Characterization
The data retrieved by spectral phase diversity are compared 

in Fig. 144.16 to results from two currently deployed diagnos-
tics. Figure 144.16(a) displays a single-shot autocorrelation 
measured when the stretcher is set to obtain the shortest pulse 
achievable on the system. This autocorrelation is compared 
to an autocorrelation calculated with the measured optical 
spectrum and retrieved dispersion, demonstrating that the 
best-compression stretcher setting has been identified with sub-
picosecond precision. Figures 144.16(b) and 144.16(c) compare 
the instantaneous power measured by a streak camera with the 
power reconstructed with the spectral phase-diversity diagnos-

tic. This comparison was performed on amplified OMEGA EP 
shots, for which the stretcher was set to yield either a 5-ps pulse 
or a 12-ps pulse, taking into account the gain narrowing in the 
Nd:glass amplifiers to +3.5 nm. Satisfactory agreement was 
obtained, considering the significant operational complexity 
and sources of uncertainty associated with the streak camera.19

Conclusions
We have demonstrated a diagnostic based on the concept 

of spectral phase diversity to characterize picosecond optical 
pulses with fast photodetection. The experimental trace consists 
of the photodetected instantaneous power of optical pulses 
derived from the pulse under test by adding known amounts 
of chromatic dispersion. An error minimization algorithm 
retrieves the spectral phase that best matches the measured 
data, taking into account the diagnostic parameters. The single-
shot, fiber-coupled diagnostic has been demonstrated in the 
context of stretcher tuning for a high-energy laser system and 
shows good performance over a large range of pulse durations 
including pulses several times shorter than the photodetection 
impulse response.

Improved diagnostic performance is expected from tech-
nological advances in high-bandwidth photodiodes, high-
bandwidth real-time oscilloscopes, and optimization of the 
fiber assembly used to implement spectral phase diversity. 
We are currently using simulations to study the impact of the 
fiber-assembly parameters on the diagnostic performance and 
the ability of spectral phase diversity to characterize more-
general pulse shapes than those encountered at the output of a 
chirped-pulse–amplification system.
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Introduction
The importance of surface finishing an optical element is essen-
tial for preventing light scattering and absorption and improv-
ing imaging performance. In polycrystalline, chemical-vapor–
deposited (CVD) materials, such as zinc sulfide (ZnS) and zinc 
selenide (ZnSe), surface finishing can be more challenging 
than in amorphous materials, such as glass.1–3 The presence 
of many crystallites (grains) within the polycrystalline, along 
with the crystal growth technique; i.e., CVD, gives rise to two 
post-polishing effects referred to as “orange peel” and “alliga-
tor skin.” In the orange peel effect, the finished surface has a 
visible pitted and uneven surface texture that reminds one of an 
orange peel. This effect occurs when the material is subjected 
to variations in the stalk removal rate during polishing among 
the different crystallites because of anisotropy in physical 
properties.4,5 Furthermore, grain boundaries are subjected to 
even higher material removal (than the grains) because of a 
higher concentration of microstructural defects, such as vacan-
cies.5 Namba et al.4 showed that when the mechanical force 
(abrasive concentration) and the chemical force (slurry pH) 
are balanced during ultrafine finishing, one can overcome the 
inherent crystallite anisotropy and obtain a relatively uniform 
removal rate among different crystallite orientations (100, 
110, and 111) of MnZn ferrite. When polishing polycrystalline 
MnZn ferrite with the balanced slurry, a smoother surface fin-
ish was observed. Similarly, Gavarischuk et al.5 investigated 
the chemical erosion of several acids on polycrystalline, CVD 
ZnSe substrates. They found that when the chemical erosion 
is well matched with the applied normal force (mechanical 
driving force) during conventional planetary polishing, a better 
surface finish is the result.

In the alligator skin effect, which is typical for CVD-grown 
materials, multiple millimeter-sized pebblelike structures 
appear on the finished surface.3,6–9 This happens when gas-
phase particles that are formed in the furnace space land on the 
grown surface or mandrel during the CVD process. It appears 
that each particle becomes a nucleation site wherein crystal-
lites grow radially, away from it, forming a hillock structure.6 
Hillocks grow larger with deposition and manifest on the top 

Magnetorheological Finishing of Chemical-Vapor–Deposited  
Zinc Sulfide via Chemically and Mechanically Modified Fluids

surface as pebbles. Zscheckel et al.10 used electron backscatter 
diffraction (EBSD) to show that the conelike structure within 
CVD ZnS is practically a collection of multiple crystallites with 
similar crystallographic orientation—in other words, a collec-
tion of textured grains. Each hillock structure is composed of 
many grains that differ slightly in crystallographic orientation 
from one another but differ significantly from grains of neigh-
boring hillocks. Based on these findings, we expect that CVD 
materials are subjected to additional anisotropy in the pebbles 
regime. It is natural to hypothesize that different pebbles vary 
in their physical properties as a result of such anisotropy. This 
leads to variations in the material-removal rate (MRR) during 
polishing, which are later identified as surface artifacts.

Kozhinova et al.9 studied the magnetorheological (MR) 
fluid composition and conditions that reduce emergence of 
pebbles on a few substrates of polycrystalline, CVD ZnS dur-
ing magnetorheological finishing (MRF). They changed the 
MR fluid composition [abrasive type, carbonyl iron (CI) type, 
and fluid pH] and followed the pebbles’ emergence level. They 
succeeded in reducing pebble emergence when using the MR 
fluid with soft CI and acidic pH. Based on Kozhinova’s work, 
Hallock et al.11 showed a reduction in surface texture on poly-
crystalline ZnS and polycrystalline ZnSe surfaces when using 
altered MR fluid. In both cases, however, the use of acidic MR 
fluid gave rise to accelerated corrosion of the carbonyl iron 
particles, preventing any far-reaching application.

The MRF of CVD ZnS without surface artifact formation 
is very advantageous. Chemical-vapor–deposited ZnS is an 
important infrared (IR) material for the production of aerody-
namic domes and windows.2 Integrating a high-precision pol-
ishing technique that is able to fabricate complex and free-form 
optics (such as MRF) from this material is of great importance.

Our goal is to reduce surface features in the MRF of CVD 
ZnS while also greatly delaying any corrosion of CI particles. 
Here we investigate the anisotropy of CVD ZnS by using 
single-crystal orientations of ZnS. We study the individual 
contribution of mechanical (microhardness) and chemical 
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(erosion-rate) effects to material removal during polishing on 
four single-crystal planes: (100), (110), (111), and (311). We 
further investigate anisotropy of CVD ZnS during MR fin-
ishing by using three chemically and mechanically modified 
MR fluids at pH 6, 5, and 4. The ideal conditions in which a 
uniform MRR is obtained for all crystallographic orientations 
are identified. We demonstrate that applying these conditions on 
the polycrystalline, CVD ZnS material indeed reduces surface 
texture and surface artifacts during MR finishing.

Experimental
1.	 Single-Crystal and Polycrystalline CVD ZnS Substrates

Four single-crystal orientations of ZnS—(100), (110), (111), 
and (311)—were purchased from SurfaceNet.12 Three unfinished 
blanks from each orientation (a total of 12 substrates) were cut 
from a large single-crystal ingot of cubic phase ZnS that was 
grown using the Bridgman–Stockbarger technique. Each single-
crystal blank measured +20 mm in diameter and +1 mm thick. 
The cutting angle was calculated and later verified via the Laue 
diffraction. After delivery, the different crystallographic orienta-
tions were further tested and evaluated using Laue diffraction 
and x-ray diffraction texture analysis.

A polycrystalline CVD ZnS blank, measuring +40 mm 
in diameter and 5 mm thick, was purchased from Rohm and 
Haas.13 All single-crystal and polycrystalline CVD ZnS sub-
strates were polished in-house with diamond abrasives on pitch 
(as described in Ref. 9) to a peak-to-valley (p–v) flatness of 1 to 
2m, an areal roughness of less than 40-nm p–v, and a root mean 
square (rms) of less than 3 nm.

2.	 Tests for Evaluating Anisotropy in Polycrystalline CVD ZnS
a. Microhardness test.  Microhardness measurements were 

performed using a diamond Vickers indenter on a TUKON 
300BM microhardness tester. The testing load was 100 g for 
the single-crystal substrates and 200 g for the polycrystalline, 
CVD ZnS substrate. The samples were randomly selected and 
tested. A total of three identical indentations were placed on 
each part. We compared our experimental findings for the (100), 
(110), and (111) orientations with experimental data published 

by Westbrook et al.14 and theoretical hardness values published 
by Li et al.15 We found no data in the literature for the (311) 
orientation; therefore, we followed the method described in 
Li et al.15 to calculate the theoretical microhardness of the 
(311) orientation.

b. Chemical reactivity test.  The pre-polished substrates 
(single crystal and polycrystalline ZnS) were etched using 
an aggressive etching agent developed in our laboratory (and 
described in detail in Ref. 16). One drop (+0.02 ml) of etchant 
was applied inside a 1/8-in. hole that was punched on a com-
mercial “blue painter’s tape” and taped on the part surface. 
Etching time was set at 4 min, resulting in a cylindrical 
“etching spot” with a relatively uniform depth. The etching 
depth (nm) was determined by averaging six lineout profiles 
across the center of the etched spot that were collected using 
a laser interferometer.17

c. Calculation of planar and bond densities.  Calculations 
of planar density (PD) and bond density (BD) for each single-
crystal plane (with Miller indicies h, k, and l) were based on 
a cubic unit cell structure of ZnS (zinc blend or sphalerite). 
We defined planar density as the area of both zinc and sulfur 
atoms that were centered on the hkl plane divided by the area 
of the plane.18 We defined bond density, in a general form, as 
the number of Zn–S bonds across the hkl plane divided by the 
plane area (motivated by Ref. 19).

3.	 MR Fluids
The MR fluid composition used to prepare the low-pH pol-

ishing fluids is presented in Table 144.I. The magnetic particles 
made of zirconia-coated CI showed a high resistance to cor-
rosion.20 For better dispersion of these particles in an acidic, 
aqueous suspension, we used polyethylene-imine (PEI) as a 
dispersing agent (Sigma–Aldrich). This type of dispersant is 
common when using zirconia-based suspensions at a low-pH 
range since it shifts the isoelectric point (a pH at which the zeta 
potential of a suspension is +0 mV) of such suspensions to the 
alkaline region;21 the same is true for the zirconia-coated-CI–
based MR fluids (see App. B in Ref. 16). The initial pH of the 

Table 144.I:  Initial MR fluid composition before adjusting the pH.

Component Density (g/cm3) Volume (mL) Mass (g) Volume (%) Mass (%)

Zirconia-coated carbonyl 
iron (CI) powder

6.72 384.80 2583.93 38.60 80.67

Polyethylene-imine (PEI) 1.10 69.68 76.65 6.99 2.39

DI water 1.00 542.36 542.36 54.41 16.93

Total 996.84 3202.94 100.00 99.99
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fluid after mixing the components of Table 144.I was 5.88 [all 
pH measurements are within the measuring device standard 
deviation of !1% (!0.01 units), unless indicated differently]. 
To modify the fluids pH, we used a few milliliters of an 8-M 
nitric acid solution (Sigma–Aldrich).

The off-line viscosity (h) of the MR fluids was measured 
using a Brookfield cone/plate Rheometer.22 At each pH, 
+0.5 ml of fluid was extracted directly from the mixing vessel 
of the MRF machine and placed on the viscometer plate. The 
fluid was sheared for +15 min before the viscosity as a func-
tion of shear rate (from 40 to 1000 1/s) was collected. Each 
measurement was repeated three times.

4.	 MRF Spotting Experiment
The MRF machine used in this work is a research platform 

referred to as the “spot-taking machine” (STM).23 This type of 
machine has similar features to a conventional MRF machine. 
It has a peristaltic pump that circulates the MR fluid; a mixing 
vessel where the MR fluid is being continuously stirred and 
mixed; and a nozzle that ejects the MR fluid onto a rotating 
wheel located in a magnetic field. The MR fluid for polishing 
is water based and contains more than 80 wt% of micron-sized 
carbonyl iron (CI) particles. Because of the CI particles within 
the MR fluid, once the fluid is ejected on the wheel, it changes 
its form into a stiff ribbon that makes contact with and polishes 
an optical substrate. The main difference between our STM 
and a conventional MRF machine is the inability of the opti-
cal substrate to rotate or move in the x and y directions on the 
STM. This results in a single spot on the surface that has fine 
grooves in the direction of the wheel rotation.

The single-crystal planes were spotted for 1 min, while the 
polycrystalline was spotted for 10 min. For the single-crystal 
substrates, our interest was the relative removal rate among 
the different orientations; consequently, a short spotting time 
was sufficient. For the polycrystalline, we were interested in 
exposing the pebbles’ structure; therefore, we had to remove at 
least 0.5 nm of material from the initial pre-polished surface, 
as explained by Kozhinova et al.9

The MR fluid in Table 144.I was loaded onto the STM and 
its pH increased slightly to 6.00!0.01. One spot was taken on 
each substrate (single-crystal and polycrystalline, CVD), giving 
a total of three identical spots for each single-crystal orientation 
and one spot for the polycrystalline, CVD substrate. The pH 
was lowered from 6.00 to a pH of 5.12 using +4 ml of 8-M nitric 
acid. Each substrate was spotted once. The pH throughout this 
portion of the experiment (+70 min) was 5.11!0.07. The fluid 

pH was further decreased using +5 ml of 8-M nitric acid until 
it reached 4.19. During this stage of the spotting experiment, 
additional 8-M nitric acid was continuously added to the STM 
mixing vessel to maintain the pH level at +4.20. Throughout 
this portion of the experiment (+70 min), the pH was 4.25!0.12. 
The machine settings were a ribbon height of 1.4 to 1.6 mm, a 
penetration depth of 0.2 mm, a wheel speed of 200 to 250 rpm, 
a pump speed of 110 rpm, and an electric current of 15 A. When 
the experiment was finished, each substrate (single-crystal and 
polycrystalline, CVD) had three spots on it, one for each pH 
(see Fig. 144.17). For simplicity, from here on, we will refer to 
fluid pH values of 4.25 and 5.11, as pH 4 and 5, respectively.
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Figure 144.17
(a) A two-dimensional and (b) three-dimensional laser interferometer image 
of a single-crystal substrate with (100) orientation. The spots were taken with 
our zirconia-coated–CI MR fluids at pH levels of 4, 5, and 6.

5.	 Metrology
Material removal rates for chemical erosion and MRF spots 

were obtained with a Zygo Mark IV laser interferometer17 

by subtracting the original surface from the etched or spot-
ted area, respectively. Surface microroughness values were 
obtained with a Zygo NewView 100 white-light interferometer 
equipped with a 20# Mirau objective.24 For spots taken on 
the single-crystal substrates, areal (rms) and p–v values are 
given as an average of 15 measurements (five measurements 
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on each substrate, three substrates from each orientation) col-
lected within the depth of deepest penetration (ddp) for each 
spot. In addition, 20 lineout profiles were collected from one 
areal measurement at the ddp for each spot (a total of 60 for 
one orientation) in the direction of the MR fluid flow. (This 
action minimized the influence of the MR ribbon grooves on 
the roughness data, which resulted from having the part station-
ary and not rotating.) For the polycrystalline, CVD ZnS part, 
four areal rms and p–v measurements were taken at the ddp 
of each spot. For each areal measurement, five lineout profiles 
were collected. Overall, 20 lineout profiles were averaged for 
each spot at a given pH.

Surface texture and pebbles’ emergence inside the spots 
taken on the polycrystalline, CVD ZnS substrate were obtained 
using a Zygo NewView 5000 white-light interferometer 
equipped with a 1# Mirau objective and a 0.8# zoom.25 The use 
of low magnification was more suitable for observing and evalu-
ating submillimeter features, such as pebbles. To analyze the 
spotted area, we masked the spots along their inner edge. From 
the remaining masked surface, a cylinder shape was removed. 
For the remaining masked area, the areal rms roughness was 

recorded along with ten lineout profiles drawn in the direction 
of the MRF ribbon grooves. In addition, a power spectral den-
sity (PSD) analysis was performed in the direction of fluid flow 
by using the “average X PSD” function in the accompanying 
software MetroPro. For this analysis we masked a rectangular 
area (2 mm # 1 mm) around the ddp of each spot. Figure 144.18 
shows the different masks used for roughness collection and 
PSD analysis. Both data analyses (rms roughness and PSD) 
provided us with information about the waviness of the spot-
ted surfaces. Note that roughness measurements taken at low 
magnification have relatively low resolution; therefore, the data 
shown here better represent surface texture rather than surface 
microroughness unless a 20# Mirau objective is being used.

Results
1.	 Anisotropy in CVD ZnS from Single-Crystal Behavior

The Vickers microhardness values of the different crystal-
lographic planes tested at a 100-g load and the polycrystal-
line CVD substrate tested at a 200-g load are presented in  
Table 144.II, along with experimental Vickers hardness data 
from Westbrook et al.14 and theoretical predictions of Vickers 
hardness data published by Li et al.15 Experimental results show 
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Figure 144.18
A 3-D white-light interferometer image (9 # 8 mm) of a pre-polished poly-
crystalline, CVD ZnS substrate with an MRF spot taken with our zirconia-
coated–CI MR fluid at pH 4. The dashed–dotted lines designate the masked 
areas used to obtain roughness and power spectral density (PSD) data. Lateral 
grooves are caused by the stiff MR ribbon because the part does not rotate 
on the spot-taking machine (STM).

Table 144.II:  Experimental and theoretical Vickers microhardness of single-crystal ZnS planes and CVD ZnS.

Vickers microhardness HV (GPa)

Source (100) (110) (111) (311) CVD ZnS Relative to (100) plane

Our work (100 g) 1.89!0.03 1.71!0.04 2.93!0.04 2.17!0.12 1.94!0.05 (200 g) 1.00; 0.91; 1.55; 1.15

Westbrook et al.;14 wet (50 g) 1.50 1.80 2.00 n/a n/a 1.00; 1.20; 1.33; n/a

Westbrook et al.;14 dry (50 g) 1.32 1.61 1.87 n/a n/a 1.00; 1.22; 1.42; n/a

Li et al.15 2.08 2.32 2.90 2.26* n/a 1.00; 1.12; 1.39; 1.09

*Calculated using the method from Ref. 15.
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that the degree of anisotropy among planes (100), (110), and 
(311) varied between 9% to 15%. Between the (100) plane and 
the (111) plane, there is a maximum difference in microhardness 
of 55%. Ranking the Vickers hardness of the planes from low to 
high shows that HV110 < HV100 < HV311 < HV111. When com-
paring our findings with Westbrook et al.14 and Li et al.,15 we 
see that our results are in fair agreement with the data published 
by Westbrook et al.,14 but they agree better with the theoretical 
predictions of Li et al.15 For all sources, the (111) plane is the 
one with the highest Vickers hardness value. The polycrystal-
line CVD ZnS has a Vickers hardness value of +2 GPa, closer 
in value to that of the (100), (110), and (311) planes.

Chemical etching results for the different single-crystal 
planes and the polycrystalline, CVD ZnS substrate are presented 
in Table 144.III. These results show that planes (100) and (110) 
share similar chemical erosion rates (4% anisotropy) that were 
slightly lower than that for the (311) plane. Plane (111) had a sig-
nificantly slower chemical erosion rate (+30%) than that for the 
other planes, implying that this plane is less chemically reactive.

Calculations of planar density and bond density are provided 
in Table 144.IV. The results indicate a high degree of anisotropy 
among the single-crystal planes. In all cases, plane (111) has 
the highest values of hardness, the lowest erosion rate, and the 
highest bond and planar densities.

2.	 MRF of Single Crystal with Modified MR Fluids
a. Viscosity and removal rate of MR fluids.  Figure 144.19 

presents the off-line viscosity versus shear rate for all fluids. 
Our modified MR fluids have flow characteristics that are 
similar to those of the conventional MR fluid (inset plot in 
Fig. 144.19). All fluids show a higher viscosity at low shear 
rates that decreases (but stays relatively viscous) with increas-
ing shear rate. This is a classic behavior of an MR fluid with 
a Bingham plastic flow.26 We found that the viscosity of the 
zirconia-coated–CI fluid was pH dependent, even though the 
particles’ concentration was roughly the same (80 to 81 wt%) 
throughout the experiment. At an +800-1/s shear rate that is 
present when the MR fluid is ejected out from the nozzle, the 
fluid’s off-line viscosities are +47, +109, and +194 cP for pH 

Table 144.IV:  Planar and bond densities calculated for single-crystal ZnS planes.

(100) (110) (111) (311) Relative to (100) plane

Planar density (atoms/nm2) 0.79 0.56 0.91 0.45 1.00; 0.70; 1.15; 0.57

Bond density (bonds/nm2) 13.67 14.50 39.45 24.71 1.00; 1.06; 2.89; 1.81

Table 144.III:  Chemical-etching rates of single-crystal ZnS planes and CVD ZnS.

(100) (110) (111) (311) CVD ZnS Relative to (100) plane

Nominal etch rate 
(nm/min)

13.29!1.26 13.83!0.59 9.29!0.49 15.29!0.83 14.5!0.6 1.00; 1.04; 0.70; 1.15
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Plot of viscosity versus shear rate for zirconia-coated–CI MR fluids at pH 4 
(circles), 5 (triangles), and 6 (diamonds). Viscosity is pH dependent and shows 
the lowest values at pH 4. The inset shows the viscosity pattern of a conven-
tional MR fluid at pH 11 with uncoated CI and cerium oxide (CeO2) abrasives.
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4, 5, and 6, respectively. An +50% increase in viscosity occurs 
for a pH increase of one unit.

The average peak removal rate and volumetric removal 
rates of the different fluids are given in Tables 144.V and  
144.VI, respectively. For all single-crystal ZnS orientations, 
the peak removal rate decreases with decreasing fluid pH and 
viscosity. The average peak removal rate at pH 4 is about 50% 
lower than it is at pH 6, while keeping the magnetic particles’ 
concentration constant within 1%. There is an apparent correla-
tion among the fluid pH, viscosity, and removal rate. Higher pH 
causes higher viscosity, which leads to a higher removal rate. 
This confirms the expectation that the MRR being driven by 
shear stress increases as the viscosity (and shear stress) increases.

As for the volumetric removal rate, we see that at pH 6, 
results are similar to that of pH 5, but significantly (+50%) 
higher than pH 4.

When observing the relative peak and volumetric removal 
rates among the different single-crystal planes, the least aniso-
tropy in removal rate is observed for the MR fluid at pH 4 and 
an off-line viscosity of +47 cP. Supportive findings are given at 
the average line in Tables 144.V and 144.VI. The data show that 
the standard deviation of the average made from the individual 
averages of the single crystals is lowest when the samples are 
polished with a pH 4 MR fluid. This indicates that variations 
in removal rate among the single crystals polished with this 
fluid are minimal.

Figures 144.20(a) and 144.20(b) also present the data for the 
peak and volumetric removal rates, respectively. These results 
suggest that polishing the polycrystalline CVD ZnS material 
with this type of MR fluid (pH 4, off-line viscosity of +47 cP) 
will provide a lower degree of pebbles and surface artifacts 
on the finished surface (as shown in MRF of Polycrystalline 
CVD ZnS with Modified Fluids, below).

Table 144.V:	Average and standard deviations of peak removal rate 
(nm/min) for all orientations when polished with modi-
fied zirconia-coated–CI MR fluid at three pH levels.

Average peak removal rate  
#100 (nm/min)

Orientation pH 4 pH 5 pH 6

(100) 6.00!1.35 9.17!0.57 12.93!0.78

(110) 5.87!0.93 8.93!1.18 12.13!1.16

(111) 5.37!0.67 10.43!1.53 14.03!1.12

(311) 5.27!0.31 8.13!1.72 12.07!0.57

Average of all 
orientations

5.63!0.35 9.17!0.95 12.79!0.91

Table 144.VI:	 Average and standard deviations of volumetric removal 
rate (nm/min) for all four orientations when polished 
with modified zirconia-coated–CI MR fluid at three 
pH levels.

Average volumetric removal rate 
#105 (nm3/min)

Orientation pH 4 pH 5 pH 6

(100) 4.24!0.61 7.58!0.85 7.83!0.97

(110) 4.39!0.68 7.10!1.62 7.16!0.79

(111) 4.28!0.13 8.66!1.33 8.20!0.42

(311) 4.04!0.73 7.09!1.44 7.52!0.55

Average of all 
orientations

4.24!0.15 7.61!0.74 7.68!0.44

Figure 144.20
(a) Peak removal rate and (b) volumetric removal rate versus pH for all four 
orientations. The smallest degree of anisotropy in removal rate is observed at 
pH 4 and an off-line viscosity of 47 cP. Higher removal rates and anisotropies 
are observed at pH 5 and 6.
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b. Surface roughness of MR-finished single-crystal ZnS.  
Surface roughness data at the ddp of the spotted single-crystal 
planes are summarized in Table 144.VII and Figs. 144.21(a) 
and 144.21(b). For each orientation we averaged the areal rms 
(nm) and lineout rms (nm) of three identical spots. For all 
planes, MRF with our altered fluids significantly roughened 
the pre-polished surface at all pH values. We noticed that the 
randomly distributed scratches on the surfaces, from the pre-
polishing process, were enhanced during MRF with the altered 
fluids. The areal roughness increased with increasing fluid pH 
and viscosity. Roughness taken as lineouts shows about 50% 
smoother surfaces than the areal rms value. This is a result of 
avoiding the MRF grooves effect on the surface caused by the 
lack of part rotation. The least variation in the areal roughness 
among the different orientations is observed at pH 4 (h . 47 cP) 
[see Fig. 144.21(a)]. Lineout roughness as a function of pH for 
all orientations is given in Fig. 144.21(b). The results are similar 

for all surfaces spotted at pH 4 and 5, with slightly higher values 
when spotted at pH 6. The least anisotropy is observed at pH 4 
and an off-line viscosity of 47 cP for the areal measurements 
and at pH 4 and 5 at an off-line viscosity of +47 and +108 cP, 
respectively, for the lineout measurements.

3.	 MRF of Polycrystalline CVD ZnS with Modified Fluids
a. Pebbles’ emergence on the surface.  Figure 144.22 

shows the PSD analysis for a CVD ZnS surface spotted 
with our zirconia-coated–CI MR fluids at pH 4, 5, and 6. 
Results show that surface texture and waviness are higher 
at pH 6, somewhat lower at pH 5, and significantly lower at 
pH 4. When summarizing the data as areal (a “D” shape of 
2 mm # 4 mm) rms and lineout profiles (3 to 4 mm long) in  
Table 144.VIII, we observed that macroroughness decreases 
as fluid pH and viscosity decrease. Moreover, standard devia-
tion of data collected as lineout profiles at pH 4 and h . 47 cP 

Table 144.VII:  Areal and lineout rms surface roughnesses for the pre-polished and spotted single-crystal substrates.

Pre-polished pH 4 pH 5 pH 6

Orientation Areal rms (nm)
Areal rms 

(nm)
Line rms 

(nm)
Areal rms 

(nm)
Line rms 

(nm)
Areal rms 

(nm)
Line rms 

(nm)

100 1.71!0.22 9.73!4.39 4.38!1.40 10.54!2.83 4.34!2.01 16.15!3.65 8.08!4.92

110 1.73!0.35 8.21!3.25 3.55!1.00 12.64!5.68 3.78!1.47 19.03!4.53 6.07!1.89

111 1.69!0.36 8.27!2.32 4.24!1.05 14.35!3.14 4.19!1.19 22.89!8.76 5.24!2.23

311 2.84!1.97 8.71!3.23 3.39!1.29 13.22!5.63 3.25!0.90 18.14!5.82 4.13!1.25
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is significantly lower than that of pH 5 and 6. We emphasize 
that roughness measurements were taken at a low resolution. 
At a scale length of 0.05 to 1 mm (a spatial frequency of 1 to  
20 1/mm), these data better represent surface texture rather 
than surface microroughness. All three data analysis (PSD, 
areal, and lineout macroroughness) results show that the 
surface of polycrystalline CVS ZnS polished with MR fluid 
at pH 4 and h . 47 cP has the least degree of pebble features 
at the surface.

Table 144.VIII:	 Areal and lineout rms surface roughnesses collected 
from masked spots taken with zirconia-coated–CI 
MR fluids at pH 4, 5, and 6 on a pre-polished surface 
of CVD ZnS substrates from Rohm and Haas.

pH 4 pH 5 pH 6

Areal rms (nm) 18 44 66

Lineout profiles rms (nm) 16.4!2 38.78!9 60!20

b. Surface microroughness.  Figure 144.23 shows the surface 
microroughness at the ddp of the spotted polycrystalline CVD 
ZnS substrate at pH values of 4, 5, and 6. Similar to the single-
crystal substrates, MRF with our altered fluids significantly 
roughened, as expected, the pre-polished surface at all pH 
values. Areal microroughness (rms) at pH 6 is similar to that 
at pH 5 and +38% higher than that at pH 4. Roughness taken 
as lineouts (rms) shows a reduction in microroughness with 
reduced pH. Once again we see that polishing with MR fluid 
at pH 4 and h . 47 cP provides smoother surfaces among the 
three tested pH values.

Discussion
Differences in microhardness, chemical erosion, and planar 

and bond densities among all planes were observed, especially 
between the (111) orientation and the (110), (100), and (311) 
orientations. Plane (111) has the highest hardness, highest 
planar and bond densities, and the lowest chemical reactivity 
of all four planes. These findings of anisotropy in physical 
properties among the different single crystals are what lead us 
to believe that the polycrystalline material might be subjected 
to an uneven material removal during the MRF process, which 
results in high surface texture and roughness.

We extended our tests to check anisotropy in the MRR 
among the different crystallographic orientations during MRF. 
Again we found differences among the different orientations 
(note that, in this case, MRF includes both mechanical and 
chemical effects at the same time). We do see, however, that 
uniformity in material removal among the different planes 
is improved with a reduction in MR fluid pH and viscosity. 
Moreover, minimal variation in peak and volumetric removal 
rates among the different crystallographic orientations is 
observed when polishing with MR fluid at pH 4 and h . 
47 cP. Further investigation of these results shows that when 
MR finishing the polycrystalline, CVD ZnS material with the 
pH 4 (h . 47 cP) MR fluid, the appearance of pebbles on the 
surface was minimized.

Among all three tested MR fluids, the low-pH, low-viscosity 
MR fluid seems to provide the ideal balance between mechanical 
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and chemical driving forces during MRF, helping to overcome 
the anisotropic nature of polycrystalline CVD ZnS. With that 
said, the use of low-pH and low-viscosity MR fluid also reduced 
dramatically the peak removal rate from +0.16 nm/min at pH 
6 (h . 194 cP) to +0.10 nm/min, at pH 5 (h . 108 cP), and to 
+0.06 nm/min at pH 4 (h . 47 cP). It is known that an acid or a 
base can be used as a dispersing agent when added to an aque-
ous suspension since it increases the particles’ zeta potential 
and shifts the suspension to a pH region far from its isoelectric 
point (IEP).27 In our case, the fluid described in Table 144.I has 
an IEP at +pH 10 (Ref. 16); therefore, the lower the fluid pH, 
the less viscous it is. In addition, lower viscosity leads to lower 
contact shear stresses (where the strain value remains constant), 
confirming the previous result that the MRR is driven by shear 
contact stresses.28

Lower viscosity of the fluid causes the MR fluid ribbon 
to expand to the sides under applied normal pressure from 
the workpiece’s surface. Also, lower viscosity affects the 
spot’s geometry. A supportive observation for this is given in 
Fig. 144.17—a Mark IV laser interferometer image of single-
crystal plane (100) spotted with the three MR fluids at pH 6, 5, 
and 4. We clearly see the difference in the spots’ dimensions. 
At pH 6 the spot is very narrow and deep caused by stiff and 
viscous ribbon; at pH 5 the spot is wider and shallower; and at 
pH 4 the spot is the widest and shallowest among the three. This 
was observed for all spotted single-crystal and polycrystalline 
substrates. By achieving the ideal balance between mechanical 
and chemical forces, we also produced a low MRR, making 
our MRF process slower.

The pre-polished surfaces of both single-crystal planes 
and polycrystalline CVD ZnS polished with our altered MR 
fluids were roughened at all pH values, as expected (because 
of the lack of polishing abrasive in our fluids). In particular, 
roughness increased with an increase in pH. Lineout profile 
roughness shows smoother surfaces (50%-smaller rms) than 
the areal value (as a result of avoiding the MRF grooves on 
the surface caused by lack of part rotation), but they are still 
relatively high for the single-crystal planes and even higher for 
the polycrystalline material. It seems that the zirconia present 
in the coating and as free particles in the MR fluid and the lack 
of polishing abrasives cause the relatively high surface rough-
ness. Zirconia is not the kind of abrasive that is commonly 
used in the MR finishing industry. Commercial MR fluids 
usually contain nanodiamond, ceria, or alumina abrasives.29 
Further experiments with additional types of abrasives will 

try to achieve higher removal values and smoother surface 
roughness, in addition to improving the surface texture that 
was observed here.

Conclusions
The physical basis for anisotropy of polycrystalline CVD 

ZnS was investigated using four single-crystal orientations. 
Microhardness and chemical etching results for the single-
crystal ZnS planes identified variations among the planes 
and the (111) crystallographic orientation as the most-unique 
orientation. This can be explained by our theoretical calcula-
tions of planar and bond densities, which show the differences 
in the number of Zn and S atoms and Zn–S bonds between 
the different planes. During MRF, anisotropy in the MRR 
among the single-crystal planes was also observed. The dif-
ference among the four orientations could provide a scientific 
explanation for the surface-texture issues experienced during 
MRF of CVD ZnS.

Changing the zirconia-coated–CI MR fluid pH affects the 
fluid viscosity and the overall material-removal rate. Moreover, 
variations in the MRR between the single crystals are mini-
mized when polishing with fluid at a pH +4.22 and an off-line 
viscosity of +47 cP. Roughness was also minimized with this 
type of fluid at pH 4, although overall it is relatively high. When 
the polycrystalline, CVD ZnS surface was MR finished with 
pH 4, 5, and 6 MR fluids, we saw a reduction in surface texture 
and roughness as the fluid pH and viscosity went down. The 
least degree of surface texture and roughness was obtained with 
a pH 4 MR fluid as a result of relatively uniform MRR among 
the single-crystal planes under these conditions.

It is clear from our results that there is an optimal balance 
between mechanical (crystallography, strain rate, viscosity) 
and chemical (pH) effects in the MRR of ZnS. A relatively low 
pH minimizes variations in the MRR among different crystal-
lographic orientations. We have also shown that the CI corro-
sion can be significantly reduced by using our zirconia-coated 
particles at such a low pH.
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Introduction
Experience with spherical cryogenic targets at the Labora-
tory for Laser Energetics (LLE) has led to the conclusion that 
mechanical vibrations of National Ignition Facility (NIF)–scale 
cryogenic direct-drive targets must be anticipated and mitigated 
in order to achieve the required implosion quality. Controlling 
the target position and isolating vibration sources with a closed-
loop control system require a target position metrology system 
and an actuator for active vibration compensation. The chief 
concern with closed-loop control is the limitation placed on the 
metrology system because of the unique inertial confinement 
fusion (ICF) experimental environment at the NIF. At LLE, 
high-speed cameras mounted on the target chamber walls are 
used to track the location of ICF targets. At the NIF, mounting 
locations for a similar target tracking system cannot be guaran-
teed, so an alternative target position sensor must be designed. 
The sensor must be able to operate in high vacuum at cryogenic 
temperatures without interfering with diagnostics, beam paths, 
or general functioning of NIF cryogenic direct-drive targets. 
This article proposes to integrate the sensor into the target 
assembly. Lastly, the nature of ICF experiments means that any 
sensor close to the target will be destroyed after every experi-
ment, so the sensor must be easily replaceable and economical.

A strain-based target position metrology system is presented 
here. By measuring the strain on the target support stalk, the 
position of the target stalk’s tip can be calculated with solid 
mechanics, i.e., Euler–Bernoulli beam theory. Using geometry 
and dynamic models, the position of the target stalk’s tip can 
then be related to the target capsule’s position. A small fiber-
based strain gauge will make it possible to deliver the strain 
sensor within the target package assembly.

Strain measurements are important for monitoring many 
engineering applications, such as strain in bridges to predict 
failure and structural health. Many different strain-measurement 
techniques are available, such as mechanical-strain gauges, 
resistive-strain gauges, piezoelectric elements,1 capacitive-

Interferometric Strain Measurements with a Fiber-Optic Probe

strain gauges, vibration-based strain gauges, and fiber Bragg 
gratings (FBG’s),2 among other more-specialized applications.3 
Choosing the most-appropriate sensor is driven mainly by 
cost, environment, and required resolution. ICF experimental 
results deteriorate for target motions of more than 10 nm of 
target displacement relative to the beam focus. Based on this, 
a 1-nm target displacement resolution becomes the design 
goal, which is equivalent to #2-ne resolution at the base of 
the hollow support stalk. In addition, for use in a closed-loop 
control positioning system, the metrology system’s sampling 
rate must be at least 1 kHz in order to exceed the Nyquist fre-
quency determined by the first natural frequency of the target 
and its support structure.

In 1978, Butter and Hocker4 developed a single-mode 
optical-fiber strain metrology system, although the system was 
limited by manual fringe counting and fiber management. The 
research presented here expands on this work by developing a 
novel fiber-optic heterodyne interferometer and a single-mode 
(SM) optical-fiber strain probe. The SM fiber probe is bonded to 
the target support stalk and is subjected to strain as the target is 
displaced. As the optical path length (OPL) of the measurement 
arm of the interferometer changes because of applied strain, 
the interferometer measures the resulting phase shift. The 
measured phase shift can then be used to calculate target posi-
tion in a closed-loop control setup. The system also allows for 
remote sensing, so that the interferometer itself can be located 
in a thermally stable, vibration-isolated environment with an 
optical-fiber link between the probe and the interferometer. 
The new probe is economical, has high resolution and range 
when coupled with the fiber-optic heterodyne interferometer, 
and is compatible with the high-vacuum, cryogenic environ-
ment found in the target chamber. Finally, the interferometer 
can be linked to length standards of the National Institute of 
Standards and Technology by using a frequency-stabilized laser 
source for full traceability of any measurements. The following 
theory relates the strain applied to the single-mode fiber and 
the measured OPL change. 
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Mathematical Theory
To measure target position with a strain sensor, the relation 

between the applied strain and the resulting OPL change must 
be derived. A simple experimental setup uses a sensor bonded 
to a cantilevered beam. With this mathematical framework, the 
measured OPL change in a fiber strain gauge can be correlated 
to the cantilevered beam-tip displacement. The OPL of a beam 
of light is equal to 

	 ,L nLo = 	 (1)

where n is the effective index of refraction of the material and 
L is the physical path length. The change in the optical path 
length in optical fiber, in response to an applied strain and 
temperature change, is

	 ,L n L L noD D D= + 	 (2)

where DL and Dn are given by
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where e is the applied strain, DT is an applied temperature 
change, a is the coefficient of linear expansion for the material, 
p n p p p 22

12 11 12e -o= +_ i7 A  is the effective strain-optic coef-
ficient,5 and g is the temperature-optic coefficient. Substituting 
Eq. (3) into Eq. (2) the OPL change becomes

	 e ,L L p T1o o e- a gD D= + +_ _i i8 B 	 (4)

where Lo = nL is the original optical path length. If there are 
nonuniform strains, the OPL change is written as

	 e ,L n p x TnL1 d
x

x

o e
1

2
- a gD D= + +$_ _i i 	 (5)

where x1 and x2 are the start and end points of the probe (seen 
in Fig. 144.24). If the fiber is isotropic and linear elastic and has 
a large length-to-width ratio, the Euler–Bernoulli beam theory 
applies and the strain at a longitudinal position x is given by

	 e ,EI
Mc

EI

F L x c-
= =

_ i
	 (6)

where F is the end applied force, L is the original length of the 
substrate, c is the transverse location of interest measured from 
the neutral axis, E is the elastic modulus of the fiber, and I is 
the second moment of area of the system. The displacement of 
the beam’s tip can be related to the applied force with a one-
degree-of-freedom spring approximation

	 ,F
L

EI
y

3
3 tip= 	 (7)

where F is the end applied force. Equation (7) applies only to 
a cantilevered substrate, and an alternate relation is required 
for differing boundary conditions. Combining Eqs. (5)–(7), the 
OPL change becomes
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which relates the tip displacement of a substrate cantilever 
and a temperature change to an OPL variation in a fiber probe 
bonded to the surface of a cantilevered substrate. 

Now that we have a relation between a measured change in 
the optical path length and the tip displacement [Eq. (8)], the 
OPL change must be related to the phase shift measured with 
the heterodyne interferometer. A phase change measured with 
a heterodyne interferometer is related to the OPL change by

	 ,
N L2 o

z
m

r
D

D
= 	 (9)

where Dz is the phase shift and m is the wavelength of the light 
in use.6 Substituting Eq. (8) into Eq. (9),
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allows one to calculate the target position by measuring a phase 
shift with a heterodyne interferometer. The optically measured 
tip displacement used in this work is

	 ,y N
L

cn p L x x2 3 1 d
x

x3 1
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which is Eq. (10) rearranged with DT assumed to be negligible. 
The equivalent of Eq. (11) for the resistive-strain gauge is

	
e
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3 3

3

res -
= _ i 	 (12)

where e is the measured strain and x3 is the location of the 
center of the strain gauge. The geometric and optical param-
eters in Eqs. (11) and (12) are listed in Table 144.IX. Equa-
tions (11) and (12) constitute the mathematical basis required 
for testing. The calculation of tip displacement, and not simply 
a comparison of strain measurements, is required because the 
resistive and optical-strain gauges are of different sizes and 
are mounted in different locations on the tested cantilevered 
beam. The next section details the construction of a suitable 
fiber probe that will function as the measurement arm of the 
heterodyne interferometer.

Table 144.IX:	 Table of constants in Eqs. (11) 
and (12). Geometry was mea-
sured with a digital micrometer.

c 1.625 mm

L 260 mm

x1 51.5 mm

x2 200.2 mm

x3 7 mm

h 1.515

pe 0.284

Probe Design
Encompassing the measurement arm of a heterodyne inter-

ferometer in SM optical fiber provides the advantages of high 
resolution and range in the metrology system, customizable 

probes that can be easily replaced with standard fiber connec-
tors, and remote sensing. SM fiber was chosen over other fiber 
types because its small diameter will least affect the dynamics 
of the target structure. 

The constructed probes consist of a fiber-optic connector/
physical contact (FC/PC) connector from Fiber Instrument 
Sales, Thorlabs SM 600 fiber, and Fiber Instrument Sales SM 
fiber ferrules. The fiber is stripped of the acrylic coating and 
epoxied into the FC/PC connector, which is ground and polished 
once the epoxy has had ample time to dry. The other end of the 
fiber probe is then stripped and epoxied into a bare FC/PC fiber 
ferrule. Again, once the epoxy has had ample time to dry, the 
ferrule is ground and polished to obtain an optically flat surface. 
The bare ferrule end of the probe is then coated with a reflective 
material; sputter-coated gold, platinum, and evaporative-coated 
aluminum have all been used. The reflective coating provides a 
measurement signal in the interferometer for this application, 
although alternative setups are also possible to measure the 
transmitted signal through a strained portion of fiber.

Multiple probes were constructed, although it was difficult to 
polish bare FC/PC fiber ferrules, resulting in low power-mea-
surement signals. A few satisfactory probes were constructed, 
however, and subsequently mounted to an aluminum ruler for 
testing. A fiber-contained interferometer was then constructed 
to measure the OPL change in the fiber strain probe as it is 
strained. A sample fiber strain probe can be seen in Fig. 144.25.
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Figure 144.25
A sample single-mode (SM) fiber strain probe. The fiber-optic connector/
physical contact (FC/PC) connector can be seen on the right and an aluminum-
coated ferrule on the left.

Interferometer Design
A fiber-contained heterodyne interferometer has been 

designed to interface with an optical-strain probe that func-
tions as the measurement arm of the interferometer. The optical 
design is based on the free-space heterodyne interferometer 
designed by Gillmer,7 which obtained a resolution of the order 
of 1 to 5 nm. The heterodyne interferometer was chosen over 
other options, such as a homodyne interferometer, because of 
the relative power insensitivity of phase measurements and the 
ability to resolve displacement direction.
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A fiber-optic interferometer minimizes alignment time and 
effort and allows for a compact, flexible design; a schematic 
of the optical design is seen in Fig. 144.26. Instead of beam 
splitters in free space, two 2 # 2 polarization-maintaining 
(PM) fiber-optic couplers were used. As seen in Fig. 144.26, 
a Thorlabs HRS0145 frequency-stabilized HeNe laser passes 
through a free-space beam-splitting cube; each beam then 
passes through an Isomet acousto-optic modulator (AOM). 
The first-order beams are selected from each AOM, impart-
ing a frequency shift of 80 MHz and 80.07 MHz to create a 
70-kHz split frequency between the measurement and reference 
beams. The 70-kHz split frequency was chosen based on the 
bandwidth of the lock-in amplifiers (LIA’s) used in testing. The 
two beams are then launched into the PM fiber couplers with 
Thorlabs PAF-X-5-B fiber launchers. The reference arm of the 
interferometer is created by putting one FC/PC output of one 
coupler into optical contact with a plane mirror. The measure-
ment arm of the interferometer is created by connecting the 
SM fiber probe to the PM coupler. Two photodiodes are used 
to acquire the measurement and reference signals, which are 
passed to a Stanford Research Systems SR830 LIA. The phase 
shift and power from the output of the LIA are calculated as 

	 ,P X Y2 2= + 	 (13)

	 ,tan X
Y1z = - b l 	 (14)

where P is the measurement signal power and z is the phase 
shift between the reference and measurement signals wrapped 
from –r/2 to r/2. The phase is then unwrapped with Matlab and 
used with Eq. (10) to calculate the tip displacement of a cantile-
vered beam. The X and Y outputs of the LIA were recorded with 
an NI CDaQ 9174 with an NI 9125 voltage module installed; 
an NI 9325 strain module was used to record a resistive-strain 
gauge signal for reference. 

The stability of the interferometer was assessed by removing 
the SM probe from the measurement arm and, instead, putting 
the coupler fiber connector in optical contact with a plane mirror. 
The OPL difference between the two arms of the interferometer 
over a 30-s time interval is seen in Fig. 144.27. The test shows 
that there is drift of the order of 70 nm within the interferometer 
itself, even with passive environmental isolation, which limits the 
resolution of current measurements. Even with this limitation, 
testing continued to measure the displacement of a cantilevered 
beam. It is important to note that the interferometric phase 
measurement does not measure an absolute position but rather 
a displacement from an assumed reference point. 

1.	 Strain Measurements
Strain measurements were taken using a cantilevered alu-

minum beam substrate (260 mm # 25.4 mm # 3 mm) with the 
SM fiber strain probe and heterodyne interferometer, along with 
a resistive-strain gauge for reference. The voltage data from 
the LIA and measurements by the resistive-strain gauge were 
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Figure 144.26
Schematic of the optical design of the fiber-contained heterodyne interfer-
ometer: (1) frequency-stabilized HeNe laser; (2) nonpolarizing beam splitter; 
(3) acousto-optic modulator; (4) fiber launcher; (5) polarization-maintaining 
(PM) patch cable; (6) FC/PC-to-FC/PC connector; (7) 2 # 2 PM fiber coupler; 
(8) plano mirror reference; (9) to measurement arm/probe; (10) reference 
photodiode; and (11) measurement photodiode.

Figure 144.27
A stability test of the fiber-contained interferometer measuring the optical-path–
length (OPL) difference between two fixed arms of the heterodyne interferometer.
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both recorded with the NI CDaQ 9174. A static measurement 
(Fig. 144.28) was taken while the end of the test cantilever was 
held in place. The static resistive-strain gauge measurement has 
significant high-frequency noise, whereas the optical measure-
ment is subject to low-frequency noise and measurement drift. 
The low-frequency noise in the optical measurement could be 
caused by higher-order bending modes of the pinned beam, 
which are not taken into account by Eq. (11). Static measure-
ments show that the noise floor of the optical-strain gauge is 
below that of the resistive-strain gauge used here.

 Two quasi-static tests, each obtained by displacing the tip 
of the substrate cantilever with 90° rotations of a 1/4–20 uni-
fied national coarse (UNC) screw, are seen in Fig. 144.29 
with offsets for clarity; the total displacement of each test was 
nominally 1.27 mm. The measured displacements calculated 

from the resistive- and optical-strain measurements agree on 
the whole, although the optical measurements may be subject 
to dynamic effects seen in the bottom plot in Fig. 144.29. If 
the two calculated tip displacements are plotted against each 
other (Fig. 144.30) with a linear fit, a clear linear relationship 
is observed between the two displacements. The noise of this 
comparison is again governed by the noise of the resistive-
strain gauge. The error from the linear fit in Fig. 144.30 is 
seen in Fig. 144.31.

Dynamic testing was completed by impulse loading the 
free end of the cantilevered beam. When pinged, the beam-tip 
calculations should show harmonic decay as the canitlever is 
left free to vibrate. The calculated resistive-strain gauge tip 

Figure 144.28
Strain measurements of a statically held cantilever. The noise floor is signifi-
cantly higher for the resistive-strain gauge than for the optical-strain gauge.
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Figure 144.29
Calculated tip displacements from measured optical probe and resistive-strain 
gauge strains from a fiber-contained heterodyne interferometer when the beam 
tip is displaced with a 1/4–20 screw in r/2 increments. The data for each of 
the tests are offset for clarity.
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Figure 144.30
Calculated optical and resistive-tip displacement when the beam tip is dis-
placed with a 1/4–20 screw.
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Figure 144.31
Calculated tip-displacement error between optical-probe and resistive-strain 
gauge measurements from a fiber-contained heterodyne interferometer when 
the beam tip is displaced with a 1/4–20 screw.
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displacement of a dynamic measurement (Fig. 144.32) clearly 
exhibits the expected harmonic decay; however, the optical 
measurement encounters a difficulty with dynamic measure-
ments. The power and phase measurements from the LIA, 
seen in Figs. 144.33 and 144.34, respectively, do not clearly 
exhibit harmonic decay. The power of the optical measurement 
signal approaches zero at a number of points in the dynamic 
test, resulting in phase jumps. In practice, this would mean 
the location of the target would be lost and any closed-loop 
stabilization system would fail.

Discussion
Calculated tip displacements in Fig. 144.34 show that the opti-

cal-strain gauge measurements agree with the reference resistive-
strain gauge values for semi-static experiments. The assumption in 
Eq. (11) that there is no temperature drift may be responsible for 
some of the measurement error; shorter time-scale testing could 
mitigate temperature drift. There are two primary sources of error 
in the interferometer: environmental drift within the interferometer 
and error seen in testing. Environmental temperature variations 
and vibrations can be mitigated by minimizing the length of fiber 
in the interferometer and by instituting improved environmental 
isolation for both the interferometer and experimental setup. The 
error seen in testing (Fig. 144.31) is largely governed by the noise 
in the resistive-strain gauge; however, qualitative evidence implies 
that there is a dynamic effect in which the strain rate affects the 
measurement and/or that the constants seen in Table 144.IX are 
incorrect. Dynamic measurements with the optical sensor were 
not successful because of measurement-signal power loss. As the 
sensor is displaced, stress birefringence in the fiber could modify 
the polarization state of the light. As the polarization state in the 
measurement arm is varied and the reference arm polarization 
state kept relatively constant, two orthogonal polarization states 
could be present, resulting in the absence of an interference sig-
nal and causing the measurement power loss and phase jumps. 
Measurements with a polarimeter show that the polarization state 
of the light is significantly varied after passing through the fiber 
probe, lending credence to this explanation for the measurement 
power loss in dynamic measurements. The failure of the sensor 
in dynamic measurements precludes its use for target position 
metrology at this time, although other applications for the sensor 
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Figure 144.32
Calculated resistive-strain gauge tip displacement of a dynamic test. Harmonic 
decay can be clearly observed.
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Figure 144.33
Power of the lock-in-amplifier’s (LIA’s) measurement signal for the optical 
metrology system of a dynamic test. The measurement power approaching 
zero results in a loss of measurement signal.
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Figure 144.34
Phase of the LIA measurement signal for the optical metrology system of 
a dynamic test. Phase jumps are seen whenever the power in Fig. 144.33 
approaches zero.
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such as high-resolution, semi-static strain monitoring at cryogenic 
temperatures exist.

The main advantage of the optical sensor is the higher reso-
lution when compared to the resistive-strain gauge used here. 
Common strain gauges routinely obtain resolutions of .2 ne 
(peak to peak), which is equivalent to 28 nm of tip displace-
ment in this experiment. The resolution of the optical-strain 
gauge is limited by the phase measurement of the LIA, which 
has a stated resolution of 0.01°—equivalent to a 54.5-ne resolu-
tion limit of the optical-strain gauge with this test geometry. 
In practice, the resolution of the optical-strain gauge is worse 
because of the environmental effects, namely the drift seen in 
Fig. 144.27, although the resolution of the fiber probe sensor 
is .0.8 ne (peak to peak), or 11 nm of tip displacement in 
this experiment, which will substantially increase with envi-
ronmental isolation. The heterodyne application does not lend 
itself to easy multiplexing because of the drastic increase in 
required source power and additional optics detectors. Essen-
tially, for each sensor, the fiber-contained interferometer must 
be copied and the source power increased. Although the optical 
design allows for remote sensing, any temperature changes, 
strains, or vibrations along the entire measurement path will 
be measured as a phase change. Great care must be taken to 
ensure that only the area of interest is under measurement. One 
method to ensure this is to create a differential measurement 
system with a second fiber-based sensor that measures the 
OPL change up to the area of interest (i.e., two interferometric 
strain measurements).

Future Work
Minimizing the lengths of fiber in the interferometer requires 

custom-made components that cannot be fabricated onsite. 
Improved environmental control will be implemented for 
further testing to minimize environmental drift in the interfer-
ometer. Further stress-optic modeling and dynamic testing of 
the strain probe are required for dynamic applications.

Conclusion
A new optical-based strain metrology system consisting of 

a SM fiber strain probe and a fiber-contained heterodyne inter-
ferometer has been discussed. A resolution limit of 54.5 ne has 
been shown for the optical-strain gauge, compared to 2000 ne 
for a common resistive-strain gauge. A governing theory for 
the conversion of an optical phase change to the displacement 
of the tip of a cantilevered beam has been derived. Successful 
static and quasi-static experimental results have been presented 

and the operation of the metrology system discussed. Drift in 
the interferometer, attributed to long fiber lengths and ambient 
environment fluctuations, limited the resolution of the optical 
measurements. Dynamic measurements were unsuccessful 
because of measurement signal power loss, precluding the 
use of the system for target position metrology without fur-
ther work. The strain sensor described here is an alternative 
to established strain metrology methods for demanding and 
extreme environments, such as cryogenic environments at LLE, 
for specific applications.
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Introduction
The Seventh Omega Laser Facility Users Group (OLUG) 
Workshop, held on 22–24 April 2015, attracted 110 research-
ers (capacity limited) from around the world. The purpose of 
the 2.5-day workshop was to facilitate communications and 
exchanges among individual OMEGA users and between users 
and the Laboratory for Laser Energetics (LLE) management; to 
present ongoing and proposed research; to encourage research 
opportunities and collaborations that could be undertaken at 
the Omega Laser Facility and in a complementary fashion at 
other facilities [such as the National Ignition Facility (NIF) or 
the Laboratoire pour l’Utilisation des Lasers Intenses (LULI)]; 
to provide an opportunity for students, postdoctoral fellows, 
and young researchers to present their research in an informal 
setting; and to provide feedback from the users to LLE manage-
ment about ways to improve and keep the facility and future 
experimental campaigns at the cutting edge. The interactions 
were wide-ranging and lively, as illustrated in the accompany-
ing photographs.

The Seventh Omega Laser Facility Users Group Workshop

Figure 144.35
The Omega Laser Facility Users Group Workshop attracted 110 researchers from around world.
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Figure 144.36
Welcoming remarks were made by LLE Director Robert L. McCrory.

OLUG consists of over 400 members from 55 universi-
ties and 35 research centers and national laboratories from 
21 nations from 4 continents. Member affiliations can be found 
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at http://www.lle.rochester.edu/media/about/documents/
OLUGMEMBERS.pdf. OLUG is by far the largest users 
group in the world in the field of high-energy-density (HED) 
physics and also one of the most active.

The first two mornings of the workshop comprised six sci-
ence and facility presentations. The facility talks proved espe-
cially useful for those unfamiliar with the art and complexities 
of performing experiments at the Omega Laser Facility. Since 
the facility is constantly evolving and improving, even expe-
rienced users significantly benefited from these updates. The 
overview science talks, given by leading world authorities, 
described the breadth and excitement of HED science either 
being currently undertaken at the Omega Laser Facility or well 
within the reach of the facility with improvements or upgrades. 
Of particular interest was a first-day presentation by Dr. Keith 
LeChien, Director for Inertial Confinement Fusion (ICF) for 

the National Nuclear Security Administration (NNSA), who 
presented the NNSA viewpoint of the users’ workshop.

A total of 63 students and postdoctoral fellows, 46 of whom 
were supported by travel grants from the NNSA, participated in 
the workshop. The content of their presentations encompassed 
the spectrum from target fabrication to simulating aspects of 
supernovae; the presentations generated spirited discussions, 
probing questions, and friendly suggestions. In total, there were 
70 contributed papers, most of which were presented by students.

An important function of the workshop was to develop a 
set of Findings and Recommendations (p. 204) to help set 
and define future priorities for the Omega Laser Facility. They 
were grouped into three broad areas: OMEGA EP, 60-beam 
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Figure 144.37
Additional welcoming remarks were presented by University of Rochester 
Dean Robert Clark.
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Figure 144.38
Dr. Keith LeChien presented the NNSA perspective.
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Figure 144.40
Dr. M. S. Wei discussed research in high-energy-density physics at the 
Omega Laser Facility. Dr. Wei has been a strong advocate for the Findings 
and Recommendations regarding opposing beams on the OMEGA EP laser.
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Figure 144.39
Distinguished physicists, such as Professor Stefano Atzeni, presented frontier 
research within reach of the Omega Laser Facility.
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OMEGA, and general facility improvements and the accessi-
bility and transparency of OMEGA operational information. 
LLE management uses these recommendations as a guide 
for making decisions about Omega Laser Facility operations, 
priorities, and future changes. In addition, the status of these 
OLUG Findings and Recommendations was updated and 
reviewed at a satellite evening meeting during the fall Ameri-
can Physical Society’s Division of Plasma Physics Conference 
(Savannah, Georgia, 16–20 November 2015). They will also 
form the grist for the forthcoming workshop.

One highlight of the workshop, as in past workshops, was 
the panel of students and postdocs who discussed their experi-
ences at the Omega Laser Facility along with their thoughts and 
recommendations on facility improvements. Engaging discus-

sions sparked by this forum resulted in the student/postdoctoral 
recommendations for the facility.

The Wednesday evening session featured a tutorial on 
VISRAD—a program for visualizing the target, laser, and 
diagnostics configuration on OMEGA, as well as on the NIF.

For the third time, posters were presented by LLE’s Summer 
High School Research Program students. Participants found 
their work impressive!

Finally, one of the important decisions made at the workshop 
was the selection of 27–29 April 2016 as the date of the next 
workshop. Planning for this event has already begun.

Several of the Findings and Recommendations of past 
workshops were either completed or are well underway. Some 
of the most-recent accomplishments, including improvements 
in pulse shaping and dynamic bandwidth reductions, energy 
on target, beam timing, distributed phase plates (DPP’s), and 
diagnostics for the hot-spot pressure measurements. These 
improvements would benefit all users conducting experiments 
at the Omega Laser Facility. 

The photographs on the following pages provide a representa-
tive sampling of the workshop’s talks, interactions, and ambience.

Summary of OLUG Findings and Recommendations
1.	 Findings and Recommendations from the Student/

Postdoc Panel
Each year at the OLUG workshop, a group of students and 

postdocs lead a discussion with the community on topics rel-
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Figure 144.41
LANL’S Dr. Ray Leeper discusses aspects of ignition capsules based on 
wetted foams.
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Figure 144.42
Lois Buitano of NNSA discussed issues with participants. Lois has attended 
and actively supported all OLUG workshops since they began seven years ago. 

Figure 144.43
Peter Norreys and Johan Frenje (not shown) led a spirited discussion about 
the Findings and Recommendations.
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evant to young researchers, including the organization of the 
workshop, recommendations for the facility, and broader topics 
in the HED community.

This year’s workshop was the second one with a Wednesday 
evening “tutorial” session; the panel strongly recommends that 
this session continues. We propose that the topic next year 
covers diagnostic capabilities and techniques relevant to the 
OLUG community, with a series of round-table discussions 
led by experts. We also recommend that the workshop rein-
state a career session or resources aimed at the students and 
postdocs, possibly including overview talks from representa-
tives of the national labs plus a job board. The student/postdoc 
representative will organize these events at the 2016 workshop, 

in consultation with the rest of the executive committee and 
OLUG community.

The panel recognizes an effort by LLE to improve and 
modernize several aspects of the web-based resources available 
to users. We strongly recommend that this work continue. We 
also recommend that LLE implement two new capabilities. 
First, an ability to search upcoming proposals by keywords 
or configuration parameters, which would help facilitate ride-
along experiments. Secondly, we recommend that there be the 
capability for diagnostic experts to post simple codes that would 
be available to the community—for example, to parse files or 
visualize specific types of data.
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Figure 144.44
Sixty-three students and postdoctoral fellows, 
some of whom are pictured here, participated in the 
2015 Omega Laser Facility Users GroupWorkshop.
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Figure 144.45
Seventy posters were presented in three different poster sessions—the vast 
majority by students and postdocs.
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Figure 144.46
The posters ran the gamut from laboratory astrophysics to high-end simula-
tions to diagnostic development. Here MIT undergrad Emily Armstrong 
explains the functioning of a low-energy proton spectrometer.
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LLE Response: LLE recognizes the value of the student 
workshop and will provide a speaker for the proposed topic 
at the 2016 OLUG Annual Meeting. LLE also recognizes the 
value of improving web-based resources and will continue to 
improve and expand those capabilities. The LLE effort is being 
managed within the Omega Informatics Group (R. Kidder). 
The importance of the specific requests for search criteria, file 
uploading and parsing, and visualization is recognized; these 
items are currently being implemented and LLE appreciates 
the focused specificity of the request.
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Figure 144.47
Presentations were given by two of LLE’s 2014 Summer High School Researchers.
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Figure 144.48
Awards for outstanding posters were presented to ten students and postdocs.

2.	 Smaller-Diameter Phase Plates (400 to 500 nm)  
on OMEGA EP
One or more smaller phase plates are requested to be avail-

able for use on OMEGA EP. The requested phase-plate pro-
file is eighth-order super-Gaussian with a diameter of 400 to 

500 nm (95% energy content). The final spot size requested 
would be dependent on modeling of the final beam profile, with 
smaller spot sizes being preferred.

LLE Response: A phase-plate design with a 400-nm spot size 
was completed at the end of FY15 and a substrate was ordered. 
The Q2FY16 delivery is possible as of 1 October 2015. Addi-
tional substrates will be available in FY16 for DPP imprinting 
and these will be imprinted as funds allow. As of 1 October 2015 
the funding for additional imprinting is not available.

3.	 Capability to Measure Low-Energy, Low-Yield Charged-
Particle Spectra with High Resolution
The added capability to measure charged-particle spectra at 

low yield (105 to 108) and low energy (E < 5 MeV) with high 
resolution is requested. We propose that a ten-inch–manipula-
tor (TIM)-based, compact charged-particle spectrometer be 
implemented to fulfill this role. Current charged-particle spec-
trometers at the Omega Laser Facility are capable of measuring 
high-energy charged particles for yields from +106 upward, 
and low-energy charged particles for yields from +108 upward 
(Table 144.X). The new detector would complement the existing 
charged-particle detector suite by adding a missing capability.
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Figure 144.49
The young-researchers panel and town meeting is one of OLUG’s most 
important sessions.

Table 144.X:	 Current charged-particle spectrometers include the 
wedge-range filter (WRF) spectrometer, the charged-
particle spectrometer (CPS), and the magnetic recoil 
spectrometer (MRS) run in charged-particle mode.

Diagnostic Particles Energy Yield

MRS p, D 6 to 30 MeV $107

CPS a, p, D, … 0.1 to 30 MeV $108

WRF p 4 to 20 MeV $106
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LLE Response: MIT has the lead on the design and construc-
tion of the low-energy, low-yield charged-particle spectrometer. 
The prototype design at MIT is named the “Mini Orange Spec-
trometer” and is expected to fulfill this request when imple-
mented on OMEGA. LLE will support implementation and 
has assigned C. J. Forrest for additional LLE scientific support. 

4.	 Improved Capability to Measure the Low-Energy Neutron 
Spectrum at Omega
This request is to improve the existing capability to measure 

low-energy neutron spectra in a DT background at Omega. 
These spectra are currently measured with a neutron time-
of-flight (nTOF) scintillator detector on a collimated line of 
sight in LaCave.1 Proper operation of this detector requires a 
clear line of sight in TIM-6, precluding use of TIM-6 for other 
diagnostics such as neutron imaging, which can also operate 
only in TIM-6. Requested improvements: 

(a)	 Dedicated, reoccurring x-ray and low-tR DT and DD 
neutron-producing shots to determine the response of the 
detector and track sensitivity changes over time.

(b)	 An effort to understand the impact of rescattering on a 
measurement: how much does, e.g., a diagnostic in TIM-4 
impact the measurement at low energy in TIM-6?

(c)	 An effort to validate signal output versus neutron energy, in 
particular with regard to the simulated correction required 
for material in the line of sight, which varies more than 
25% as a function of energy and is highly structured in the 
important region below En = 2 MeV.

(d)	 Optimize the capability to measure the neutron spectrum 
below 2 MeV. This is a very challenging measurement 
and requires, e.g., MCNP simulations to address where 
on OMEGA the background is small enough and whether 
or not an evacuated line of sight is needed. The choice of 
detector technology should also consider the capability to 
measure these low-statistics signals at late flight times.

(e)	 Implementation of a second detector on a non-TIM–based 
line of sight for complementary measurements, considering 
the information from point (4).

LLE Response: Item 4(a) has been assigned to J. P. Knauer. 
Item 4(b) is complete; see C. J. Forrest for results. Item 4(c) 
is being investigated by C. J. Forrest with SUNY Geneseo; 
scintillator light output versus neutron deposition is being 
characterized. Item 4(d) has been assigned to C. J. Forrest; 

the FY16 project LowEnSpec to install a vacuum tube on the 
TIM-6 line of sight was deferred due to available resources. 
Item 4(e) is underway (project 2nTOFrhoR, V. Yu. Glebov). 

5.	 Continue to Allow Spectroscopy of High-Z,  
Open-Geometry, Plasmas 
To accomplish their science, OMEGA users have a strong 

need to be able to continue to make spectroscopic measure-
ments of high-Z, open-geometry targets. An extension to closed-
geometry targets would enable novel scientific explorations. 
The User Group encourages the Omega Laser Facility manage-
ment to advocate for these capabilities on behalf of the users. 

LLE Response: LLE concurs with the OLUG finding 
regarding x-ray spectroscopic measurements of open-geometry 
targets and their extension to closed geometry. While the 
management supports less-restrictive guidance in this field, 
LLE must, of necessity, continue to abide by the classifica-
tion guidelines.

6.	 Beam Blocks on OMEGA
This request is to increase the number of beam blocks on 

OMEGA. For specific experiments (with low-density foam tar-
gets, for example), a part of the laser energy could be transmit-
ted and go to the opposite port. Beam blocks are set up on the 
opposite port to stop the beam light and avoid facility damages.

LLE Response: LLE has budgeted for nine additional beam 
blocks and will acquire them in FY16. They are expected to be 
available for the Q4FY16 experiment (J. Kwiatkowski). 

7.	 Optical Diagnostic on OMEGA EP to Characterize 
Laser–Plasma Instabilities 
Implementing optical diagnostics is requested on OMEGA EP 

to measure reflected- and scattered-light spectra and energy. 
Specifically, backscatter measurements of one or two UV beams 
equipped with a full-aperture backscatter station (FABS)2 are 
requested to provide time-resolved spectra recorded on several 
streaked spectrometers covering the wavelength ranges of 
353!3 nm for stimulated Brillouin scattering (SBS), +500 to 
700 nm for stimulated Raman scattering (SRS), and 234!4 nm 
for 3~/2 emission from the two-plasmon–decay (TPD) instabil-
ity. In addition, measurements of near-backscatter light outside 
the FABS aperture by a near-backscatter image (NBI)3 and 
time-integrated scatter calorimeters (SCAL’s) are also desired 
on OMEGA EP to obtain information on the overall laser energy 
coupling to targets. The setup of the optical diagnostic system 
can be identical or similar to those already available on OMEGA 
or the NIF. 
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LLE Response: The designs of the OMEGA and NIF back-
scatter stations do not readily overlay onto the OMEGA EP 
architecture. A project to build OMEGA EP FABS was pro-
posed but was deferred because the estimated cost was exces-
sively high and the engineering challenges daunting (one to 
two years). LLE acknowledges the importance of backscatter 
diagnostics and is working to identify a path for a modest-cost 
path to deploying time-resolved spectra of SRS and SBS. There 
are currently no proposed projects that are achievable within 
resource constraints. LLE is currently reviewing concepts that 
sample sub-aperture portions of the backscattered light and an 
alternate scheme that will not require a major engineering effort. 
Requirements are presently being collected and refined by the 
LLE Plasma and Ultrafast Physics group led by D. H. Froula. 

8.	 Opposing Beam Configuration on OMEGA EP  
to Facilitate a Broad Area of HED Experiments
It is requested that one or more OMEGA EP long-pulse 

UV beams be brought to the opposite side of the chamber to 
establish the opposing-beam configuration. Currently, all four 
long-pulse UV beams on OMEGA EP originate from the same 
front side of the chamber. This fixed-UV-beam configuration 
limits their use and usually compromises energy coupling to the 
driven target because of a large incident angle to the sample. A 
community-wide survey has identified a strong need for the UV 
beam operation with the opposing-beam configuration from 
both internal Principal Investigators (PI’s) at LLE and external 
PI’s from national labs, academic, and private sectors. OLUG 
has strongly recommended its implementation since 2011. 

LLE Response: This request, pending since 2011, is a 
straightforward, low-risk engineering project. The cost has 
been the major hurdle; at approximately $1.8M, it has been 
proposed and cut from the FY14–FY16 budgets. LLE is seeking 
additional funding for this project in FY17. It is recognized as 
a priority item for the user community. 

9.	 Bringing TIM-15 Online for OMEGA EP 
This request is to commission TIM-15 and bring it online 

in the OMEGA EP chamber. The setup would be similar to 
the existing TIM’s. 

LLE Response: TIM-15 is desired by LLE as well. Resource 
limitations restrict starting the project in FY16. It would be 
helpful for knowledgeable users of OMEGA EP to recommend 
locations for the TIM so that when funds do become available, 
the question of optimum location is already determined. LLE 
will host a web conference in Q2FY16 and present the results 
at OLUG 2016. 

10.	 Rotating Frame for the X-Ray Spectrometer
A rotating frame is requested to be implemented to the 

existing x-ray spectrometer (XRS). With a single orientation, 
experiments using the XRS diagnostic are constrained in how 
they can be designed. Using a rotating frame, which has been 
implemented on many other diagnostics, will remove the 
diagnostic orientation constraint, making it easier to design 
experiments requiring spatially resolved spectra. 

LLE Response: This project (LLE-SXS-RSPCA, C. Sorce) 
has been funded for FY16 and is being managed within the 
Experimental Support Group.

11.	 Target Preheat Capability  
for Materials Science Experiments

This request is to implement a system capable of preheating 
a portion of a target prior to firing the main laser and monitor-
ing the preheat temperature. There are a few methods (laser 
heating, induction heating, resistance heating) to preheat a 
section of target, such as the 2- to 3-mm-diam physics package 
of the broadband x-ray diffraction (BBXRD) or powder x-ray 
diffraction image plate (PXRDIP) diagnostics. The temperature 
could likely be measured remotely by using a thermal imag-
ing camera.

LLE Response: LLE is looking to develop and implement 
a system as a joint project with LLNL. The effort is currently 
being coordinated by T. C. Sangster. 

12.	 CR39 Etching/Scanning Capability
Many experiments use a D3He-filled capsule as the proton 

backlighter and CR39 detector. This very powerful diagnostic 
is used for many projects, and many prominent papers are 
written from this data (for example, Ref. 4). Many campaigns 
require this backlighter on OMEGA and OMEGA EP in FY15 
and the following years. The CR39 processing, however, takes 
more than four weeks and sometimes many months. We request 
allocation of more resources to the LLE CR39 etch/scan labo-
ratory to better support an increasing number of OMEGA/
OMEGA EP experiments that will use CR39.

LLE Response: MIT provides strong support and coordina-
tion of the Proton Diagnostic Laboratory and the four-week 
cycle time for this type of data may persist through FY16 
or until improved techniques are available. LLE will work 
to cross-train technicians to support etching and scanning; 
however, CR39-based diagnostics are still not fully integrated 
as “Facility Diagnostics.” LLE does not have the resources 
available to independently support all user requests. 
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13.	 Gas Jet
The installation of a gas jet on OMEGA and OMEGA EP 

is requested to create low-density, ambient plasmas for various 
HED experiments. The low-density ionized plasma environ-
ment is ideal to study the plasma interactions relevant to ICF 
kinetics, laboratory astrophysics, and high-altitude plasma 
physics. The gas bags can be an option to produce such envi-
ronment (e.g., the GasCoSphere-14A campaign.) However, 
they tend to be expensive and, more importantly, very often 
the membrane mass generates more mass than the required gas 
density, creating an undesirable condition. Gas jets are used 
on many other laser facilities such as Janus and Vulcan and 
produce important scientific results. 

LLE Response: LLE implementation of gas jets is con-
strained by unique high-voltage equipment contained within 
the vacuum environment on OMEGA EP, specifically the 
deformable mirrors and tiled grating assemblies within the 
grating compressor chamber. If a user designs a system such 
that under fault conditions (i.e., the gas valve fails to close), the 
pressures does not rise above the Paschen breakdown limit, 
then LLE would entertain supplying the engineering effort to 
implement the system. 
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Figure 144.51
The Workshop banquet at the Meliora offered a 
wonderful time for socializing.

Figure 144.50
Tours of the facility are a critical part of the Workshop.
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During the summer of 2015, 12 students from Rochester-area 
high schools participated in the Laboratory for Laser Ener-
getics’ Summer High School Research Program. The goal of 
this program is to excite a group of high school students about 
careers in the areas of science and technology by exposing 
them to research in a state-of-the-art environment. Too often, 
students are exposed to “research” only through classroom 
laboratories, which have prescribed procedures and predict-
able results. In LLE’s summer program, the students experi-
ence many of the trials, tribulations, and rewards of scientific 
research. By participating in research in a real environment, the 
students often become more excited about careers in science 
and technology. In addition, LLE gains from the contribu-
tions of the many highly talented students who are attracted 
to the program. 

The students spent most of their time working on their 
individual research projects with members of LLE’s technical 
staff. The projects were related to current research activities at 
LLE and covered a broad range of areas of interest including 
laser physics, computational modeling of implosion physics, 
experimental diagnostic development, liquid crystal chem-
istry, ultra-intense laser–matter interactions, optical design, 
tritium capture and storage, and interactive data analysis (see 
Table 144.XI). 

The students attended weekly seminars on technical topics 
associated with LLE’s research. Topics this year included laser 
physics, fusion, holography, nonlinear optics, atomic force 
microscopy, scientific ethics, and attosecond science. The 
students also received safety training, learned how to give sci-
entific presentations, and were introduced to LLE’s resources, 
especially the computational facilities. 

The program culminated on 26 August with the “High 
School Student Summer Research Symposium,” at which the 
students presented the results of their research to an audience 

LLE’s Summer High School Research Program

including parents, teachers, and LLE staff. The students’ writ-
ten reports will be made available on the LLE Website and 
bound into a permanent record of their work that can be cited 
in scientific publications. 

Three hundred and forty high school students have now 
participated in the program since it began in 1989. This year’s 
students were selected from nearly 70 applicants. 

At the symposium LLE presented its 19th annual William D. 
Ryan Inspirational Teacher Award to Mr. Rod Engels, a physics 
teacher at Victor Senior High School. This award is presented 
to a teacher who motivated one of the participants in LLE’s 
Summer High School Research Program to study science, 
mathematics, or technology and includes a $1000 cash prize. 
Teachers are nominated by alumni of the summer program. 
Mr. Engels was nominated by Willie Franceschi and Sam Zhou, 
participants in the 2014 program. Willie found that Mr. Engels 
taught physics “in a way that captivated the attention of his 
students.” He described Mr. Engels’ classes as memorable. He 
said, “Before enrolling in his AP physics class, I had planned 
on studying science and had little interest in physics. It was 
through Mr. Engels that I discovered how interesting physics 
could be.” He concluded, “The Inspirational Science Teacher 
Award is a chance for a truly gifted and inspiring teacher, 
Mr. Engels, to be commended for the sweeping impact he has 
had on not only myself, but all the students in his classes.” Sam 
described Mr. Engels’ class as “the most fun I have ever had,” 
finding that Mr. Engels “had a way of making all of his lectures 
and demonstrations interesting. … His instruction was clear and 
entertaining, which made it very easy to stay attentive in his 
class and helped many of us retain the information presented.” 
Mr. Engels also received strong support from Ms. Yvonne 
O’Shea, principal of Victor Senior High School, who stated, 
“He is a life-long learner and students love his teaching style, 
full of real life examples and applications.” 
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Table 144.XI:  High School Student and Projects—Summer 2015.

Name High School Supervisor Project Title

James Bonadonna Honeoye Falls–Lima K. L. Marshall Next-Generation Liquid Crystal Mixtures  
for OMEGA Circular Polarizers

Christopher Bosso Penfield P. B. Radha Optimizing Picket Pulse Shape Polar Drive 
Implosion Designs for the National Ignition Facility

Gabriel Evans McQuaid W. T. Shmayda Measuring the Hydrogen Pressure  
over Palladium Hydride

Ryan Gao Brighton M. Barczys Damage Propagation on Final UV Optics  
in the OMEGA EP Laser

Phoebe Huang Webster Schroeder R. S. Craxton Analysis of Unabsorbed Light from Exploding-
Pusher Targets Used for Proton Backlighting  
on the National Ignition Facility

Jake Kinney Pittsford Sutherland R. S. Craxton Optimization of Backlighter Targets Using a Saturn 
Ring on the National Ignition Facility

Nathan Knauf Harley R. W. Kidder Exploring Human Factors for Collaborative  
Multi-User Analysis and Configurations  
in a Scientific Research Environment

Peter Mizes Pittsford Sutherland T. Z. Kosc Modeling OMEGA Polarization

Eileen Norris Brighton S.-W. Bahk Design of an Imaging Telescope with Variable 
Magnification and Variable Imaging Distance

Alexander Proschel Pittsford Sutherland W. T. Shmayda Isotopic Exchange over a Platinized Molecular Sieve

Ishir Seth Brighton J. P. Knauer Analysis of CVD Diamonds for Neutron Detection 
on the Omega Facility

Xilin Zhou Webster Schroeder S. X. Hu Radiation Reaction of Electrons at Laser Intensities 
up to 1024 W/cm2
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During FY15, the Omega Laser Facility conducted 1380 target 
shots on OMEGA and 736 target shots on OMEGA EP for a 
total of 2116 target shots (see Tables 144.XII and 144.XIII). 
OMEGA averaged 11.5 target shots per operating day with 
Availability and Experimental Effectiveness averages for FY15 
of 94.5% and 95.5%, respectively.

FY15 Laser Facility Report

OMEGA EP was operated extensively in FY15 for a variety 
of internal and external users. A total of 736 target shots were 
taken in the OMEGA EP target chamber and 43 joint target 
shots were taken in the OMEGA target chamber. OMEGA EP 
averaged 7.8 target shots per operating day with Availability 

Table 144.XII:  OMEGA Laser System target shot summary for FY15.

Laboratory
Planned Number 
of Target Shots

Actual Number 
of Target Shots

ICF
Shots in Support 

of ICF
Non-ICF

CEA 27.5 26 0 0 26

DTRA 8 10 0 0 10

HED 429 486 0 0 486

LANL 44 47 47 0 0

LBS 126.5 147 0 0 147

LLE 407 400 0 400 0

LLNL 49.5 54 54 0 0

NLUF 132 151 0 0 151

SNL 22 18 18 0 0

Maintenance 0 41 0 41 0

Total 1245.5 1380 119 441 820

Table 144.XIII:  OMEGA EP Laser System target shot summary for FY15.

Laboratory
Planned Number 
of Target Shots

Actual Number 
of Target Shots

ICF
Shots in Support 

of ICF
Non-ICF

HED 150 243 0 0 243

LANL 12 15 15 0 0

LBS 54 88 0 0 88

LLE 108 133 0 133 0

LLNL 42 64 64 0 0

NLUF 66 83 0 0 83

NRL 6 7 7 0 0

SNL 12 15 15 0 0

Maintenance 0 88 0 88 0

Total 450 736 101 221 414
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and Experimental Effectiveness averages for FY15 of 95.3% 
and 95.8%, respectively.

Highlights of Achievements in FY15 
1.	 Cross-Beam Energy Transfer Mitigation

The loss of drive energy coupled to the target because of 
cross-beam energy transfer (CBET) degrades performance 
of spherical implosions on OMEGA. This past year, several 
laser upgrades were implemented to continue studying CBET 
and enable a mitigation strategy where the beam size on target 
is changed over the course of the pulse shape. The primary 
upgrade implemented a change to the front-end laser to allow 
dynamic bandwidth reduction; two pulses, one with smooth-
ing by spectral dispersion (SSD) and one without, were spliced 
together to form the LLE multiple-pulse driver line. To prevent 
damaging pulse overlap, a significant change to the fiber seed 
laser system enabled a single laser and pulse-shaping system 
to create both pulses and ensure the requisite low jitter (<60 ps 
peak-to-peak). A new demultiplexer was implemented to direct 
those pulses into different free-space paths. The SSD regenera-
tive amplifier and SSD modulation system were reused with 
minor changes to enable co-propagation with a pulse from a 
new regenerative amplifier. Once combined, these pulses must 
be carefully characterized to achieve the desired energetic bal-
ance between the first pulse (normally pickets) and the second 
pulse (longer drive pulses). To achieve this, a new diagnostic 
package was implemented at the output of the driver line ring 
amplifiers including pre-shot pulse shaping and on-shot energy 
measurements. The OMEGA Laser System is now activating 
the ability to allocate different portions of the spatial beam 
aperture to each pulse to enable greater flexibility. 

2.	 SG5 Phase Plates
A full set of distributed phase plates was procured and 

activated to improve the overall energy uniformity on target. 
These have a super-Gaussian, fifth-order, spatial profile on 
target, and feature reduced energy in the low-intensity wings 
of the focal spot and a higher degree of symmetry to minimize 
the CBET seed energy. 

3.	 Neutron Timing Diagnostic on Port P11
The port H5 neutron timing diagnostic suffered from noise 

based on proximity to the target event. In February 2015, a sec-
ond neutron timing diagnostic was implemented with the signal 
image relayed outside the shield wall where noise is dramati-

cally reduced. This enables precise measurement of neutron 
burnwidth for high hot-spot-pressure cryogenic DT implosions. 

4.	 OMEGA EP Streaked Optical Pyrometer
A streaked optical pyrometer diagnostic was activated 

in the OMEGA EP target chamber to measure the spatial 
and temporal optical emission of the target and derive the 
shock temperature. 

5.	 Precision Trigger System
A low-jitter, small-step-size trigger system has been con-

ceived and implemented for the spherical crystal imager and the 
Kirkpatrick–Baez framed microscope diagnostic. Information 
to date indicates that the systems have jitter below 10-ps rms 
with subpicosecond delay control. 

6.	 Multi-FM Study
In FY15, an LLE–LLNL collaborative team performed 

propagation experiments of multifrequency-modulated SSD 
(multi-FM SSD) pulses on the OMEGA EP laser to demonstrate 
safe use of the technique in support of the National Ignition 
Facility (NIF) polar-direct-drive and laser–plasma instabil-
ity missions. New laser diagnostics to measure amplitude 
modulation noise, pinhole irradiance, and pinhole closure were 
developed specifically for this activity. The new diagnostics 
were deployed in a series of experiments that confirmed that 
the threat of pinhole closure resulting from dispersion of the 
laser focus was negligible, and that amplitude modulation 
introduced in a NIF-like beamline caused by multi-FM SSD 
was acceptable. 

7.	 OMEGA EP IR Transmission Data
Since commissioning the IR transmission diagnostic in 

FY14, LLE has gathered measurements after each campaign 
where an off-axis parabola has been deployed and continues 
to analyze the impact of target materials, mass, and geometry 
on the transmission of the parabola. 

8.	 Ultrafast Temporal Diagnostics Study
The OMEGA EP short-pulse diagnostic package has been 

limited in the ability to fully characterize the pulse width 
between the best compression setting and the 10-ps pulse width. 
To address this deficiency and provide a replacement for the 
older streak-camera system, scientists and engineers have suc-
cessfully prototyped a novel system utilizing pulse replication 
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in fiber with a fast oscilloscope to accurately diagnose the pulse 
width over the full OMEGA EP range (1 to 100 ps).

9.	 Backlighter Arbitrary Waveform Generator 
The backlighter driver was transitioned from aperture-

coupled striplines to an arbitrary waveform generator in FY15. 
This development greatly improved pulse-shape integrity and 
repeatability in addition to allowing the Principal Investigator 
to select picket pulses on the backlighter. With this transition, 
the 15-year-old aperture-coupled stripline pulse-shaping system 
was fully retired. 

10.	 FTS #1 Target Inserter
The cryogenic Fill Transfer Station (FTS) target inserter 

mechanism was significantly upgraded to decrease the genera-
tion of particulate during motion and eliminate the contamina-
tion observed on cryogenic targets.

11.	 Cryogenic Cart Viewing System
The cryogenic target carts have been upgraded to include 

higher-resolution viewing cameras. This upgrade enabled both 
higher precision layer monitoring and layering activities in the 
cart before reaching the characterization station. 
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Under the facility governance plan implemented in FY08 
to formalize the scheduling of the Omega Laser Facility as 
a National Nuclear Security Administration (NNSA) User 
Facility, Omega Facility shots are allocated by campaign. The 
majority of the FY15 target shots were allocated to the Inertial 
Confinement Fusion (ICF) Campaign conducted by integrated 
teams from Lawrence Livermore National Laboratory (LLNL), 
Los Alamos National Laboratory (LANL), Naval Research 
Laboratory (NRL), and LLE and the High-Energy-Density 
(HED) Campaigns conducted by teams led by scientists from 
the national laboratories, some with support from LLE.

The Fundamental Science Campaigns accounted for 24% of 
the Omega Facility target shots taken in FY15. Nearly half of 
these were dedicated to university fundamental science under 
the National Laser Users’ Facility (NLUF) Program, and the 
remaining shots were allotted to the Laboratory Basic Science 
(LBS) Program, comprising peer-reviewed fundamental sci-
ence experiments conducted by the national laboratories and 
by LLE, including the Fusion Science Center (FSC).

The Omega Laser Facility was also used for several cam-
paigns by teams from the Commissariat à l’énergie atomique et 
aux energies (CEA) of France. These programs are conducted 
at the facility on the basis of special agreements put in place 
by DOE/NNSA and participating institutions.

The facility users during this year included 13 collaborative 
teams participating in the NLUF Program; 14 teams led by 
LLNL and LLE scientists participating in the LBS Program; 
many collaborative teams from the national laboratories con-
ducting ICF experiments; investigators from LLNL and LANL 
conducting experiments for high-energy-density–physics pro-
grams; and scientists and engineers from CEA.

In this article, we briefly review all the external user activity 
on OMEGA during FY15.

National Laser Users’ Facility and External Users’ Programs

FY15 NLUF Program
FY15 was the first of a two-year period of performance 

for the NLUF projects approved for FY15–FY16 funding and 
Omega Laser Facility shot allocation. Thirteen NLUF projects 
(see Table 144.XIV) were allotted Omega Laser Facility shot 
time and conducted a total of 198 target shots at the facility. 
The FY15 NLUF experiments are summarized in this section.

Fast-Electron Energy Coupling and Transport  
in Warm Dense Plasmas
Principal Investigator: F. N. Beg (University of California, 
San Diego)
Co-investigators: C. M. Krauland (University of California, 
San Diego); M. S. Wei (General Atomics); J. J. Santos (Centre 
Lasers Intenses et Applications, Université Bordeaux); 
W.  Theobald and A. A. Solodov (LLE); and P. Keiter 
(University of Michigan) 
Graduate Students: P. Belancourt (University of Michigan) and 
R. Hua (University of California, San Diego)

Understanding the transport physics and energy loss of 
an intense relativistic electron beam in warm dense matter 
is crucial for various high-energy-density systems, including 
advanced ignition schemes (e.g., fast ignition, shock ignition) 
and energetic proton source generation. This University of 
California, San Diego-led NLUF award is an international 
collaboration with General Atomics, LLE, University of 
Michigan, and University of Bordeaux that aims to perform 
a systematic investigation of fast-electron propagation in pre-
assembled, uniform, large-volume plasmas under controlled 
conditions of density and temperature, including the examina-
tion of the effectiveness of resistive magnetic-field collimation 
of these electrons. Warm dense plasmas can be produced by 
high-energy, long-pulse, laser-driven shock compression and 
heating of a low-density foam or solid foil targets. In FY15, we 
performed a plasma characterization experiment of shocked 
carbonized resorcinol formaldehyde (CRF) foam and Al foil 
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Table 144.XIV:  NLUF proposals approved for shots at the Omega Laser Facility for FY15–FY16.

Principal Investigator Institution Title

F. N. Beg University of California, 
San Diego

Fast-Electron Energy Coupling and Transport in Warm Dense Plasmas

A. Bhattacharjee Princeton University Dynamics of Magnetic Reconnection and Instabilities of Current Sheets 
in High-Energy-Density Plasmas

R. P. Drake University of Michigan Experimental Astrophysics on the Omega Laser Facility

T. Duffy Princeton University Dynamic Compression of Earth and Planetary Materials  
Using the OMEGA Laser

P. Hartigan Rice University Magnetic Accretion Shocks and Magnetospheres in the Laboratory 

R. Jeanloz University of California, 
Berkeley

Exploring the Quantum Mechanics of Dense Matter

K. Krushelnick University of Michigan X-Ray Measurements of Laser-Driven Relativistic Magnetic  
Reconnection Using OMEGA EP

D. Q. Lamb University of Chicago Nonlinear Amplification of Magnetic Fields in Laser-Produced Plasmas

E. P. Liang Rice University Creation of a Magnetized Jet Using a Hollow Ring of Laser Beams

R. D. Petrasso Massachusetts Institute 
of Technology

Explorations of Inertial Confinement Fusion, High-Energy-Density  
Physics, and Laboratory Astrophysics

A. Spitkovsky Princeton University Generation of Collisionless Shocks in Laser-Produced Plasmas

M.-S. Wei General Atomics Hot-Electron Scaling in Long-Pulse Laser–Plasma Interactions Relevant 
to Shock Ignition

L. Willingale University of Michigan High-Energy Electron-Beam Acceleration from Underdense Plasma 
Using OMEGA EP

in order to understand those plasma conditions prior to the 
addition of an intense relativistic electron beam produced from 
high-intensity, short-pulse laser–matter interaction.

The OMEGA EP experiment employed a laser configu-
ration of one UV beam smoothed by an SG8 (eighth-order 
super-Gaussian spatial profile) distributed phase plate (DPP) 
with a 4-ns square pulse for an intensity of roughly 1.8 #  
1014 W/cm2 to launch a shock into both materials being evalu-
ated. In the case of the CRF foam (340-mg/cm3 initial mass 
density), a target platform being developed at LLE for x-ray 
Thomson scattering was utilized. This required the creation 
of an x-ray source, which used the remaining three UV beams 
with the same SG8 DPP’s and a total of 6.1 kJ in a 2-ns pulse 
duration. These beams diverged into a 750-nm spot incident on 
a 20-nm Ni foil mounted such that the x-ray emission from the 
coronal plume directed 50° off of the foil normal will interact 
with the CRF foam (see Fig. 144.52). We used the imaging x-ray 
Thomson spectrometer (IXTS) with a toroidally bent crystal to 
resolve both the spectral shift of scattered (primarily) Ni Hea 
x rays and the spatial position of the propagating shock wave. 
X rays scattered at a 90° angle were observed with the IXTS. 
This diagnostic allows us to confidently deduce the temperature, 
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Figure 144.52
Schematic of the carbonized resorcinol formaldehyde (CRF) foam target in 
the OMEGA EP chamber. UV Beam 3 irradiates a 30-nm CH ablator in front 
of a 10-nm Cu tracer and 2.35-mm-long, 340-mg/cm3 CRF foam encased in 
a large plastic superstructure. UV Beams 1, 2, and 4 are incident on a 20-nm 
Ni foil mounted above and at a 50° angle to the CRF target axis such that 
x-ray emission passes through a Ta collimator before scattering off of the 
foam and being collected at a 90° angle with the imaging x-ray Thomson 
spectrometer (IXTS).
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ionization state, and density of the warm dense plasma in the 
spatially resolved scattering volume (along the shock propaga-
tion direction); time delaying of the x-ray source beams allows 
us to probe at various shock positions in the foam. 

Results shown in Fig. 144.53 suggest an average shock 
velocity of 10 km/s and an average Compton shift of 110 eV. 
Ongoing spectral fit analysis with the x-ray scattering (XRS) 
code (provided by G. Gregori at the University of Oxford) uses 
the experimental Ni spectrum to compute theoretical scatter-
ing profiles over a 2-D parameter space created from varying 
the temperature and ionization inputs and will produce best-fit 
inferred values for those parameters.

For the Al foil configuration, we used a machined step 
target to detect shock breakout at different thicknesses of the 
material in a single shot. The streaked optical pyrometry (SOP) 
system was used to measure the time-resolved self-emission in 
the +600- to 750-nm-wavelength range at the back of a target 
(see Fig. 144.54). The shock propagation velocity inferred 
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Figure 144.53
(a) Raw IXTS data for scattering off of (left to right) an undriven foam, and a driven foam at 40 ns, 50 ns, and 90 ns after initial laser ablation for shock creation. 
The vertical axis shows the spatial dimension for an +1250-nm section of the foam, and shock travels down in the image in time. (b) Spatial lineout comparison 
of five separate shots showing shock propagation through foam, suggesting a 10-km/s average velocity. (c) Spectral lineouts, normalized to the height of the 
elastic peak, corresponding to a 90-ns shot (top rightmost frame) at different spatial positions, show the Compton shift sensitive to temperature ionization.

Figure 144.54
(a) Zoomed schematic of a target in the OMEGA EP target chamber. A single 
4-ns UV beam is incident upon a 30-nm CH ablator layer, which is followed 
by a 10-nm Cu tracer and then machined Al steps where the layer thicknesses 
are 100 nm, 170 nm, and 240 nm. (b) Streaked optical pyrometry (SOP) data 
showing the shock breakout of the rear of each step layer, averaging a velocity 
+28 km/s over the entire target thickness. 

from the SOP measurement is 28.6 km/s, which will be used 
to benchmark radiation hydrodynamic modeling using the 
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1-D HYADES and 2-D FLASH codes to obtain shock pressure 
and other plasma parameters. The information obtained about 
the shock propagation and the condition of the shocked warm 
dense plasma provides the basis for our planned fast-electron 
transport study in FY16.

Experimental Astrophysics at the Omega Laser Facility
Principal Investigators: R. P. Drake, C. C. Kuranz, and P. A. 
Keiter (University of Michigan)
Co-investigators: G. Malamud, Y. Elbaz, and D. Shvarts 
(University of Michigan and Nuclear Research Center, Israel); 
B. van der Holst (University of Michigan); and A. Frank and 
E. Blackman (University of Rochester)

Our work on this project includes research in radiation 
hydrodynamics and complex hydrodynamics. In the present 
report, we focus on the latter. Hydrodynamic instabilities in 
fluid and plasma flows can lead to the development of small-
scale structure and the intermixing of fluids in both natural 
and engineering systems. It is important to understand the 
behavior of these instabilities in high-energy-density systems 
to ensure that we can properly predict and understand the 
data from fusion experiments and astrophysical research. The  
Kelvin–Helmholtz instability (KHI) is found in shear flows, 
where small modulations create forces that cause small perturba-
tions to evolve into “roll-ups” that eventually become turbulent. 
In a supersonic flow, some of the energy that would contribute 
to the growth of the instability is instead used to support the 
compression of the fluids, reducing the growth rate of the KHI. 

The advanced capabilities of the OMEGA EP Laser System 
enabled us to design experiments capable of probing the evolu-
tion of the KHI in unprecedented detail.1 Our target design, 
illustrated in Fig. 144.55(a), utilizes three 10-ns beams fired 
in sequence to create a 28-ns, 12.5-kJ, nominally square pulse 
with a 1.1-mm-diam spot size. The resulting ablation pressure 
can sustain a shock wave for roughly 70 ns before the velocity 
begins to decay. In the upper layer of the target, the shock wave 
propagates to the right into carbon foam of 0.1-g/cm3 density. In 
the lower layer, the presence of a dense shock blocker prevents 
the shock wave from directly entering the 1.4-g/cm3 plastic (on 
time scales of interest). Instead, the pressure in the shocked 
foam drives a shock down into the plastic, creating a shear 
flow between the shocked foam and the shocked plastic. The 
initial plastic surface is precision machined to have a sinusoidal 
modulation with an initial wavelength of 100 nm and initial 
amplitude of 5 nm. This seed perturbation evolves under the 
influence of the KHI until it is disturbed by the presence of 
entrained material from the driver section. Figure 144.55(b) 
shows the spatial profile of density from a 2-D simulation of 
the experimental system using the code DAFNA. 

We used this platform to obtain the first observations of 
the evolution of the KHI from well-defined, single-mode seed 
perturbations in a supersonic flow, as part of the doctoral thesis 
research of W. C. Wan.3 The primary diagnostic was a spherical 
crystal imager that recorded a radiograph of the Cu Ka x rays 
transmitted through the target using an image-plate detector. 
Figure 144.56 shows a sample of the radiographic data. One 
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Figure 144.55
(a) Radiographic image of an unshocked target (Credit J. Cowan).2 The laser beams are incident from the left. (b) Density plot from a 2-D DAFNA simu-
lation (adapted from Ref. 3). The KHI develops behind the shock, which is moving to the right, at the interface with the shocked plastic, which has been 
deflected downward.
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can see from Fig. 144.56(c) that the interface extracted from 
the simulations, featured in red, is in good agreement with 
the data until it is disturbed by the entrained driver material 
at x + 600 nm. There are discrepancies on spatial scales near 
our diagnostic resolution limit (+10 to 15 nm) that could be the 
result of instrumental limitations, experimental variability, or 
true errors in how simulation codes handle the development of 
small-scale structures and turbulence. Future experiments can 
seek to explore these discrepancies. 

Dynamic Compression of Earth and Planetary Core 
Materials on OMEGA
Principal Investigator: T. Duffy (Princeton University)
Co-investigators: J. Wicks (Princeton University); R. Smith, 
R. Kraus, and F. Coppari (LLNL); M. Newville (California 
Institute of Technology); and T. R. Boehly (LLE)

The earth’s core is composed of iron alloyed with lighter 
elements, the identity of which is crucial for understanding 
the bulk chemistry of the earth and for constraining the pro-
cess of core formation. The iron/light-element alloy controls 
phase relationships and melting temperatures in the core and 
may influence potential chemical reactions between the core 
and mantle. Silicon is a strong candidate for the core’s major 
light element based on both cosmochemical and geochemi-
cal considerations. In addition to the earth, there is strong 
interest in understanding the interior structure of the large 
rocky exoplanets that have been discovered in recent years. 

These extrasolar planets have internal pressures that are up to 
an order of magnitude larger than those in the earth, making 
them inaccessible to conventional experimental techniques. 
In this study, we used OMEGA to compress an Fe/Si alloy to 
pressures equal to and beyond those of the center of the earth. 
This work is part of a continued collaboration among Princeton 
University, Lawrence Livermore National Laboratory, and the 
University of Rochester.

Laser ramp-compression experiments on Fe/Si alloys were 
carried out to a maximum pressure above 1200 GPa. Six 
OMEGA laser beams in a ramp-shaped drive were focused 
onto a target package, which consisted of an annealed pellet 
of Fe/7-wt% Si alloy sandwiched between two diamonds or 
between a diamond ablator and an LiF window (Fig. 144.57). 
While at peak compression, the sample was illuminated with 
quasi-monochromatic x rays produced by laser irradiation of 
Cu, Fe, or Ge foils. In-situ powder x-ray diffraction patterns 
were collected using the powder x-ray diffraction image plate 
(PXRDIP) diagnostic (Fig. 144.57).

Diffraction patterns are consistent with the stability of a 
hexagonal close-packed (hcp) alloy over the entire measured 
pressure range. In Fig. 144.58(a), our measured interplanar 
d-spacings (circles) are consistent with static 300-K diamond 
anvil cell (DAC) data at low pressures but extend the measured 
pressure range by a factor of 6. Our results indicate that alloying 
geophysically relevant amounts of Si into Fe does change the 
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(a) Measured interatomic d-spacings of Fe/7-wt% Si alloy as a function of pressure obtained by x-ray diffraction in ramp-compression experiments on OMEGA. 
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Figure 144.57
Schematic of dynamic ramp-compression experi-
ments with in-situ x-ray diffraction.

stability of the hcp phase at high pressure. The addition of Si 
produces a significant change, however, in the compressibility: 
the pressure–density relationship of Fe/7-wt% Si alloy deviates 
from the calculated isentrope of end member Fe [Fig. 144.58(b)]. 

Our study provides direct evidence that an Fe/Si alloy 
in the earth’s solid inner core would adopt the hcp crystal 
structure. This structure would be expected to remain stable 
in Si-containing cores for terrestrial-composition planets up 
to at least four earth masses in size. In combination with data 
on pure iron, our study will also enable us to determine the 
density change associated with Si alloying at core pressures. 
These constraints on the core composition of exoplanets will 

enable one to develop better models of their interior structure 
and the evolution of the earth and extrasolar planets.

High-Pressure Phase Transitions in Forsterite  
as Determined by In-Situ X-Ray Diffraction
NLUF Principal Investigator: T. Duffy (Princeton University)
Shot Principal Investigator: R. G. Kraus (LLNL)
Co-investigators: M. G. Newman and J. Wicks (Princeton 
University) and R. Smith and F. Coppari (LLNL)

Our understanding of the high-pressure and temperature 
properties of magnesium silicates such as forsterite is critical 
to our understanding of the deep earth as well as the mantles 
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of super earths. The objective of this NLUF campaign was 
to measure the high-pressure properties of forsterite along its 
principal Hugoniot from 100 to 200 GPa. In particular, we 
measured thermodynamic states near the solid–liquid phase 
boundary, searching for decomposition of forsterite into peri-
clase + bridgmanite. 

We performed seven shots, varying the laser energies to 
measure the properties of forsterite at several different pres-
sures. The primary diagnostics for this campaign were VISAR 
(velocity interferometer for any reflector) and PXRDIP, both 
of which produced excellent data. The VISAR data are used 
to measure the interface velocity between our sample and a 
lithium fluoride window. This velocity is then used to determine 
the pressure in the forsterite sample while the x rays probe the 
sample. For the lowest-energy shots, we saw an elastic precursor 
wave in the forsterite, which was an interesting and unexpected 
physical phenomenon to observe at this high of a pressure. The 
PXRDIP diagnostic is used to probe the crystal lattice structure 
of the forsterite sample in the shock state. Notably, we saw 
intense diffraction peaks give way to diffuse scattering for 
the highest-energy experiments, indicating a transition from a 
solid to a liquid state. This provides a valuable constraint on 
the melting curve of this material. 

Magnetized Accretion Shocks and Magnetospheres  
in the Laboratory
Principal Investigator: P. Hartigan (Rice University)
Co-investigators: C. Kuranz, M. Trantham, and R. Young 
(University of Michigan); J. Foster and P. Graham [Atomic 
Weapons Establishment (AWE), UK]; G. Fiksel (University 
of Wisconsin, Madison); A. Frank (University of Rochester); 
A. Liao (Rice University); and C. K. Li (MIT)

Figure 144.59
Accretion shock experiment. (a) Target design. A collimated flow emerges from the laser irradiation area and impacts a surface, developing an accretion shock. 
(b) Experimental data. These three optical images show how the collimated flow progresses with time. 
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Supersonic magnetized flows occur in many astrophysical 
contexts and affect the evolution of both stellar and planetary 
objects. As part of our NLUF campaign in the past year, we 
developed experiments designed to explore two supersonic 
flow phenomena—accretion flows and magnetospheres. 
The long-term goal is to create a platform that we can use 
to study strongly magnetized, high-Mach-number shock 
waves in a controlled laboratory environment, with applica-
tions to stellar winds, jets from young stars and black holes, 
interacting binary systems, planetary magnetospheres, and 
exoplanet evolution.

Results of the accretion column experiment are shown in 
Fig. 144.59. A collimated flow results as the lasers illuminate 
a cone-shaped target, and the flow proceeds through a gap and 
impacts upon a surface. Diagnostics included the optical imager 
and, for the magnetized experiments, proton radiography. The 
images below demonstrate that the experimental design suc-
cessfully reproduces a collimated shocked system, but we were 
unable to see any clear effects from imposing an +8-T magnetic 
field upon the system with the magneto-inertial fusion electri-
cal discharge system (MIFEDS) coils. We are in the process 
of redesigning the drive of the experiment to produce a lower 
ram pressure while retaining sufficient ionization to minimize 
magnetic diffusion. These experiments form the basis of the 
Ph.D. thesis of R. Young at Michigan.

Our second set of experiments involved creating a mag-
netosphere analog by propagating a supersonic flow past a 
current-carrying wire. Numerical simulations show that for 
fields like those realized with the MIFEDS coils, pressure from 
the magnetic field that surrounds the wire will induce a mea-
surable offset of the bow shock from the wire. Our experiment 
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drove a strong shock past the wire and analyzed the resulting 
bow shock with both streaked optical pyrometry and optical 
imaging as diagnostics.

Results from the first attempt at these experiments are shown 
in Fig 144.60. Some differences appear between the magnetic 
and nonmagnetic cases in both the images and streaked optical 
pyrometer (SOP) data. However, the interpretation is compli-
cated by ablation from the wire that sets up an outward flow 
that interacts with the incident blast wave from the laser drive 
as it accelerates material from the target. As with the accretion 
column work, we are currently testing new ideas for drives that 
will provide a longer, more-steady ionized flow with lower ram 
pressure to help make the magnetic dynamical effects more 
readily visible. 

Exploring the Quantum Mechanics of Dense Matter
Principal Investigator: R. Jeanloz (University of California, 
Berkeley)
Co-investigators: P. Loubeyre and S. Brygoo (CEA); M. Millot, 
R. Rygg, J. Eggert, P. Celliers, and G. Collins (LLNL) 

In FY15, the University of California, Berkeley–CEA–LLNL 
team continued to explore the properties of warm dense hydrogen 
isotopes at extreme density using ultrafast optical diagnostics 
under shock compression. We conducted two half days of 
experiments, using a 6-kJ, 1-ns drive to launch strong shocks 
in hydrogen precompressed to 12 GPa—twice the maximum 
precompression achieved previously on OMEGA. Active shock 
breakout (ASBO, velocimetry) and SOP (pyrometry) were used 
to monitor the shock-front velocity, reflectivity/absorptivity, and 
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Figure 144.60
Magnetosphere experiment. [(a)–(c)] Optical images of the bow shock that forms around a wire. The color offset between the red and green shocks suggests 
an offset in the sense one would expect for a magnetic field, but the effect is near the limit of the spatial resolution in the data. (d) Streaked optical pyrometer 
(SOP) image of the blast wave as it moves past the wire. At early times there is significant ablation from the wire in response to irradiation from the laser drive.
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thermal emission during its travel in the hydrogen layer and in the 
quartz reference plate (Fig. 144.61). Using impedance matching, 
new pressure–density–temperature equation-of-state data were 
obtained, and new data were collected on the metallization of 
hydrogen at unprecedented conditions approaching the predicted 
plasma-phase transition. In parallel, the team also developed 
an indirect-drive platform, with first shots planned for the first 
quarter of FY16, to pave the way for future NIF experiments.

X-Ray Measurements of Laser-Driven Relativistic 
Magnetic Reconnection Using OMEGA EP
Investigators: K. Krushelnick, A. Raymond, L. Willingale, 
A. Thomas, and T. Batson (University of Michigan); P. M. 
Nilson and C. Mileham (LLE); G. J. Williams and H. Chen 
(LLNL); and W. Fox (Princeton University)

The interaction of two relativistic intensity laser pulses 
(I L 1018 W/cm2) with an overdense plasma has been used 
to investigate magnetic reconnection (MR) in a relativistic 
electron-driven regime. To generate the MR geometry, two 
20-ps pulses, with energies of either 500 J or 1000 J each, 
were focused with a variable separation of 250 to 1000 nm 
onto a copper foil. The radially expanding relativistic electron 
current generates azimuthal magnetic fields around each focal 
spot, so that opposing field lines are driven together in the 
focal midplane. The breaking and reconnecting of opposing 
field lines requires the generation of a target-normal electric 
field. This is directed to drive electrons into the dense copper 
target within a localized midplane region. A spherical crystal 
imager (SCI) for copper Ka x rays was utilized to image the 
x-ray emission. This indicates regions of hot electrons within 
the target and clearly shows an enhancement in the midplane 
region. Figure 144.62 depicts the SCI results as a function of 
the pulse energy and focal-spot separation.

The brightness of the midplane emission, along with its 
dimensional characteristics, may be used to determine the 
optimal conditions for MR. A single photon counter (SPC) 
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Figure 144.62
Spherical crystal imager (SCI) results observing copper Ka emission from copper foil targets as a function of a pulse energy of [(a)–(d)] 500 J and [(e)–(h)] 1 kJ and 
focal separation (250 nm, 500 nm, 750 nm, and 1000 nm from left to right). The two regions of focal-spot heating are visible, as well as an enhanced midplane, 
where electrons are driven into the target by an electric field generated during MR.

Figure 144.61
Raw velocimetry [active shock breakout (ASBO)] data for an +2-Mbar reflect-
ing shock in deuterium precompressed to 12 GPa, which will provide new 
insight into hydrogen’s insulator-to-metal transition. 
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was utilized to collect front-side x-ray emissions and guaran-
tee the midplane region brightness recorded by the SCI is not 
artificially affected by Ka spectral shifting. Three-dimensional 
particle-in-cell simulations are underway to understand the 
role of the relativistic electrons in generating the azimuthal 
magnetic fields and their behavior in the midplane region dur-
ing MR. In particular, the comparison to similar geometries 
generated by lower-intensity, nanosecond-duration lasers war-
rants significant interest because of the higher magnetic-field 
magnitudes and faster electrons participating in the interaction 
in the relativistic case.

Nonlinear Amplification of Magnetic Fields  
in Laser-Produced Plasmas
Principal Investigator: D. Q. Lamb (University of Chicago)

The experiments (TDYNO NLUF Campaign) we per-
formed on OMEGA during our first shot day (14 July 2015) 
studied one of the greatest puzzles of modern astrophysics: the 
generation and amplification of magnetic fields ubiquitously 
found in the universe [Fig. 144.63(a)]. The experiments aim 
to demonstrate nonlinear amplification of magnetic fields by 
the turbulent dynamo mechanism—a process that is believed 

Figure 144.63
(a) It is an observational fact that the universe is magnetized: planets, stars, galaxies, filaments, clusters of galaxies, and even the voids in between filaments 
and galaxy clusters have magnetic fields. The two simulated images (courtesy of F. Miniati, ETH Zurich)4 display the large-scale structure characteristics of 
galaxy clusters, where nonlinear dynamo field amplification is believed to operate. (b) Three-dimensional radiation magnetohydrodynamic simulation of the 
experimental platform, performed with the multiphysics code FLASH. A large simulation campaign on Argonne National Laboratory’s Mira BG/Q super-
computer leveraged the previous experimental data to design a platform capable of probing the nonlinear dynamo regime. The figure displays a 3-D rendering 
of the simulated electron temperature (in eV) after the jets collide (see text). Its large values are important to minimize ohmic dissipation. The white tangled 
lines are sample magnetic-field lines in the turbulent region. (c) A snapshot of the experimental target, consisting of two CH foils and a pair of meshes, held 
together by four boron rods. The foils and meshes were carefully designed and machined to optimize the conditions in the interaction region for turbulent field 
amplification. The shields and flaps protect the interaction region, the imploding D3He capsule, and the diagnostics from the direct view of the laser spots. 
(d) X-ray image of the interaction region after the collision. The flow exhibits strong turbulence and is considerably hot. The wealth of experimental diagnostics 
has enabled us to characterize the magnetized plasma and possibly witness, for the first time, nonlinear turbulent dynamo. 
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to significantly increase the magnetic field, starting from tiny 
seed fields that exist in the plasma. Building on preparatory 
campaigns on smaller laser facilities and aided by the numerical 
modeling effort on one of the nation’s leadership supercomput-
ers [Fig. 144.63(b)], the experimental platform we designed is 
uniquely fitted to bring the generated turbulent plasma into 
the large magnetic Reynolds numbers range and the nonlinear 
dynamo regime. The configuration [Fig. 144.63(c)] consists 
of two diametrically opposed foil targets—8 mm apart—that 
are backlit with temporally stacked beams (delivering 5 kJ of 
energy on each side). These beams drive a pair of colliding 
plasma jets that carry seed magnetic fields generated by the 
Biermann battery effect. Prior to colliding, the jets propagate 
through a pair of grids that destabilize the flow and produce 
turbulence with a driving scale of 300 nm. The turbulent jets 
meet at the target chamber center (TCC), and the resulting 
hot, turbulent plasma amplifies the seed magnetic fields with 
the potential to reach saturation. This process has not yet been 
achieved in a laboratory setting. 

The wealth of diagnostics fielded with the 13 shots we per-
formed enables us to thoroughly characterize the magnetized, 
turbulent plasma and study the distribution of turbulent energy 
among the velocity, magnetic field, and density fluctuations, 
providing a comprehensive experimental characterization of 
the energy cascade. More specifically, time-resolved x-ray 
imaging [Fig. 144.63(d)] allows us to probe the density spec-
trum and the jet propagation speed. The Thomson-scattering 
(TS) system provided information on the plasma ion/electron 
temperature, as well as the characteristic bulk flow velocity in 
the interaction region. In our experiment, TS collection was 
coupled through a Wolaston prism to separate two orthogonal 
polarizations and thereby provide a time series of Faraday 
rotation angles. Combining the latter with proton radiography 
enables us to quantify the properties and structure of the mag-
netic field as a function of space and time. The abundance of 
experimental data we obtained, which is still being analyzed, 
holds the promise of bringing us a step closer to understand-
ing the holy grail of astrophysical and experimental physics: 
the nonlinear amplification of magnetic fields by the turbulent 
dynamo mechanism.

Explorations of Inertial Confinement Fusion, High-
Energy-Density Physics, and Laboratory Astrophysics
Principal Investigators: R. D. Petrasso and C. K. Li (MIT)
Co-investigators: F. H. Séguin, J. A. Frenje, and M. Gatu John-
son (MIT); T.C. Sangster, V. Yu. Glebov, and R. Bettii (LLE); 
and O. L. Landen (LLNL)

MIT work in FY15 included a wide range of experiments 
applying proton radiography, charged-particle spectrometry, 
and neutron spectrometry methods developed by MIT and 
collaborators to the study of high-energy-density physics 
(HEDP) and inertial confinement fusion (ICF) plasmas. Two 
MIT Ph.D. theses5,6 and 17 papers7–23 (including one by an 
MIT undergraduate22) about NLUF-related research were 
published in FY14; there were also many invited talks and 
contributed talks at conferences. Awards for NLUF-related 
work were won by several students, including two MIT under-
graduates: Mr. J. Rojas-Herrera received the Irving Kaplan 
Award for Academic Excellence by an Undergraduate at 
MIT, and the Wunsch Foundation Award for Outstanding 
Research at MIT; Ms. E. Armstrong won an award for an 
outstanding poster presentation at the 2015 OMEGA Laser 
Users Group Workshop.

The two graduate students who received Ph.D.’s have 
joined NNSA facilities: Los Alamos National Laboratory 
(Dr. A. Zylstra as a Reines Fellow) and Lawrence Livermore 
National Laboratory (H. Rinderknecht as a Lawrence Fellow). 
Three new Ph.D. students (Mr. G. Sutcliffe, Mr. N. Kabadi, and 
Mr. W. Han) and a new masters degree student (Mr. C. Wink) 
joined our division and will become active participants in 
the NLUF program, working alongside continuing graduate 
students Mr. H. Sio and Mr. Br. Lahmann. 

One of the major areas of research this year focused on the 
stopping of ions in plasmas. Figure 144.64 illustrates one kind 
of such research: the stopping of ions in classical plasmas.7 This 
work utilized charged fusion products from ICF implosions 
and measurements of their energy losses in passing through 
the ICF-capsule plasma using charged-particle spectrometers. 
Another kind of stopping-power research focused on energetic 
protons passing through moderately coupled, degenerate “warm 
dense matter.”9 The data demonstrated agreement with stop-
ping models based on an ad hoc treatment of free and bound 
electrons, as well as an average-atom, local-density approxi-
mation. In this case the stopping medium was an isochorically 
heated, solid-density Be plasma, and the source of monoener-
getic, 14.7-MeV D3He protons was an “exploding-pusher” ICF 
implosion functioning as a proton backlighter. 

Other areas of research represented in publications this 
year include kinetic effects in plasmas8,11,13,15,17 and magnetic 
reconnection.10,16,19 Research performed and to be submitted 
shortly for publication includes the study of nuclear reactions 
relevant to stellar and big-bang nucleosynthesis; the study of 
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Generation of Collisionless Shocks  
in Laser-Produced Plasmas
Principal Investigator: A. Spitkovsky (Princeton University)

The MagShock-EP Campaign investigates the interaction of 
a plasma flow with an ambient magnetic field, in an effort to 
create the kind of magnetized collisionless shocks that com-
monly occur in astrophysical plasma flows. In such systems 
the magnetic fields may be advected and compressed by the 
plasma, producing regions of high magnetic-energy density 
where shocks can occur. In this experiment the ambient field 
is created using the MIFEDS (magneto-inertial fusion electri-
cal discharge system) device in a Helmholtz-like geometry, 
producing a 6- to 8-T field in a background plasma. A strong 
plasma flow is generated by laser ablation of a separate target, 
oriented so the flow expands across (perpendicular to) the 
magnetic-field lines [Fig. 144.65(a)]. In this way the background 
field is compressed, and the resulting structure is probed with 
the 4~ suite of diagnostics and with short-pulse [target normal 
sheath acceleration (TNSA)]–generated protons. An example 
of an image obtained from each of these diagnostics is shown 
in Figs. 144.65(b) and 144.65(c). The sharp feature in the 4~ 
shadowgraphy is consistent with a shock front; analysis is 
underway to compare features observed in proton radiographs 
with synthetic proton radiographs generated from simulations.

Hot-Electron Scaling in Long-Pulse Laser–Plasma 
Interactions Relevant to Shock Ignition
Principal Investigator: M. S. Wei (General Atomics)
Co-investigators: C. M. Krauland and F. N. Beg (University 
of California, San Diego); and W. Theobald, R. Betti, 
D. Haberberger, and E. M. Campbell (LLE)
Graduate Students: S. Zhan and J. Peebles (University of Cali-
fornia, San Diego)

Energy conversion from high-power lasers to energetic 
hot electrons is a fundamental phenomenon in laser–plasma 
interactions. At laser intensities above a few times 1014 W/cm2,  
nonlinear laser–plasma instabilities such as the stimulated 
Raman scattering (SRS) and the two-plasmon decay (TPD) 
can strongly grow and lead to the generation of hot electrons 
with a broad energy distribution at typical slope temperatures 
of tens to hundreds of kilo-electron volts (keV). The fraction of 
laser energy transferred to hot electrons, their energy distribu-
tion, transport, and energy coupling to the targets are strongly 
affected by the laser intensity, wavelength, and the plasma 
condition. The objective of this General Atomic NLUF project 
in collaboration with the University of California, San Diego 
and LLE is to systematically study the scaling of hot-electron 
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Figure 144.64
Sample data from a study of ion stopping in plasmas6 that is important for 
its relevance to ICF ignition experiments. The experiments were performed 
on OMEGA by measuring the energy losses (shown on the vertical axis) of 
four types of charged fusion products (see equations) with different initial 
energies (shown on the horizontal axis) as they passed through the plasma in 
ICF implosions. Data points are in blue, and the black and green lines show 
best fits using two stopping theories. Other measurements showed how ion 
stopping at energies around the Bragg peak (or peak ion stopping) depends 
strongly on electron temperature (Te) and number density (ne). The data in 
this plot correspond to Te . 0.6 keV and ne . 1023. 

astrophysical jets using scaled, laser-driven plasma jets in the 
laboratory; and studies of the effects of externally applied 
magnetic fields on the propagation of plasma jets.

An important ongoing task of the MIT Division has been 
the organization of the OMEGA Laser Users Group (OLUG), 
which by this year has grown to include 428 scientists, students, 
academics, and researchers from 55 universities, 35 centers 
and national laboratories, and 21 countries on four continents 
who have an interest in the experimental programs on the 
OMEGA and OMEGA EP Laser Systems. The Seventh Annual 
OLUG Workshop was held this year at LLE on 22–24 April 
(see Fig. 144.35 of The Seventh Omega Laser Facility Users 
Group Workshop, p. 202), and included invited science talks 
by world experts and 70 contributed posters including 7 by 
undergraduate and 44 by graduate students and postdocs. It also 
included talks and meetings about the Omega Laser Facility, 
which culminated in the formation of a list of Findings and 
Recommendations (p. 204) for improvements in hardware and 
procedures for OMEGA and OMEGA EP. The next annual 
Workshop is scheduled for 27–29 April 2016.
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Figure 144.65
(a) Geometry of the experiment: a fast plasma flow is driven across the B-field, which is generated by the MIFEDS coils; (b) the spherically expanding plasma 
front is evident in the 4~ shadowgraphy image; (c) in proton radiography, the leading edge of the expanding plasma is indicated by a deficiency of protons, 
consistent with the compressed magnetic field in this area.
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generation with parameters, including target ablator material, 
at high laser intensities (>1016 W/cm2) with a long-scale-length 
hot plasma, pertinent to shock-ignition (SI) target physics. SI 
separates compression and ignition with a shaped laser pulse 
that has a spike pulse with intensities +5 to 10 # 1015 W/cm2 
at the end of a quasi-isobaric fuel-assembly phase to launch a 
high-pressure converging shock to ignite the compressed fuel. 
Moderate-energy electrons (50 to 100 keV) can be stopped in 
the compressed high-density outer shell region and can poten-
tially augment the ignitor shock strength and enhance the target 
performance, thereby benefitting the SI scheme. Our first-year 
experiment in FY15 conducted on the OMEGA EP laser in a 
planar geometry was designed to investigate the feasibility of 
a beneficial hot-electron source using a high-energy IR laser 
pulse (1~, 1.054-nm wavelength) compared to the commonly 
used short-wavelength UV pulse (3~, 0.351 nm), both at inten-
sities greater than 1016 W/cm2. In addition, a low-Z lithium 
ablator was also used for the first time to compare with the 
usual CH ablator for hot-electron production. 

The experiment was performed using the multiple kilojoule-
scale OMEGA EP lasers that utilized two UV beams (Beams 3 
and 4) for long-scale-length, hot (>1-keV) plasma creation fol-
lowed by one high-intensity main interaction beam at chosen 
time delays. The main interaction beam was either the 1-ns UV 
Beam 1 or the 100-ps IR backlighter beam. The plasma-creation 
beams smoothed by SG8 (eighth-order super-Gaussian spatial 
profile) distributed phase plates (DPP’s) with a 4-ns square 
pulse were focused with a 750-nm spot onto the target ablator 
with a total energy of 6.25 kJ. The UV Beam 1 was tightly 

focused (+100-nm vacuum focal spot without a DPP) with 
maximum energy of +1.3 kJ to achieve a high intensity at 2 # 
1016 W/cm2, and the focal plane was located +215 nm in front 
of the target, corresponding to the position of n 4c  density (for 
0.35-nm light) at roughly 1.5 to 2 ns into the plasma-creation 
beams predicted by the 1-D radiation–hydrodynamic model-
ing. Given the same motivation, the IR backlighter beam was 
defocused to a 100-nm spot diameter roughly 800 nm in front 
of the target. The two different laser configurations can be seen 
in Fig. 144.66 with the lines of sights to the various diagnostics 
employed. For this study we used multilayered planar-foil tar-
gets that consisted of an ablator layer (either 25 nm of CH or 
50 nm of lithium) followed by a 20-nm Cu tracer layer to mea-
sure hot-electron–induced Cu K-shell florescence emission and 
a 50-nm Al back layer to stop <200-keV electrons and prevent 
reflexing. The lithium ablator targets also had a 2-nm plastic 
overcoating layer to protect Li from oxidation when exposed 
in air during the necessary target mounting and handling pro-
cess. The plasma density profile and laser–plasma interaction 
phenomena were measured via 10-ps, 4~ optical probing with 
an angular filter refractometer (AFR). Hot electrons were char-
acterized by measuring their induced Cu fluorescence emission 
and high-energy bremsstrahlung radiation. 

Figure 144.67 shows the measured 2-D Cu Ka images 
from shots with the CH ablator target for each of the laser 
configurations, including a background shot with only the 
plasma-creation beams. While UV Beam 1 produced slightly 
additional hot electrons relative to the plasma-creation beams, 
a significant (factor-of-4) enhancement of a hot-electron–pro-
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Figure 144.66
Experimental layout of laser beams and diagnostics with (a) the 1-ns UV Beam 1 and (b) the 100-ps IR backlighter beam as the high-intensity main interaction 
beam, respectively.
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duced Cu Ka signal was observed when the IR beam was used 
as the main interaction beam at an intensity +2 # 1017 W/cm2 
with a maximum energy of 2.5 kJ. Hot electrons produced 
by the IR beam appear to be well contained in a 465-nm full 
width at half maximum (FWHM) spot inside the solid target. 
This phenomenon may be elucidated by the measured AFR 
image shown in Fig. 144.68. While being able to determine the 
plasma density profile from the ARF contour map, propaga-
tion of the high-intensity IR beam in the long-scale-length hot 

plasma was also observed with strong interactions occurring 
near the n 4c  density region. The laser beam was found to 
break out into many filaments that further propagated without 
merging over a distance of 800 nm from the n 4c  to nc. This 
was not observed when the IR beam intensity was dropped to 
6 # 1016 W/cm2 at the same plasma condition. Bremsstrahlung 
emission suggests an electron population with Thot + 70 keV 
produced by the high-intensity IR beam with a laser-to-electron 
energy conversion efficiency of a few percent, while the plasma-
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creation beams generated a smaller population of low-energy 
(+20-keV) hot electrons with energy conversion efficiency of 
+0.4%, consistent with a previous study that used the UV beams 
at similar plasma and laser-intensity conditions. This first-time 
test result using the 100-ps-long IR beam at SI-relevant condi-
tions is encouraging and will be further explored in FY16 in the 
spherical geometry on OMEGA. Additionally, lithium ablator 
targets produced weaker x-ray signals, indicating few numbers 
of hot electrons were produced compared to the CH ablator 
targets at the same laser condition. Detailed data analysis and 
particle-in-cell modeling to understand the underlying physics 
are underway. 

High-Energy Electron-Beam Acceleration  
from Underdense Plasmas Using OMEGA EP
Principal Investigators: L. Willingale, T. Batson, A. Raymond, 
and K. Krushelnick (University of Michigan); P. M. Nilson, 
D. H. Froula, D. Haberberger, A. Davies, and W. Theobald 
(LLE); J. G. Williams and H. Chen (LLNL); and A. V. Arefiev 
(University of Texas, Austin)

In FY15, studies of laser channeling in underdense plasmas 
outlined in Ref. 24 were continued with the particular addition 
of the 4~ optical probe diagnostic. A 1200-J, 2.5-ns UV laser 
pulse heating a CH-foil target formed an underdense plasma 

plume. A 0.7-ps, 400-J IR pulse was then focused through the 
expanding plasma plume. Because of the ponderomotive force 
acting to expel the electrons from the focal volume, a laser 
channel was formed. The angular filter refractometry (AFR) 
arm of the 4~ probe was used to characterize the plasma-plume 
density and to observe the channel formation. An example 
AFR image is shown in Fig. 144.69. The peak plasma density 
through which the channel was formed was determined to be 
1 # 1020 cm–3, or 0.1 nc for the 1.053-nm OMEGA EP laser. 
Simultaneously, a proton probe diagnostic was run using 
the second high-energy short-pulse beam. Focusing 750-J, 
10-ps laser light onto a Cu foil produced a beam of protons 
that transversely probed the main interaction. A radiochro-
mic film (RCF) stack detected the deflected proton beam to 
form an image corresponding to the electromagnetic fields of 
the channel.
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Figure 144.69
An angular filter refratometry image of the channel formation through the 
expanding plasma plume.

While the channel was cavitated, electrons were injected 
from the channel wall and subjected to the laser fields, enabling 
energy gain via a direct laser acceleration (DLA) mecha-
nism.24 The energy of the electrons exiting the channel was 
then measured using a magnetic spectrometer. En route to the 
spectrometer, the electrons passed through an RCF stack with 
a 1-cm hole cut through the center. An example RCF is shown 
in Fig. 144.70, where the electron beam consistently emerged 
from the target at an angle of 14° from the original laser beam 

Figure 144.68
The 4~ probe AFR data shows the high-intensity IR beam strongly interacting 
with the long-scale-length plasma near the n 4c  region and the laser beams 
breaking out into many filaments that propagate from roughly n 4c  to nc 
without merging. The dashed white line denotes +800 nm from the target 
surface, where the IR beam was defocused with a vacuum spot size of 100 nm.

U1970JR

Sp
ac

e 
(m

m
)

0.5

0.5 1.0 1.5 2.0

Space (mm)

2.5 3.0 3.5

1.0

1.5

2.0

2.5

3.0

3.5

100

200

300

400

500

600

700

Intensity
(arbitrary units)

B3/B4 (6339 J) + IR BL (2502 J)



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 144230

axis. This effect has also been seen in particle-in-cell simula-
tions and is caused by refraction of the laser by the density 
gradient of the plasma. As a result, the most dense, presumably 
highest-energy section of the electron beam was not sampled 
by the electron spectrometer. A high-energy tail of 300 MeV 
was recorded, however, from the edge of the beam. This is a 
promising result since the beam-centered electrons likely have 
greater energy.

Future shots on OMEGA EP will involve creating a channel 
through a plasma without a significant radial-density gradient. 
This should minimize refraction of the laser pulse so that the 
DLA electron beam can be directed along the original laser 
axis and, therefore, centered on the spectrometer. A scan of 
different target densities will then be performed to optimize 
the electron acceleration.

FY15 Laboratory Basic Science (LBS) Studies
In FY15, LLE issued a solicitation for LBS proposals to 

be conducted in FY16. A total of 23 proposals were submit-
ted. An independent review committee reviewed and ranked 
the proposals; on the basis of these scores, 14 proposals were 
allocated 20 shot days at the Omega Laser Facility in FY16. 
Table 144.XV lists the approved FY16 LBS proposals.

Fourteen approved LBS projects were allotted Omega Facil-
ity shot time and conducted a total of 235 target shots at the 
facility in FY15 (see Table 144.XVI). The FY15 LBS experi-
ments are summarized in this section.

Extended X-Ray Absorption Fine Structure Measurements 
of Iron-Melting Temperature at Earth’s Core Conditions 
Principal Investigators: M. Beckwith and Y. Ping (LLNL)
Co-investigators: R. Kraus, F. Coppari, J. Eggert, G. Collins, 
and T. Duffy (LLNL)

The melting temperature of iron at high pressure is a key for 
developing reliable thermal models of the deep Earth. This two-
day OMEGA campaign used the previously developed EXAFS 
(extended x-ray absorption fine structure) platform to obtain 
high-quality EXAFS data of compressed Fe up to 200 GPa 
along the Hugoniot. On both days we used a dual drive with 
37 beams on the backlighter, which worked well and will allow 
for more flexibility in pulse shaping for future campaigns. The 
14 shots in the first campaign were complicated by target issues 
and unexpected differences in nominally identical spectrom-
eters. The 13 shots on the second day were successful, with 
good EXAFS and VISAR (velocity interferometer system for 
any reflector) data obtained on all shots. Figure 144.71 shows 
a sample image from the multicrystal XRS (x-ray scattering 
code) array used to collect the Fe EXAFS data; Fig. 144.72 
shows a sample of raw VISAR data. The EXAFS data, together 
with VISAR data obtained under the same conditions, will 
provide high-accuracy temperature measurements with error 
bars substantially smaller than previous data. 
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Figure 144.70
The electron-beam profile and pointing was recorded on radiochromic film 
(RCF). The peak signal occurred at 14° from the original laser beam axis.
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Figure 144.71
Raw image from the multicrystal XRS array. The Fe K edge is clearly seen in four of the five channels.
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Table 144.XV:  LBS proposals approved for FY16.

Principal  
Investigator Title Institution

Facility 
required

OMEGA 
shot days 
allocated

OMEGA EP 
shot days 
allocated

Joint  
shot days 
allocated

R. Betti Ultra-Strong Spherical Shocks for Nuclear 
and Materials Studies

LLE OMEGA 1 0 –

J. H. Eggert Development of Compressed Ultrafast 
Photography (CUP) Diagnostic for 
Dynamic Laser Compression Experiments

LLNL OMEGA 
EP

0 1 –

C. J. Forrest Studies of (n,2n) Reactions of Light 
Nuclei at En = 14 MeV Using High-
Energy-Density Laser Plasmas (HEDLP)

LLE OMEGA 1 0 –

S. Ivancic Integrated Channeling of High-Intensity 
Laser Beams in Implosions

LLE Joint 1 1 1

A. E. Lazicki Structural Studies of Electride Phases  
of High-Density Matter: Structures  
of Mg to Above 10 Mbars

LLNL OMEGA 2 0 –

D. D. Meyerhofer High-Field–Assisted X-Ray Source LLE Joint 1 1 1

J. D. Moody Characterization of Laser-Driven 
Magnetic Fields Using Proton 
Deflectometry

LLNL OMEGA 
EP

0 2 –

P. M. Nilson Study of Particle Energization During 
Magnetic Reconnection in High-Energy-
Density Plasmas

LLE OMEGA 
EP

0 2 –

A. Pak Ion Acceleration from Laser-Driven 
Electrostatic Shock Waves

LLNL OMEGA 
EP

0 1 –

H.-S. Park Weibel Instabilities and Astrophysical 
Collisionless Shocks from Laser- 
Produced Plasmas

LLNL OMEGA 2 0 –

Y. Ping Pressure Ionization in Ramp- 
Compressed Materials

LLNL OMEGA 1 0 –

C. Stoeckl Spectroscopy of Neutrons Generated 
Through Nuclear Reactions with Light 
Ions in Short-Pulse Laser Experiments

LLE OMEGA 
EP

0 1 –

W. Theobald Proton Transport and Coupling  
into Shock-Compressed CH Targets  
for Proton Fast Ignition

LLE OMEGA 
EP

0 1 –

C. E. Wehrenberg Kinetics, Mechanism, and Shear Strain 
of the bcc-to-hcp Transition in Shock-
Compressed Iron from Laue Diffraction

LLNL OMEGA 1 0 –
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Table 144.XVI:  Approved FY15 LBS proposals.

Principal Investigator Institution Title

M. Beckwith LLNL Extended X-ray Absorption Fine Structure Study of Iron Melting Temperature  
at Earth’s Core Conditions

R. Betti LLE Ultrastrong Spherical Shocks for High-Energy-Density Physics Studies

H. Chen LLNL Demonstration of a Relativistic Electron–Positron Pair Plasma

J. R. Davies LLE Laser-Driven Adiabatic Compression of Magnetized Plasmas

G. Fiksel LLE Detailed Study of Magnetic Fields During Magnetic Reconnection  
in a High-Energy-Density Plasma

C. J. Forrest LLE Studies of the Deuteron Breakup Reaction at En = 14 MeV  
Using High-Energy-Density Laser Plasmas (HEDLP)

D. E. Fratanduono LLNL Exploring Earth’s Lower Mantle

D. Martinez LLNL Eagle Pillar Formation on OMEGA EP

A. Pak LLNL Phase Separation of Hydrocarbons at High Pressure

H.-S. Park LLNL Weibel Instabilities and Astrophysical Collisionless Shocks  
from Laser-Produced Plasmas

E. Smith LLNL X-Ray Diffraction Study to Outpressure–Temperature Phase Space  
in a Key Planetary Mineral: MgO

C. Stoeckl LLE Spectroscopy of Neutrons Generated Through Nuclear Reactions with Light Ions  
in Short-Pulse Laser-Interaction Experiments

W. Theobald LLE Integrated Channeling for Fast Ignition

C. Wehrenberg LLNL Flow Stress and Deformation Mechanisms for Plasticity  
in Shock-Compressed Vanadium
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Figure 144.72
Raw VISAR data from (a) ASBO 1 and (b) ASBO 2. ASBO: active shock breakout.
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Ultrastrong Spherical Shocks for High-Energy-Density-
Physics Studies 
Principal Investigators: R. Betti and W. Theobald (LLE) 
Co-investigators: W. Seka and C. Stoeckl (LLE); R. Nora (LLNL); 
A. Casner (CEA); and X. Ribeyre (University of Bordeaux)

The shock-ignition concept25 is an alternative to the con-
ventional hot-spot approach of inertial confinement fusion; 
it involves the generation of an intense shock at the end of 
the laser pulse by a power spike. A key milestone for shock 
ignition to be a credible path to ignition is to demonstrate the 
generation of a seed shock pressure of at least 0.3 Gbar at laser 
intensities of 5 # 1015 to 1 # 1016 W/cm2. The spherical strong-
shock platform was developed to study the seed pressures at 
shock-ignition–relevant laser intensities on OMEGA. The 
experiments demonstrated seed pressures exceeding 0.3 Gbar 
(Refs. 26 and 27). At such intensities, laser–plasma instabilities 
play an important role in the coupling of laser energy to the 
target. The 60 UV beams from the OMEGA laser are focused 
to high intensity (overlapping beam intensity of up to +6 #  
1015 W/cm2) on the surface of spherical solid targets to launch 
a shock wave that converges in the center. The shock wave 
converges in the center of the solid target and heats a small 
volume (radius < 10 nm) to temperatures of several hundred 
electron volts (eV). The heated plasma is ionized and emits a 
short burst of x-ray radiation that is detected with x-ray framing 
cameras and an x-ray streak camera. 

The goal of this LBS campaign was to optimize the shock 
strength and the hot-electron production with various targets 
for the development of a high-energy-density platform to study 
gigabar (Gbar) pressures in target samples. The hot electrons 
are characterized from the measured hard x-ray bremsstrah-
lung emission with several diagnostics. Various target types 
were studied including cores made out of plastic (CH), deuter-
ated plastic, and plastic doped with titanium with an atomic 
concentration of 5%. A few targets with a Ti-doped CH core 
contained an embedded 20-nm layer of a medium-Z material 
(Si) for hot-electron stopping. A 50-nm-thick outer ablator layer 
made out of CH or CH2 covered the spheres. For the first time, 
we measured the neutron yield produced from the convergent 
shock in solid deuterated-plastic targets. A clean neutron mea-
surement was obtained with the 6 # 8 neutron time-of-flight 
(nTOF) diagnostic that is able to discriminate the neutron signal 
from the strong x-ray emission. Standard neutron diagnostics 
were severely perturbed by the strong x-ray emission from the 
target. Figure 144.73 shows the measured nTOF traces for two 

different laser-smoothing conditions: smoothing by spectral 
dispersion (SSD) on (blue) and SSD off (red). Each trace is the 
average from two shots. A neutron yield of (4.0!1.5) # 106 was 
produced with SSD off and (9!1.6) # 106 with SSD on. It is 
currently unclear why the laser smoothing has an effect on the 
neutron yield. Hydrodynamic simulations with LILAC using a 
flux limiter of 0.06 resulted in a neutron yield of 7 # 106. We 
studied the hot-electron generation in the different targets. 
Figure 144.74(a) shows the measured hot-electron temperatures 
from two independent diagnostics. The inferred hot-electron 
temperatures agree within the experimental uncertainties and 
vary in the range from 60 to 90 keV. Figure 144.74(b) shows 
the amount of hot-electron energy deposited in the target for 
the different target types. The targets with a CH2 ablator layer 
produced the highest amount of hot electrons. We successfully 
measured the x-ray flash times for the different target types for 
SSD on and off. A much brighter x-ray flash was observed with 
the undoped targets, which made it possible to measure the 
duration of the x-ray flash with the picosecond time-resolving 
ultrafast x-ray streak-camera (UFXRSC) diagnostic. An 
example of such a measurement is displayed in Fig. 144.75(a), 
showing the corona emission and the short burst created by the 
shock convergence. Different filter combinations were applied. 
Figure 144.75(b) presents a temporal lineout of the x-ray flash 
from the shock, indicating a fast rise within +10 ps and a slower 
decay over 100 ps.

The final goal of studying Gbar pressures in a small Ni grain 
embedded in a solid plastic ball with x-ray spectroscopy is the 
subject of our FY16 campaign. 
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Figure 144.75
(a) X-ray streak-camera measurement of the corona emission and the short burst created by the shock convergence. Different filter combinations were applied. 
(b) Temporal lineout of the x-ray flash from the shock. 

Figure 144.74
(a) Inferred hot-electron temperature from two independent diagnostics; (b) deposited hot-electron energy in the target for different ablator layers and smoothing 
by spectral dispersion (SSD) on and off. BMXS; bremsstrahlung MeV x-ray spectrometer; HXRD: hard x-ray spectrometer.

Exploring Pair Plasmas and Their Applications 
Principal Investigator: H. Chen (LLNL)

In FY15, an LLNL/LLE team continued this project with 
two LBS shot days on OMEGA EP. The experiments used 
the short-pulse beams to produce jets of electron–positron 
antimatter pairs. The experiments focused on measuring 
the pair yield and its dependence on the target material. The 
experiments successfully probed the basic physics processes 
involved in pair generation, and the data reveal discrepancies 
between experiments and theory. By alternating beams, a total 
of 28 shots were performed in two days.

The OMEGA EP short-pulse beams (+1 kJ in 10 ps) irradi-
ated 1-mm-thick targets of Au, Pb, and U. In addition, 1-mm-
thick Au targets with a gold nanowire front layer were also 
shot to study the nanowire’s effect on the yield of high-energy 
photons and pairs. It was found that for the same laser energy, 
positron yields could be increased dramatically, depending 
on the target materials and the target surface. This finding is 
important to future experiments and applications using laser 
pair jets. Previous experiments used gold targets almost exclu-
sively. These prior experiments showed that quasi-monoener-
getic relativistic positron jets are formed during high-intensity 
irradiation of thick gold targets,28,29 and that these jets can 
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be strongly collimated30 using the magneto-inertial fusion 
electrical discharge system (MIFEDS).31 The external field 
produces a 40-fold increase in the peak positron and electron 
signal.30 The positron yield was previously found to scale as 
the square of the laser energy,32 but the FY15 results revealed 
another dimension of scaling by varying the target materials. 
The favorable scaling would enable the laboratory study of 
relativistic pair plasmas that are important to understanding 
some of the most exotic and energetic systems in the universe.33

Laser-Driven Magnetized Liner Inertial Fusion (MagLIF)
Principal Investigator: J. R. Davies (LLE)

A laser-driven version of Sandia’s magnetized liner iner-
tial fusion (MagLIF) scheme is being developed that is 10# 
smaller in linear dimensions than the targets used on Sandia’s 
Z machine. Three shot days were requested by Sandia and 
carried out in FY15: one on the LBS program and two as part 
of the SNL ICF program.

The first two shot days concentrated on preheating the gas 
fill. The transmission through 1.84-nm polyimide foils, used for 
the laser entrance windows, was measured and found to exceed 
50%, increasing with laser energy. Backscatter from foils only 
and from gas-filled targets was similar, lasted about 0.5 ns, and 
accounted for less than 1% of the total laser energy, indicating 
that there was no backscatter from the gas. Figure 144.76 shows 
the time dependence of the total transmitted and backscattered 

laser power for a foil, determined from measurements at three 
angles to the laser axis on two shots, one measuring backscatter 
and the other transmission. Soft x-ray emission measurements 
indicate that the minimum-required preheat temperature of 
100 eV was achieved, but the limited spectral resolution of 
Dante and the soft x-ray (SXR) framing camera nose does not 
allow for an accurate temperature determination. Streaked opti-
cal pyrometry showed that targets were fully heated and started 
to expand after the laser pulse, providing further confirmation 
of sufficient energy deposition in the gas. 

On the second shot day, four implosion shots were also taken 
with empty, 30-nm-thick, parylene-N cylinders using either 
ring 3 or 4 beams at the same intensity. The implosion veloci-
ties determined from x-ray framing-camera images of self-
emission were 124.3!4.0 km/s for rings 3 and 178.1!1.2 km/s 
for rings 4; the objective is an implosion velocity of +100 km/s. 
Figure 144.77 shows sample results from these shots. The lower 

TC12456JR

0.0
0.00

0.10

0.5 1.0

Time (ns)

Po
w

er
 (

T
W

)

2.0 3.01.5 2.5

0.08

0.06

0.02

0.04

Laser

8.7% sidescattered
transmission

0.5% backscattered

27%
absorbed

63.4% forward transmission

Figure 144.76
Time dependence of the incident laser power, total backscattered power, 
transmitted power along the original beam path, and sidescattered transmitted 
power for a foil, determined from measurements at three angles to the laser 
axis on two shots, one measuring backscatter and the other transmission.

U1978JR

Ring 3 only

520!19 nm 

Ring 4 only

312!11 nm 

t = 2.55 ns
(end of pulse)

Figure 144.77
X-ray framing-camera images of self-emission from empty 30-nm-thick 
parylene-N cylinders imploded using either rings 3 or rings 4 at the same 
intensity with a 2.55-ns square temporal profile.



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 144236

drive from rings 3 was expected because of their greater angle 
of incidence.

On the third shot day, 40-nm-thick, parylene-N cylinders 
filled with 10 atm of D2 were imploded using rings 3 over-
lapped in the middle and rings 4 to drive the ends, in order to 
overcome the reduced drive found for rings 3 in the previous 
shots. The center was found to be overdriven, so the energy in 
rings 3 was progressively reduced. The uniformly compressed 
length was found to be optimized at around 700 nm for 70% 
to 80% of the full energy in rings 3. This has led to the design 
of a new irradiation scheme with greater separation between 
rings, which should give uniform compression over a greater 
length at full energy.

Detailed Studies of Magnetic Fields During Magnetic 
Reconnection in a High-Energy-Density Plasma
Principal Investigator: G. Fiksel,* P. M. Nilson, S. X. Hu, 
D. H. Froula, and D. Haberberger (LLE); and W. Fox and  
A. Bhattacharjee (Princeton University)
*currently at the University of Wisconsin–Madison

During the FY13–FY14 LBS campaigns, we successfully 
demonstrated the reconnection of an external magnetic field by 
counter-streaming high-energy-density plasmas.34 The experi-
mental results and numerical simulations show the formation 
and collision of magnetic ribbons, the pileup of the magnetic 
flux, and the reconnection of the magnetic field. The recon-

nection is fast, with a transient reconnection rate comparable 
to the Alfvén reconnection rate. 

The main thrust of the LBS FY15 campaign was to detect 
and characterize particle energization during reconnection. 
To date, the presence of energetic electrons, detected via x-ray 
imaging, resulted from the electrons striking a high-Z mesh 
placed to intercept the electron flow [Fig. 144.78(a)]. The flow of 
the energetic electrons was very directional and coincided with 
the direction of the electric field in the reconnection layer. The 
width of the electron beam was about 150 nm, in agreement 
with simulations. The time duration of the electron burst was 
about 100 ns, also in agreement with simulations.

The main goal of next year’s campaigns will be more-
detailed characterization of the electron energization, including 
measurements of their energy spectra.

Measuring Neutron-Induced d-Breakup Reactions Using 
High-Yield DT Implosions on OMEGA
Principal Investigator: C. J. Forrest (LLE)

Theoretical calculations suggest that if the strong force 
includes three-nucleon force (3N) contributions, an enhance-
ment in the total d(n,2n)p differential cross sections for the 
neutron–deuteron scattering will be present. The majority of 
the available d(n,2n)p cross-section values at a neutron energy 
of 14.1 MeV are inferred from the proton spectrum and are con-
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siderably larger than the predictions of rigorous 3N calculations 
based on realistic nucleon–nucleon (NN) interactions. Initial 
OMEGA experiments examined the neutron-induced breakup 
reaction of deuterium. The targets used for this experiment 
were 1050-nm-diam, 2.5-m-thick SiO2 shells filled with an 
equimolar concentration of deuterium–tritium (DT). Neutron 
yields of up to 6 # 1013 are produced with 30-kJ, 1-ns square 
laser pulses. High-resolution nTOF spectroscopy is used on 
OMEGA to study the deuterium breakup reaction signal from a 
nuclear interaction vessel (NIV) filled with either D2O or H2O 
located close to the implosion target—the source of the primary 
14.1-MeV DT fusion neutrons. A highly collimated nTOF 
detector positioned 13.4 m from the target chamber center is 
used to record the signal from the interaction of the primary 
neutrons with the D2O or H2O. The vessel is constructed from 
thin-walled (2-mm) aluminum to minimize neutron scattering. 
Modeling the experimental setup using a neutron transport code 
[Monte Carlo N-Particle (MCNP)] indicated that a measurable 
signal from the breakup process would be present in the nTOF 
detector. Two DT implosions with similar primary D–T yields 
are shown in Fig. 144.79, confirming the MCNP signal-level 
predictions. The spectral differences prior to 500 ns are caused 
by the deuterium in the NIV. The two spectra are normalized 
to the D–T fusion yield. The scattered protons were measured 
using a charged-particle spectrometer. Preliminary analysis 
shows moderate agreement of the measured cross section com-

pared with experimental data35 performed on an accelerator 
and a theoretical calculation (Fig. 144.80).
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Exploring the Earth’s Lower Mantle 
Principal Investigator: D. Fratanduono (LLNL)
Co-investigators: R. G. Kraus, D. K. Spaulding, D. G. Braun, 
and P. M. Celliers (LLNL)

This campaign was motivated by a recent study37 of 
MgSiO3 using decaying shocks, which provided evidence for 
a liquid–liquid phase transition near 300 GPa. The primary 
objectives were to measure the adiabatic sound speed (cs) and 
the Grüneisen coefficient (C) of single-crystal MgSiO3 along 
the principal Hugoniot from 200 GPa to pressures in excess of 
800 GPa, including the proposed two-phase region, to further 
understand this transition. A secondary goal of these experi-
ments was to accurately measure the principal Hugoniot of 
MgSiO3 from 200 to 800 GPa by impedance matching with 
quartz. Using the streaked optical pyrometer, we measured the 
temperature of MgSiO3, which will provide a fully defined prin-
cipal Hugoniot. These Hugoniot measurements near the pro-
posed liquid–liquid phase transition will constrain the density 
discontinuity and overlap with separate gas-gun experiments 
since no measurements exist from 200 to 400 GPa. Measure-
ments in this pressure range are of interest since recent density 
functional theory calculations show no presence of a liquid– 
liquid phase transition.38 Two separate half-days of experiments 
were used to study this transition in detail. The primary goals of 
the campaign were met in the first half-day. These experimental 
results drew into question, however, the previous findings of 

E24610JR

900800

D–D peak

End of gate

Neutron-induced 
breakup reaction 
from deuterium

700

Time (ns)

dH
/d

t 
(×

10
–6

 n
or

m
al

iz
ed

 to
 

th
e 

pr
im

ar
y 

si
gn

al
)

600500400300
0.0

0.4

0.2

0.3

0.1

0.6

0.7

0.5

0.8

D2O vessel
H2O vessel

2

Energy (MeV)

34568

Figure 144.79
Time-of-flight spectra from ambient D–T implosions with an H2O and 
D2O-filled nuclear interaction vessel (NIV). There is a clear indication of 
an enhanced signal from the neutron-induced breakup reaction prior to the 
D–D monoenergetic peak at 2.45 MeV. A fast-gating photomultiplier tube is 
turned on to exclude the D–T monoenergetic peak at 14.1 MeV and is turned 
off to record the scintillation output just below 6 MeV.



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 144238

Spaulding et al.37 As a result, during the second half-day of 
experiments, we repeated the decaying shock experiment of 
Spaulding et al.; however, these experiments were unable to 
reproduce the previous experimental findings.37 The analysis is 
ongoing to better understand the differences between these two 
experiments and the proposed liquid–liquid phase transition.

Eagle Pillar Formation on OMEGA EP 
Principal Investigator: D. Martinez (LLNL)
Co-investigators: C. Huntington, J. Emig, J. Kane, and 
R. Heeter (LLNL); B. Villette and A. Casner (CEA); and 
R. Mancini (University of Nevada, Reno)

The LBS Eagle Pillar experiments investigated the early 
stages of formation of an astrophysical pillar. A copper four-

hohlraum array produces a 40-ns x-ray source, which ablates 
a solid-density CH target with a Cu nugget acting as a plasma 
source. Pillar formation was investigated using OMEGA EP’s 
4~ shadowgraphy diagnostic, and the hohlraum drive was 
measured using CEA’s ten-inch–manipulator (TIM)-based mini 
DMX detector [Fig. 144.81(b)]. The shot day consisted of seven 
shots varying the standoff distance of the target and looking 
at various times of the pillar evolution. The blowoff plasma 
from the hohlraum prevented very late time measurements of 
the pillar’s evolution; however, excellent images were taken of 
the initial blowoff of the foil (Fig. 144.82). Figure 144.82(a) 
shows the initial shadowgraph with an initial standoff distance 
of 2 mm. The distance was incrementally increased to avoid 
the blowoff plasma from the hohlraum. Figure 144.82(b) shows 
the plasma blowoff from the ablating Eagle target at 20 ns with 
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Figure 144.81
(a) Layout of the target showing the hohlraum array with four OMEGA EP UV beams and a photoionization target on the drive side and the Eagle target 
behind the hohlraum. (b) Results from mini DMX for a single shot with 40-ns drive. (Signal level varies in part because of changes in the beam incident angle.)
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a 3-mm standoff distance. Plasma from the hohlraum is seen 
interacting with the ablation from the Eagle target, creating 
shocks between the hohlraum and the target. For the 30-ns 
image, the standoff distance was increased to 4 mm; however, 
the increase in distance required an increase in x-ray drive, so 
two hohlraums were driven simultaneously to double the x-ray 
flux via a 20-ns rather than a 40-ns drive. At this time the abla-
tion plasma from the Eagle target was being pushed behind 
the target and collecting in a converging conical flow behind 
the target, thereby creating the initial pillar formation. As seen 
at the top of Fig. 144.82(c), this experiment provided the first 
evidence of pillar formation in the laboratory.  

Phase Separation of Hydrocarbons at High Pressure 
Principal Investigator: A. Pak (LLNL)
Co-investigators: D. Kraus, T. Ma, T. Doeppner, J. A. 
Hawreliak, R. W. Falcone, S. Hamel, D. O. Gericke, and 
D. Chapman (LLNL); and T. R. Boehly (LLE)

We have begun to explore the predicted phase separation 
of hydrocarbons at densities of +2 g/cm3, temperatures of 
+0.5 to 1 eV, and pressures of +1 to 2 Mbar. The relative phase 
between carbon and hydrogen atoms at such conditions is of 
interest since they are near to the predicted conditions within 
the interior of some carbon-rich planets. The degree to which 
the atoms mix with each other impacts macroscopic quantities 
such as thermal and electrical conduction, which in turn affect 
the global planetary properties. In this work, spectrally resolved 
x-ray scattering was used to probe a hydrocarbon sample to 
infer the degree of phase separation. The experimental setup 
is shown in Fig. 144.83(a). Figure 144.83(b) shows an example 
x-ray scattering spectrum. The compressed matter was probed 
at a central wave number of 3.8 Å–1. The scattered spectrum 
is comprised of x rays that scatter both elastically, at the inci-
dent x-ray energy, and inelastically, at lower x-ray energies. At 
the wave number at which the material was probed, density 
functional theory calculations predict that the amplitude of 
the elastically scattered x rays will decrease as the amount 
of mixing increases between the hydrogen and carbon. These 
calculations indicate that the amount of mixing is sensitive to 
the temperature of the compressed material. Using the pulse-
shaping capabilities of the OMEGA EP laser, the hydrocarbon 
sample was compressed using two drive conditions. The first 
drive attempted to reach a 2# compression at relatively low 
temperatures with a 20-ns pulse shape that, according to cal-
culations, quasi-adiabatically compresses the polystyrene (CH) 
target to about 2 g/cm3 and 0.5 eV. To increase the temperature 
and the amount of mixing, a second drive of 10-ns duration 
was designed to shock compress the CH target to a higher 

average temperature of +1.5 eV at a similar compression. The 
OMEGA EP laser was also used to create a zinc Hea x-ray line 
source at +9 keV, which, after scattering, was spectrally and 
temporally resolved using the ZSPEC crystal spectrometer onto 
framing camera #5. As shown in Fig. 144.83(b), in contrast to 
theoretical predictions, we observe that the amplitude of the 
elastically scattered x-ray component increases as we attempt 
to increase the amount of mixing using the 10-ns drive. We are 
investigating whether geometrical and attenuation effects, in 
addition to timing jitter between the framing camera and the 
x-ray source, could explain the unexpected elastic-scattering 
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amplitude. Future work will focus on better characterizing the 
source to quantify the interplay between the elastic and inelastic 
scattering, better quantifying the drive material conditions for 
the two drive pulses with VISAR, and potentially taking the 
measurements at lower scattering wave numbers, where the 
effect on the amplitude is expected to increase. 

Astrophysical Collisionless Shock Experiments  
with Lasers (ACSEL) on OMEGA EP 
Principal Investigator: H.-S. Park (LLNL)
Shot Principal Investigator: C. Huntington (LLNL)

The Astrophysical Collisionless Shock Experiments with 
Lasers (ACSEL) Campaign has been exploring the physics of 
interpenetrating plasma flows, which are effectively collision-
less, but nonetheless interact strongly with each other, largely 
via self-generated magnetic fields. The flows are generated by 
laser ablation of opposing disks with up to 4.5 kJ of laser energy. 
Previous work,39,40 along with the references therein, has mea-
sured the plasma properties of the resulting flow with Thomson 
scattering (TS), and proton radiography has revealed strong 
filamentation structures in the interaction region between the 
foils.18 Beginning from this well-characterized platform, FY15 
ACSEL experiments modified the system to better understand 
the dependencies and process of magnetic-field generation.

Previous electromagnetic (EM)-field imaging, using pro-
tons generated from D3He fusion in a capsule implosion, was 

performed perpendicular to the flows.18 When the foils were 
tilted so that the protons probed a vector nearly along the flow 
direction, however, the small-scale filaments were measured 
closer to “end on.” Shown in Fig. 144.84, these measurements 
improve our understanding of the scale lengths present in the 
system, which are difficult to infer from a straight side-on 
measurement. Additionally, the spacing between the foils 
was also varied to investigate the effects of plasma density 
and velocity distribution on the magnetic-field generation. At 
present, the proton radiography data are awaiting processing, 
but in conjunction with the high-quality TS data obtained for 
each shot, this new data will further the understanding of the 
hydrodynamic dependencies of the Weibel and related fila-
mentation instabilities. Important insights for astrophysically 
relevant collisionless plasma physics will be gained from these 
two FY15 OMEGA campaigns.

Structure of Solid and Superionic Water at Uranus’s  
and Neptune’s Core Conditions* 
Principal Investigator: J. R. Rygg (LLNL)
Shot Principal Investigators: F. Coppari and M. Millot (LLNL)
*Report on an experiment carried over from the FY14 allocation.

This half-day on OMEGA completed the investigation 
started in FY14 of the structure and equation of state of solid 
and superionic warm dense water at Uranus’s and Neptune’s 
core conditions, with new laser dynamic compression tech-
niques, optical diagnostics, and x-ray diffraction on OMEGA. 
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Water has a complex phase diagram, characterized by different 
solid structures, including superionic phases. Superionic water 
ice is characterized by fluid-like diffusing protons within a solid 
lattice of oxygen ions. Its existence in the deep interiors of icy 
giant planets would have a dramatic impact on their internal 
structure and evolution. 

Multishock compression of water allowed us to compress 
initially liquid water into solid and superionic ices up to 
5 Mbar while keeping the temperature below 0.5 eV. Streaked 
optical reflectivity, pyrometry, and interferometric Doppler 
velocimetry (VISAR) as well as x-ray diffraction provided an 
unprecedented insight on the equation of state and structure 
of solid and superionic megabar water ices (Fig. 144.85). This 

is the first time that diffraction data of such a low-Z material 
have been collected to these extreme conditions. 

Crystal Structure of Shock-Compressed Magnesium Oxide
Principal Investigator: R. Smith (LLNL)

Two half-days on OMEGA and one full day on OMEGA EP 
were dedicated to experiments to shock compress MgO samples 
to sample pressures from 200 to 800 GPa and measure the 
crystal structure of the shock-compressed MgO using recently 
developed nanosecond x-ray diffraction techniques.41 The pres-
sure–temperature phase map for MgO is shown in Fig. 144.86 
along with the predicted shock-compression path (Hugoniot). 
A predicted B1–B2 phase transformation is expected to occur 
between +350 to 450 GPa. The target design shown in Fig. 144.87 
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(a) VISAR traces (red and blue) together with hydrodynamic simulations 
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Target design for MgODiff-15A, -15D, and MagODiff-EP-15A campaigns. 

Figure 144.86
Pressure–temperature phase map of MgO.
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consists of a 100-nm CH ablator, 50 nm of MgO, and 50 nm 
of quartz. A steady shock was ablatively driven into the sample 
by using the sg3702 OMEGA pulse shape or the ERM99V012 
OMEGA EP pulse shape,. Once the shock compressed the 
MgO sample, a second set of laser beams was used to generate 
a nanosecond source of Hea quasi-monochromatic line radiation 
(8.3 keV). The x rays scattered off the compressed MgO and the 
resultant diffraction pattern was recorded on the PXRDIP image 
plates. A stereographic projection of a typical x-ray diffraction 
pattern is shown in Fig. 144.88. This information was then used 
to constrain the MgO crystal structure at pressure. Pressure in 
the MgO sample during the x-ray probe time was determined by 
the VISAR diagnostic. The VISAR records the reflecting shock 
velocity in the quartz window. Hydrocode simulations matched 
to this shock velocity was then used to determine the pressure 
in the MgO sample at the x-ray probe time.
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Figure 144.88
Stereographic projection of the OMEGA PXRDIP diagnostic40 x-ray dif-
fraction image-plate data.

Spectroscopy of Neutrons Generated  
Through Nuclear Reactions with Light Ions  
in Short-Pulse Laser-Interaction Experiments
Principal Investigators: C. Stoeckl, U. Schroeder, T. C. 
Sangster, and C. J. Forrest (LLE)

The experimental objective of this project is to study nuclear 
reactions in light ions generated in short-pulse laser-interaction 
experiments. Planar deuterated plastic (CD) targets were irra-
diated with one short-pulse (10-ps) beam focused at the front 
surface of the target. A second low-energy (100-J), long-pulse 
(100-ps) UV beam was fired 0.5 ns ahead of the short-pulse 
beam to suppress proton acceleration on the front surface of 
the target. Charged particles, protons, and deuterons from the 
back side of the target create neutrons and charged particles 

through nuclear reactions in a second converter target placed 
closely behind the primary interaction target. The spectrum 
of the neutrons generated in the converter target is measured 
using a three-channel scintillator/photomultiplier–based nTOF 
detector system. Charged-particle detectors are used to measure 
the spectra of the primary particles. 

The previous experiments in FY14 with CD primary and 
CD or Be/CD secondary targets resulted in neutron spectra 
showing D–D fusion neutrons for the CD secondary targets 
and neutrons from Be9(d,n)B10 reactions. 

One shot day was allocated for these experiments in FY15. 
To maximize the probability to see D–T fusion neutrons from 
the tritium produced in the Be9(d,t)Be8 neutron pickup reaction, 
layered targets were used with up to ten alternating layers of 
25-nm-thick CD and 25-nm-thick Be foils. 

Figure 144.89 shows the neutron energy spectrum from a 
CD/Be-layered secondary target irradiated with protons and 
deuterons from a CD primary target at 1.25-kJ laser energy.
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Figure 144.89
Neutron energy spectrum from a CD/Be-layered secondary target recorded 
at +150° from the laser’s forward direction. Neutrons from D–D fusion and 
Be9(d,n)B10 reactions are seen, but no D–T fusion neutrons are recorded. The 
shaded area indicates where the D–T would be recorded.

The neutron energy spectrum shows clear evidence of 
both D–D fusion neutrons and neutrons from the Be9(d,n)B10 
nuclear reaction. A deuteron energy of +2 to 4 MeV can be 
inferred from the kinematic shift of the D–D fusion neutrons. 
The kinematic shift of the Be9(d,n)B10 neutrons is consistent 
with a lower deuteron energy of 1 to 2 MeV. The difference in 
the energy of the deuterons is consistent with energy loss of 
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deuterons in the first 25-nm-thick CD layer, which they must 
traverse before interacting with the first Be layer. No second-
ary D–T fusion neutrons are observed from any tritium that 
would be generated in Be9(d,t)Be8 neutron pickup reactions, 
which indicates that the cross section of this reaction is smaller 
than the calculated values. This discrepancy will be studied 
further in FY16. 

Integrated Channeling for Fast Ignition
Principal Investigator: W. Theobald (LLE) 
Co-investigators: S. Ivancic, C. Stoeckl, and D. H. Froula 
(LLE); K. A. Tanaka, H. Habara, and T. Iwawaki (Osaka 
University); and P. A. Norreys and L. A. Ceurvors (University 
of Oxford)

The goal of this LBS project was to perform an integrated 
fast-ignition channeling experiment on OMEGA and to study 
the physics of laser channeling through the corona of an 
imploded shell. 

Figure 144.90 displays a schematic of the experimental 
setup of the joint OMEGA/OMEGA EP experiment. A plastic 
shell is imploded by the 60 UV beams to create a high-density 
plasma with an extended corona. A 100-ps (“channeling”) IR 
pulse is injected into the plasma, forming a channel followed 
by a high-intensity, 10-ps (“heating”) pulse generating fast 
electrons at the channel wall. The shell consists of a 17-nm 
outer CH layer and a 23-nm inner deuterated plastic layer 

that is doped with 1% atomic density of Cu. The Cu doping 
provides Ka fluorescence x-ray emission at 8.048 keV when 
excited by fast electrons, which is imaged by a spherical crys-
tal imager (SCI). This technique visualizes the fast-electron 
energy deposition in the compressed shell. The 17-nm-thick 
CH ablator reduces the excitation of Ka fluorescence from 
direct interaction of the driver beams and eliminates the 
neutron background from the hot corona. Our experiments 
showed, however, that even with the undoped CH ablator, 
there is still some Ka radiation generated by the implosion. 
Other diagnostics include two electron spectrometers, an x-ray 
spectrometer, and neutron time-of-flight detectors to measure 
the thermonuclear fusion neutron yield from D–D reactions. 
The temporal evolution of the areal density was calculated 
with a 1-D simulation with the radiation–hydrodynamic code 
LILAC including cross-beam energy transfer (CBET) and 
nonlocal electron transport. 

Peak compression is predicted at 4.3 ns, where time zero is 
defined by the start of the drive pulse. The short pulses were 
injected at four different times between the end of the drive 
laser pulse (3 ns) and peak compression (tR . 400 mg/cm2). 
Figure 144.91(a) shows the SCI image from an implosion 
without the injection of short pulses. Hot electrons generated 
by the drive laser in the energy range of several tens of keV’s 
penetrate the outer CH ablation layer and excite Ka emis-
sion in the deeper Cu-doped layer. The Cu K-shell ionization 
cross section peaks at an electron energy of +30 keV causing 
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these hot electrons to very efficiently produce Ka emission. 
In addition, x rays from the plasma corona can contribute to 
the Ka production in the shell. The thickness of the Ka ring is 
roughly given by ,t t t tv v2 2 1 1-_ _i i7 A  where v is the implosion 
velocity of the shell and t1,t2 are the times when the Ka emis-
sion started and stopped, respectively. Some Ka emission is 
also produced in the center of the shell from the compressed 
core at peak compression. Cu-doped plastic material is ablated 
from the inner wall of the evacuated shell and forms hot dense 
plasma in the center. The SCI uses a time-integrating image-
plate detector so that Ka features that are separated in time 
all appear on the detector. Figure 144.91(b) renders a view of 
the SCI diagnostic on the target. Figure 144.91(c) depicts the 
image when the 100-ps channeling pulses and the 10-ps heat-
ing pulses were injected shortly after the drive laser ceased 
(3.04 ns). The injection time is given by the time of the peak 
of the 100-ps channeling pulse with respect to the start of the 
drive laser. The 10-ps heating pulse is injected at the falling 
edge of the channeling pulse (+50 ps after the peak of the 
100-ps pulse). The high-intensity short pulses channel through 
the plasma corona and produce MeV electrons that excite Ka 
emission in the shell, now at a position where the shell has 
moved farther inward, thereby producing the second inner 
ring. Figure 144.91(d) shows an image when only the 10-ps 
heating pulse was injected into the imploded plasma at peak 
compression. A clear enhanced emission in the center of the 
shell is observed, indicating the coupling of MeV electrons 
into the compressed core. 

The electron spectrometers captured a very interesting trend 
in the spectrum of the escaped fast electrons for the different 
injection times. For an early injection of both pulses, copious 
amounts of MeV electrons were generated with a clear trend of 
decreasing fast-electron production for later injection times. At 
peak compression very few fast electrons were produced. This 
effect did not occur when only the 10-ps pulse was injected 
into the plasma at peak compression, producing significant 
numbers of fast electrons similar to the case when both short 
pulses were injected at 3.04 ns.

The observed behavior of the channeling beam in the inte-
grated experiment is in sharp contrast to the observations in the 
OMEGA EP experiment with planar targets,42 demonstrating 
better channeling with the 100-ps pulses compared to the 10-ps 
pulses. It turns out that the plasma conditions were significantly 
different in both experiments. The implosion produced a long 
coasting phase with a significant time delay (+1.5 ns) between 
the termination of the drive laser pulse and the occurrence 
of peak compression. The coupling of fast electrons into the 
high-density plasma is optimum at peak compression because 
at that point the areal density equals the stopping range of MeV 
electrons. However, the plasma corona significantly cooled 
during this time period to temperatures that were more than 
one order of magnitude lower than in the planar target experi-
ment on OMEGA EP. As a consequence, the 100-ps-long pulse 
probably experienced filamentation, which prevented efficient 
channeling at peak compression, in contrast to the 10-ps pulse.

Measurements of the Shear Strain of Vanadium  
Under Shock Compression 
Principal Investigator: C. Wehrenberg (LLNL)

This campaign was the first to use in-situ diffraction to study 
shock-compressed vanadium. Multiscale models of vanadium 
predict high strengths for high-rate loading caused by the 
increased phonon drag resulting from the high temperatures 
associated with shock loading. This campaign used three UV 
beams to drive a zinc backlighter and the fourth UV beam to 
drive a shock into the vanadium foil. The goal of this cam-
paign was to measure the shear strain in the shock-compressed 
sample by measuring a difference in strain for different loading 
directions (corresponding to different diffraction lines). Seven 
shots were performed and high-quality data were recorded 
on several shots, with shock loading in the 0.5- to 1.7-Mbar 
range. Figure 144.92 compares the (a) static (undriven) data 
and (b) data from a 0.5-Mbar shot. The driven data have a high 
signal-to-noise ratio and should make it possible to acquire a 
good measurement of in-situ shear strain.
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FY15 LLNL OMEGA Experimental Programs
Principal Investigators: R. F. Heeter, K. L. Baker, M. A. 
Barrios Garcia, M. A. Beckwith, D. T. Casey, P. M. Celliers, 
H. Chen, F. Coppari, K. B. Fournier, D. E. Fratanduono, C. M. 
Huntington, A. E. Jenei, R. G. Kraus, D. A. Martinez, J. M. 
McNaney, M. A. Millot, A. E. Pak, H.-S. Park, Y. Ping, B. B. 
Pollock, R. F. Smith, C. E. Wehrenberg, K. Widmann, G. W. 
Collins, O. L. Landen, A. Wan, and W. Hsing (LLNL); and 
J. Frenje (MIT)

In FY15, LLNL’s High-Energy-Density (HED) Physics 
and Indirect-Drive Inertial Confinement Fusion (ICF-ID) 
Programs conducted several campaigns on the OMEGA and 
OMEGA EP Laser Systems, as well as campaigns that used 
the OMEGA and OMEGA EP beams jointly. Overall, these 
LLNL programs led 468 target shots in FY15, with 315 shots 
using only the OMEGA Laser System, 145 shots using only the 
OMEGA EP Laser System, and eight shots using OMEGA and 

OMEGA EP jointly. Approximately 25% of the total number 
of shots (56 OMEGA shots and 67 OMEGA EP shots, includ-
ing the eight joint shots) supported the ICF-ID Campaign. The 
remaining 75% (267 OMEGA shots and 86 OMEGA EP shots) 
were dedicated to experiments for HED physics. Highlights 
of the various HED and ICF Campaigns are summarized in 
this section.

In addition to these experiments, LLNL Principal Investiga-
tors (PI’s) led a variety of Laboratory Basic Science Campaigns 
using OMEGA and OMEGA EP, including 90 target shots 
using only OMEGA and 61 shots using only OMEGA EP. 

LLNL led a total of 619 shots at LLE in FY15. LLNL PI’s 
also supported 39 NLUF shots on OMEGA and 35 NLUF shots 
on OMEGA EP in collaboration with the academic community. 

Indirect-Drive Inertial Confinement Fusion Experiments

Diamond Sound-Speed Measurements  
Along the Principal Hugoniot 
Principal Investigator: D. E. Fratanduono

Sound-speed measurements along the principal Hugoniot of 
ablator materials are an important constraint in inertial confine-
ment fusion (ICF) experiments since the sound speed in the 
ablator influences the instability growth rate. Accurate sound-
speed measurements of diamond in this regime would further 
develop this ablator material and aid our understanding of the 
ICF instability growth rates. In this campaign, the diamond 
sound speed was measured using a recently developed pertur-
bation analysis.43 Specially designed pulse shapes were used 
on two half-days of OMEGA shots to create a rippled ablation 
drive. For a monolithic target, the correlation between ripples 
in the drive and at the shock front can be used to determine the 
sample sound speed. For the first half-day of experiments, dia-
mond blanking was an issue and no usable data were obtained. 
For the second half-day, two target designs were fielded. A new 
design with a preheat shield was used, but the delivered laser 
energy was too low to produce a reflective shock in diamond. 
The second target design utilized a two-section target in which 
perturbations were tracked in both the diamond sample and a 
quartz witness. By correlating the perturbations in each mate-
rial and with the assumption that the quartz equation of state 
(EOS) is known, the diamond sound speed was determined. 
This alternative design produced excellent experimental data. 
It was found that these measurements are in good agreement 
with the preferred EOS table (LEOS 9061) used in ICF simula-
tions (Fig. 144.93).

Figure 144.92
(a) Diffraction from static vanadium. (b) Diffraction from vanadium that has 
been shock compressed to 0.5 Mbar. Strain differences are revealed as changes 
in the pattern of x-ray diffraction features.
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Mix Effects in Tungsten-Doped Be Capsules Probed  
with OMEGA EP Short-Pulse Radiography 
Principal Investigator: D. Casey

An OMEGA/OMEGA EP joint shot day was dedicated to 
following up on FY13 results from ablator physics measure-

ments using beryllium capsules. The prior campaign was useful 
in assessing the performance of Be as an ablator for indirect-
drive–ignition experiments on the NIF and also proved to be an 
interesting mix experiment.44 The second round of experiments 
in FY15 used Be capsules driven by gold hohlraums (1.6 mm 
in diameter by 2.1 mm long by 50 nm thick) that were irradi-
ated by 40 OMEGA laser beams. The shots were diagnosed 
with the OMEGA neutronics suite as well as radiography 
using OMEGA EP-driven copper Ka backlighting observed 
with the spherical crystal imager. The spherical crystal imager 
gave high-quality radiographs that were both time gated and 
time integrated. The time-gated images were taken to remove 
capsule self-emission, but they had reduced photon statistics 
compared to the time-integrated image plates. 

The capsules were 40-nm-thick, 610-nm-diam Be shells 
with an inner 14 nm of Be also doped with 4% Cu. They were 
filled with deuterium gas. Several targets also included thin 
0.5-nm tungsten (W) layers, either on the inner capsule sur-
face or recessed 5 nm to provide radiographic contrast to test 
mix models. Figure 144.94 shows the radiograph geometry, 
a sample OMEGA EP backlit radiograph with the spherical 
crystal imager, and a time-integrated self-emission image. 
The x-ray self-emission images show unexpected strong 
3-D asymmetry.

Figure 144.93
Diamond sound-speed measurements compared with equation-of-state 
(EOS) models.
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Three types of capsules were shot, as shown schematically 
in Fig. 144.95. Figure 144.95 also summarizes the yield and Ti 
observed with the neutronics suite. The yield behavior is inter-
esting, showing larger variability than observed in FY13, both 
with and without tungsten. Surprisingly, the buried-tungsten 
data have lower yields than tungsten at the gas/shell interface. 
Detailed comparisons with simulations are now underway.

Hohlraum Drive Measurements Using a Shock Witness Plate
Principal Investigator: K. L Baker
Designers: S. MacLaren and R. Olson

The purpose of this OMEGA half-day campaign was to 
measure the temporal and spatial profiles of the drive in a hohl-
raum using a VISAR package on the side of the hohlraum and 
then to assess whether this technique could be used to directly 

detect laser beams irradiating the wall of the hohlraum. Such a 
method can be used to evaluate cross-beam energy transfer. As 
shown in Fig. 144.96, these experiments used a two-shock laser 
pulse, SS1503vA01, hitting a vacuum gold hohlraum oriented 
along the P6/P7 axis with a gold M-band block/ablator material 
placed on a quartz window in one part of the hohlraum wall. 
This campaign set the stage for subsequent similar NIF VISAR 
shots, which have shown that the gold M-band block can itself 
result in multiple shocks not predicted in simulations, perhaps 
caused by the gold/quartz rarefaction wave interacting with the 
ablation front, so a future campaign would preferably use an 
aluminum ablator. On these OMEGA shots, a 2.5-mm VISAR 
cone partly protected the window from unconverted light; 
however, because of the potentially large light level entering 
the chamber (up to 4%), a much longer VISAR cone (>8 mm) 
would be recommended on future campaigns.

U1993JR

0.0
0

1

2

3

4

5

D
–D

 y
ie

ld
 (

×
10

9 )

1.0

(d)

Be (Cu)(a)

26 nm Be
14 nm Be (4% Cu)

305 nm
18 atm of D2

2.0 3.0

Ti (keV)

Be (Cu)
Be (Cu) - no Kr
Be (Cu) + Winner
Be (Cu) + Wburied

Be (Cu) + Winner (5 nm)(b)

26 nm Be
14 nm Be (4% Cu)

305 nm
18 atm of D2

Be (Cu) + Wburied (5 nm)(c)

26 nm Be
14 nm Be (4% Cu)

0.5 nm W

5.0 nm Be (4% Cu)305 nm
18 atm of D2

0.5 nm W

Figure 144.95
(a) Cu-doped Be capsule schematic; (b) Cu-doped Be capsule schematic with a 0.5-nm W layer at the gas/shell interface; (c) Cu-doped Be capsule schematic 
with a 0.5-nm W layer recessed 5 nm from the gas/shell interface; (d) summary of the D–D neutron yield and measured Ti for each configuration. W: tungsten.
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Fast X-Ray Imaging Using Optical Interferometry 
Principal Investigator: K. L. Baker
Co-investigators: P. Celliers and M. Tabak

The purpose of this campaign was to demonstrate high 
spatial and temporal resolution x-ray imaging using the optical 
VISAR and OHRV diagnostics. This approach used a semi-
conductor, with the side facing the backlighter capsule coated 
with a thin aluminum reflecting layer. X rays pass through the 
metal layer and get absorbed in the semiconductor, changing 
its index of refraction. The other side of the semiconductor was 
antireflective (AR) coated to allow the VISAR or OHRV probe 
beam to probe the phase of the semiconductor as the x rays were 
absorbed in the semiconductor. This technique is capable of 
acquiring subpicosecond 2-D or 1-D x-ray images with detector 
spatial resolution of better than 10 nm and offers the ability 
to operate in the high neutron flux environment expected on 
ignition shots with burning plasmas. This experiment used 

39 beams of the OMEGA laser to implode an 890-nm-diam, 
9-nm-thick backlighter capsule with a 1-ns pulse length. The 
x-ray emission was then imaged onto a diamond or quartz 
semiconductor, using a miniature x-ray snout as shown in 
Fig. 144.97(a). As displayed in Fig. 144.97(b), the VISAR then 
probed the semiconductor from the back and measured the 
induced phase change inside the semiconductor caused by the 
impinging x rays. A lineout of the semiconductor phase change 
measured by the VISAR is then compared to channel 11 of the 
(slower) Dante x-ray diode array in Fig. 144.97(c).

Rayleigh–Taylor Growth Measurements  
on Aluminum Ablators 
Principal Investigator: D. Casey

Aluminum has attractive properties as a potential ICF abla-
tor, including the ability to shield Au hohlraum M-band emis-
sion without dopants because of its mid-Z opacity (it is a single  
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Figure 144.96
(a) VisRad image of the hohlraum with Beam 20 
directly hitting the ablator located on the VISAR 
window; (b) VISAR measurement of the drive with 
Beam 20 not hitting the VISAR window; (c) VISAR 
measurement of the drive with Beam 20 hitting the 
VISAR window. 
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Figure 144.97
(a) VisRad image of the experimental setup to image the backlighter capsule onto a semiconductor; (b) VISAR measurement of the x-ray–induced phase change 
in the semiconductor; (c) lineout comparison of the Dante channel 11 trace (red) with the VISAR trace (black). 
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species material and has a well-understood equation of state). On 
the other hand, the presumptive low ablation velocity and high 
opacity may make it more unstable to the Rayleigh–Taylor (RT) 
instability compared to other ablators such as Be, high-density 
carbon (HDC), and CH. Some predictions suggest, however, a 
double ablation front may form (thermal and M band), which 
may decrease RT growth by increasing the ablative stabilization 
through a larger effective density scale length. This joint shot 
day sought to measure RT growth rates in Al using face-on radi-
ography and to develop a platform for testing the possible impact 
of a double ablation-front feature. This work complemented a 
LANL experiment conducted the same week to measure the 
mass ablation rate of Al. The aluminum RT growth data that 
were obtained will be compared to calculations. Progress was 
slowed by an anomalously early Au-halfraum closure obscuring 

the backlighter, which limited the number of drives that could be 
tested, but enough data were obtained to do initial comparisons 
to simulation. Figure 144.98 shows the sidelighter/halfraum 
configuration used to constrain the trajectory of the Al package. 
Figure 144.99 shows the face-on RT data obtained at 3.7 ns. 

Hohlraum Magnetization Using Laser-Driven Currents 
Principal Investigator: B. Pollock
Co-investigators: J. Moody, J. S. Ross, D. Turnbull, C. Goyon, 
A. Hazi, G. Swadling and W. Farmer

In FY15 during the two days allocated on OMEGA EP, the 
Hohlraum Faraday Rotation Campaigns continued to investi-
gate the feasibility of self-magnetizing hohlraum targets for 
ICF applications. The basic target design consists of a half-loop 
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Figure 144.99
(a) An aluminum RT package with 200-nm and 50-nm sinu-
soidal modulations; (b) raw x-ray framing-camera radiograph 
of an aluminum RT package at 3.7 ns; (c) orientation of lineout 
to analyze the optical depth; (d) optical-depth lineout from 
region shown in (c), showing good observed modulation 
growth. p–v: peak-to-valley.

Figure 144.98
(a) Sidelighter/halfraum used to measure trajectory of the Al 
package; (b) raw streak camera radiograph of sidelit Al pack-
age; (c) measured Al package trajectory, which will provide a 
good constraint on Al ablation properties and hohlraum drive. 
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formed by folding a thin gold sheet around a 500-nm-diam 
fused-silica rod. On the open side of the loop are parallel plates; 
holes were placed into one of the plates so that the OMEGA EP 
long-pulse beams could shine through to produce a plasma at 
the surface of the second plate, as shown in Fig. 144.100. Hot 

electrons formed at this plasma collect around the holes in the 
first plate, essentially charging up a parallel-plate capacitor. The 
half-loop connects the plates, allowing current to flow and pro-
duce a magnetic field on the loop axis. The first FY15 campaign 
studied variations on this approach by changing the longitu-
dinal structure of the loop portion of the target and expanding 
the loop diameter. The OMEGA EP 4~ probe capability was 
employed to directly measure the magnetic field inside the loop 
via Faraday rotation along the hohlraum axis. Fields up to 4.6 T 
were measured at the time of the probe beam. On the second 
shot day, the short-pulse backlighter beam was used to drive 
a proton source for proton deflectometry measurements of the 
fringing magnetic fields around the target (Fig. 144.101). This 
campaign allowed us to conduct additional parameter scans 
and extended the previous data set. This shot day included col-
laborators from ILE (Osaka University) whose initial analysis 
on the proton data indicates that magnetic fields of +70 T can 
be produced in the standard target geometry. The analysis of 
this recent experiment is ongoing and will be used as a guide 
for the FY16 continuation of this effort.

Hohlraum-Free Platform for X-Ray–Driven  
Equation-of-State Measurements 
Principal Investigator: P. M. Celliers
Co-investigators: D. E. Fratanduono (LLNL); and M. Karasik, 
S. Obenschain, and A. Schmitt (NRL)

During FY15 the Hohlraum-Free Campaign was carried out 
over two shot days on OMEGA EP. This campaign performed 
experimental tests of a hybrid platform for driving planar 
steady shocks into equation-of-state (EOS) target packages. The 
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Figure 144.100
(a) Geometry for hohlraum (end view) self-magnetization on OMEGA EP 
with the beam path shown schematically in red; (b) a sample of 4~ probe 
data used to infer Faraday rotation. 

Figure 144.101
(a) Analysis of the proton evacuated region; the inferred 
field along the axis of the loop interior is 69 T. (b) Sample 
of proton data corresponding to (a); (c) geometry for proton 
deflectometry on OMEGA EP with the proton detector 15 cm 
behind the B-field target. 
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platform concept combines features of both direct and indirect 
drive by using a high-Z layer to convert the laser drive into a soft 
x-ray source in proximity to a low-Z ablator. The ideas behind 
this concept were proposed by the experimental team based at 
NRL (Karasik, Obenschain, and Schmitt). The high-Z layer is 
typically of submicron thickness—for example, a few hundred 
nanometers of Au or Pt, followed by a conventional low-Z 
ablator material (polystyrene or kapton). This drive assembly 
is then mounted onto an EOS package consisting of a reference 
standard and sample materials. The shot campaigns were aimed 
at examining the pressure scaling, shock quality, and other 
performance details of this platform for drive intensities up 
to 5 # 1014 W/cm2. For our tests we used a radiation-blocking 
layer of several microns of Cu or Au followed by thick quartz 
witness samples. The shock transmitted into the quartz was 
diagnosed with VISAR to determine the drive pressure.

The first experimental campaign encountered significant 
issues with blanking of the VISAR signals for drive intensities 
exceeding 2 # 1014 W/cm2. Analysis of the signals suggested 
that the blanking was caused by hot electrons circulating 
around the target package from the ablation plasma. These 
electrons might deposit enough energy on the rear surface of 
the quartz witness to render the quartz opaque. The targets 
were all assembled with 5-mm-diam shield washers—a size 
that was requested by the facility to minimize debris loading 
in the target chamber. The facility subsequently investigated 
the blanking issue by testing various sizes of shield wash-
ers and found that 10-mm washers should be adequate for 
most experiments.

The second campaign repeated the scaling experiments 
using packages fitted with 10-mm washers and also made 
adjustments to the laser pulse shape.  A complete dataset was 
obtained with enough information to construct a drive scaling 
curve that will be beneficial to the design of future tests of this 
platform, on both OMEGA EP and the NIF.

Broadband Proton Radiography of Shock Fronts in Gases 
Principal Investigator: Y. Ping
Co-investigators: H. Sio (MIT); G. W. Collins (LLNL); and 
R. Hua, C. McGuffey, and F. Beg (University of California, 
San Diego)

Two days were dedicated to developing a new experimental 
platform on OMEGA EP to study shock-front structure and 
field effects in low-density systems. The broadband proton 
backlighter was generated by high-intensity, short-pulse inter-
action with metal foils through the well-known TNSA (target 
normal sheath acceleration) process. The shock was driven 
into a gas cell or freestanding foams by three UV long-pulse 
beams. Both shot days provided excellent proton radiographs 
of shock propagation in gases and foams. Figure 144.102(a) 
shows a radiograph from the first shot day, using 5-MeV pro-
tons to probe a shock driven by 1.5 kJ of UV energy in 1 ns. A 
ring structure is clearly observed, indicating the accumulation 
of protons at the shock front, consistent with the existence of 
an electric field. For the second shot day, the intensity and 
energy of the proton beam were substantially enhanced by an 
improved target design and higher short-pulse energy. Using a 
stronger long-pulse drive (6.2 kJ total), a double-shell structure, 

U2000JR

15B, 7-MeV proton 15B, 15-MeV proton15B, 7-MeV proton 15B, 15-MeV proton15A, 5-MeV proton

(a) (b) (c)

Figure 144.102
(a) A 5-MeV proton radiograph of a gas cell from 15A shots. (b) 7-MeV and (c) 15-MeV proton radiographs from 15B shots, showing the double-shell structure 
together with a separate spatial fiducial grid.
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which is proton-energy dependent, was observed, as shown in 
Figs. 144.102(b) and 144.102(c). A paper on this new platform 
is being prepared and further analysis of the radiographs is 
in progress.

High-Energy-Density Experiments
1.	 Material Equation of State Using Diffraction Techniques

Shock Melt and Ramp Recrystallization of Tin 
Principal Investigator: R. G. Kraus
Co-investigator: F. Coppari

The ultrahigh-pressure melt curve (e.g., >3 Mbar) is a 
difficult region of phase space to access experimentally. The 
combined high pressures and temperatures are often out 
of reach of standard diamond anvil cell techniques. Shock 
compression to such high pressures generates significantly 
higher temperatures than are necessary to melt the material. 
Consequently, this campaign utilizes a recently developed 
technique to shock the material of interest into the fluid phase 
and subsequently compress it back into the solid phase, using 
in-situ x-ray diffraction to confirm the existence of a periodic 
crystal structure.

One shot day on OMEGA EP was used to shock tin to pres-
sures ranging from 65 to 75 GPa (all fully molten initially) 
and then used a second shock to compress the high-pressure 
liquid tin back into the solid stability field at pressures ranging 
from 130 to 170 GPa. Pressure-induced crystallization from a 
liquid state was observed on four of the experiments, starting 
at shock pressures of 65 and 75 GPa. Figure 144.103 presents a 
preliminary summary of the shock–melt–resolidification data 
in a pressure-entropy phase diagram for tin (based on Carl 
Greef’s SESAME 2161 EOS). The pressure-entropy space is 

a useful phase space in which to interpret these experiments 
since nearly all the entropy is generated from the first shock 
to the principal Hugoniot and the subsequent second-shock 
compression is nearly isentropic. Figure 144.103 also includes 
data on shock melting of tin from the previous FY14 campaign.

High-Pressure Melting of Tantalum as Determined  
by In-Situ X-Ray Diffraction
Principal Investigator: R. G. Kraus
Co-investigators: F. Coppari and D. Fratanduono

The high-pressure melting curve of tantalum has generated 
significant interest in the high-pressure community because 
of the large discrepancy between the static diamond anvil cell 
experiments and the gas-gun shock-wave experiments (as diag-
nosed by sound-speed measurements). This OMEGA half-day 
campaign investigated the high-pressure phase diagram and 
also a potential issue with the shock-wave experiments: the time 
dependence of the melting transition in tantalum. 

This campaign used the PXRDIP diagnostic to perform 
in-situ x-ray diffraction measurements of the shocked state of 
tantalum. In-situ x-ray diffraction is an excellent diagnostic for 
determining the melting transition since one can observe the 
existence of the liquid phase as a diffuse scattering feature, as 
well as the loss of solid diffraction. 

Pressure in the FY15 experiments ranged from 200 to 
340 GPa in the tantalum. Figure 144.104 shows select lin-
eouts from the diffraction data, where one can observe with 
an increasing pressure the loss of solid diffraction lines and 
the increase in the diffuse scattering feature around the (110) 
line of bcc tantalum with increasing pressure. It is found that 
incipient melting occurs between +240 and +270 GPa and that 
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Diffraction data for shock-induced melting and resolidification presented in 
the pressure-entropy phase diagram for tin. Entropy states are determined 
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complete melting occurs between +300 and +315 GPa, which 
is completely consistent with the gas-gun data, suggesting that 
the time scale for shock-induced melting is much faster than 
our nanosecond experiments.
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Figure 144.104
Lineouts from in-situ x-ray diffraction experiments on shocked tantalum. 
Lines are offset for clarity, where in order from bottom to top the shock 
pressures were 202(8), 250(15), 290(14), 307(10), and 354(18) GPa. Blue lines 
represent completely solid-state tantalum, black lines represent solid + liquid 
states, and the red line represents only a liquid state.

Understanding Strength and Structure  
of Shock-Compressed Diamond 
Principal Investigator: F. Coppari
Co-investigators: C. Wehrenberg and J. Eggert

Single-crystal diamonds are currently used as ablator and 
window materials in powder diffraction experiments performed 
on both OMEGA and the NIF. Understanding diamond’s 
behavior under dynamic ramp compression and how strength 
affects its properties are crucial to the design of the diffraction 
experiments and the interpretation of the results.

Models predict that below the Hugoniot elastic limit (HEL), 
diamond is elastically deformed and assumes a strained cubic 
structure. Above the HEL, plastic deformation should bring 

diamond back to the cubic structure. What happens to diamond 
under ramp compression is currently unknown. 

The goal of this first half-day experiment was to demon-
strate that Laue diffraction data could be obtained from such 
a low-Z material under shock compression. Laue diffraction 
experiments of diamond, shock compressed below and above 
the HEL, were performed using the BBXRD diagnostic. Very 
nice data were obtained (Fig. 144.105) showing differences in 
the Laue patterns for shocks below and above the HEL. Given 
the good quality of the data, quantitative data analysis will be 
possible and will provide a suitable starting point for designing 
future ramp-compression experiments. 
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Figure 144.105
Laue diffraction patterns for diamond shock compressed (a) below and 
(b) above the Hugoniot elastic limit (HEL).

Development of Germanium X-Ray Backlighters  
for Diffraction Experiments 
Principal Investigator: F. Coppari
Co-investigators: J. Eggert and R. Smith

In high-pressure dynamic diffraction experiments, the sig-
nal/background deteriorates as the pressure increases above 
+7 Mbar because of the increase in the background caused by 
the laser ablation. To shield this background, metallic filters 
are used to cover the image-plate detectors, whose material 
(usually) matches the x-ray source. On OMEGA, Fe (6.7-keV) 
and Cu (8.2-keV) x-ray sources were previously developed 
for diffraction experiments, but these are not optimized for 
shots in the TPa regime since the ablation x-ray background 
enters the backlighter energy range and can no longer be fil-
tered. This campaign developed a higher-energy x-ray source 
(Ge Hea at 10.2 keV) to improve the signal/background in 
high-pressure shots by enabling more-effective shielding of 
the background x rays.
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This half-day campaign varied the laser intensity used to 
drive the Ge backlighter to find the maximum conversion 
efficiency. Maximum x-ray emission was obtained using a 
double-sided illumination of the Ge foil at an intensity of 9 # 
1014 W/cm2. Figure 144.106 shows a typical Ge spectrum. These 
shots also ramp compressed Fe up to 7 Mbar to see how the 
diffraction data improved in high-pressure shots. Figure 144.107 
compares two different shots at similar peak pressures, using 
the old (Cu) and new (Ge) x-ray sources. Measurement quality 
was improved with the Ge backlighter, where the diffraction 
lines spanned the entire image plate and were not suppressed 
by the high background.

Shock-Melting Transition in Iron as Determined  
by In-Situ X-Ray Diffraction 
Principal Investigator: R. G. Kraus
Co-investigators: F. Coppari and D. Fratanduono

The high-pressure melting curve of iron is critical to our under-
standing of the earth since it provides a reference point for the tem-
perature deep within the core. This half-day OMEGA campaign 
investigated the high-pressure phase diagram of iron, particularly 
the pressure for incipient melting. It also explored a potential issue 
with the shock-wave experiments: the time dependence of the melt-
ing transition in iron. The PXRDIP diagnostic was used to perform 
in-situ x-ray diffraction measurements of the shocked state of iron. 
In-situ x-ray diffraction is an excellent diagnostic for determining 
the melting transition since one can observe the existence of the 
liquid phase, as a diffuse scattering feature, as well as the loss 
of solid diffraction. Pressure in these experiments ranged from 
200 to 300 GPa in the iron. This campaign significantly improved 
the accuracy of the shock-state determination through improved 
pulse shaping. It was found that incipient melting occurs between 
+205 and +220 GPa and complete melting occurs by +300 GPa. 
This is consistent with earlier gas-gun data, suggesting that the 
time scale for shock-induced melting is much faster than these 
nanosecond time scale experiments.

Understanding Diffraction Signals from Single-Crystal 
Diamond Windows 
Principal Investigator: F. Coppari
Co-investigator: J. Eggert

Single-crystal diamonds are currently used as ablator and win-
dow materials in powder diffraction experiments on OMEGA, 
OMEGA EP, and the NIF. Understanding diamond’s behavior 
under ramp compression, along with its diffraction signal, is criti-
cal to correctly interpret diffraction data for other materials since 
the measurement includes diffraction from the diamond ablator 
and window as well as the chosen sample material.

In Bragg diffraction experiments (using a monochromatic 
x-ray source), one does not expect to record signals from single-
crystal materials unless the Bragg condition is satisfied for a 
particular reflection at that wavelength. The resulting diffraction 
signal is then a localized spot. The OMEGA and NIF data most 
often show a very bright, highly textured spot with noticeable 
broadening in the Bragg angle. This feature could be consistent 
with Bragg diffraction initially from single-crystal diamonds, 
whose symmetry gets partially destroyed by the ramp compres-
sion. Another interpretation could be that this is the diffraction of a 
highly textured sample material, rather than the diamond window. 

U2004JR

1200
10–1

100

X
R

S 
(P

SL
 c

ou
nt

s)

101

102

1400 1600

10
.2

46
6 

ke
V

 G
e 

H
e a

10
.6

19
7 

ke
V

 G
e 

L
y a

12
.1

03
6 

ke
V

 G
e 

H
e b

12
.7

33
7 

ke
V

 G
e 

H
e c

Position (pixel)

1800 2000

U2005JR

(a) Cu backlighter
12-nm Cu �lter

(b) Ge backlighter
50-nm Al �lter

Figure 144.107
Comparison of the diffraction signals obtained with (a) Cu and (b) Ge x-ray 
sources for a similar drive.

Figure 144.106
Typical spectrum emitted by the Ge backlighter, as recorded by the XRS 
Rowland spectrometer on OMEGA.
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To unambiguously assign the observed feature to either dia-
mond or sample, our experiments, performed over one day on 
OMEGA EP, reproduced the compression used in past shots, 
but here the target did not have any sample material—just a bare 
diamond. Figure 144.108 shows a representative result. The 
extended lines are from the Ta pinhole (reference material); the 
diamond signal is highlighted by the red oval and detailed in the 
inset. The signal is characterized by a localized spot correspond-
ing to diffraction from ambient pressure diamond, in addition 
to a broad, textured peak at a higher angle corresponding to 
compressed diamond. This feature is indicative of the pressure 
gradient existing in diamond when the x-ray source is turned on.
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Figure 144.108
Representative diffraction pattern of ramp-compressed diamond. The straight 
lines are from ambient-pressure Ta used as reference material. The inset 
highlights the characteristic signal from the diamonds.

Development of a Novel X-Ray Diffraction Platform  
for Constraining the High-Pressure Melt Curve 
Principal Investigator: R. G. Kraus
Co-investigator: F. Coppari

The high-pressure melt curve is tremendously useful for 
equation-of-state (EOS) modeling since it provides a reference 
line on the EOS surface where the free energy of the liquid equals 

that of the solid. The melt curve is also critical to hydrodynamic 
modeling since it defines the boundary between a material with 
strength and one without. Because of its importance, our team 
has been developing in-situ x-ray diffraction techniques to 
determine the high-pressure melt curve, including the results 
from x-ray diffraction of shock-induced melting in tantalum 
and iron and shock-ramp resolidification techniques for tin. 
The campaign described here used one day on OMEGA EP 
to develop a novel technique to constrain both the equilibrium 
high-pressure melt curve and the kinetics of resolidification. In 
this platform, a sample is shocked to high pressures, released 
into the liquid phase, and then recompressed back into the solid 
stability field. This campaign also tested a new ablator material 
for reducing the ablation plasma background. With this novel 
shock–release–resolidification platform, lead (Pb) was shocked 
to approximately 50 GPa, released into the liquid phase at +20 to 
30 GPa, and then recompressed back into the solid stability field 
at +50 GPa. Figure 144.109 presents data from two image plates 
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Figure 144.109
Image plates showing x-ray diffraction from the tantalum pinhole plate (used 
to reference the image plate’s location) and from the lead sample. (a) X-ray 
diffraction was timed just after the lead sample was shocked to 50 GPa and 
released to 15 GPa. (b) X-ray diffraction was timed when the sample was 
shocked to 50 GPa, released to 15 GPa, and then recompressed back to 50 GPa. 
Note: All data and interpretations are preliminary.
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showing in-situ x-ray diffraction data from (a) shock–released 
liquid lead and (b) shock–released–resolidified lead. Based on 
these preliminary but exciting results, this technique will be 
useful for constraining the time dependence of pressure-driven 
solidification and the high-pressure equilibrium phase diagram.

2.	 Material Equation of State Using Other Techniques

Measurements of the Lithium Hydride and Cubic Boron 
Nitride Equations of State 
Principal Investigator: A. E. Lazicki
Co-investigators: F. Coppari, R. London, D. Erskine, 
D. Fratanduono, D. Swift, P. Celliers, J. Eggert, G. Collins, 
H. Whitley, J. Castor, J. Nilsen, and I. Otero

This campaign performed measurements extending the 
principal Hugoniot of LiF and cubic BN up to the 30-Mbar 
pressure range, more than doubling the previous high-pressure 
limit for experiments on these materials. LiF is a common 
window material in dynamic measurements and potentially 
useful as an impedance-matching standard; cubic BN is an 
ultrahigh hardness diamond analog material with important 
technological applications. 

High pressures were exerted using direct (first shot day) and 
indirect (second shot day) drive of layered planar targets. Mea-
surements were made using the active shock breakout (ASBO) 
diagnostic to track in-situ shock velocities and the streaked 
optical pyrometer (SOP) diagnostic to collect thermal self-
emission. Pressure and density were determined using imped-
ance matching to quartz;45 thermal emission from quartz was 
also used as the standard for determining temperature.46,47 LiF 
Hugoniot data for one of the shots are shown in Fig. 144.110. 
Analysis is in progress.

Copper and Aluminum Ramp-Compression Experiments 
Principal Investigator: D. E. Fratanduono

In support of ramp-compression experiments at the National 
Ignition Facility (NIF), ramp-compression experiments of 
monolithic aluminum and copper were performed on OMEGA. 
The goal of these experiments was to test alternate ablators that 
can be used for the experiments on the NIF. Over two half-
days, both copper and aluminum targets were examined. The 
target design consisted of a vacuum halfraum with a monolithic 
stepped target (either copper or aluminum) attached to one end 
of the halfraum. Pulse shapes were designed to produce quasi-
isentropic loading of the samples to +3 Mbar. For the aluminum 
targets, pulse-shaping limitations precluded ramp compression 

to such pressures, but copper was ramp compressed to 3 Mbar. 
The experimental results are in good agreement with both 
ramp-compression measurements performed on the Z Machine 
at Sandia and the NIF. The data were used in the HED materi-
als ramp-compression working group to help guide future NIF 
ramp-compression experiments.

Ramp Compression of Single-Crystal Diamond 
Principal Investigator: D. E. Fratanduono
Co-investigators: D. Braun, R. Smith, and D. Swift

A half-day of single-crystal diamond ramp-compression 
experiments were conducted on OMEGA in FY15. Excellent 
data were obtained on all shots, which have already influenced 
the design of future TARDIS (target diffraction in-situ) experi-
ments on the NIF. Experiments were conducted as a result of the 
2013 High-Z Review. Committee members questioned whether 
the stress-density response of chemical-vapor–deposited (CVD) 
diamond (polycrystalline) measured by Bradley in 2008 on 
OMEGA and Smith in 2012 on the NIF were adequate for 
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TARDIS experiments that use single-crystal diamond. These 
OMEGA experiments were designed to measure the stress-
density response of two-diamond crystal orientations (G100H 
and G110H). Comparisons (A to B) were performed with three 
different pulse shapes, the goals of which were: first, to ramp 
compress through the Hugoniot elastic limit (HEL); second, 
to shock through the HEL; and third, to test the influence of a 
gold preheat shield on the ramp profile. Stress-density response 
was measured in all experiments. Preliminary results suggest 
that the G110H response is consistent with the CVD results of 
Bradley. Further, results indicate that the “pullback” features 
observed in NIF experiments are significantly reduced in the 
G110H orientation when compared to G100H. LASNEX has better 
predictive capability with the G110H orientation versus G100H, but 
the EOS at high pressure (>100 GPa) must be improved. The 
G110H orientation may obey a simple elastic perfectly plastic 
strength model; this is currently being investigated. Experi-
ments (A to B) of G110H versus G100H orientation will greatly 
assist in our development of a diamond-strength model. As a 
result of these experiments, the G110H single-crystal diamond 
will be used in all future TARDIS experiments since the pull-
back features are greatly reduced.

Spherically Convergent Indirect-Drive  
Equation-of-State Measurements 
Principal Investigator: A. E. Lazicki
Co-investigators: D. Swift, J. Hawreliak, F. Coppari, R. London, 
D. Erskine, D. Fratanduono, P. Celliers, J. Eggert, G. Collins, 
H. Whitley, J. Castor, J. Nilsen, and I. Otero

This FY15 campaign was designed to continue development 
of the spherically convergent drive platform on OMEGA using 
radiography to track the shock front in a spherical target. The 
eventual goal of this platform is to measure shock equation 
of state to the 100-Mbar range and to establish the Omega 
Laser Facility as a testing ground for platform concepts to be 
transferred to the NIF, where Gbar pressures are attainable. 
EOS is determined from radiographs that are recorded (1) on a 
framing camera to capture 2-D images from which density and 
sphericity of the converging shock can be measured; and (2) on 
a streak camera to capture the time-resolved shock trajectory 
from which shock velocity can be determined (Fig. 144.111). In 
this campaign the converging shock wave was launched using 
indirect drive in gas-filled hohlraums into solid balls of CH. 
Hea emission from V foils backlit the imploding CH spheres 
for both cameras. Both diagnostics returned data, and analysis 
is in progress to refine the design for a second development 
campaign, which will focus on optimizing radiographic con-
trast and collecting data over a longer duration.

Development of a Platform for Equation-of-State 
Measurements Using Flyer Plate Impact 
Principal Investigator: F. Coppari
Co-investigators: D. Fratanduono, A. Lazicki, P. Celliers, and 
J. Eggert

The goal of this campaign was to develop a platform to 
accelerate diamond flyer plates to hyper-velocity for EOS 
measurements. The conceptual design was to ramp compress 
diamond through direct laser ablation and thereby accelerate 
the diamond into vacuum. After propagating a known distance, 
the diamond flyer would impact a transparent diamond window. 
By measuring the velocity of the diamond flyer plate prior to 
impact and the resulting shock velocity in the diamond wit-
ness, the principal Hugoniot of diamond can be determined 
absolutely (e.g., without needing a known pressure reference), 
enabling one to develop diamond as an EOS standard. 

This campaign aimed to demonstrate this technique and 
provide EOS measurements in the 10- to 20-Mbar regimes. 
In addition, it tested the concept of applying a metal overcoat 
to the diamond flyer plate. The purpose of this design was to 
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enable one to determine the metal Hugoniot once the diamond 
had been calibrated. 

VISAR measurements made it possible to track the flyer 
velocity until the impact (occurring at +11 ns in Fig. 144.112) 
and the shock velocity into the diamond window until breakout 
into the vacuum (+12 ns).
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This campaign succeeded in accelerating the diamond 
samples through ramp compression (with and without the metal 
overcoat) to velocities in excess of 30 km/s. The shock velocities 
measured in the diamond window are consistent with previous 
datasets and correspond to pressures +15 Mbar.

Development of a Platform for Extended X-Ray 
Absorption Fine Structure Measurements  
at the L3 Edge of High-Z Materials 
Principal Investigator: F. Coppari
Co-investigator: Y. Ping 

Extended x-ray absorption fine structure (EXAFS) measure-
ments under dynamic ramp compression have been proven to be 

a valuable way of determining the temperature of ramp-com-
pressed matter.48 For high-Z materials, the absorption measure-
ments must be performed using the L edge because the K edge 
would be at too high an energy. L-edge EXAFS measurements 
are challenging, however, because the cross section for the 
absorption event is lower than the K edge. To obtain good-qual-
ity data given current backlighter capabilities, multiple spectra 
must be averaged to improve the signal-to-noise ratio. In FY14, 
prior experiments deployed a multichannel crystal spectrometer 
for Ta L3-edge (10-keV) EXAFS that enabled us to simultane-
ously collect five EXAFS spectra in a single shot.49 The FY15 
campaign extended this technique to measure the EXAFS of Mo 
at the L3 edge (2.5 keV) to take advantage of the higher number 
of photons emitted by the capsule implosion backlighter at the 
lower photon energy. A new multichannel crystal spectrometer 
(Fig. 144.113) enabled us to simultaneously collect four spectra 
per shot and delivered high-quality EXAFS data of undriven 
Mo in two shots. Figure 144.114 shows the average over eight 

Figure 144.114
EXAFS spectra of undriven Mo: single shot (black line) and average over 
eight spectra (blue line) obtained in two shots using the multichannel crystal.

Figure 144.113
Photograph showing the specifically designed multichannel crystal for the 
XRS Rowland spectrometer on OMEGA.
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spectra. Data analysis will develop a framework for determining 
the material temperature from L3-edge EXAFS data. 

3.	 Hydrodynamics

Mix-Width Measurements of Rayleigh–Taylor Bubbles  
in Opaque Foams 
Principal Investigator: C. M. Huntington

A new (FY15) OMEGA campaign—foam bubbles—aims 
ultimately to measure the full interpenetration distance (“mix 
width”) of bubbles and spikes in a Rayleigh–Taylor (RT) unstable 
system. A technique developed over many previous planar RT 
experiments is the use of a high-opacity tracer strip, often iodin-
ated plastic, which is located in the center of the physics package 
and is density matched to the material around it. When imaged 
with transmission x-ray radiography, the tracer strip serves to 
highlight the central features, minimizing the effects of the walls 
that inevitably exist in shock-tube experiments. The tracer strip 
technique is excellent for providing contrast at the end of the RT 
spikes, where high-opacity plastic is surrounded by low-opacity 
foam, but it largely obscures the shape and extent of the low-
density bubbles, which become mixed with and obscured by the 
doped tracer material. In contrast, the Foam Bubbles Campaign is 
developing an opaque foam, to be paired with a transparent plastic 
to highlight the extent of bubble penetration across the unstable 
interface. Ideally, one could use the contrast provided by the 
doped materials—plastic in one region and foam in another—to 
measure both bubble and spike length at a single interface, ensur-
ing that the entire system experiences the same acceleration. This 
is done using the target shown in Fig. 144.115(a), which led to 
the radiograph seen in Fig. 144.115(b) for the case without an 
artificially perturbed interface. The image was generated using 
tilted, tapered point-projection x-ray imaging and clearly shows 
the layers on each side of the split target. The extent of bubble 
penetration in an RT-unstable system is a fundamental quantity, 
and this measurement furthers our understanding of hydrody-
namic systems from ICF implosions to supernovae.

Radiographic Techniques for Drive Symmetry 
Principal Investigator: D. Martinez

Two half-days of hohlraum-driven radiography experiments 
were performed on the OMEGA Laser System in FY15. The 
primary objective was to investigate the evolution of a driven 
interface using point-projection x-ray radiography. For this 
campaign, the point backlighter was generated through a 
20-nm pinhole along the “cranked” TIM-6 axis and recorded 
with a single-strip x-ray framing camera. The experiments 
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were performed over two half-day campaigns to qualify the 
hohlraum drive, using VISAR for hohlraums on the H7 axis 
and using Dante for hohlraums on the H10 hohlraum axis. The 
FY15 experiments were successful, with 12 shots consisting 
of four VISAR shots, two Dante shots, and six radiography 
shots. Excellent data were recorded on all diagnostics and the 
experiments met the goals of the HED program.

4.	 Plasma Properties

Thermal-Conductivity Measurements of CH/Be  
by Refraction-Enhanced X-Ray Radiography 
Principal Investigator: Y. Ping
Co-investigators: A. Fernandez, O. Landen, and G. W. Collins

This campaign employs differential heating50 to generate 
a temperature gradient, and thermal conduction along that 
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gradient is followed using the technique of time-resolved, 
refraction-enhanced x-ray radiography previously developed 
on OMEGA. The FY15 shot day obtained a total of 15 shots. 
The CH/Be target was heated from both sides by two groups 
of beams, reaching a temperature of +10 eV, about twice as 
high as in previous campaigns. High-quality x-ray radiographs 
have been obtained (Fig. 144.116). Attention was also paid to 
measuring the background and flat field, which are both critical 
to normalizing the radiographs. It was found that the heating 
beams produced non-negligible background in the framing 
camera, even though they were fired outside the gate window 
and produced x rays at different energies from the backlighter. 
This provided an important correction in the refractive fringe 
contrast. The data will be used to benchmark thermal-conduc-
tivity models in the warm-dense-matter regime.

X-Ray Spectroscopy of Fully Characterized  
Non-LTE Gold Plasmas 
Principal Investigator: R. F. Heeter
Co-investigators: G. V. Brown, J. A. Emig, M. E. Foord, 
D. Liedahl, C. A. Mauche, J. S. Ross, M. B. Schneider, A. Steele, 
and K. Widmann (LLNL); and D. H. Froula and J. Katz (LLE)

A more-precise understanding of the radiative properties of 
non-LTE gold is required to improve the fidelity of hohlraum 
x-ray drive simulations for NIF experiments for both ICF 
and HED applications. Expanding on prior work,51 the FY15 
Non-LTE Campaign studied x-ray emission from laser-heated, 
beryllium-tamped, gold–iron–vanadium foils. The campaign 
acquired data for four target types: (a) a “thicker” mixture 
of Au, Fe, and V; (b) a “thinner” mixture of Au, Fe, and V; 

(c) a mixture of Fe and V without Au; and (d) a “null” target 
with only the 10-nm Be tamper. Data obtained on 12 shots 
included simultaneous measurements of (1) time-resolved 
gold M-band spectra from 2 to 5.5 keV; (2) the plasma electron 
temperature via K-shell emission from helium-like V and Fe 
ions; and (3) the plasma density from time-resolved face-on 
and edge-on imaging of the sample’s expansion from its initial 
size. For a few targets, an independent measurement of the elec-
tron temperature, using Thomson scattering in a transmission 
geometry, was obtained starting 0.3 ns after the spectroscopic 
data. Preliminary analysis indicates electron temperatures 
of 1200 eV were obtained in the FY15 shots, as on the FY14 
series (Fig. 144.117). Ongoing detailed analysis is expected to 
lead to improved validation benchmarks for non-LTE models.

Magnetized Collisionless Shocks for Weapons Effects 
Principal Investigator: B. B. Pollock
Co-investigators: H.-S. Park, J. S. Ross, C. Huntington, and 
G. Swadling

In FY15 this new campaign on OMEGA began an inves-
tigation of interpenetrating plasma flows in the presence of 
background magnetic fields. The first shot day employed the 
MIFEDS pulsed-power magnetic-field system to provide a 
background field along the direction of a low-density plasma 
plume produced inside the MIFEDS structure, into which a 
separate, orthogonal, high-density plume was driven after a 
variable delay. Figure 144.118 illustrates the experimental setup. 
The plasma interaction region was probed with both second-
harmonic optical Thomson scattering and D–3He proton 
deflectometry to measure the plasma density, temperature, flow 

Figure 144.116
(a) X-ray radiograph of the CH/Be interface. The waves propagating away from the interface are also visible. (b) Lineouts of the x-ray radiographs at three 
delays. (c) Correction of the refractive fringe profile caused by background induced by the heating beams.
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velocity, and field structure. The second shot day increased the 
density and temperature of the plasma along the MIFEDS axis 
by incorporating additional drive laser beams; it also looked at 
head-on collisions from opposing flows along the MIFEDS axis 
(in addition to or separately from the orthogonal plume). The 
analysis of this recent experiment is ongoing and will inform 
the FY16 continuation of this effort.

Fusion Product Stopping-Power Measurements in 
Plasmas 
Principal Investigator: J. Frenje (LLNL/MIT Collaboration)

The motivations for the one-day FY15 Plasma-Stopping 
Power Campaign on OMEGA were, first, to measure plasma-
stopping power around the Bragg peak to validate different 
theories for varying plasma conditions (for the first time) and, 
second, to measure ion–electron (i–e) equilibration rates to 
experimentally validate the Coulomb logarithm for various 
plasma conditions (also for the first time in this regime). Obser-
vations and conclusions from these 12 shots are as follows: 
Charged-particle data obtained with the CPS1, CPS2, and 
WRF spectrometers clearly indicate that the plasma-stopping 
power around the Bragg peak varies with plasma conditions 
(Fig. 144.119). The data are well modeled by the Brown– 
Preston–Singleton (BPS) stopping-power formalism. X-ray 
streak camera and gated x-ray imaging data were also obtained, 
from which ne(t), Te(t) and ne(r,t), and Te(r,t) data will be 
inferred—essential for constraining plasma-stopping–power 
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Figure 144.118
The MIFEDS used in this campaign. The green disk on the lower surface is 
illuminated by two to eight beams, producing one of the plasmas along the 
MIFEDS axis. The gold-colored disk on the right provides the orthogonal 
plasma plume. The Thomson-scattering volume is at the intersection of the 
surface normal for these disks. The blue grid shows the field of view for pro-
ton backlighting, using protons produced by imploding the D–3He capsule 
positioned behind the grid. 
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modeling. A second framing camera imaged the shell location 
versus time; the 3MLARD neutron detector provided clean 
measurements of the secondary-neutron yield (hard x-ray lev-
els insignificant as designed), which provide fuel tR data also 
used to constrain the plasma-stopping–power modeling. The 
data quality should be good enough to validate the stopping 
power around the Bragg peak. The observations and conclu-
sions resulted in an invitation to present these results at the 
2015 APS–DPP Meeting. Figure 144.119 shows the stopping 
power for three different plasma conditions.

5.	 Material Dynamics and Strength

Copper Rayleigh–Taylor Growth 
Principal Investigator: J. M. McNaney
Co-investigators: S. Prisbrey, H.-S. Park, C. M. Huntington, 
and C. E. Wehrenberg

The Copper Rayleigh–Taylor (CuRT) Campaign is part of 
the material strength effort aimed at assessing the strength of 
various metals at high pressure and high strain rate. The goal 
of the CuRT platform is to measure the Rayleigh–Taylor (RT) 
growth of samples that behave “classically,” which is to say they 
can be fully modeled using a fluid description. In this series 
of experiments the intent is to measure RT growth in liquid 
copper at high pressure. An additional goal is to demonstrate 
the dynamic range of the technique by measuring RT growth 
in solid copper.

Without the stabilization of strength, classical RT growth 
is characterized by a growth rate ,kg Anc =  where k is the 
wavelength of the unstable mode, g is the acceleration, and the 
Atwood number An quantifies the density jump at the interface. 
Acceleration of the sample in the experiment is provided by the 
stagnation of a releasing shocked plastic “reservoir,” which is 
directly driven by 1 to 2 kJ of laser energy, depending on the 
desired material condition. The growth of preimposed ripples 
is recorded using transmission x-ray radiography from a copper 
Hea slit source, where the opacity of the sample is calibrated to 
the ripple amplitude. The pre-shot metrology and measured tr 
of the driven sample together yield the growth factor, which is 
compared to models of RT growth. Diagnostic features allow 
for same-shot, in-situ measurements of the modulation transfer 
function (gold knife edge on sample) and the opacity look-up 
table (copper step filters on the imager), resulting in error bars 
of roughly !10%.

Three shot days on OMEGA EP were fielded in FY15, first 
to develop the drive conditions necessary to produce both 

liquid and solid copper and then to produce two sets of RT 
measurements. In the first set of RT measurements, post-shot 
simulations indicated that the copper sample was in a mixed 
solid–liquid state. Initial data for solid copper were obtained in 
a second set of RT measurements. Analysis of these Q4 shots 
has just begun, but an example of the experimental data is 
shown in Fig. 144.120. There is contrast from both the driven 
(center) and undriven (edges) regions. 
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Figure 144.120
(a) The radiograph from OMEGA EP shot 21025 and (b) a plot of a lineout 
taken from the middle of the white box.

Measurements of In-Situ Strain in Shock-Compressed 
Single-Crystal Tantalum 
Principal Investigator: C. E. Wehrenberg

The primary goal of this OMEGA EP campaign was to 
record a time series of diffraction patterns for single-crystal 
Ta, shock compressed along the [001] direction at 0.5 Mbar. 
One UV beam drove a CH/Ta/MgO crystal package with a 
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3-ns pulse and a 2-mm phase plate, while a 100-ps IR pulse 
was used to drive the Zn backlighter. Driven diffraction sig-
nals were successfully recorded for three different backlighter 
delays, spaced 0.4 ns apart. In addition two drive shots were 
performed to confirm the repeatability of the 0.5-Mbar drive. 
One secondary goal for this shot day was to develop trans-
mission Bragg diffraction on OMEGA EP. To this end, two 
shots were performed—a background shot and a transmission 
shot—using OMEGA EP’s other two beams, and these will 
be used as a guide in the design of future transmission Bragg 
experiments. Figure 144.121 presents lineouts from the diffrac-
tion data, showing a consistent strain measurement for different 
timings of 0.5-Mbar shock-loading experiments.
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Lineouts from reflection diffraction data plotted as a ratio of driven d spacing 
over ambient d spacing d/d0 for two 0.5-Mbar experiments.

Understanding the Basic Plasticity Mechanism  
in Shock-Compressed Tantalum 
Principal Investigator: C. E. Wehrenberg

One OMEGA EP shot day was dedicated to the first 
campaign seeking to detect plasticity via twinning in shock-
compressed Ta. Since twinning produces a reorientation of 
the lattice in a known manner, twinning would produce a 
change in texture spots on the diffraction ring. This study used 
vapor-deposited Ta samples with a sharp (110) fiber texture, so 
that any change in texture would produce a marked contrast 

in diffraction patterns. To observe this change in texture, 
the TwinDiff Campaign used high-energy powder diffrac-
tion (16‑keV Zr backlighter) to successfully record the entire 
Debye ring. A new target mounting system was developed and 
successfully tested in which samples can be mounted at a 30° 
angle while performing simultaneous VISAR measurements 
using a folding mirror. A total of ten shots were performed 
with shock pressures in the 0.5- to 2.0-Mbar range. While the 
lower conversion efficiency of the high-energy backlighter 
limited the signal-to-noise ratio of the driven signal, it is now 
possible to track the pattern of the texture spots on the Debye 
ring to specific texture orientations—in this case (110) fiber 
texture (Fig. 144.122).
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Figure 144.122
Diffraction pattern from (110) fiber-textured Ta during 0.5-Mbar  
shock compression.

6. 	X-Ray Source Development and Application

Optimizing X-Ray Emission from Nanostructured  
Copper Foams 
Principal Investigator: K. B. Fournier

The FY15 nanostructure shot day was the culmination 
of a series of experiments with ultralow-density foams that 
had increasing concentrations of metal dopants. The FY15 
shots fielded, for the first time, a pure-metal foam that had 
a density low enough to allow supersonic laser propagation, 
which resulted in heating nearly the entire target volume to 
high temperatures (Fig. 144.123). The purpose of the ongoing 
nanostructure campaigns is to maximize the yield and tune 
the x-ray output from high-temperature plasmas using differ-
ent metallic emitter ions. Maximization of the x-ray yield is 
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achieved by suspending the emitting ions in an ultralow-density 
foam matrix, made of either silica aerogel or carbon nanotubes. 
When the electron density in the aggregate foam material is in 
the range of 10% to 20% of the critical electron density for the 
laser light (nc + 1022 cm–3 in the case of 351-nm laser light), the 
entire volume of the target is heated supersonically to multi-
keV temperatures. The resulting volume of high-temperature 
plasma emits K-shell x rays from mid-Z dopant ions (Ti, V, Fe, 
Ni, Cu, Ge). The foam targets developed in the past have had 
target densities in the range of 3 to 10 mg/cm3 and metallic ion 
concentrations in the range of 3% to 20% (Refs. 52–56). For the 
FY15 shots, however, targets became available that were 100% 
Cu (Z = 29) with densities in the range of 14 to 25 mg/cm3. 
While these densities were somewhat too high to have strongly 
supersonic laser propagation, they were still low enough to 
achieve nearly full-volume heating of the target. The resulting 
laser-to-x-ray conversion efficiency in the range of the K-shell 
x rays from Cu27+ and Cu28+ (8 to 10 keV) is +2%, which is a 
significant enhancement compared to 0.8% for emission in the 
same x-ray energy range from a solid copper disk under the 
same laser-drive conditions. The next steps in this campaign are 
to achieve even lower foam densities, for better laser coupling 
and more-efficient x-ray production, and to fabricate foams for 
NIF-scale experiments.

X-Ray Source Fluence as a Function of Viewing Angle 
Principal Investigator: M. A. Barrios

The National Security View (NSView) OMEGA Campaigns 
study target fluence as a function of viewing angle for x-ray 
source applications. Our goal is to improve the current under-

standing of the fluence delivered to material samples and other 
test objects using these or similar targets as x-ray sources. A 
previous campaign in FY14 measured the x-ray emission of 
stainless-steel (SS)–lined cavities using three different beam 
axes (H5–H16, P2–P11, and H7–H14) resulting in view angles 
of 0°, 42°, and 79° for Dante and 5°, 46°, and 75° for DMX 
spectrometers. The two FY15 campaigns continued this work, 
using the same beam axes to study the x-ray fluence of Fe-
aerogel targets having different heat-propagation properties 
than SS-lined cavities. In the second campaign, both SS and 
Fe-aerogel targets were also studied at intermediate angles (37° 
and 71° for Dante and 37° and 66° for DMX) by using P5–P8 
and H6–H15 beam axes. 

Figure 144.124 shows representative time-integrated spec-
tra for (a) SS-lined cavities and (b) Fe-aerogel targets. Data 
from the FY15 campaigns are consistent with findings from 
FY14, showing little variation in the observed x-ray emission 
from Fe K shell, consistent with a volumetric emitter that 
is optically thin and independent of viewing angle. A larger 
variation in the Fe K shell is observed for the aerogel targets 
compared to the SS targets, likely a result of small variations 
in foam density and microstructure. Larger variations in the 
x-ray fluence as a function of view angle are observed for sub-
2-keV x rays. Figures 144.125 and 144.126 show target total 
x-ray yield as a function of view angle, compiling data from 
all campaigns to date, for SS-lined cavities and Fe-aerogel 
targets, respectively. As shown in Fig. 144.124, the total x-ray 
yield is dominated by sub-2-keV emission corresponding to 
the Fe L shell; therefore, the measured total yield is a good 
indicator of the sub-2-keV target behavior. The SS cavity data 
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Figure 144.123
[(a) and (c)] Photographs of a 14-mg/cm3 cop-
per foam target mounted for OMEGA shots. 
(b) Nominal OMEGA laser beam pointing at the 
opposing hemispheres of the foam targets. (d) An 
x-ray pinhole camera in the light of Cu K-shell 
x-ray emission showing the two heated faces of 
the target, and the shadow of the mounting wire 
used to produce the target.
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Figure 144.124
Measured Dante time-integrated spectra for (a) stainless-steel–lined targets and (b) Fe-aerogel targets from the second FY15 campaign. 
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Figure 144.125
Total x-ray yield for stainless-steel–lined cavity targets as measured using 
Dante and DMX spectrometers.  

Figure 144.126
Total x-ray yield for Fe-aerogel targets as measured using Dante and DMX 
spectrometers. 

(Fig. 144.125) shows a sharp decrease in measured yield below 
+30°, not observed in the aerogel targets (Fig. 144.126). The 
behavior of the Fe‑aerogel targets is consistent with a volu-
metric emitter, once geometric and optical-depth corrections 
are considered. Such is not the case for the SS-lined cavities, 
which are best described by a surface emitter, with the emis-
sion originating from the cavity inner walls and laser entrance 

hole. A spectral reconstruction model was developed to match 
observations for the SS-lined cavities (shown in Fig. 144.125 
as the dashed purple and dotted blue lines). For comparison we 
show a model fit that accounts for only geometric corrections 
(shown as the black solid curve). Future work will focus on 
further development of models to best describe the measured 
behavior for both types of targets. 
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Solar-Cell Electrostatic Discharge Experiments 
Principal Investigator: K. Widmann

The overall goal of the SolarCellESD Campaign is the 
development of a large-area, solar-cell–array, cold x-ray 
exposure test platform that can be used to test the response 
of in-flight solar cells to a simulated nuclear weapons threat 
environment. In the two SolarCellESD Campaigns in FY15, a 
new x-ray source was developed and tested. The x-ray source 
was a high-temperature gold halfraum, 600 nm in length and 
600 nm in diameter, which included a small pinhole in the 
closed end of the halfraum to limit the total flux emitted by 
the source without altering the spectral content. Figure 144.127 
shows a sketch of the halfraum target with the view angles 
for Dante, which was used to characterize the obtained x-ray 
radiant power and spectral intensity emitted by the halfraum 
target, and for one of the two x-ray Langmuir probe detectors 
(XLPD’s) specifically designed for the SolarCellESD effort. 
The XLPD’s contain four Langmuir probes and an array of two 
solar cells. The first XLPD had a view of the pinhole and, there-
fore, was exposed to the cold x rays, while the second XLPD 
had a view of the hohlraum wall and was illuminated mainly by 
hard x rays. Initial results from both the Langmuir probes and 
the solar cells on both XLPD’s revealed that sustained arcing 
was observed and, moreover, that for the low-flux conditions, 
the discharge was quenched within a few microseconds of the 
onset of the discharge. 
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FY15 LANL Experimental Campaigns  
at the Omega Laser Facility

Los Alamos National Laboratory (LANL) conducted a total 
of 258 target shots on the OMEGA Facility in FY15 (58 for ICF 
and 200 for the HED programs). A summary of these experi-
ments is contained in this section.

Shear
The LANL Shear Campaign is examining instability growth 

and its transition to turbulence relevant to mix in inertial con-
finement fusion (ICF) capsules using experimental platforms 
with antisymmetric flows about a shear interface to examine 
Kelvin–Helmholtz (KH) instability growth. The platform 
consists of a directly driven shock-tube target with an internal 
physics package consisting of two hemi-cylindrical foams 
separated by a layer of tracer material (Fig. 144.128). Gold 
plugs are situated on opposing ends of the foams to limit shock 
propagation from the direct drive to only one end of the foam; 
this sets up a pair of pressure-balanced counter-propagating 
shocks about the tracer layer. Measurements of the tracer-layer 
(shear interface) mixing dynamics are used to benchmark the 
LANL Besnard–Harlow–Rauenzhan (BHR) turbulence model. 
The mixing dynamics are characterized by measuring the 
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Figure 144.127
(a) Sketch of the gold halfraum target with the view angles for Dante and TIM-6 used for one of the x-ray Langmuir probe detectors. (b) Dante measurements 
from a halfraum target that was positioned such that Dante had a view of the “open” side of the halfraum. (c) The 1-ns beams were stacked in time to provide 
x-ray emission with +3-ns duration. 
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mix width of the layer as well as examining multidimensional 
structure growth along the layer surface. 

The FY15 Shear Campaign continued an effort to examine the 
model’s initial condition parameter space by varying the charac-
teristics of the target’s tracer layer. In December 2014 the Shear 
Campaign completed a set of experiments varying the tracer-
layer surface roughness as an avenue for varying the instability 
seed scale lengths in the system. Increased surface roughness 
was shown to effectively advance the mixing evolution of the 
experiment for Al tracer layers. In June 2015 the Shear Campaign 
began an instability mode-growth study using sinusoidal tracer 
layers (Fig. 144.128) of various wavelengths, as opposed to the 
nominally flat foils used to seed multimode instability growth in 
all previous Shear experiments. Experiments with 50-nm- and 
100-nm-wavelength foils already show significant qualitative 
differences in structure formation as the system evolves. Mode-
growth studies are to be completed in FY16.

Marble
In MARBLE-15B, capsules filled with nominally 40 or 

70 mg/cm3 of partially deuterated foam (CD0.5H0.5) and 5 or 
10 atm of tritium (T2) were imploded to measure the scaling of 
neutron yield with these two parameters. Improvements in tar-
get fabrication resulted in 19 capsules, formed from two joined 
hemispheres, that held gas versus only one for MARBLE-15A. 
Some capsules did show thickness nonuniformity, and it is 
believed this is what caused a displacement of the center of the 
imploded core image relative to that of the ablation surface. 
Using data from the capsules with low displacement, DT yield 
was found to scale as predicted, and yields were about 30% 
of 1-D simulations (see Fig. 144.129). As expected, neutron 
yield was seen to increase with lower foam density and higher 
tritium fill.

In the August Marble experiment (15C), to provide pre-
mixed C, D, and T atoms, the YDD:YDT ratio was obtained for 

capsules filled with CD4 and T2 gases. The simplest compari-
son of the experimental ratios to expectation follows from the 
assumption of a single ion temperature. The relative error of the 
data with respect to this theory is plotted in Fig. 144.130. The 
data obtained in August are plotted with blue circles. A few pre-
liminary data points obtained in March (red #’s) and ratios from 
1-D simulation (green asterisks) are also included in the plot. 
In contrast to simulation and a large fraction of March data, all 
the August data fall below the predicted values. Because the 
constituent fills at shot time directly influence the yield ratio 
(and there is significant CD4 leakage during T2 filling), the 
few unused August targets are now being analyzed by LLE to 
determine remaining CD4. These composition determinations 
will provide a direct comparison to the estimates based on the 
half-life measurements. 
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Figure 144.128
Illustration of the Shear experimental platform on OMEGA.
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MixEOS
In FY15, the LANL MixEOS Campaign fielded its first shot 

day on OMEGA EP to develop a new platform for examining 
the equation-of-state (EOS) characteristics of mixed materials 
under high-energy-density (HED) conditions. The platform is 
intended to provide measurements against which to compare 
the accuracy of several different EOS table mixture rules, 
such as Dalton and Amagat. Benchmarking these mixture 
rules provides information on the accuracy of simulations of 
multicomponent regions present in HED and ICF systems. 
Highly accurate experimental data exist for some gas mixtures 
up to a few Mbar (Ref. 57), but experimental data are sparse 
for higher-pressure systems with initially solid metal mixtures, 
where the various mixture rule predictions show increasingly 
larger disagreement. 

The MixEOS experiments featured two target types for 
comparison using an initially solid NiAl alloy for a test mixed 
material, as well as Al and quartz witness materials. The first 
target type used a thin CH-ablator (30-nm) design with a thick 
layer (+100 to 200 nm) of test material. The thick material 
was theorized to have the advantage of increasing measure-
ment accuracy by increasing the amount of material through 
which the shock propagates before measurement, but instead 

it introduced significant oscillations in the system’s post-
shock pressure. A second target type used a thick CH ablator 
(250 nm) with a thin test-material layer (50 nm). The thick 
ablator layer was designed to increase the measurement accu-
racy by eliminating pressure oscillations but required a thinner 
corresponding test-material layer to reach the desired pressures 
with the same available laser energy. The steady-shock target 
also has the advantage of simplifying the corresponding model. 
A first look at the VISAR measurements of the steady-shock 
(thick-ablator) targets shows that the experiment was able to 
capture not only the breakout times for the test materials, but 
it also showed little fringe movement (change in shock veloc-
ity) from the shock propagation in the quartz. This suggests 
that the shocks are steady over the course of the experiment. 
Target improvements already underway for FY16 will increase 
the measurement accuracy by increasing the signal from the 
quartz witness as well as mitigating the shock-front curvature 
in the diagnostic field of view.

IonSepMMI
The scientific objective of IonSepMMI-15A is to obtain 

the first direct measurement of interspecies ion separation (a 
yield-degradation mechanism) in a collisional, compression-
yield–dominated ICF implosion (60-beam, symmetric direct 
drive). Detailed post-shot analysis has just begun, but if suc-
cessful, these measurements would complement and augment 
the yield-based inferences of interspecies ion separation by 
R. D. Petrasso’s group at MIT and H. Herrmann et al. at LANL. 
With guidance from the first-principles theory, the targets for 
IonSepMMI-15A were designed to maximize interspecies dif-
fusion by (1) reaching a high ion temperature (which enhances 
temperature-gradient–driven thermo-diffusion) and (2) using 
two ion species, D and Ar, of large mass difference (which 
enhances the thermo-diffusion coefficients). In addition, our 
data will be used to help validate a new multi-ion-species 
plasma-transport and viscosity model that has been imple-
mented into LANL’s xRAGE code. Conversely, xRAGE was 
used for pre-shot simulations and is being used for post-shot 
analysis and data interpretation (in addition to HYDRA, which 
does not have a multi-ion-species transport model).

Measurements for IonSepMMI-15A focused on x-ray spec-
troscopy (XRS and SSCA) and spectrally resolved x-ray images 
(MMI). We will perform advanced analysis of this dataset 
(building on methods pioneered by R. Mancini’s group at the 
University of Nevada, Reno) to infer the spatial profiles of the 
argon/deuterium concentration. If the latter quantity develops 
a nonuniform spatial profile or a different value than the ini-
tial argon concentration during the implosion, either of these 
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results would constitute smoking-gun proof of interspecies 
ion diffusion. The primary shot-day objectives of obtaining 
analyzable x-ray spectroscopy data showing both H-like and 
He-like argon emission in different target types were achieved. 
Preliminary examples of partially processed SSCA and MMI 
data are shown in Figs. 144.131 and 144.132, respectively, for a 
target with a 13-nm CH shell, 5-atm of D2 fill, 1% Ar by atom 
fraction, and 21.2-kJ laser energy. Final scientific conclusions 
await ongoing analysis. The results will also provide valuable 
feedback for potential follow-on IonSepMMI Campaigns 
resuming in FY17.

Coax
Understanding how ionizing x-ray radiation interacts with 

an underdense medium is critical to our overall understanding 

of radiation transport. As radiation flows through a medium, 
the intensity of the radiation is modified in the medium 
through absorption, scattering, and emission as described by 
the radiative-transfer equation.58 Applications of the radiative 
transfer equation are commonly found in laboratory-based 
high-energy-density-physics experiments59–68 as well as many 
astrophysics phenomena such as supernova explosions.69,70 In 
the laboratory, radiation transport relevant to astrophysics and 
inertial confinement fusion can be studied using high-powered 
laser facilities. In laser-driven radiation-transport experiments, 
a high-Z foil (typically gold) is irradiated to convert UV laser 
light into x rays that drive the transport experiment. The x-ray 
converter is typically fielded as a planar foil or a cylindrical 
can that is irradiated on its interior (a hohlraum71). In these 
experiments a low-density foam target is used as the medium 
for the transport. These types of transport experiments are 
integrated experiments that combine the fundamental physics 
of radiation transport (and, subsequently, material opacity72,73 
and equation of state) with a complex x-ray source. 

High-quality measurements in these types of experiments 
are essential for understanding radiation transport. The 
National Ignition Facility (NIF) provides an opportunity to 
push from transport-dominated to diffusion regimes for radi-
ation-transport experiments. Previous work has demonstrated 
the technique of diagnosing self-emission of the ionization 
front in experiments that use the high x-ray fluxes available 
at the NIF. This previous work has shown discrepancies 
between simulation predictions and experimental results.74,75 
This report focuses on extending the aforementioned absorp-
tion spectroscopy techniques to conditions relevant to the 
NIF74 by using methodologies developed on the OMEGA76 
laser. Previous experiments used absorption spectroscopy in 
which chlorinated doped foams measured the heat wave in the 
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Figure 144.131
SSCA data (TIM-1, shot 78197) showing multiple Ar emission lines. Note 
that the time axis needs further analysis; absolute time values as shown here 
should not be trusted to better than +150 ps. Data were processed by S. Hsu.

Figure 144.132
Multiple-monochromatic-imager (MMI) data 
(XRFC1, TIM-3, shot 78197) showing Ar Heb 
(column 1), Lyb (column 2), Lyc (column 3), and 
broadband (column 4) images for t2 . 1.18 ns 
(row 1) and t3 . 1.32 ns (row 2). Data were pro-
cessed by P. Hakel.
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supersonic regime.67,68,77,78 However, the sensitivity of the 
absorption-spectroscopy measurement depends on the rela-
tionship between the ionization of the tracer and the tracer’s 
temperature. Figure 144.133 shows the mean charge of the 
Cl tracer used in the 50-mg/cm3 C9H3O2Cl5 foams used by 
Hoarty et al.68 (blue) and the Ti tracer used in the 80-mg/cm3 
TiSi5O12 foams (red) that will be discussed here as simulated 
by the atomic physics code PrismSpect.79 The gradient of these 
plots is directly related to the sensitivity of the temperature 
measurement. For the Cl simulation, the mean charge shows 
a steep inflection at a material temperature of 125 eV, indicat-
ing that absorption spectroscopy of the Cl tracer would drop 
significantly in its sensitivity at temperatures greater than 
125 eV. These temperatures are well below those expected in 
radiation-transport experiments on the NIF. The Ti simulation 
shows an inflection around 300 eV, indicating that switching to 
a Ti tracer would allow one to measure absorption spectroscopy 
up to 300 eV. 
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Figure 144.133
PrismSPECT78 simulations showing the mean charge of the Cl (blue) and Ti 
(red) tracers plotted against the temperature of the foam in which they are 
embedded. The Cl simulation uses a 50-mg/cm3 C9H3O2Cl5 foam, while the 
Ti uses an 80-mg/cm3 TiSi5O12 foam. The inflection of the Cl data at 125 eV 
indicates that the sensitivity of the tracer as an absorption-spectroscopy dopant 
will drop significantly for temperatures greater than 125 eV. Similarly, the 
Ti trend shows this transition occurring at around 300 eV, making it a more 
suitable tracer for the material temperatures anticipated on the NIF. 

One of the key advancements that makes this work possible 
is the improvement that has occurred in target fabrication, 
characterization, and assembly. Previous experiments used 
titanium foils as a tracer but, because of the density and absorp-
tion of radiation, the tracer was not in pressure balance with 

the surrounding foam and was likely not in thermodynamic 
equilibrium. For these experiments, a titanium-doped SiO2 
foam at a ratio of +1:5 is generated. The foam is machined down 
to an +800-nm-diam, 1000-nm-long cylinder. A cylindrical 
socket is then milled into a pure-SiO2 foam that is +1500 nm 
long # 1600 nm in diameter. The Ti-doped foam is then inserted 
into the socket. This technique can eventually provide some 
spatial resolution of the material’s temperature. In this case, 
it allows the Ti-doped region to be at the same temperature to 
minimize line-of-sight effects. The radiograph of such a target 
in Fig. 144.134 shows the regions of the Ti-doped SiO2 and the 
undoped region around them. The foams are inserted into a 
beryllium sleeve to support them and then attached to the top 
of a hohlraum to serve as the x-ray drive for the radiation wave.

The experimental setup provides two independent and com-
plimentary techniques to diagnose the impact of the radiation 
on the physics package. Figure 144.134 also shows a schematic 
of the experimental setup. A low-density foam physics package 
is attached to a half-hohlraum that is driven by 20 beams on the 
OMEGA laser delivering 10 kJ of UV laser light into the hohl-
raum with a 1-ns-long square pulse shape. This configuration 
yields a characteristic peak hohlraum temperature of +220 eV. 
The foam package on the end of the hohlraum is orthogonally 
diagnosed with two point-projection backlighters: one for x-ray 
radiography and the other for absorption spectroscopy. 

The imaging axis uses a 6-nm-thick vanadium backlighter 
mounted to a 6-mm-sq tantalum substrate with a 20-nm pin-
hole aligned to the center of the V foil. The V foil is driven 
by five overlapping UV beams with a 1-mm-diam spot size 
producing an +4.95-keV point x-ray source. The pinhole is 
located 14 mm from the center of the foam physics package. 
The attenuated x rays are measured directly on D3 x-ray film 
with 40-mil-thick Be and 0.5-mil-thick Al filters positioned 
for an +21# magnification. An additional 1-mil-thick Al 
filter is mounted to the target along the undriven side of the 
hohlraum, extending 200 nm above the end of the hohlraum 
to block thermal radiation from the interior of the hohlraum 
from reaching the x-ray film. The backlighter foil uses a 1-ns 
square drive pulse, so the imaging x-ray radiographs are time 
integrated over the entire length of the pulse. The late-time 
hydrodynamics of the system evolve slowly enough that the 
improved photon statistics are preferable to switching to a 
time-gated x-ray framing camera. 

The absorption-spectroscopy axis is nearly orthogonal to 
the imaging axis (90.3°). It also uses a point-projection x-ray 
source as the backlighter for the measurement. Unlike the 



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 144 271

quasi-monoenergetic backlighter used for the imaging axis, 
we required the absorption-spectroscopy backlighter to be 
as broadband as possible over the spectral regime where we 
expect absorption features to appear (4.4 to 5.1 keV). CsI has 
previously been demonstrated as a good candidate because 
of the large number of transition lines present in this spectral 
range.66,80 Unlike the Ka emission of the V backlighter, the CsI 
emission in the 4.5- to 5.4-keV range does not penetrate the CsI 
substrate, significantly complicating a backlighter design that 
uses a foil mounted to a pinhole substrate. Instead, the CsI x-ray 
point source is generated by driving the end of a 200-nm-diam 
boron fiber that has been coated with a 12-nm-thick layer of 
CsI. The tip of the wire is irradiated with four overlapping UV 
beams focused to a 300-nm-diam spot. The tip of the CsI wire 
is located 12.5 mm from the center of the foam. The attenuated 
x-ray spectrum is measured using the NIF-5 spectrometer,66 a 
cylindrically curved Ge [111] crystal mounted to the front end 
of an x-ray framing camera,81–83 and a time-gated x-ray detec-
tor. For this configuration, the target magnification is +50#. 
The spectral data are detected on a two-strip microchannel 
plate using a 500-ps pulse-forming network (PFM) that has 
an effective temporal integration of +300 ps for an individual 
absorption feature. The camera is filtered with 21 mil of Be to 
protect the crystal from debris. 

As discussed above, a titanium tracer is used in the foam to 
provide spectral-absorption features that determine characteris-
tic material temperatures from 50 to 200 eV—the typical range 
that we expect in laser-driven radiation-transport experiments 
on OMEGA. In this range, Ti absorption features for 1s–2p 
(4.5 to 4.8 keV) and 1s–3p (5.0 to 5.4 keV) transitions appear 
and disappear as the ionization of the Ti dopant changes. Fig-
ure 144.135 shows the simulated absorption features that appear 
in an 85-mg/cm3 TiSi5O12 heated tracer foam. By spatially and 
temporally resolving these absorption features, the temperature 
of the tracer foam can be inferred. 

The method for determining temperature from the 
absorption-spectroscopy features can be seen by the simulated 
absorption spectrum shown in Fig. 144.130. The temperature of 
the foam tracer can be inferred to !10 eV for temperatures in 
the 90- to 200-eV range simply by measuring the turn-on and 
turn-off times of the different absorption features. The analysis 
can be further improved by subtracting a spatially resolved 
CsI spectrum without absorption features to correct for sys-
tematic intensity drops on the microchannel plate (MCP) and 
the overall spectral response of the diagnostic. This technique 
will leave some residual high-frequency artifacts that can eas-
ily be removed using a low-pass fast Fourier transform (FFT) 
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the end of a hohlraum. The physics package is encased in a Be sleeve with three machined fiducial grooves. The Ta aperture, hohlraum, Al filter, and target 
stalk are also shown. (b) The experimental configuration. A hohlraum is driven from one side with 20 UV laser beams and the x rays leaving the opposite side 
irradiate the physics package. 



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 144272

the 2p and 3p lines are detected at different times. For foam 
temperatures greater than 90 eV, the 2p lines are sufficient 
to constrain the temperature independent of the significantly 
dimmer 3p lines, so they are used independently to infer the 
temperature with a significantly reduced temporal integration. 
In this case the 2p lines are detected at 1.51!0.15 ns, where the 
temporal uncertainty is dominated by the width of the PFM. 

Figure 144.136 shows the inferred temperature measure-
ments from the data in Fig. 144.135. To infer the temperature, 
the absorption-spectroscopy data are cropped into 20-nm 
spatially integrated lineouts. A 20-nm integration window was 
chosen based on temperature-gradient predictions from post-
shot simulations along with rough estimates from the raw data. 
The lineouts are then correlated with the simulated lineouts 
at different material temperatures. The green circles show the 
temperature inferred by the best fit to the absorption data. The 
uncertainty on the temperature measurement is dominated by 
the propagation of the uncertainty in the relative transmission 
of different absorption features in the processed data. The 
uncertainty in the transmission depends on the difference in the 
bulk opacity between the data and the background subtraction 
and the statistical shot-to-shot variations of the x-ray framing 
camera. The transmission uncertainty is propagated to a tem-
perature uncertainty by adjusting the relative transmissions of 
the different valleys in the spectrum by !10% in a manner that 
would result in the maximum absolute change in the best-fit 
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The inferred temperature profile from the absorption-spectroscopy data 
described in Fig. 144.135. The green circles show the temperature inferred 
by the best fit to the data using the relative transmission of the different 
absorption features. 

Figure 144.135
(a) Predicted absorption features from PrismSPECT for an 85-mg/cm3 
TiSi5O12 foam are shown. The absorption features show 1s–2p (blue) and 
1s–3p (red) transition-absorption features that have been used to character-
ize material temperatures from 50 to 200 eV. (b) The measured absorption 
spectrum from an 85.3-mg/cm3 TiSi5O12 tracer coaxially inserted into a 
74.4-mg/cm3 SiO2 foam is shown. 

filter. Figure 144.135 shows the post-processed absorption-
spectroscopy data for an 86.3!0.6-mg/cm3 Ti-doped tracer 
foam coaxially inserted into a 74.4!0.3-mg/cm3 SiO2 foam 
beginning at 1.45 ns after the hohlraum drive begins. The data 
were taken on a two-strip MCP streaking from left to right 
spanning 1.45 to 1.7 ns. The bottom of the image is blocked by 
the hohlraum and Ta aperture, which expands into the foam. 
The transmission time along the strip of the MCP is 250 ps, so 
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temperature (i.e., some peaks would increase in transmission 
by 10% while others would decrease). Contributions from the 
uncertainty in the foam density were found to be negligible 
for these experiments. For temperatures in the 90- to 200-eV 
range, the error bars typically fall within !2 eV or better, while 
for 50 to 90 eV, the uncertainty increases up to !10 eV largely 
because of the poor contrast of the 1s–3p absorption features. 

We have shown a novel new technique for orthogonally 
diagnosing radiation-transport platforms using absorption spec-
troscopy and x-ray radiography to characterize the transport 
medium—in this case a low-density SiO2 foam. A titanium-
doped SiO2 foam was coaxially inserted into the center of an 
SiO2 foam to introduce a titanium tracer for producing absorp-
tion-spectroscopy features for material temperatures ranging 
from 50 to 200 eV. This technique was shown to constrain the 
temperature of the tracer to !2 eV for temperatures greater 
than 90 eV. The foam and tracer were orthogonally diagnosed 
using point-projection x-ray radiography to provide useful 
information on the total energy deposition into the foam along 
with verification of the minimal impact of the tracer on the 
overall radiation hydrodynamics of the experiment. Short-term 
future experiments will use geometric constraints to modify 
the anisotropy of the radiation source observed by the foam to 
provide some insight into the inherent anisotropy of the radia-
tion emitted by the hohlraum. This platform will also be used 
to investigate the mean effect of radiation transport through an 
inhomogeneous medium. Long-term plans will bring the plat-
form to the NIF to extend the length of the supersonic transport 
in the foam to further study potential discrepancies between 
radiation transport through uniform and inhomogeneous media.

Neutron-Imaging System Multiview
Neutron imaging in 2015 conducted a set of experiments at 

the Omega Laser Facility to develop techniques for advanced 
imaging of ICF implosions. Simultaneous neutron and x-ray 
imaging along the same line of sight enables one to directly 
compare these images, which provide different information 
about the plasma characteristics. This technique was first 
demonstrated at Omega in 2014 and was further explored this 
year.84 Generalized expectation-maximization (GEM) algo-
rithms have also been developed to extract 3-D (volumetric) 
neutron-emission information from a small number of views.85 
Only one neutron-imaging system is currently available for use 
at each laser facility, so this algorithm was tested using D–D 
implosions at Omega. The laser-drive symmetry was varied 
to produce asymmetric implosions, and these sources were 
imaged using the facility x-ray cameras and then reconstructed, 
as shown in Fig. 144.137. 

HEDMMI
Simulations have predicted that the glue used to mount 

nominal OMEGA implosions causes a premature blowout of 
the fuel cavity.86 The resulting deficiency in the pressure profile 
could explain a large fraction of yield degradation with respect 
to idealized (1-D) calculations. Additional simulations have 
shown that this mounting-induced asymmetry of the fuel cav-
ity can be imaged by using titanium dopant on the inside of the 
ablator, coupled with narrowband imaging. In FY15 we used 
the multiple monochromatic imager to spectrally resolve gated 
images from shell-doped implosions. Based on the modulation 
in limb emission, our data support the contention that in nominal 
implosions the mounting creates a preferred axis on which stag-
nation is perturbed. However, the final emission pattern oriented 
along this axis varied markedly between the two campaign days. 
Furthermore, in contrast to expectation from simulations, targets 
with glue footprints ranging from 40 to 120 nm in diameter 
showed indistinguishable yield performance. 

Figures 144.138(a)–144.138(c) show gated (40-ps) narrow-
band emission in the titanium Heb line for three different shots; 
Fig. 144.138(d) provides a summary of integrated signal versus 

Figure 144.137
Reconstructed 3-D x-ray image from an OMEGA implosion.
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angle for each image. The acquisitions occur during decelera-
tion and are inferred to be prior to peak neutron production. For 
the experiment corresponding to Fig. 144.138(a), the mounting 
pointed toward the top of the image. The brightening of the 
emission from the mount side and the loss of signal opposite 
are qualitatively in agreement with simulated images. In the 
mount-inclusive simulations, the brightening of the limb occurs 
because of the inward collapse of the ablator. On the opposite 
side of the implosion, a localized pressure increase blows out 
a section of shell and consequently the emission is reduced. In 
Fig. 144.138(d), the integrated signal as a function of angle for 
the image of Fig.144.138(a) is plotted in solid black (0° corre-
sponding to image top, counterclockwise orientation). All shots 
of that campaign day (February 2015) revealed a similar pattern. 
Figure 144.138(b) shows a typical image from August 2015 for 
which the mount again points upward in the view [red dashed 
line in Fig. 144.138(d)]. During this shot day, signal minimum 
appeared toward the mount; the signal maximum opposite. On 
the same August 2015 shot day a target was also inserted from 
a port 180° opposite. The image acquired from this “flipped” 
implosion, for which the mounting is oriented toward the bot-

tom of the view, is shown in Fig. 144.138(c) [signal versus angle 
summary, blue dashed–dotted curve in Fig. 144.138(d)]. All 
the images show emission maximum or minimum and general 
outer contour ellipticity oriented along the 0° to 180° axis, 
coinciding with the mounting. The reversal in mounting direc-
tion within the same shot day, however, resulted in a noticeable 
reduction in  modulation and pattern broadening. The imaging 
data indicate a complex coupling between mounting and other 
systematic asymmetry. Further considering the yield data and 
the motivating simulations (which indicated large yield reduc-
tion) suggests that, within our range of parameter exploration, 
these complex interactions result in a saturated but important 
reduction of nuclear performance.

Kinetic Plasma Effects
The goal of KPE-15A was to test a new interspecies ion 

diffusion theory87,88 by imploding glass capsules filled with 
hydro-equivalent mixtures of DT, DT3He, and DTH. The 
ternary mixtures provide hydro-equivalency in which particle 
pressure and Atwood number are preserved and also allow one 
to measure nuclear yield ratio (e.g., D–D over D–T or T–T over 
D–T yield). In the DT3He capsule, the theory suggests gradient-
driven diffusion forces 3He toward the hot core and DT toward 
the cooler edge. As a result, reduced D–T yield relative to a 
homogenous mixture is expected, which is consistent with the 
previous D–T–3He implosions on OMEGA.89 The primary goal 
of KPE-15A was to test the hypothesis that the DTH fill would 
result in an enhanced D–T yield over homogenous predictions 
as H is driven outward and DT diffuses toward the hot core.

Filling glass capsules with three types of fuel mixtures was 
challenging. KPE-15A targets were one of the very first capsules 
that LLNL Target Fabrication delivered to LLE for OMEGA 
shots. Out of the 12 symmetric direct-drive shots that were 
completed, 11 shots performed well with less than 25% yield 
variation from prediction. The observed D–T yield for each 
capsule was compared with the fusion reaction yield formula

	 ,Y N N T VDT D T i+ vo x_ i 	

where YDT is the predicted D–T neutron yield, ND is the number 
of D atoms, NT is the number of T atoms, Gvo(Ti)H is the aver-
aged reactivity as a function of ion temperature Ti [measured by 
the neutron time-of flight (nTOF) detector], x is the burn dura-
tion (measured by the neutron temporal diagnostic), and V is the 
burn volume (measured by x-ray images). Figure 144.139 shows 
observed D–T yield divided by YDT for each type of capsule. 
Comparing DT3He and DT capsules, yield reduction of +0.68# 
was observed when 3He was added to DT fuel, which confirms 
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the previously reported anomalous yield reduction in D3He 
(Ref. 90) and DT3He (Ref. 89). In the case of DTH capsules, 
an +1.24# increase in D–T yield relative to expectation was 
observed, consistent with the interspecies ion-diffusion theory. 
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Observed D–T yields compared with the estimated yield according to fusion-
reaction formula. The result shows yield reduction in DT3He and yield increase 
in DTH. Both results are consistent with the interspecies ion-diffusion theory.

ObliShock
The mixing of modes between the Rayleigh–Taylor (RT) 

and Kelvin–Helmholtz (KH) instabilities occurs all across 
nature, from our terrestrial atmosphere and oceans91 to astro-
physical systems like accretion disks and supernovae.92 This 
mixing is the reason for the growth of mushroom-like caps on 
RT and Richtmeyer–Meshkov (RM) processes93 and can lead 
to a quicker onset of turbulence.94 Rarely is a flow interface 
purely shear or purely buoyancy driven, or in the case of ICF, 
driven by passing shocks (RM) or convergence (Bell–Plesset) 
or shearing shock flows (KH), but a mixture of all. The Oblique 
Shock Platform developed by LANL in collaboration with 
the University of Michigan aims to understand the interplay 
between the various instabilities to determine the growth rates 
of each of the constituent parts on the whole.

The first campaign used a simple sine wave of 100-nm spac-
ing and a 5-nm amplitude as the seed; a second campaign used 
a two-mode perturbation following the equation
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as the seed. Both seeded surfaces were designed to be struck 
by a shock at a 30° angle with respect to the shock tube [see 
Fig. 144.140(a)]. As the shock passes the interface between an 
iodinated CH tracer layer and pushed into a 100-mg/cm3 foam, 
it is imaged using the OMEGA EP SCI (see figure caption for 
details). The tracer layer is subject to several forces: shock 
acceleration, deceleration in the foam, and shear flow across 
the layer, which cause a dynamic feedback into the growth of 
the spikes and bubble seeded into the experiment.

Using LANL’s multiphysics RAGE code, we have been 
modeling the data from our two FY15 campaigns. Results 
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Figure 144.140
Setup of the OMEGA EP experiment. (a) Three long-pulse 3~ beams of +5 kJ 
each irradiate the polyimidamide (PIA) ablator and launch a shock into the 
experiment. A thin (100-nm) layer of density-matched iodinated CH inserted 
into the PIA is used as a tracer layer for the perturbed interface inside a thin 
CH tube. The tracer layer expands into a 100-mg/cm3 foam. (b) The spheri-
cal crystal imager (SCI) was used with an 8-keV copper Ka source driven by 
the fourth beam as a short-pule (10-ps) backlighter to image the layer. The 
area imaged by the SCI is indicated by the black dashed box [shown in (a)]. 
The red arrow points to the position of the shock (moving from left to right) 
at the CHI/foam boundary.
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also participated in the MagLIF experiment on the OMEGA 
laser in FY15.

MagLIFEP
The MagLIFEP Campaign in FY15 aimed to characterize 

the laser heating of underdense, magnetized plasmas (D2, Ar) at 
parameters relevant to the MagLIF ICF scheme being pursued 
at Sandia National Laboratories.95,96 Simulations indicate that 
if 6 to 8 kJ of laser energy can be coupled into an +10-mm-long 
underdense DT plasma, MagLIF targets at Z may achieve D–T 
fusion yields of +100 kJ. This laser energy must be coupled 
to the gas while minimizing laser–plasma instability growth. 
By systematically investigating laser and target parameters, 
the MagLIFEP Campaign aims to determine the parameter 
space in which laser heating is efficient and predictable. Fig-
ure 144.142 shows the MagLIFEP experimental configuration. 
In each experiment a single long-pulse OMEGA EP beam (4 ns 
long, 0.35 nm, 3.1 kJ, I + 2.3 # 1014 W/cm2) is fired through a 
laser entrance hole foil and down the axis of a D2-gas–filled 
tube. As the laser heats the gas and propagates down the tube 
in a “bleaching wave,” the plasma emission is observed with 
an x-ray framing camera (XRFC) that images emission from 
a 0.3% Ar dopant added to the gas as shown in Fig.144.143. In 
the experiments the beam parameters were kept constant and 
the gas density changed so that the electron density (ne) was 
5.5%, 7.7%, and 10% of the critical density (nc) for the 351-nm 
beam. A 5-T uniform axial magnetic field was also applied 
using MIFEDS coils that surround the target, and the impact 
of this field on the propagation was assessed.

XRFC images from two of the magnetized shots with ne = 
0.077 nc and 0.1-nc gas fills are shown in Fig. 144.143. The 
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Figure 144.142
Experimental setup for the MagLIFEP Campaign as viewed by the x-ray 
framing camera (XRFC). MIFEDS coils used to magnetize some of the 
targets are not shown. DPP: distributed phase plate; LEH: laser entrance hole.

are shown in comparison to the experimental data at 21 ns 
from the two-mode campaign in Fig. 144.141. The simulation 
shows similar growth of the layer and the characteristic turn-
over of the spikes caused by the shear across the layer. RAGE 
[Fig. 144.141(b)] shows significantly more roll-up than the 
experiment, but the experiment is not well enough resolved to 
make out such small structures, but clearly exhibits the same 
roll-up feature, which was expected. RAGE also reproduces 
the complicated chevron-like shock structure behind the tracer 
layer, a feature that was not expected to be seen in the experi-
ment but was caused by better-than-expected contrast from the 
instrument. The agreement is surprising considering the code 
used a simple mass source as a pusher for the hydrodynamics, 
which is unphysical at late time since the laser turns off at 10 ns 
and a rarefaction wave starts to enter the experiment, where 
in the code, the source is on for the full simulation. Work is 
currently ongoing to assess the growth rate of the spikes and 
bubbles in comparison with the codes and to add a laser driver 
to the RAGE calculations for a more-realistic shock source.

U1950JR

y 
(n

m
)

x (nm)

0

200

600 800

400

–400

–200

0.0

1.0

0.8

0.6

0.4

0.2

21 ns21 ns

I/I0(a) (b)

Figure 144.141
Images of (a) the two-mode experiment at 21 ns and (b) a RAGE simulation.
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images show the emission from plasma formed as the laser 
propagates from left to right down the tube. As the density 
increases from 0.077 nc to 0.1 nc, more structure appears in the 
emission at late times and the propagation appears to bend. We 
are exploring the mechanisms that could result in such behavior 
including filamentation and whole-beam self-focusing driven by 
the plasma hydrodynamic response to the laser heating. This is 
accompanied with an increase in hard x rays for 0.1 nc, which 
suggests more laser–plasma instability (LPI) is occurring, most 
likely stimulated Raman scattering (SRS) in the underdense 
plasma. Given the complicated target geometry and lack of 
scattered-light diagnostics on OMEGA EP, we cannot quantify 
the levels of energetic electrons produced in the interaction. 
This will be a focus of future experiments. The data obtained 
on OMEGA EP have implications for MagLIF and suggest that 
to effectively heat and limit LPI in higher-density gas targets, a 
reduced intensity or increased beam smoothing may be required.

FY15 NRL Program
The Naval Research Laboratory (NRL) conducted seven tar-

get shots on OMEGA EP in FY15 on high-Z coatings of targets.

The first experimental campaign on high-Z coatings was 
successfully carried out on the OMEGA EP laser by NRL sci-
entists in collaboration with LLE. These thin metallic coatings 
were previously found to suppress laser imprint on the Nike 
KrF laser. The experiments are designed to test the effective-
ness of these coatings on laser imprint with the NIF-like beams 
of OMEGA EP. Seven shots were taken in one day despite a 
new and relatively complex setup. Although improvements in 
imaging diagnostics must be made, the data obtained show 
significant reduction in long-wavelength (+100-nm) pertur-
bations for targets coated with 800 Å of Au and 1200 Å of 
Pd. These coatings are approximately twice the thickness of 
the ones found to be effective on the KrF laser experiments. 
Figure 144.144 shows examples of measured time evolution 
of areal mass nonuniformity for the cases of uncoated targets 
and targets coated with 800 Å of Au. Follow-up experiments 
on OMEGA EP with improved diagnostics are planned in the 
coming year. 

ACKNOWLEDGMENT
This work was supported by DOE/NNSA Defense Programs.U1953JR

1.
0 

ns
2.

0 
ns

3.
0 

ns
3.

5 
ns

–1

0

1

–1

0

1

–1

0

1

–1

0

1

0 2

Distance (mm) Distance (mm)

4 0 2 4

ne + 0.077 nc 
B + 5 T, ~x + 0.8

ne + 0.1 nc 
B + 5 T, ~x + 0.6

Figure 144.143
XRFC images from magnetized D2-gas–filled targets with ne = 0.077 and 
0.1 nc taken at the times indicated.

Figure 144.144
Measured time evolution of areal mass nonunifromity for (a) uncoated targets 
and (b) planar CH targets coated with 800 Å of Au.

U1951JR

300

0

1

2

3

4

5

1

2

3

4

5

500 700

Space (nm)

–0.4 –0.2 0.0 0.2 0.4 0.6

(mg/cm2)

300 500 700

Space (nm)

Uncoated 800 Å AuUncoated 800 Å Au

T
im

e 
(n

s)



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 144278

FY15 CEA Experiments at the Omega Laser Facility
The Commissariat à l’énergie atomique et aux énergies 

(CEA) conducted 25 target shots on the OMEGA laser in FY15 
for the campaigns discussed below.

Direct-Drive Shock-Timing Study on OMEGA
Principal Investigators: F. Girard, F. Philippe, V. Tassin, 
O. Landoas, T. Caillaud, S. Laffite, and J. L. Bourgade (CEA); 
D. T. Michel, V. Yu. Glebov, C. Stoeckl, F. J. Marshall, J. Katz, 
and W. J. Armstrong (LLE); J. A. Frenje (MIT); and R. Mancini 
(University of Nevada, Reno)

In inertial confinement fusion (ICF) with lasers, the implo-
sion of a capsule can be driven either directly by the laser 
in the direct-drive scheme or indirectly by x rays created by 
laser-energy conversion irradiating a high-Z hohlraum in the 
indirect-drive scheme. Independent of the scheme, energy cou-
pling to the capsule can be an issue, making it difficult to study 
the implosion. One advantage of a laser direct-drive experiment 
is the ability of accurate time-resolved measurement of laser-
energy coupling, which is why the direct-drive configuration 
is the perfect platform to study implosion physics. 

The implosion study performed in FY14 and FY15 at the 
Omega Laser Facility is a test of our prediction capability to 
get implosion time history, which is determined by the implo-
sion velocity. It therefore relies on the knowledge of the energy 
that the capsule actually absorbs. These campaigns consist 
of studying direct-drive target stability and shock timing by 
varying the following:

•	 pulse shapes (square, two step, or two steps truncated) and, 
therefore, laser energy

•	 gas fill (DD, DD + Ar, or DT)

•	 fill pressure (10 or 15 bars)

•	 laser irradiation uniformity (uniform or arbitrary P4 irradia-
tion mode)

•	 capsule shell thickness (20 or 25 nm)

Configurations include a stable platform (one shock) and 
more-unstable multishock configurations, which are similar 
to ignition target configurations. Experimental objectives are 
absorption laser measurements, ablation-front emission of 
the imploding capsule, core x-ray imaging in addition to core 
neutron imaging obtained on the same viewing axis, neutron 

performance (neutron yield, bang time, and ion temperature), 
tR measurements, and tracer (Ar and Ti) spectroscopy.

The capsules are irradiated by the 60 OMEGA beams, 
where the beams are smoothed by distributed phase plates 
(DPP’s), polarization smoothing (PS), and smoothing by spec-
tral dispersion (SSD). In FY14, we used SG4 distributed phase 
plates, which have a super-Gaussian order of +4.1, where 95% 
of laser energy is inside an 860-nm-diam circle. In FY15, we 
used SG5 phase plates, which have a super-Gaussian order of 
about 5, where 95% of laser energy is inside an 820-nm-diam 
circle. In addition to on-target focal-spot spatial uniformity 
improvement, laser energy in the wings of the spatial profile 
is reduced with SG5 phase plates compared to SG4.

Laser-irradiation variations have been tested with different 
pulse shapes (square, two steps, and two step truncated) and 
an arbitrarily imposed nonuniform laser drive. The laser uni-
formity was controlled by reducing the energy on two beam 
cones by 30% and 35%. The overall laser energies delivered on 
target are very close to expected values. Brillouin backscattered 
powers vary from 2% to 6% and stimulated Raman scattering 
(SRS) powers are negligible on all shots. The absorbed laser-
energy percentage deduced from calorimeter measurements 
ranged from 60% to 70% for the square pulse shape and are 
even higher for two-step pulse shapes, where absorbed energy 
values reach 70% to 80%.

General Atomics capsules tested in FY14 and CEA capsules 
tested in FY15 had an inner diameter of 875!25 nm. Capsules 
made by CEA for FY14 were slightly smaller with an inner 
diameter of 825!25 nm and a 100-nm-thick titanium layer 
coated on the plastic shell located 1 nm from the inner surface. 
All capsules had an 80-nm-thick external aluminum coating to 
maintain gas inside the capsule. The real DT mixture has been 
characterized and was precisely the following: T:34%, D:60%, 
and a hydrogen compound estimated to be 5%.

For FY15, the main parameter variation to be tested was for 
the shell thickness to reach more-unstable implosion regimes. 
The ablator thickness was reduced from 25!1 nm to 20!1 nm. 
All capsules were the same size and had a 100-nm-thick exter-
nal aluminum coating. The real DT mixture had been improved 
and was precisely T:60%, D:40%, and the hydrogen compound 
was estimated to be less than 0.1%.

Direct-drive implosions of DD, DD-Ar, and DT-filled CH 
capsules conducted during these two shot days with different 
laser pulse shapes (Fig. 144.145) gave neutron-yield ranges from 



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 144 279

4 # 109 to 2.7 # 1011 for D–D implosions and from 2 # 1012 to 
2.7 # 1013 for D–T implosions. 

Post-shot simulation results used actual DT compositions 
and laser irradiation configurations (SG4 and SG5 DPP’s). 
Measured neutron yields are very different from simulated ones 
for capsules that have a titanium layer inside the shell, show-
ing that the titanium layer significantly perturbs the implosion 
performance in terms of temperature reached by the core at the 
time of neutron emission and the way it is taken in simulations 
(Fig. 144.146). It is interesting to note that faster implosion 
regimes reached with the thinner capsule shell are reproduced 
by simulation in the same way as a thicker shell tested previ-
ously. Reduction of cross-beam energy transfer (CBET) effects 
with the use of SG5 phase plates in FY15 and, therefore, better 
agreement with simulation that does not simulate laser energy 
losses from CBET will have to be scrutinized.

From FY14 results, bang times defined as the peak neutron-
production time are very well reproduced by the code for all 
cases, and neutron yields go from stable configuration with the 
square pulse shape and two-step pulse shape to unstable ones 
with spectroscopic tracers of titanium. In FY15, more-unstable 
configurations were tested with a thinner shell capsule reduced 
to 20 nm (25 nm in FY14). This series of experiments has 
benefited from improved DT mixture with a lower hydrogen 
contamination, and the new phase plate SG5 whose purpose 
is the mitigation of CBET losses with the help of better spa-
tial uniformity in the spatial profile (higher order of super-
Gaussian) compared to the SG4 one. Preliminary results from 

FY15 data show very good agreement between experimental 
and simulated bang times (Fig. 144.147). 

According to FY14 and FY15 results, bang times are well 
reproduced by simulations, showing that capsule implosion 
timings are well understood. This also means that bang-time 
value discrepancies observed on indirect-drive implosions are 
caused by energy-coupling physics to the capsule inside the 
hohlraum that are incorrectly taken into account in numeri-
cal simulations.
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Neutron-yield comparison between simulation and experimental results 
obtained in FY14 and FY15 (small icons refer to a thinner shell tested 
in FY15).

Figure 144.145
New laser pulse shapes tested in this campaign. The red line represents the predicted pulse shape and the blue line represents the experimental pulse shape.
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A system that produces neutron and x-ray images simultane-
ously on the same axis through the same aperture (penumbral) 
has been successfully tested. This diagnostic has given good-
quality images on both channels that give direct and spatially 
localized comparison in shape and size of the core x-ray emis-
sion and neutron emission zones (cf. Ref. 97).

Ablation-front position evolution with time and, consequently, 
capsule size and implosion speed was measured by using a soft 
x-ray imaging system. This information is available during the 
x-ray emission window, i.e., when the laser is turned on and 
slightly after. In FY14, maximum speed values between 220 to 
250 km/s are obtained at the end the laser pulse for all cases, 
whatever the pulse shape, gas filling, or irradiation uniformity 
(Fig. 144.148).

Summary of Neutron-Induced Signals Generated on Close 
Coaxial Cables During OMEGA High-Yield Neutron Shots
Principal Investigators: J. L. Bourgade, J. L. Leray, B. Villette, 
O. Landoas (CEA-DAM-DIF); and V. Yu. Glebov, T. C. 
Sangster, and G. Pien (LLE )

Since the first evidence of this effect in 2002 on OMEGA 
high-yield DT neutron shots (see Ref. 98), it has been well 
demonstrated that high-pulsed, 14-MeV neutron irradiation 
can drive a transient current on coaxial cables.99 

Since that date and almost every subsequent year during each 
annual neutron “derby,” shot days on OMEGA have been devoted 
to testing this effect on various cables and irradiation geometries.

To simplify the insertion of these cables, a special payload 
tool called “CEA-VD” (vulnerability diagnostic) has been devel-
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Figure 144.148
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oped to protect and easily position these cables [using a ten-inch 
manipulator (TIM)] as close as possible to the neutron source 
produced at the OMEGA target chamber center (TCC) without 
breaking the target chamber vacuum. Figure 144.149(a) shows 
this device ready to be mounted on a TIM cart and inserted into 
a TIM inside the OMEGA target chamber vacuum. The closest 
right part of this nose cone can be set at +22 cm from the TCC, 
where the neutron source is produced by implosion of a DT-
filled microballoon. At these distances, the neutron flux on these 
coaxial cables is similar on OMEGA (where the neutron source 
is at its maximum around 1014 over 4r) to the one for a 1016 
neutron source on 4r at a distance of 5 m (target chamber radius) 
for the National Ignition Facility or Laser Mégajoule, which 
allowed us to check and measure neutron irradiation effects.

Inside this protective nose cone (used for the OMEGA 
plasma debris issues), one cable at a time can be mounted inside 
an electromagnetic pulse (EMP) protective cylindrical pipe 
with an internal diameter of 38 mm. Figure 144.149(b) shows 
that when this cover is removed, the cable’s protective pipe and 
some other detectors or devices are exposed to this OMEGA 
intense neutron flux (see, for example, Ref. 100). To avoid any 
interactions from the hard x rays generated by the laser–plasma 
instabilities generated by laser interaction on the DT target, a 
3-mm-thick tungsten foil is added in front of the protective 
pipe so only energetic neutrons can reach the cable under test.

Since 2002, many coaxial cables over a wide range of 
dimensions, materials, and shapes have been exposed to the 
OMEGA neutron source and their signals recorded. From all 
the geometries tested during these past years, we have selected 
the best one for the 3.56-mm (0.141-in.)-diam semirigid “SMA”-
type cable used on some of our high-bandwidth detectors [as 
our coaxial x-ray detectors (XRD’s) used on OMEGA DMX 

(see Ref. 101)] to maximize the neutron-induced signal on the 
restricted space available for this test inside the 38-mm-diam 
protective pipe.

Figure 144.150(a) shows the three assembly parts of the 
protective pipe and the cable geometry tested over the past two 
years (and the irradiation direction from the neutrons). Fig-
ure 144.150(b) shows an enlarged photo of the closest parts of 
the cable itself engulfed in a black plastic cylinder and araldite 
glue, exposed to the neutrons flux.

The coaxial cable is serpentine shaped with two spiral 
shapes to increase the length of the exposed cable as much as 
possible over the available 38-mm-diam pipe (L + 300 mm). 
We chose to use two distinct serpentines placed next to each 
other and as close as possible along the neutron path to record 
two signals on the same shot at a nearly equal distance from 
the neutron source (229/245 mm). Our goal was to be able to 
discriminate between two magnetic-field levels on the same 
shot to record their effect on each serpentine: one at a Fe–Nd–B 
permanent magnet maximum surface field (+4000 G) and the 
other to a desired value of close to 0 Gauss. Moreover, to obtain 
the temporal separation needed to record each signal separately 
on the same scope, each serpentine is connected to the other one 
by a 1-m-long coaxial cable (+6-ns time separation) wrapped 
(2 # 60-cm cable length) inside the protective pipe along its 
length. Finally, to avoid inducing a signal pileup after reflec-
tion to the open end of the cable, a second 0.5-m-long coaxial 
cable is added on the free serpentine end and is connected to a 
50-X resistive adaptation (no electrical reflection of the signals 
generated on each serpentine).

Unfortunately the restricted available space between the two 
serpentines does not allow us to shield enough of the first ser-
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pentine’s localized magnetic field to get a sufficiently low (down 
to few gauss only) magnetic field for our second serpentine. So 
we decided to use the two serpentines together on the actual 
magnetic conditions generated by the permanent magnets of the 
first serpentine. Even though the second serpentine’s magnetic 
field is lower than the first one, we decided to use it as is.

In FY14 we tested this double-serpentine device on OMEGA 
high-yield neutron shots with the permanent magnets demagne-
tized (by heating them above their Curie temperature to avoid 
their magnetic field). 

In FY15 we again magnetized this same device by placing it 
into a high-dc magnetic field generated by a powerful solenoid 
at the CNRS “Laboratoire National des Champs Magnétiques 
Intenses” de Grenoble (France). To get the maximum magnetic 
field into our permanent magnets, the solenoid was able to 
generate step by step up to 6 T over a few minutes.

Figure 144.151 shows the evolution in time of the FY14 
(without magnetic field) and the FY15 (with magnetic field) 
signals on the same scale (neutron yield 3 # 1013 in FY14 and 
up to 7.5 # 1013 in FY15).

The first peak is associated with the second serpentine 
placed farthest from the neutron source. Its lower signal level 
in comparison to the second peak is induced by an increased 
distance to the source and also by the neutron absorption 
inside the araldite glue and the coaxial cable material present 

between them [equivalent to +15 mm of CHON (araldite glue 
surrounding the coaxial cable)].

The effect of the magnetic field is obvious from Fig. 144.151 
by the drastic decrease in the signal with respect to the FY14 case 
(without B magnetic field) by a factor of +12 and by also taking 
linearly into account the higher neutron yield for the FY15 case 
(with a magnetic field). Moreover, some changes in the temporal 
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shapes of these signals can be found especially on their trailing 
edge (much-less trailing signal after its maximum peak for the 
magnetic-field case). Finally, the ratio of both peaks of the two 
serpentines (with and without a magnetic field) remains constant 
in spite of a weaker magnetic field on the second serpentine (first 
peaks on the Fig. 144.151), proving that the strength of the mag-
netic field can be lower than on the first serpentine, producing a 
similar decreasing effect on the signal level.

Further investigations are needed, theoretically and by 
simulation (with the Geant4 code) to take into account the 
effect of this magnetic field on the generated proton recoils that 
generate the measured prompt and delayed currents in level 
and time; experimental investigations are also needed, if pos-
sible, on FY16’s neutron derby shot days, to check (as already 
demonstrated in the past on other coaxial cable devices) the 
effects of the proton recoils induced into the CHON and able 
to cross the Cu exterior layer of the coaxial cable for the most 
energetic of them to generate a current inside it.

CMOS Active Pixel Sensor on OMEGA:  
Reduced Neutron-Induced Perturbation  
on X-Ray Imaging Using the Global Reset Technique
Principal Investigator: P. Paillet

Co-investigators: V. Goiffon, S. Girard, O. Duhamel, 
S. Darbon, A. Rousseau, A. Chabane, P. Cervantes, P. Magnan, 
J.-L. Bourgade, V. Yu. Glebov, G. Pien, and T. C. Sangster

Radiation-tolerance studies of a complementary metal–
oxide–semiconductor (CMOS) image sensor used in plasma 

diagnostics have been performed as part of a collaboration 
among CEA, the Institut Supérieur de l’Aéronautique et 
de l’Espace (ISAE, Toulouse), and the University of Saint-
Etienne. Previous experiments performed in FY13 and 
FY14 demonstrated the relevance of a developed hardening 
technique to remove parasitic signals induced by the neu-
tron pulse occurring during a DT shot. The CMOS sensor 
is now part of a basic x-ray imaging diagnostic composed 
of a pinhole array and a thin layer of P43 (a long-decay-
time scintillator) layered on the sensor surface. This diag-
nostic was inserted via a ten-inch manipulator (TIM) into 
the chamber and exposed to neutron yields produced by 
OMEGA DT shots to record an x-ray self-emission image 
of the imploding target. Successful images from the x-ray 
self-emission of imploding targets have been recorded for 
shots with high neutron yields. As expected, the global reset 
mode efficiently reduced the transient perturbation (parasitic 
white pixels) without degrading the image quality. This year 
the neutron yields reached very high values (up to +1014 n), 
a factor of 10 higher than during the FY14 campaign, and our 
basic diagnostic was able to provide images of the implod-
ing targets (see Fig. 144.152) without a neutron-induced 
parasitic signal. 

This FY15 campaign demonstrated the ability to use an 
imaging system based on APS sensors to record an image of 
the x-ray self-emission of an imploding target during very high 
neutron yield DT shots on OMEGA. Further improvements in 
the experiment design will be completed during the next neu-
tron campaign in FY16, investigating evolutions, investigating 
evolutions and new concepts of APS image sensors. 

Figure 144.152
Typical image recording on the APS sensor, for neutron yields in the range of 7 to 9 # 1013. The global reset mode is used for all images, proving that its effi-
ciency makes it possible to image x-ray self-emission of an imploding target without a neutron-induced parasitic signal. 
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Investigations on Neutron-Induced Electric Currents 
in Dielectrics Used in Coaxial Cables Near Inertial 
Confinement Fusion Experiments
Principal Investigators: J.-L. Leray, J.-E. Sauvestre, J. Baggio, 
S. Bazzoli, J.-L. Bourgade, O. Duhamel, J. Gazave, and 
P. Paillet (CEA/DIF); and V. Yu. Glebov, T. C. Sangster, and 
G. Pien (LLE)

To date, neutron fluxes produced nearby in fusion reactors 
have not been of great concern for electrical equipment involved 
in diagnostics because the flux and fluence of the ionizing burst 
had relatively mild effects. However, as recently as the 1990s, 
we managed to observe milliamps of currents across a medium-
power silicon transistor at the collector electrode in experiments 
near the target of the PHEBUS laser. As the neutron yield 
dramatically increased, some new phenomena were, therefore, 
likely to occur. Attention was paid to the effect of neutrons in 
dielectrics. Effectively, for the first time on OMEGA, coaxial 
cables distinctly produced a complex signal, as shown in a 
companion report in this review.102 This very short signal 
always consists of a peak, seeming to reproduce the neutron 
flux, followed by a “delayed” longer component able to last for 
several nanoseconds. Also noteworthy, the signal is observed 
on a resistive load even when no voltage is applied to the cable; 
i.e., the cable itself acts as a current generator. In other words, 
the cable acts as a detector producing the so-called “radiation-
induced electromotive force” with two components: the prompt 
one and the delayed one. How will these components evolve 
if one applies a voltage, if one changes the cable size, or the 
geometry (line, warped cable, cable with an angle with respect 
to the particle flux)? Technologically, the cables’ inner conduc-
tors are usually insulated with polyethylene, (–CH2–)n, referred 
to as PE, but sometimes polytetraflurorethylene (–CF2)n, also 
called PTFE or TeflonTM or, more rarely, polyetherethetketone 
(PEEK), a thermoplastic that is tough, strong, rigid, and creep 
resistant, able to print in 3-D, has excellent radiation resistance, 
and, importantly, is compatible with use under high vacuum. 
What happens to the current response, amplitude, duration, and 
charge if the cable dielectrics nature is changed?

To answer these intriguing questions and develop a con-
sistent model, we first defined a specific mock-up in a plane 
geometry sandwiched between two electrodes that has been 
proposed and always used throughout DT fusion campaigns 
as a canonical configuration. This mock-up consists of alu-
minum electrodes in a 1-cm2 area sandwiching a dielectric 
(Fig. 144.153). It has been specially designed to evacuate the 
residual air during vacuum pumping and to allow very high 
bandwidth transfer of the signal across the measurement coax. 

A cylinder of 5 mm of tungsten was plugged into the front side 
of the mock-up to screen the plasma x ray resulting from the 
shot. The peak signals the linear dependence on the neutron 
flux. The model of this neutron-induced current without a 
biasing voltage applied is based on the movement of the ion 
recoiling from the neutron interactions with the dielectric 
(mainly the bulk of the dielectric). The signal depends on the 
angle between the neutron flux and the disk axis. The signal 
cancels when the beam is perpendicular to the disk plane 
because of the symmetry of the charged recoils’ distribution. 
The new neutron-induced electromotive force effect, the orders 
of magnitude, and the angular dependence were computed 
using the Monte Carlo code Geant4, and the excellent fit was 
published in 2008 (Ref. 103).

In the second phase of the study, both the prompt and 
delayed signals were described for the first time in the context 
of very short pulses of neutrons and in the presence of an elec-
tric field from –1 kV/cm to 1 kV/cm (Fig. 144.154). The use of 
much faster recorders that provided a 7-GHz analog bandwidth 
with a maximum sampling rate of 50 GS/s was permitted to 
obtain better resolution of the signals in PE, PTFE, and PEEK. 
Here, the classical effect is the radiation-induced conductivity 
that occurs after the ionizing recoils have excited the electrons 
(and holes) in the dielectrics along their tracks. The electric 
field modulates the charge-carrier currents. The prompt and 
delayed components of the radiation-induced conductivity were 

Figure 144.153
Experimental canonical detector mock-up for high-bandwidth measurement 
of transients developed at electrodes by inserting a dielectric.
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modeled using classical drift and diffusion of charge carriers 
in dielectrics in 2012 (Ref. 99). Models were used to determine 
values of the lifetime of electrons and holes in dielectrics, 
in the subnanosecond to nanosecond range according to the 
dielectrics. This study and modeling made it possible to assess 
the shape of the effect of ICF neutrons and compare with prior 
measurements of FY13 (Ref. 104) with literature, which up to 
now treated only the effects on longer pulses from electron and 
x-ray bunches produced by LINAC’s.

We will now focus on applying these models and basic 
material parameters to realistic cables in coaxial linear and 
folded geometries.
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Figure 144.154
Voltage signals on 50 X provided by the canonical detector with a PE dielectric 
disk located 28.8 cm from the neutrons’ source at various neutron yields. The 
first peak—negative signal—after 87 ns is caused by an x-ray pulse emitted 
by plasma-generating photoelectrons; the second—positive signal—and third 
pulses are attributed to 14-MeV neutrons arriving on the disk, generating a 
prompt signal (positive peak) at 92 ns caused by neutron recoils and a second 
peak after 92.5 ns (smaller, delayed) caused by bipolar diffusion of charges 
(i.e., electron first and, later, holes) to the electrodes.
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