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About the Cover:

The image at the left shows a diagram of the thermal feedback 
process called alpha heating. If a thermonuclear plasma with 
deuterium (D) and tritium (T) is sufficiently hot and dense, then 
the D and T fuse to create one alpha particle and one neutron.  
The fast neutron escapes while the alpha particle deposits its 
energy back into the plasma, heating it more. As the reaction 
rate increases, the alpha-heating rate increases, which in turn 
increases the reaction rate. This thermal instability is the 
mechanism leading to high-energy gains in thermonuclear 
fusion schemes.
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The photo on the cover shows Prof. Riccardo Betti (front) with University of Rochester students Jack Woo, Alison Christopherson, 
Joel Howard, and Arijit Bose (left to right). The University of Rochester team, together with collaborators at Lawrence Livermore 
National Laboratory and the University of Madrid, have developed a technique to measure the level of alpha-particle heating 
and to assess the onset of the burning-plasma regime in inertial fusion implosion experiments. Fusion alphas are produced in 
the fusion reactions of the thermonuclear fuel deuterium and tritium (DT) with an energy of 3.5 MeV and slow down through 
collisions with plasma electrons. The alpha-heated electrons transfer part of their energy to the D and T ions, thereby increasing 
the fusion reaction rate. The burning-plasma state is achieved when the alpha heating exceeds the external input energy to the 
thermonuclear fuel. Assessing the degree to which fusion alpha particles contribute to the plasma heating is essential to under-
standing the onset of the thermal runaway process called “ignition.” Thermonuclear ignition is the most fundamental process at 
the heart of controlled nuclear fusion.
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In Brief

This volume of the LLE Review, covering January–March 2015, features “Alpha Heating and Burning 
Plasmas in Inertial Confinement Fusion” by R. Betti, A. R. Christopherson, A. Bose, J. Howard, and 
K. M. Woo (LLE and the Fusion Science Center); B. K. Spears, R. Nora, and M. J. Edwards (LLNL); 
and J. Sanz (Universidad Politécnica de Madrid). This article (p. 77) estimates the level of alpha heating 
and determines the onset of the burning-plasma regime, which are essential to finding the path toward 
thermonuclear ignition. Using a simple model of the implosion, it is shown that a general relation can be 
derived connecting the burning-plasma regime to the yield enhancement caused by alpha heating and 
experimentally measurable parameters such as the fractional alpha energy or, equivalently, the Lawson 
ignition parameter. A general alpha-heating curve is found, independent of the target and suitable to 
assess the performance of all laser-fusion experiments whether direct or indirect drive. The onset of the 
burning-plasma regime inside the hot spot of current implosions at the National Ignition Facility requires 
a fusion yield of +50 kJ.

Additional research highlights presented in this issue include the following:

•	 D. T. Michel, A. K. Davis, W. R. Armstrong, R. E. Bahr, R. Epstein, V. N. Goncharov, M. Hohenberger, 
I. V. Igumenshchev, R. Q. Jungquist, D. D. Meyerhofer, P. B. Radha, T. C. Sangster, C. Sorce, and 
D. H. Froula (LLE) present measurements of the ablation-front trajectory and low-mode nonunifor-
mity in direct-drive implosions using x-ray self-emission shadowgraphy (p. 83). The shadowgraphy 
technique uses time-resolved images of soft x rays (>1 keV) emitted from the coronal plasma of the 
target imaged onto an x-ray framing camera to determine the position of the ablation front. Methods 
used to accurately measure the ablation-front radius (dR = !1.15 nm), image-to-image timing [d(Dt) = 
!2.5 ps], and absolute timing (dt = !10 ps) are presented. Angularly averaging the images provides 
an average radius measurement of d(Rav) = !0.15 nm and an error in velocity of dV/V = !3%. This 
technique was applied at the Omega Laser Facility and the National Ignition Facility.

•	 K. Mehrotra and J. C. Lambropoulos (LLE and Dept. of Mechanical Engineering) and J. B. Oliver 
(LLE) present the mechanical characterization of optical oxide thin films that is performed using 
nano-indentation (p. 91). The results are explained based on the deposition conditions used. These 
oxide films are generally deposited to have a porous microstructure that optimizes laser-induced dam-
age thresholds, but changes in deposition conditions lead to varying degrees of porosity, density, and 
possibly the microstructure of the thin film. This can directly explain the difference in the mechanical 
properties of the film studied here and those reported in literature. Of the four single-layer thin films 
tested, alumina was observed to demonstrate the highest values of nano-indentation hardness and 
elastic modulus.

•	 U. Nasti (Università degli Studi di Napoli Federico II); L. Parlato and G. Pepe (Università degli Studi 
di Napoli Federico II and CNR-SPIN Institute of Superconductors); M. Ejrnaes and R. Cristiano (CNR-
SPIN Institute of Superconductors); T. Taino and H. Myoren (Saitama University); and R. Sobolewski 
(LLE and Depts. of Electrical and Computer Engineering and Physics and Astronomy, University 



iv
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of Rochester) investigate the thermal fluctuations in hybrid superconductor/ferromagnetic NbN/
NiCu bilayers, as well as in pure superconducting NbN 2-D nanostripes to understand the origin of 
dark counts in superconducting nanostripes when operated as single-photon detectors (p. 97). In 2-D 
superconductors, the dynamics of vortex motion plays a significant role in the formation of a transient 
normal state, leading to dark-count events in current-biased nanostripes. By introducing a weak fer-
romagnetic overlayer on top of pure NbN, the vortex dynamics were controlled, which subsequently 
made it possible to discriminate between several proposed theoretical models.

•	 B. W. Plansinis and G. P. Agrawal (LLE and Institute of Optics) and W. R. Donaldson (LLE) show 
both numerically and experimentally that a phase modulator, acting as a time lens in the Fourier-lens 
configuration, can induce spectral broadening, narrowing, or shifts depending on the phase of the modu-
lator cycle (p. 104). These spectral effects depend on the maximum phase shift that can be imposed by 
the modulator. Numerical simulations show that the pulse spectrum could be compressed by a factor 
of 8 for a 30-rad phase shift. Experimentally, spectral shifts over a 1.35-nm range and spectral nar-
rowing and broadening by a factor of 2 were demonstrated using a lithium niobate phase modulator 
with a maximum phase shift of 16 rad at a 10-GHz modulation frequency. All spectral changes were 
accomplished without employing optical nonlinear effects such as self- or cross-phase modulation. 

•	 S. Salzman (LLE and Materials Science Program); H. J. Romanofsky (LLE); S. D. Jacobs (LLE, 
Materials Science Program, Institute of Optics, and Dept. of Chemical Engineering, University of 
Rochester); and J. C. Lambropoulos (LLE, Materials Science Program, Institute of Optics, and Dept. 
of Mechanical Engineering, University of Rochester) show that the macrostructure of chemical-vapor–
deposited (CVD) zinc sulfide (ZnS) substrates is characterized by cone-like structures that start growing 
at the early stages of deposition (p. 110). As deposition progresses, these cones grow larger and reach 
centimeter size in height and millimeter size in width. This article describes the magnetorheologi-
cal finishing (MRF) process of polishing four CVD ZnS substrates, manufactured by four different 
vendors, with conventional magnetorheological (MR) fluid at pH 10 and zirconia-coated–CI (carbonyl 
iron) MR fluids at pH 4, 5, and 6. The surface-texture evolution of the substrates as they were MRF 
polished with the different fluids is reported. The performances of the zirconia-coated–CI MR fluid 
at pH 4 are shown to be significantly higher than that of the same fluid at pH levels of 5 and 6 and 
moderately higher than that of a conventional MR fluid at pH 10. 
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In inertial confinement fusion1 (ICF), a shell of cryogenic 
deuterium (D) and tritium (T) ice is imploded at high veloci-
ties (300 to 400 km/s) and low entropy to achieve high central 
temperatures and high areal densities.2 The final fuel assembly 
consists of a relatively low-density (30- to 100-g/cm3), high-
temperature (5- to 10-keV) core—the hot spot—surrounded 
by a dense (300- to 1000-g/cm3), cold (200- to 500-eV) fuel 
layer—the compressed shell. Alpha particles are produced from 
the D + T fusion reactions with an energy fa = 3.5 MeV and 
slow down primarily through collisions with the plasma elec-
trons. The alpha-heated electrons transfer part of their energy 
to the D and T ions, thereby increasing the fusion-reaction rate. 
The process of depositing alpha energy inside the hot spot of a 
compressed ICF capsule is called alpha heating. Ignition is a 
direct consequence of both alpha heating and its feedback on 
the thermal energy and fusion-reaction rate. When this feed-
back process becomes unstable, it leads to a thermal runaway 
within the central hot spot.2 A robustly ignited hot spot drives 
a burn wave in the surrounding dense shell, leading to fusion 
energy outputs in a megajoule range that greatly exceeds the 
thermal and kinetic energy supplied to the DT fuel by the 
implosion alone (+tens of kilojoules).

Recent experiments at the National Ignition Facility (NIF) 
(high-foot targets3) have demonstrated significant alpha heat-
ing using indirect drive (ID). To make progress toward igni-
tion on the NIF,4 it is crucial to be able to measure the level 
of alpha heating and to identify intermediate plasma states 
where the alpha heating is the leading source of input energy 
(alpha-dominated or burning plasmas). In magnetic confine-
ment fusion (MCF),5 the burning-plasma regime is identified 
through the thermonuclear Q = fusion power output/external 
power input. Since the alpha energy is about 1/5 of the total 
fusion energy, a Q = 5 denotes the state where the alpha power 
equals the input power. For convenience, in this article we use 
Qa = alpha power/input power = Q/5 and define the onset of a 
burning plasma at Qa = 1 (Q = 5).

While determining Qa for a steady-state MCF device is 
straightforward, the definition for ICF is greatly complicated 

Alpha Heating and Burning Plasmas  
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by the transient nature of an ICF implosion and by the fact that 
the vast majority of the input energy does not reach the DT 
plasma. Since this article is concerned only with the physics of 
burning plasmas and not with the prospects for fusion energy, 
the relevant input energy is the one reaching the DT plasma, 
where the fusion reactions occur. Therefore, the parameters Q, 
Qa used here refer to the DT fuel and should not be confused 
with the engineering Q used for fusion reactors.5 

Heating by the fusion alphas enhances the fusion yield to 
varying degrees, depending on the fraction of deposited alpha-
particle energy to the total hot-spot energy. Here we consider 
yield amplifications #10, which are of most interest for cur-
rent implosions on the NIF and characteristic of a sub-ignited 
burning plasma. Using a simple model of the hot spot and shell 
dynamics (alpha-heating model), we find the burning-plasma 
conditions for ICF and show that the fusion-yield enhancement 
resulting from alpha heating depends only on the fractional 
alpha energy or the Lawson parameter6,7 through a universal 
curve valid for direct- and indirect-drive ICF. It is shown that 
the alpha-heating model results are in good agreement with 
those from radiation–hydrodynamics simulations.

The alpha-heating model describes both the hot-spot forma-
tion and the piston action of the shell providing the external 
input energy. To correctly capture the PdV work to the hot spot 
and to the shell, the incompressible shell model7 is not suitable; 
instead a compressible model similar to the one in Ref. 8 is 
used. In the final stage of the implosion, the shell is described 
as a compressible gas separated into two regions (shocked and 
free fall) by the return shock driven by the hot-spot pressure 
into the shell. The temporal evolution of the hydrodynamic 
quantities is determined from the beginning of the shell’s 
deceleration phase up to the shell’s rebound, and both the 
heat conduction and radiation losses are included. A fraction 
of the alpha particles escapes through the hot-spot boundary, 
depositing their energy into the cold shell and ablating shell 
mass into the hot spot. It is assumed that all of the radiation 
escapes from the hot spot, reducing the pressure and tempera-
ture. The fusion rate is approximated with GvvH L caT3 (ca = 
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const), which is sufficiently accurate in the interesting 4- to 
8-keV range characteristic of a yield amplification #10. The 
conservation equations for mass, momentum, and energy can 
be written in the dimensionless form:

	 ,PR T R T p R3 5 1/3 5 2 2 3
h h h-i c= + a

lt t t t t t tb _l i 	 (1)

	 ,M U M U R PR rP r2 d
R

R
2

ss ss ss ff k h ss
h

k
- = +lt t to t t t t t t t

t

t

$` `j j 	 (2)

	 ,M R R U2
ss k ff k ff-t=to t t to ta k 	 (3)

	 ,R U R U R4 3 1 3k ss k ff k-=to t t t t` `j j 	 (4)

	 .PR P R T T /5 2 5 3 2
h h -c b= -lt t t t t t` `j j 	 (5)

Equation (1) is the hot-spot mass conservation used to infer the 
hot-spot temperature T with the right-hand side representing 
the mass ablation off the inner shell surface driven by the heat 
conduction7 and alpha-particle losses.9 Here Rh

t  represents the 
hot-spot radius. Equation (2) represents Newton’s law for the 
shocked portion of the shell slowed down by the hot-spot pres-
sure P. The return shock Rk separates the free-fall (ff ) and the 
shocked (ss) regions of the shell. The shocked-shell pressure Pss 
approximately varies linearly from the hot-spot pressure to the 
post-shock pressure given by the Rankine–Hugoniot (RH) rela-
tions. Equation (3) governs the shocked-shell mass and includes 
the flow of mass across the return shock. Equation (4) describes 
the evolution of the return-shock position Rk through the RH 
relations. The velocity within the shocked shell is determined 
through a Taylor expansion about the hot-spot radius using the 
isentropic relation of the shocked shell, leading to

	 / ,U r R R R r R3 5ss h h h h- -. z z+t t to to t o t t_ _ `i i j: D 	 (6)

where .PR5
h/z t t  Equation (5) is the hot-spot energy conserva-

tion where the two terms on the right-hand side represent the 
alpha-heating contribution and the radiation losses. The level 
of alpha heating and radiation losses are determined by the 
parameters c and b, respectively. Some three-dimensional 
(3-D) effects resulting from the reduction of the hot-spot vol-
ume10 from the deceleration-phase Rayleigh–Taylor spikes can 
be included through a clean volume analysis, as described in 
Ref. 7, but are omitted for simplicity in this article. Pressure, 
radius, and temperature are normalized with their stagnation 

values Ts, Ps, and Rs in the absence of alpha heating and radia-
tion losses and for an incompressible shell with equal mass:

	 ,M V P R42
sh imp s s

3
r= 	 (7)

	 ,T P R V/
0

7 2
s s s impl = 	 (8)

where Vimp is the implosion velocity, Msh is the shell mass, 
and l0 is the Spitzer thermal conductivity coefficient11 in lSp = 
l0T5/2. The dimensionless time is .tV Rimp sx =  The dimen-
sionless velocity is normalized with the peak implosion velocity 
Vimp. For simplicity we assume an initially uniform velocity 
profile so that .U 1ff -=t  The dimensionless shocked-shell mass 
is defined as .M M Mss ss sh=t  The dimensionless shell density 
is defined as M R4 3

sh st t r=t ` j and its profile during the 
coasting phase (or free fall) is assumed to be approximately par-
abolic. The constant c P T R V24s s s impc f= a a ] g determines the 
level of alpha heating. The parameter c P R T V6 /3 2

b s s s impb = ` j 
determines the radiation losses (cb is the bremsstrahlung 
constant for the radiated power density P c n T2

rad b.o ). The 
fraction of escaping alphas is determined by analyzing Ref. 12:

	 / ,1 2 1 1 4 1 160> 3-i p p p= +a a a a_ _ `i i j 	 (9)

	 / ,1 2 3 2 4 5< 2-i p p p=a a a a_ i 	 (10)

where .PR T /
0

5 2p p=a
t t t  We use p0 = 0.6, leading to a fraction 

of absorbed alphas at a bang time of about 0.7 to 0.8 in agree-
ment with numerical simulations including alpha-transport 
physics. Equations (1)–(5) are solved from the beginning of 
the deceleration phase (t = 0) with a radius much greater than 
the stagnation radius ,R R0 10h &=t t_ i  a velocity equal to the 
implosion velocity ,R 0 1h -=to _ i  and a very low initial pressure 
and temperature ,P R0 0 /5 2= -t t_ _i i  ,T R0 0 1/2= -t t_ _i i  respectively. 
At t = 0, the return shock is approaching the imploding shell 
R R0 0k =t t] g5 ? and the shocked-shell mass is zero .M 0 0ss =t ] g5 ?  

The initial aspect ratio is set to . ,A R0 1 00 h. t _ i  leading to a 
stagnating mass of about 50% of the DT unablated mass as 
indicated by the hydrodynamic simulations of ignition targets.7 
Figure 142.1 shows the trajectories of the inner shell surface (or 
hot-spot radius), return shock, and outer shell surfaces. After 
the return shock reaches the outer surface, the entire shell mass 
is shocked and the shell behaves like a rigid piston.

The solution of Eqs. (1)–(5) exhibits a singularity (igni-
tion) for a critical value of c that depends on b. A numerical 
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solution leads to the critical c(b) . 28 + 4.3b + 2b2 for b # 2. 
The ignition parameter can be written as no| c c b=a _ i with 
|no a = 1 being the ignition condition. From full hydrodynamic 
simulations with radiation on/off, we determine that radiation 
losses cause a reduction of +15% to 20% in hot-spot pressure 
and temperature, corresponding to a value of b . 1.5 in the 
model [Eqs. (1)–(5)]. The subscript “no a” indicates that all the 
hydrodynamic quantities are evaluated without alpha-particle 
energy deposition (c = 0). Using Eqs. (7) and (8), both c and b 
can be rewritten in terms of the shell’s areal density and hot-
spot temperature without alpha deposition. In one dimension 
(1‑D), since both c and b depend on areal density and tempera-
ture, the ignition parameter |no a also depends on areal density 
and temperature. Note that with respect to the incompressible 
thin-shell model of Ref. 7, the scaling of the ignition parameter 
is unchanged. A convenient form of | is written in terms of 
areal density and neutron yield:

	
.

,R
M

Y0 24
.

.

0 61
16 0 34

no no
DT
unab

no
-| ta a

a
J

L

K
KK_

N

P

O
OOi 	 (11)

where tR is in g/cm2, yield is in 1016, and the unablated DT 
mass is in mg. Another form of |no a is given in Ref. 7:

	 . ,R T 4 7 YOC. . .0 8 1 6 0 4
no no no no-| ta a a a_ ai k 	 (12)

where the temperature is in keV and the yield over clean (YOC) / 
yield(3-D)/yield(1-D) is a measure of the level of nonuniformi-
ties in the implosion. The model [Eqs. (1)–(5)] is 1-D but the 
same clean-volume analysis of Ref. 7 can be applied to capture 
3-D effects by redefining | as in Eq. (12), using the YOC, or 

by using the measured yield in Eq. (11). Note that Eq. (11) can 
be derived from Eq. (12) by using the approximate formula for 
the 1-D yield . .Y R T M1 4 7 0 24D . .

16
0 56 4 7

DTt- =_ _i i  (Ref. 7) 
into the YOC. The yield amplification caused by alpha heating 
is computed by solving Eqs. (1)–(5) with c = 0 (no alphas) and 
with a finite c < c(b) (i.e., |no a < 1). The ratio of the resulting 
fusion yields,

	 ,Y P TR d2 3
0 h x=
3 t t t# 	

represents the yield amplification. Figure 142.2(a) compares 
the yield amplification as a function of the ignition parameter 
obtained from hydrodynamic simulations with the curve from 
the alpha-heating model. The simulations were performed 
with the hydrocodes LILAC (1-D)13 and DRACO (2-D).14 
The results can be approximated with the fitting formula 
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Figure 142.1
Trajectories from the model [Eqs. (1)–(5)] using b = 0, c = 0. The figure shows 
the time evolution of the hot-spot radius, the return shock inside the shell, 
and the shell’s outer surface.
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ignition. Points 1–3 represent simulations with mass and velocity similar to 
NIF indirect-drive (ID) targets (see Fig. 142.4).
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This parameter is a direct measure of the importance of alpha 
heating to the hot-spot energy. The fractional alpha energy can 
be inferred directly from experimental observables, including 
hot-spot radius, ion temperature, neutron yield, and burnwidth. 
The alpha energy directly deposited up to bang time is about 
1/2 of the total alpha energy times the absorbed fraction ia. 
The latter can be inferred using Eqs. (9) and (10) and pa from 
Ref. 12 (where pa is denoted with x). The hot-spot energy 
can be inferred from its pressure GPH and volume Vhs using 
the method in Ref. 19. Once the pressure is determined, the 
hot-spot density follows from the equation of state (t + P/T); 
therefore, the absorbed alpha fraction is inferred from Ref. 12 
using the hot-spot areal density and temperature. From the 
model [Eqs. (1)–(5)], one can reproduce the same quantities 
used in experiments to infer fa. Figure 142.3 shows the yield 
amplification from Eqs. (1)–(5) versus fa and compares it to the 
results of simulations using the same procedure to determine fa 
(as in an experiment). The two-dimensional (2-D) simulation 
results (red circles) require a lengthy post-processing analysis 
with the code Spect3D20 to determine the x-ray–emitting 
volume measured in experiments.19 Only a subset of the 2-D 
simulations in Fig. 142.2 has been post-processed. Figure 142.3 
shows that the yield amplification is approximately a unique 
function of fa, which can also be used to infer the level of alpha 
heating. The yield amplification in Fig. 142.3 can be approxi-
mated by the simple formula . .expY f 0 4 .1 1

amp . a
t _ i8 B  For the 

. .Y 1 0 96 .0 75
amp no-. |

-
a

t ` j  As stated in Ref. 7, the |’s from 
Eqs. (11) and (12) are valid in 3-D for relatively fast targets with 
Vimp + 300 to 400 km/s. Note that for a mass of DT of 0.18 mg, 

.2 9
no| a  is approximately equal to the experimental ignition 

threshold factor parameter15 (ITFx) for the Livermore indirect-
drive–ignition target,16 indicating that the validity of Eq. (11) as 
an ignition parameter is also confirmed by a large database of 
indirect-drive ignition-target simulations. In experiments with 
significant alpha heating, the no-a quantities entering in the 
definition of |no a cannot be directly measured. The measured 
yield and areal density can still be used, however, in Eq. (11) 
to determine a value of | with alphas (|a):
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From Eqs. (1)–(5), a yield amplification curve using the 
measurable parameter |a has been generated [Fig. 142.2(b)]. 
The yield amplification is approximately a unique function 
of |a, indicating that inferring |a from the experimental 
observables (tR and yield) is sufficient to determine the yield 
amplification caused by alpha heating in an experiment. Fig-
ure 142.2(b) compares the yield amplification versus |a from 
simulations with the alpha-heating model [Eqs. (1)–(5)]. The 
model result can be approximated for amplifications #10 with 
the simple formula .expY .1 2

amp . |a
t _ i  When compared to the 

results of Spears and Lindl17 for the NIF indirect-drive–igni-
tion target (MDT . 0.18 mg), the yield-amplification curves are 
in good agreement with the data points from the simulation 
database of that specific target. In Ref. 17, the Lawson param-
eter is computed from Px/(Px)ign (related to | as in Ref. 7) 
with alpha deposition. In this article, the analysis is carried 
out in dimensionless form, and the results are applicable to all 
targets, large or small, direct drive or indirect drive, as long 
as the ignition parameter |a is calculated using Eq. (13). For 
the high-foot shot N140120 (Ref. 18), which achieved a yield 
of +9.3 # 1015 neutrons, an areal density of .0.78 g/cm2, and 
an ion temperature of 4.9 keV, with MDT . 0.18 mg, we find 
that |a . 0.92 and the yield amplification is +2.5 (point 1 in 
Fig. 142.2), close to the simulation result.18 The corresponding 
|no a - 0.66 is inferred from Fig. 142.2.

A more-indicative measurable parameter for alpha heating is 
the fractional alpha energy ( fa) given by the ratio of the alpha 
energy deposited inside the hot spot up to bang time (peak of 
the neutron rate) and the neutron-averaged hot-spot energy
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high-foot target N140120 (Ref. 18) (point 1 in Fig. 142.3), the 
fractional alpha energy is about 0.36 and the corresponding 
yield amplification of .2.5 is in agreement with the value 
obtained earlier through the |a method. The good agreement 
of the results from the alpha-heating model and the hydro- 
dynamic simulations (Fig. 142.3) indicate that the model can be 
used to determine the input energy to the fusing plasma and, 
therefore, the onset of the burning-plasma regime. Energy is 
supplied to the DT plasma starting from the DT fuel’s kinetic 
energy / ,E M V0 1 2 2

k DT imp=_ i  where 0 is the beginning of 
the deceleration phase. Only a fraction of the kinetic energy 
is transformed into DT internal energy through the PdV 
work. At bang time, the kinetic energy converted to internal 
energy is .E E E t0PdV

tot
k k bang-= _ _i i  Of that fraction, a por-

tion is transferred to the dense shocked shell EPdV
ss_ i and the 

remainder to the hot spot .EPdV
hs_ i  It is convenient to define 

two Qa parameters, one for the hot spot and one for the entire 
compressed core:

	
.

,
.

.Q
E

E
Q

E

E0 5 0 5

PdV PdV

hs
hs

tot
tot//a

a
a

a
	 (15)

In these definitions, we retain the contribution of all the alpha 
particles up to bang time, including those that escape. The 
ablative flow carries the escaping alpha energy back into the 
hot spot and such energy is counted as input to the hot spot. 
The value Q 1>hs

a  implies that the alpha heating exceeds the 
compression work to the hot spot and the hot-spot plasma 
enters the burning-plasma regime, where the alpha heating is 
the dominant heating mechanism. Additional PdV work is done 
on the shell itself as the return shock propagates outward and 
more shell material is slowed down and compressed. While few 
fusion reactions occur in the dense shell at yield amplifications 
below 10, the compressed shell provides the inertial confine-
ment to the hot-spot pressure. The PdV work to the shell is not a 
direct input to the fusing plasma, but a highly compressed shell 
increases the confinement time and, therefore, the fusion yield 
of the hot spot. In the second definition of Qa, the total PdV 
work is included in the denominator and the condition Qtot > 
1 represents the regime where the alpha heating exceeds the 
total compression work. The PdV work to the hot spot can be 
calculated in 1-D from the integral 

	 ,PR R4 d
R

R
2

0

stag
r _ i# 	

where Rstag is the hot-spot stagnation radius. Both quanti-
ties can be computed from the model [Eqs. (1)–(5)] as well 
as from 1-D hydro simulations of the implosions. In 2-D and 
3-D, extracting the PdV work is more complicated and will 
be addressed in a forthcoming article. Figure 142.4 shows the 
yield amplifications versus Qhs and Qtot and compares the 
result of the model [Eqs. (1)–(5)] with hydro simulations. From 
Fig. 142.4(a), the onset of the hot-spot burning-plasma regime 
occurs at yield amplifications of about 3.5. For current NIF 
ID implosions with MDT - 0.18 mg and fuel kinetic energies 
+12 to 15 kJ, this corresponds to a neutron yield of +1.8 # 1016 

Figure 142.4
Plots of the yield amplification versus the hot-spot Qa and the total Qa from 
the model [Eqs. (1)–(5)] (solid curve) and from 1-D simulations (circles). The 
shaded areas identify the burning-plasma regimes. The three yellow circles 
(1–3) with yield amplification +2.5# [like shot N140120 (Ref. 19)], 3.3#, and 
6.7# have a fuel kinetic energy of 12 to 15 kJ, and a DT mass .0.18 mg like 
current NIF ID experiments. Point 2 is located at the onset of hot-spot burning 
plasma. Point 3 is in the full burning-plasma regime.
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(or +50 kJ) as indicated by point 2 in Fig. 142.4(a). The regime 
where the alpha heating exceeds the total PdV work occurs for 
yield amplifications +7, corresponding to a yield +4.5 # 1016 (or 
+120 kJ) represented by point 3 in Fig. 142.4(b). The two mea-
surable parameters fa and |a can be used to determine the onset 
of the burning-plasma regimes. Using Figs. 142.2 and 142.3, the 
hot-spot burning-plasma regime is achieved for fa . 0.45 and 
|a . 1.2, while the full burning-plasma regime is achieved for 
fa . 0.7 and |a . 1.8. The curves in Figs. 142.2–142.4 are used 
to assess the onset of the burning-plasma regime in ICF and the 
requirements on the implosion hydrodynamics to achieve igni-
tion. For instance, the value |no a . 0.66 for N140120 indicates 
that the no-a hydrodynamics must improve to raise the value 
of |no a by $50% to achieve ignition on the NIF. 
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Introduction
In direct-drive inertial confinement fusion (ICF), laser beams 
are focused onto the surface of a fusion capsule that is imploded 
to reach thermonuclear ignition.1 The beams ablate the target 
surface and drive the shell to high velocities. At maximum 
compression, a fraction of the kinetic energy is transferred into 
the internal energy of the hot spot, where fusion reactions are 
initiated. The minimum laser energy required for ignition is 
a strong function of the shell’s maximum implosion velocity 

?E Vmin
6

imp
-a k (Ref. 2), which highlights the importance of 

accurately measuring it. During the compression, low-mode 

Measurements of the Ablation-Front Trajectory  
and Low-Mode Nonuniformity in Direct-Drive Implosions  

Using X-Ray Self-Emission Shadowgraphy

nonuniformities that grow at the ablation surface result in distor-
tion of the hot spot and a reduction in implosion performance.

A self-emission x-ray shadowgraphy (SES) technique4 
[Fig. 142.5(a)] has been applied to ICF experiments to measure 
the ablation-front trajectory, velocity,5 and low-mode nonuni-
formity6–8 of targets imploded on the OMEGA Laser System9 

and at the National Ignition Facility (NIF).10 A pinhole array is 
used to image the soft x rays (>1 keV, spectrally filtered using 
25.4 nm of Be) emitted in the coronal plasma of an implod-
ing target onto a four-strip x-ray framing camera (XRFC) to 
obtain 12 (three per strip) time-resolved images of an imploding 
target. The steep inner edge observed in the intensity profile 
of the image is used to determine the position of the ablation 
surface [Figs. 142.5(b) and 142.5(c)]. This edge is created 
by the combination of the limb effect of soft x rays emitted 
in the coronal plasma and the absorption in the cold dense 
shell of the x rays, emitted at the back side of the target. The 
absorption steepens the gradient by reducing the emission by 
a factor of 2 over a few microns in its direction [Fig. 142.5(c)]. 
Because this gradient is steep and governed by the absorption 
where the plasma temperature goes to zero, the position of the 
mid-intensity point in this edge is an excellent measure of the 
position of the ablation front (the position is defined by where 
the electron temperature is 100 eV).

This article describes different methods used to character-
ize the diagnostic, showing that the accuracy of the measure-
ment of the ablation front’s position is dR = !1.15 nm. Two 
techniques were used to measure the image-to-image timing 
to within d(Dt) = !2.5 ps. The method used to time the images 
to the laser pulse (absolute timing) was demonstrated to have 
an accuracy of dt = !10 ps.

The SES technique is applied to symmetric implosions on 
the OMEGA Laser System and to polar-direct-drive experi-
ments on the NIF. The OMEGA laser is configured for sym-
metric irradiation, while the beam geometry on the NIF is 
currently optimized for x-ray geometry with no beams located 
around the equator. Initial polar-direct-drive experiments 

Figure 142.5
(a) Schematic of the self-emission x-ray shadowgraphy technique: x rays 
emitted by the coronal plasma (dark green area) are imaged by a pinhole onto 
an x-ray framing camera. The shell (orange area) prevents the x rays emitted 
at the back of the shell (light green area) from reaching the detector. (b) The 
simulated shell density (red curve, left axis) and electron temperature (dashed 
blue curve, right axis) profiles were post-processed with Spect3D (Ref. 3) to 
calculate the (c) intensity profile. The mid-intensity point in the inner gradient 
corresponds to the position of the ablation front (vertical dashed black line). 
The intensity lineout calculated without absorption of the shell is plotted in (c) 
(dashed curve). The difference between the two intensity lineouts emphasizes 
the effect of the absorption of the x rays emitted at the back of the target in 
the shell, which significantly steepens the inner gradient.
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repoint the beams toward the equator to generate a uniform 
ablation.11 In these experiments, the angularly averaged radius 
provides a measure of the ablation-front trajectory to within 
d(Rav) = !0.15 nm and velocity to within dV/V = !3%. In the 
symmetrically driven implosions, where the nonuniformity has 
a random phase, the amplitude and the phase of the modes are 
determined using a Fourier decomposition. In this case, the 
amplitude of mode 2 is measured to within d(Fou2) = !0.25%. 
In the polar-direct-drive implosions, the dominant low-mode 
nonuniformities are axisymmetric around the polar axis, and 
the mode amplitudes are determined using a Legendre poly-
nomial decomposition. With this method, the amplitudes of 
modes 2, 4, and 6 are determined to within d(Legn) = !0.5%.

Characterization of the Framing Camera
The accuracy in the time-resolved measurements of the 

ablation-front trajectory, velocity, and low-mode nonunifor-
mity using the SES technique is determined by the precision 
of the measurement of the ablation-front position (R!dR), the 
accuracy of the image-to-image timing [Dt!d(Dt)], and the 
absolute timing between the images and the laser pulse (t!dt) 
(Refs. 12 and 13).

1.	 Radial Accuracy (Pinhole Imaging)
To optimize the resolution of the steep gradient generated 

by self-emission x-ray imaging, the optimal pinhole diameter 
d L M M244 1opt tpm= +_ i7 A  was determined by setting the 
diameter of the geometric image of a point [dG = (M + 1)d, 
where d is the diameter of the pinhole] equal to the diameter 
of the diffraction image of a point [dD = (2.44 m/d)LtpM, where 

M is the magnification of the pinhole imaging system, m is the 
x-ray wavelength, and Ltp is the distance between the target and 
the pinhole]. On OMEGA, this corresponds to dopt = 10 nm 
when using M = 6, m = 1.24 nm, and Ltp = 40 mm. This con-
figuration results in the point-spread function (PSF) shown in 
Fig. 142.6(a) calculated using the coherent ray-tracing program 
FRED.14 The calculation takes into account the pinhole imag-
ing (geometry and diffraction) and the modulation transfer 
function of the microchannel plate of the XRFC.15 From this 
PSF calculation, the minimum distance between two points in 
the object space that can be distinguished in the image plane 
is given by the full width at half maximum (FWHM) of the 
PSF (12 nm).

Figure 142.6(b) compares intensity profiles from measured 
self-emission images with profiles calculated by post-process-
ing hydrodynamic simulations with Spect3D. The synthetic 
x-ray images were convolved with the PSF of the diagnostic 
[Fig. 142.6(a)]. Excellent agreement was obtained, which 
shows that both the simulation of the soft x rays emitted by 
the imploding target and the modeling of the response of the 
imaging system are well reproduced.

The center of the measured images was determined itera-
tively. Intensity profiles were taken along chords through the 
center of the image. The positions of the mid-intensity point 
on each profile were determined and a new center was calcu-
lated fitting the points with a circle using a |2 analysis. This 
process was repeated until the center position changed by no 
more than 0.1 nm.

Figure 142.6
(a) Point-spread function for the x-ray imaging diagnostics calculated for the setup used on the OMEGA Laser System. A lineout of the point-spread function 
is plotted (dashed curve). (b) Comparison of an intensity profile (gray curve) measured along the dotted black lines displayed on the self-emission images 
(insets) with the calculated profiles (red curve). The position of the ablation front is indicated (vertical dashed line). The profile azimuthally averaged over the 
entire image is plotted (solid black curve). (c) Variation of the position of the mid-intensity point in the inner gradient relative to the best-fit circle is shown for 
all angles (red curve).
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The accuracy in the position of the mid-intensity point in 
the inner gradient of the measured profile can be determined 
using the intercept theorem N/(2dR) = S/lgrad, where dR is the 
variation in the measured radius, N = 3vN, and vN is the stan-
dard deviation of the noise. The signal (S = 0.4) is defined as 
the difference in x-ray intensities over the length of the inner 
gradient lgrad [Fig. 142.6(b)]. Applying this to the example 
shown in Fig. 142.6(b), a. / . ,R l S N0 5 1 4 mgradd n= _ i  where 
lgrad = 9 nm and S/N = 10.

In spherical experiments, the position of the ablation front 
was determined by averaging the position of the mid-intensity 
point in the inner gradient over all angles. This improved the 
accuracy of the measured ablation front’s position by a factor 
of ,Np  where Np = 2rR/dPSF is the number of independent 
measurements, R is the averaged radius, and dPSF is the FWHM 
of the PSF. On OMEGA, this resulted in an accuracy in the 
360° angularly averaged radius of dRav < 0.15 nm, where 
dPSF . 12 nm and N 10p .  for R = 200 nm.

Figure 142.6(c) shows that the 3v variation in the measured 
radius around the image relative to the 360° angularly averaged 
radius is (3vR)360° . 3.5 nm. This is consistent with the peak-
to-valley variation in the measured radius calculated from the 
intercept theorem [(2dR)intercept . (3vR)360°].

2.	 Image-to-Image Timing (Interstrip Timing)
The XRFC uses four microchannel plates to time resolve 

the pinhole images. The microchannel plates are activated by 
independently timed high-voltage pulses, and the accuracy in 
the timing between images on subsequent plates (interstrip 
timing) is given by the accuracy of the high-voltage pulsers 
[Fig. 142.7(a)]. Each electrical pulse is created by a pulser and 
travels through a delay box that generates a different delay 
for each strip. The jitter in the interstrip timing corresponds 
primarily to the jitter between two pulsers.

The interstrip timing was determined by using an 8-GHz 
oscilloscope to measure the time difference between the elec-
trical pulses that come from different delay lines. The timing 
error between two channels was calibrated by splitting an 
electrical pulse and sending each pulse to two different inputs 
of the oscilloscope through two cables of the same length. The 
jitter between two pulsers was determined by repeating the 
measurements several times. For the XRFC setup used on the 
OMEGA Laser System, the interstrip timing was measured 
[Fig. 142.7(b)]. An error of !4 ps in the interstrip timing was 
inferred from the 8 ps of drift in the oscilloscope determined 
before and after the measurements. A standard deviation of 

Figure 142.7
(a) Schematic of the x-ray framing camera high-voltage lines: Four pulsers 
are launched by a trigger pulse and generate four pulses that are delayed 
independently by a delay box and sent to the four strips of the microchannel 
plate. (b) Comparison of the interstrip timing measured off-line (method 1, red 
points) and on real shot (method 2, blue points) (c) Comparison of the trajectory 
measured by the reference camera (blue curve) with the trajectory measured by 
the uncalibrated camera (red circles). Differences of dt(1–2) = 115 ps, dt(1–3) = 
152 ps, and dt(1–4) = 190 ps were measured between the requested and the real 
interstrip timings between the strips (1–2), (1–3), and (1–4) (dashed arrows). 
(d) Comparison of the trajectories measured on strip 1 (squares), strip 2 (tri-
angles), strip 3 (inverse triangles), and strip 4 (circles) when the delay box was 
set to get zero interstrip timing: a residual delay of 10 ps, 7 ps, and 18 ps was 
measured between strips (1–2), (1–3), and (1–4), respectively. 
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the jitter between two pulsers of vp = 1.5 ps was determined 
by repeating each measurement five times. This resulted in a 
jitter of the interstrip timing of .t 3 2 2 5 ps.p! !d vD = =_ i  

To verify the interstrip timing, the ablation-front trajectory 
was simultaneously measured using two XRFC’s [Fig. 142.7(c)]. 
First, the residual interstrip timings of the reference XRFC with 
the synchronized delay box were determined by measuring the 
ablation-front trajectory of an imploding target. Small differ-
ences in the radii of the ablation front between each strip were 
used to quantify the residual time difference between each strip 
[Fig. 142.7(d)]. To set the interstrip timing to calibrated values, 
precalibrated delay cables were connected to the output of the 
synchronized delay box. The reference XRFC was used to mea-
sure the reference trajectory, and the interstrip timing of the sec-
ond XRFC was measured by comparing the difference between 
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the requested interstrip timing and the measured interstrip timing 
[Fig. 142.7(c)]. The measurements were repeated three times to 
determine the interstrip timings to within a few ps. The interstrip 
timings are presented in Fig. 142.7(b). An error in the interstrip 
measurement of .t 3 2 2 5 pss! !d vD = =_ i  was determined, 
where vs = 1.7 ps is the standard deviation of the measurement 
of the interstrip timing over multiple repeated shots. Excellent 
agreement was obtained between the two methods [Fig. 142.7(b)].

3.	 Absolute Timing
The variation of the absolute timing is determined on each 

shot by measuring the time difference between the electrical 
monitor pulse from the XRFC and the optical fiducial, which 
is a time reference for the laser pulse. To calibrate the absolute 
timing, the time difference between the laser and the XRFC 
was measured on a timing reference shot.

The timing reference shot used a 4-mm-diam gold target with 
multiple laser pulses that rose over 100 ps to a 1-ns-long flattop 
intensity. The time-resolved x-ray intensities emitted by the gold 
plasmas were measured on the XRFC (see images in Fig. 142.8) 
and used to determine the rise of the laser intensity after adjust-
ing for the conversion of the x-ray intensity to laser intensity 

?I I .3 4
laser x ray

-  (Ref. 16), where Ix ray and Ilaser are the x-ray and 
laser intensities, respectively. The pulse shape measured by the 
XRFC was compared with the optical pulse shape [Fig. 142.8(b)] 

to determine the absolute timing. To compare the x-ray signals 
measured between different beams, all measurements were nor-
malized to the measured laser beam energy .I I Enorm laser laser=  
To account for the variation in the sensitivity of the camera, a 
few beams are advanced in time by 400 ps to generate a constant 
x-ray flux (top images in Fig. 142.8) and each x-ray intensity 
was normalized to the x-ray intensity measured on the closest 
flat-field (FF) spot .I I EFF norm norm,FF=` j  Figure 142.8(c) 
shows the variation of the absolute timing over multiple shots. An 
accuracy in the absolute timing of t 3 2 10 pst! !d v= =D  was 
determined, where vDt is the standard deviation of the variation 
of the absolute-timing calibration number.

Application
The SES technique was applied to measure the ablation-

front trajectory, velocity, and nonuniformity of an imploding 
target in direct-drive implosions at the Omega Laser Facility 
and low-mode nonuniformities on the NIF.

1.	 Ablation-Front Trajectory and Velocity  
on the OMEGA Laser System
The experiment employed 60 ultraviolet (m0 = 351 nm) 

laser beams on the OMEGA laser. The laser beams uniformly 
illuminated the target and were smoothed by polarization 
smoothing,17 smoothing by spectral dispersion,18 and distrib-
uted phase plates19 (fourth-order super-Gaussian with 95% of 

Figure 142.8
(a) Comparison of the rise of the normalized laser intensity (red points) calculated from the rise of the x-ray intensity generated by a gold sphere irradiated 
by six laser pulses measured on an XRFC with the optical laser pulse (dashed blue curve). Two beams were advanced 400 ps to measure the flat field of the 
framing camera. The series of images recorded on the framing camera during the rise of the x-ray emission is shown at the top of the figure. (b) Comparison 
of the absolute timing calibration measured over two campaigns (open and solid squares correspond to two different campaigns). The standard deviation of 
the variation of this number is shown on the figure.
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the energy contained within the initial target diameter). One 
100-ps-long picket was used to set the target implosion onto a 
low adiabat20 followed by a 2-ns step pulse that drove the target 
to its final velocity [Fig. 142.9(a)]. The total laser energy on the 
target was 19.6 kJ, which resulted in a maximum laser power 
of 11 TW. The target had an 867.8-nm outer diameter with a 
26.8-nm-thick CH ablator covered by 0.1 nm of Al and filled 
with deuterium at 10.5 atm.

The images displayed at the top of Fig. 142.9 correspond to 
self-emission images that were recorded using the setting of the 
SES diagnostic described in the Introduction (p. 83). Images 
were time integrated over +40 ps (Ref. 13) and interstrip tim-
ings of 250 ps were used. Three framing cameras were used 
to determine the trajectory of the ablation front over the entire 
length of the main drive.

Figure 142.9 compares the measured ablation-front trajec-
tory and in-flight shell velocity with hydrodynamic simulations. 
The accuracy in the measurement of the ablation-front velocity 
calculated between two images of two consecutive strips (aver-
aged over Dt . 250 ps) is given by 

	 %,V V t t R R2 3av av .d d dD D D= +_ i 	

where d(Dt) . 4 ps is the error in the interstrip timing [dominated 
by the error in the measurement of Dt (see previous section)] 
and, for a velocity of 200 km/s, DRav = 50 nm. Simulations were 

performed with the one-dimensional (1-D) hydrodynamic code 
LILAC21 that include nonlocal electron transport22 and cross-
beam energy transfer (CBET).23 Synthetic x-ray self-emission 
images were calculated using Spect3D. The images were con-
volved with the PSF of the diagnostic. The simulated trajectory 
and velocities were obtained by post-processing the synthetic 
images following the same method used on the experimental 
images. Excellent agreement between the position of the mid-
intensity point and the position of the ablation front was obtained, 
showing that the hydrodynamic coupling is well modeled.

2.	 Ablation-Front Nonuniformity on OMEGA 
To investigate the uniformity of the drive, the angular varia-

tion in the ablation surface was decomposed using a Fourier 
series. Figure 142.10(a) shows that mode 2 dominates the low-
mode nonuniformity. Figure 142.10(b) shows that the amplitude 
of the low-mode nonuniformity grows linearly with radius and 
that the phase is nearly constant (z2 = 89!14°).

For each radius, the amplitude of the mode 2 is defined by 
,N2Fou Fou2 2 DFT=  where 

	 R R eFou j
i j N

j

N

2
4

0
av

1
DFT

DFT

iD= - r

=

-

` j9 C/ 	

is the second coefficient of the Fourier transform of DR(i)/Rav 
discretized over NDFT points equally spaced in an angle around 

Figure 142.9
A series of x-ray self-emission images (top) shows the implosion dynamics. Comparison of the measured (red symbols, each of which corresponds to a different 
camera) mid-intensity points in the (a) inner gradient trajectory and (b) velocity with the simulation (blue curve). In (a), the laser pulse is plotted as the solid 
black curve and the trajectory of the ablation front from the simulation as the dashed black curve.
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3.	 Ablation-Front Nonuniformity on the NIF
The SES technique was implemented on the NIF to mea-

sure shell trajectory, velocity, and low-mode nonuniformities 
in polar-direct-drive experiments (the experimental setup is 
detailed in Ref. 8). A series of images are presented at the top 
of Fig. 142.11. To increase the signal-to-noise ratio on the NIF 
experiments, the pinholes are larger than the optimum diam-
eter (dNIF = 60 nm > dopt = 25 nm), resulting in a 32.5-nm 
FWHM of the PSF. In the polar-direct-drive configuration, the 
illumination is symmetric around the polar axis, so DR/Rav 
is decomposed using Legendre polynomials with their axes 
of symmetry adjusted to be the polar axes. Figure 142.11(a) 
compares the contour with the curve that corresponds to the 
addition of the ten first Legendre polynomials of the con-
tour decomposition. The good agreement between the two 
curves shows that the contour is nearly symmetric around 
the polar axis.

Figures 142.11(b)–142.11(d) compare the growth of modes 2, 
4, and 6 of the ablation front with hydrodynamic simulations. In 
each case, the accuracy in the amplitude of the modes is better 
than !0.5%, which corresponds to three times the standard 
deviation of the distance between the points and the best-fit 
curves. Simulations were conducted using the two-dimensional 
(2-D) hydrodynamic code DRACO25 with nonlocal electron 
transport and CBET models and the axis of symmetry along 
the polar axis. The simulated modes were obtained by post-
processing simulations with Spect3D, convolving it with the 
PSF of the diagnostic, and determining the position of the inner 
gradient in the synthetic images. The differences observed 
between the calculated and the simulated mode amplitudes 
are primarily the result of an overdriven pole (or underdriven 
equator) [Fig. 142.11(a)] probably caused by errors in the 2-D 
nonlocal electron transport and CBET models.

The decomposition over Legendre polynomials is defined by

	 ,cosR R PLegj n n j
n

0 0
1

- -i i i iD =
3

=
` `j j9 C& 0/ 	

where Pn is the Legendre polynomial n, Legn is the coefficient, 
n is the Legendre mode, and i0 = 90° corresponds to the angle 
of the axis of symmetry [Fig. 142.11(a)]. The mode amplitudes 
are normalized to the norm of the Legendre polynomials 
relative to the L2 inner product .n2 2 1Leg Leg .

n n
0 5= +_ i7 A  

With this normalization factor for a symmetric signal, the 
amplitude of the modes defined with the Legendre polynomial 
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Figure 142.10
(a) Comparison of the variation of DR/Rav (red curve) with the mode 2, cal-
culated using a discrete Fourier transform of the contour defined by f2(i) = 
A2cos(i + z2) (blue curve). (b) Evolution of the amplitude (red points) and the 
phase (open blue triangles) of mode 2 during the implosion. The line best fit 
to the growth of the mode amplitude is plotted (dashed black line).

the contour, DR(ij) = R(ij)–Rav, and ij is the angle of the point j. 
When the contour is not defined over all angles, an algorithm is 
used to determine the discrete Fourier transform.24 

An accuracy of !0.25% in the mode-2 measurement was 
determined and corresponds to three times the standard 
deviation of the distance between the points and the best-fit 
line [Fig. 142.10(b)]. This corresponds to an error in the mode 
amplitude of better than !0.5 nm, which is slightly larger than 
the accuracy in the measurement of the averaged shell radius. 
The fact that the phase of the nonuniformity does not change 
significantly over the nine measurements and a variation of this 
constant phase was observed among different shots show that 
the mode is not an artifact of the diagnostic [Fig. 142.10(b)].
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is similar to the amplitude of the modes calculated using the 
Fourier decomposition.

Conclusion
In summary, different methods used to characterize the self-

emission x-ray shadowgraphy (SES) technique in the configura-
tion used on OMEGA have been presented. The precise calcula-
tion of the PSF made it possible to determine the position of the 
ablation front to within !1.15 nm. Two methods—one off-line, 
one on a shot—were compared to measure the interstrip timing 
of the x-ray framing camera to within !2.5 ps; excellent agree-
ment was obtained.  A method to measure the timing between 
the images and the laser pulse to within !10 ps was presented. 

The SES technique was applied to measure the ablation-front 
trajectory, velocity, and mode-2 nonuniformity on symmet-
ric implosions on OMEGA to within d(Rav) = !0.15 nm, 
dV/V = !3%, and d(Fou2) = !0.25%, respectively. Excellent 
agreement was obtained with 1-D hydrodynamic simulations 
conducted with the code LILAC. The technique was applied 
in polar-direct-drive experiments performed on the NIF. The 
ablation-front low-mode nonuniformities were characterized 
using Legendre polynomial decomposition. Amplitudes of 
modes 2, 4, and 6 were compared with 2-D simulation results 
conducted with the hydrodynamic code DRACO. The observed 
differences are probably caused by errors in the 2-D nonlocal 
electron transport and CBET models.
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(Top) Series of x-ray self-emission images recorded on the NIF. (a) Comparison of measured DR/Rav (red curve) with the curve obtained by adding the first ten 
Legendre polynomials of the decomposition. These are compared with the synthetic contour at an equivalent radius (solid black curve). The vertical axis of 
symmetry is plotted (vertical dashed black line) and the angle i0 of this vertical axis is indicated in the inset. The measured growths (red points) of (b) mode 2, 
(c) mode 4, and (d) mode 6 using a Legendre polynomial decomposition are compared with simulations (blue curve). An accuracy better than !0.5% in the 
mode-amplitude measurement was determined and corresponded to three times the standard deviation of the distance between the measurements and the 
best-fit line (black line).
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Introduction
Oxide coatings for optical applications such as high-intensity 
laser systems must meet stringent specifications of long-lasting 
optical stability and high laser-damage resistance. Therefore, 
it is necessary to accurately estimate intrinsic and thermally 
induced stresses and mechanical properties of these coatings. 
Silica (SiO2), hafnia (HfO2), and alumina (Al2O3) are among 
the most-important oxide thin-film materials for manufactur-
ing coatings that have high laser-damage thresholds. Examples 
include high-reflectivity mirrors and polarizers1 manufac-
tured from multilayer dielectric (MLD) coatings consisting 
of +200-nm-thick, alternating low- and high-refractive-index 
layers (SiO2 and HfO2, respectively) coated on glass (fused 
silica, BK7, etc.) substrates, for a total physical thickness of 
+5 to 8 nm (Ref. 2). The mechanical properties of the single 
layers of these oxide thin films with thicknesses equivalent to 
those used in multilayers are of specific interest to the authors. 
One important application of these measured values is to study 
the failure of thin films in a multilayer system composed of 
alternating layers of silica and hafnia; this application was used 
in an earlier published work3 that focused on understanding the 
fracture mechanics of a defect in optical multilayer thin-film 
systems when exposed to cleaning procedures. Another appli-
cation is in the correct measurement and design of mechanical 
properties (modulus and hardness) of thin-film multilayers. In 
this application, it is critical to know the accurate properties 
for individual films that comprise these multilayers.

It is known4–6 that changing the parameters of the deposi-
tion process—namely, oxygen backfill pressure, temperature, 
and rate of deposition—causes a change in the structural 
integrity of the thin film, including its porosity and microstruc-
ture. This might lead to differences in measured mechanical 
properties, even under the same test conditions for the same 
material deposited on an identical substrate. Therefore, when 
reporting measured mechanical properties of thin films, they 
should ideally be accompanied by information on deposition 
parameters, and the reported values should be used only as a 
reference under those stated deposition conditions. 

Nanomechanical Properties of Single-Layer Optical Oxide  
Thin Films Used for High-Laser-Damage-Threshold Applications

In this work, nano-indentation on thin, single-layer films 
are tested and the measured load-displacement curves are used 
to simultaneously extract the elastic modulus and hardness 
of these films. These results may be used for more-detailed 
modeling via effective media theories.

Experimental Details
Three single-layer thin films—SiO2, HfO2, and Al2O3—

were grown using electron-beam deposition (EBD), while 
Nb2O5 was grown using plasma-ion–assisted electron-beam 
deposition (PIAD). All depositions were performed in vacuum 
using the 54-in. coating system shown in Fig. 142.12. Hafnium 
metal was evaporated from a six-pocket electron-beam gun 
and oxidized as it condensed at the substrate surface by back-
filling the vacuum chamber with oxygen gas to a pressure of 
8.0 # 10–5 Torr. Alumina was also deposited from the six-
pocket electron-beam source, while silica was deposited from 
a continuously rotating pan-type electron-beam gun. Niobia 
was grown by evaporating niobium metal (99.99% pure) as the 
source material using a single plasma source to energetically 
assist the electron-beam–deposition process. Using a plasma 

Planetary
rotation
Planetary
rotation

Plasma
source
Plasma
source

Rotating pan-type
electron-beam source

Rotating pan-type
electron-beam source

Six-pocket
electron-beam source

Six-pocket
electron-beam source
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Figure 142.12
The 54-in. vacuum chamber used to deposit the reported single-layer thin films.
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source ensures the complete oxidation of the film, which is 
otherwise not possible with regular EBD and also allows for 
a more-energetic process, leading to increased densification 
of the thin film.7 The substrate temperature was maintained 
at 140°C for depositing all films except niobia for which the 
substrate temperature was 130°C (the authors have established 
that these were the optimized growth parameters). Deposition 
was performed on five 25.4-mm-diam # 0.25-mm-thick fused-
silica substrates placed in the planetary rotation system for each 
material deposition. Only one sample of each type of coating 
was used to perform the nano-indentation experiments. The 
thicknesses of the deposited single layers along with the process 
parameters are summarized in Table 142.I. Thicknesses of the 
films being deposited were monitored and controlled inside the 
coating chamber using a three-quartz-crystal monitoring setup. 

All indentation experiments on these single-layer thin 
films were performed on the MTS Nano Instruments Nano-
indenter XP. The system was fitted with a Berkovitch tip, which 
is a three-sided, pyramidal diamond tip (face angle +65.03°), 
and the tip area’s function was calibrated by performing nano-
indentation on fused silica. This study focused on measuring 
the hardness and elastic modulus of the single-layer coatings 
via the Oliver–Pharr method.8 Typical loads varied from 
0.15 to 1.5 mN, and data were obtained for penetration depths 
amounting up to +50% of individual film thicknesses. Eight to 
twelve indents were performed on one sample of each of the 
single-layer thin films. 

The empirical observation,9 which states that for the reliable 
measurement of mechanical properties it is necessary that the 
obtained nano-indentation data have minimal or, if possible, no 
“substrate effect,” was followed to report near-surface values of 
elastic modulus and hardness. This implies that the maximum 
depth of penetration of the indenter tip into the thin film, when 
making such measurements, should not be more than 10% to 
15% of the total film thickness, especially when calculating 

the hardness value. Given the significantly small thicknesses 
(<200 nm) of SiO2, HfO2, and Al2O3, various loads ranging 
from 0.15 to 15 mN were used to generate results for penetra-
tion depths varying from 10% to 50% of the total single-layer 
thickness. On the other hand, Nb2O5 was a slightly thicker film 
(500 nm) and loads of 0.2 to 15 mN were required to probe 5% 
to 70% of the total film thickness. Indents were spaced +100 to 
150 nm apart to prevent any overlap. 

Results and Discussions
The cross sections of the films used for testing are shown 

using scanning electron microscopy (SEM) in Fig. 142.13. It 
is noteworthy that the interface of the silica film on the silica 
substrate cannot be seen because of the chemical homogeneity 
of the film and substrate. 

Figure 142.14 shows the load-displacement curves for all 
measurements, which indicate that there were no anomalies 
such as “pop-in” events observed in the measurement of the 

Table 142.I:	Process parameters for electron-beam deposition (including plasma-assist deposition) 
of single-layer coatings.

Material
Thickness 

(nm)
Deposition rate (nm/s);  

Temperature (°C)
Oxygen backfill 
pressure (Torr)

Electron-beam 
voltage (keV)

Hafnia 160 0.15; 140 8 # 10–5 7.5

Silica 180 0.46; 140 not used 6.0

Alumina 160 0.20; 140 8 # 10–5 7.5

Niobia* 500 0.12; 130 not used 6.0
*55.0 standard cubic centimeters (sccm) of O2 were used as a process gas for reactive deposition 
above the plasma chamber to increase both the reactivity of the plasma and the oxidation of the film. 
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(a) Hafnia ~ 160 nm(a) Hafnia ~ 160 nm (b) Silica ~ 180 nm(b) Silica ~ 180 nm
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Figure 142.13
Scanning electron microscope (SEM) images of the thin films used in this study.
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above-reported values and that the tests were, therefore, reli-
able for reporting the near-surface mechanical properties. Once 
these data are generated, the elastic modulus and hardness can 
be reported as a range over the +10% to 15% of the film thick-
ness tested (shown in Fig. 142.15). 

Based on the above results, elastic modulus and hardness 
corresponding to nano-indentation penetration depths of +10% 
to 15% are reported in Table 142.II. It is noted that these 
measured values are specifically for the deposition conditions 
mentioned earlier in the study. 

To put these values in perspective and to see how they com-
pare against each other, the extracted mechanical properties 
of each of the tested films were plotted as the elastic modulus 

[Fig. 142.16(a)] and hardness [Fig. 142.16(b)]. Alumina has the 
highest modulus and hardness, which can probably be attrib-
uted to the relatively dense film structure without the presence 
of micro-columnar pores indicated by the fact that these films 
exhibit tensile stresses while allowing for very slow water-
diffusion rates.10,11 Silica, which is also amorphous, has a high 
hardness (highest along with alumina) but the lowest modulus 
among the tested films. Hafnia, deposited using electron-beam 
technology, is slightly crystalline and has a porous, columnar 
microstructure4,12 (shown in the SEM images in Fig. 142.13). It 
is seen that the measured nano-indentation modulus and hard-
ness of hafnia are very similar to that of niobia. To determine 
the microstructure of niobia x-ray diffraction (XRD) phase 
scans, glancing angle scans and texture measurements were 
conducted on the single-layer thin film. Tests revealed that the 
film was mostly amorphous, but no conclusions were made 
about the porosity of the niobia single-layer coating. 

Table 142.III compares the measured values and properties 
of thin films used in the present study to those of films (manu-
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Table 142.II:	Extracted near-surface mechanical properties corre-
sponding to penetration depths of +10% to 15% of the 
total film thickness.

Single-layer  
thin film

Elastic modulus 
(GPa)

Hardness 
(GPa)

Hafnia 128!12 8.7!0.4

Silica 93!5 12.3!0.3

Alumina 148!17 12.1!0.6

Niobia 130!4 8.1!0.5
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factured with the same materials) that are reported in literature, 
deposited by similar techniques, and used for similar applica-
tions such as in optical interference coatings. The measured 
Young’s modulus of the four films used in this study, reported 
in Fig. 142.17 as “thin film (present study),” is compared to 
Young’s modulus of the same four films from literature13,14 
and is shown as “thin film (literature).” The film values are 
also compared to bulk values (where data were available). 
The bulk value was significantly higher than that of any film 
of the same material (no bulk value of niobia is reported). For 
films deposited using conventional electron-beam deposition 
(hafnia, silica, and alumina), the values of modulus reported 
in the present study were different from the films reported in 
literature, even though the same growth technique was used, 
indicating the importance of particulars of the deposition condi-
tions. For hafnia, this difference in modulus can be attributed to 

differences in the temperature to which the substrate is heated. 
Higher substrate temperatures used for hafnia, as reported in 
the literature,13 are seen to be associated with films of higher 
stiffness and lower levels of porosity. Therefore, these films are 
expected to be much denser than films used in the present study, 
which have a more-porous microstructure from both the low 
kinetic energy of the atoms condensing on the substrate and the 
lower substrate temperatures. It is important to note that this 
study was not carried out to deposit films whose mechanical 
properties match with films reported in literature. 

The films used in the present study were designed and depos-
ited in a highly controlled way to maximize their laser-damage 
resistance.1 The modulus reported in literature for thin-film 
silica is +25% lower than what was measured in this study. This 
result is in contradiction to what one would expect based on the 

Table 142.III:  Comparison of thin films used in the present study to bulk and film properties reported in the literature.

Sample Type
Thickness 

(nm)
Young’s modulus 

(GPa)
Measurement method

Important deposition condition(s); 
known film properties

Hafnia13 Bulk — +300* EMA/EFA–slope (dv/dT) —

Hafnia13 Thin film 
(e-beam)

86 +200* EMA/EFA–slope (dv/dT) Substrate temperature 300°C;  
monoclinic; packing density 0.86 
(porosity 0.14)

Hafnia Thin film 
(e-beam)

160 128 Present study– 
nano-indentation

Substrate temperature 140°C; 
slightly monoclinic with crystallite 
size +10 nm; suspected high porosity 
suggested from SEM images

Silica13 Bulk — 72 EMA/EFA–slope (dv/dT) n/a

Silica13 Thin film 
(e-beam)

60 72 EMA/EFA–slope (dv/dT) Substrate temperature 300°C;  
amorphous

Silica Thin film 
(e-beam)

180 93 Present study– 
nano-indentation

Substrate temperature 140°C;  
amorphous; porous

Alumina13 Bulk — +400* EMA/EFA–slope (dv/dT) Polycrystalline

Alumina13 Thin film 
(e-beam)

55 +70* EMA/EFA–slope (dv/dT) Amorphous

Alumina Thin film 
(e-beam)

160 148 Present study– 
nano-indentation

Not determined

Niobia Bulk — — — —

Niobia14 Thin film 
(PECVD)

550 130 Szymanowski et al.14– 
nano-indentation

100 to 200 sccm of O2; amorphous; 
H + 10 GPa

Niobia Thin film 
(PIAD)

500 130 Present study– 
nano-indentation

55 sccm of O2; amorphous;  
H + 8 GPa; substrate temperature 
130°C

*Indicates that for these materials, biaxial modulus was converted to Young’s modulus (using Poisson ratio values7) for the purpose of com-
parison for this study. PEVCD: plasma-enhanced chemical vapor deposition; PIAD: plasma-ion–assisted deposition; EMA/EFA: effective 
medium approximation/effective field approximation.
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higher substrate temperatures alone that were used in the study 
reported in the literature.13 This clearly indicates that other 
factors such as deposition rates (shown in Table 142.I for the 
present study), geometry and size of the coating chamber (54-in. 
chamber for the present study),15 and the angle of incidence of 
coating vapors on the substrate15 (unknown currently) are also 
extremely important. It has been shown in literature16,17 that 
the thin-film density has a linearly decreasing relationship with 
the tangent of the incident angle of the evaporant flux, thereby 
indicating that porosity or void content of the film is increasing. 
Therefore, the combined effect of these parameters and the way 
they are controlled will govern the film structure (density and 
porosity) and, consequently, its mechanical properties. 

It is interesting to observe that, even for similar film thick-
nesses, our data via nano-indentation (present study) yield 
significantly different elastic modulus values compared to the 
approach via effective medium approximation. These differ-
ences are shown in Fig. 142.17. This suggests that the various 
coating parameters such as size of the vacuum chamber, depo-

sition rates used, substrate temperature, as well as deposition 
angle, might be responsible for this difference. Interestingly, 
plasma-assist–deposited niobia films (literature and present 
study) have identical values of modulus (and similar hardness 
values), even though different amounts of process gas (O2) were 
used to deposit the respective films. In this case, we surmise 
that the deposition technique was the dominating factor and 
changing one of the process parameters had no significant 
impact on the measured mechanical properties of this thin film.

As an example of this approach, we demonstrate how the 
properties of single-layer thin film may be used to analyze 
multilayer dielectric (MLD) thin films used for high-laser-
damage-threshold applications. We will select a hafnia–silica 
multilayer thin-film system, merely as an example, to show 
how individual thin-film properties (elastic modulus E) can 
be used to predict the shear modulus n and bulk modulus B 
for the multilayer thin film using the relations n = E/2(1 + o) 
and B = E/3(1–2o). In this case the volume fractions of hafnia 
and silica in the multilayer thin-film system are 0.39 and 0.61, 
respectively. The upper and lower limits on shear modulus and 
bulk modulus were calculated by the rule of mixtures:

	 ,V VMLD
upper

hafnia hafnia silica silican n n= +_ i 	

	 ,B V B VBMLD
upper

hafnia hafnia silica silica= +_ i 	

and 

	 ,V V1 MLD
lower

hafnia hafnia silica silican n n= +_ a ai k k 	

Figure 142.17
Modulus values for the different materials reported in this study in bulk and 
thin-film forms. No bulk value of niobia is reported.
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	 ,V VB B B1 MLD
lower

hafnia hafnia silica silica= +_ a ai k k 	

where Vhafnia and Vsilica are the volume fractions of hafnia 
and silica. The lower and upper limits on bulk modulus were 
calculated to be 58.4 GPa and 63.5 GPa, respectively, whereas 
the limits on shear modulus were found to be 44.5 GPa and 
45.2 GPa, respectively. These bounds can now be averaged to 
estimate the bulk and shear moduli for the multilayer coating. 
Furthermore, Poisson ratio (o) and Young’s modulus (E) for the 
multilayer coating can also be calculated using the relations 

,B B3 2 6 2-o n n= +_ _i i  E = 2n(1 + o). In this example, these 
values work out to be oMLD = 0.20 and EMLD = 108 GPa. Such 
material properties can then be used to interpret the under- 
lying fracture mechanics of these multilayer thin-film systems.3

Conclusions
A nano-indentation study was performed on four single-

layer thin films used in high-power laser systems to understand 
their mechanical properties, specifically hardness and Young’s 
modulus. Alumina and silica demonstrate the highest values of 
hardness and are approximately equal to 12 GPa. The highest 
value of elastic modulus was also shown by alumina approxi-
mately equal to 148 GPa. These measured values were compared 
to properties reported in the literature for films used in similar 
applications and grown by identical techniques, but under vary-
ing deposition conditions. It is shown that the properties of the 
film are directly related to not only the deposition techniques, 
but also the deposition factors, such as substrate temperature, 
deposition rates, and amount of oxygen used for back-fill and 
even the geometry and size of the coating chamber. These factors 
can be controlled to produce thin films for very specific applica-
tions such as coatings with high laser-damage thresholds, but 
changing these parameters can significantly change the film’s 
density and porosity (or the microstructure of the film) and there-
fore directly affect the hardness and modulus measurements. 

It has also been concluded that accurate and reliable mea-
surements of single-layer films are important to understanding 
the fracture mechanics and failure mechanisms of multilayer 
thin-film systems manufactured from the same materials. 
Such properties could also be useful as guidelines in designing 
multilayers of specified hardness and modulus by controlling 
the thicknesses and properties of the single-layer thin films.
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Introduction
The problem of fluctuations in two-dimensional (2-D) super-
conducting stripes with a thickness d that is much smaller 
than the London penetration depth m and a width w that is 
much smaller than the Pearl length K = 2m2/d & w has been 
extensively discussed in the context of the Berezinsky– 
Kosterlitz–Thouless (BKT) transition.1,2 The interest in this 
topic was revived recently3,4 to try to better understand the 
physics of the operation of superconducting single-photon 
detectors (SSPD’s) consisting of nanostripes that are densely 
packed into a meander-type geometry. The first SSPD’s intro-
duced in 2001 (Ref. 5) have since received great attention 
because of their excellent performance as ultrafast, highly effi-
cient counters for both infrared and visible light photons and are 
now regarded as the devices of choice in such high-performance 
applications such as quantum optics and quantum communi-
cations.6,7 The SSPD basic model of operation principle is 
based on a supercurrent-to-resistive-state transition of a 2-D 
nanostripe maintained at a temperature far below the critical 
temperature Tc and biased sufficiently close to its critical cur-
rent Ic. The energy of one or several optical photons absorbed 
in the nanostripe is sufficient to trigger the transition, produc-
ing a transient resistive state and resulting in a detection event. 

Independent of the photon counts described above and even 
when completely isolated from any external light, the SSPD 
spontaneously generates (especially at higher operating tem-
peratures and with the bias close to Ic) transient voltage pulses. 
Fully understanding the nature of dark counts, i.e., the physi-
cal mechanism of these fluctuation events, is very relevant for 
optimizing the counting performance of SSPD’s (minimization 
of their dark counts). In addition, the dark-count phenomenon 
has its own basic physics interest in relation to dissipation and 
thermal fluctuation effects occurring in superconducting 2-D 
nanostripes and 1-D (one-dimensional) nanowires.

The present literature on dark counts in SSPD’s focuses exclu-
sively on NbN-based devices3,4,8,9 and most recently favors the 
explanation that assigns the most-relevant role to magnetic vorti-
ces moving across the width of a superconducting stripe, either as 

Thermal Fluctuations  
in Superconductor/Ferromagnet Nanostripes

vortex–antivortex pairs (VAP’s) or as single vortices overcoming 
the barrier at opposite edges of the stripe—a mechanism called 
vortex hopping (VH). In other proposals, relevant mechanisms 
consider thermal fluctuations of the number of excitations8 or 
spontaneous nucleation of normal-state regions across the stripe 
in analogy with 2r-phase slip centers existing in 1-D wires,10,11 
but the latter process is typically discarded because its occurrence 
has a low probability in 2-D superconducting nanostripes, typi-
cally implemented in practical SSPD’s. 

Besides NbN, a number of superconducting materials have 
been proposed and successfully implemented for SSPD appli-
cations: for example, WSi and MoSi12,13 or hybrid supercon-
ductor/ferromagnet (S/F) bilayers.14 Therefore, it is important 
to note that the composition and morphology of different 
materials may lead to significant variations in fluctuation 
mechanisms. In this respect, the investigation of S/F bilayers 
is of particular interest because, as we have already demon-
strated elsewhere,14–16 the presence of a weak ferromagnetic 
overlayer significantly influences both the superconducting 
and optical properties of the S/F nanostripes. In fully proximi-
tized, hybrid S/F nanostructures, such as NbN/NiCu, vortex 
pinning effects are certainly of relevance, leading, e.g., to the 
Jc enhancement.14 At the same time, even an epitaxial-quality 
S/F interface leads to a significant change in the electron non-
equilibrium relaxation dynamics observed in photoresponse 
experiments.15,16 Consequently, the S/F systems constitute a 
great test bed for investigating the role of magnetic vortices 
in fluctuation phenomena in 2-D superconducting nanostripes 
and can provide a direct comparison between various models 
that have been proposed in the literature. The latter is greatly 
facilitated by the fact that all test structures, as well as the 
pure‑S reference samples, can be processed in the same fabrica-
tion run and tested under exactly the same conditions. Finally, 
besides their unquestionable role in dark counts, vortices have 
also been implicated as a possible reason for the appearance of 
photon counts in SSPD’s, at least as a supplementary detection 
mechanism.17,18 They are, in fact, likely to play a key role in the 
nonequilibrium photoresponse mechanism of high-temperature 
superconducting photodetectors.19
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In this work, the effects of thermal fluctuations in super-
conducting hybrid S/F nanostructures are investigated and 
compared with those observed in pure-S nanostripes. The 
hybrid S/F samples are 5-nm-long, 175-nm-wide nanostripes 
that consist of an 8-nm-thick NbN film covered with a 6-nm-
thick NiCu, weak ferromagnet overlayer, while the reference 
samples are 5-nm-long, 100-nm-wide, 8‑nm-thick NbN, pure-S 
nanostripes. The experimental dependences of the fluctuation 
rates as functions of bias current and temperature are presented 
and discussed in the framework of both the VAP and VH theo-
retical models. Arguments are provided for why other possible 
fluctuation mechanisms are excluded and, instead, focused only 
on the VAP and VH scenarios. Most importantly, the studies, 
as suggested by Bartlof et al.,3 made it possible to differentiate 
between the VAP and VH models. 

The following sections will (1) describe the sample fabrica-
tion and characterization and present time-resolved dark- and 
photon-count waveforms and measurements of the thermal fluc-
tuation rates versus the bias current and temperature; (2) outline 
the main features of both the VAP and VH theoretical models, 
which were then used to interpret the experimental data; and 
(3) present conclusions and future outlook.

Experimental Details and Results
The base of superconducting nanostripes tested in this work 

was 8-nm-thick NbN film grown on MgO substrates by reac-
tive dc-magnetron sputtering in an Ar/N2 gas mixture under 
general sputtering conditions reported elsewhere.14–16 For 
S/F structures, a NiCu overlayer was deposited in the same 
system, without breaking vacuum, by a dc magnetron in pure 
Ar equipped with a Ni0.39Cu0.61 target at a 155‑W deposition 
power and a rate of 60 nm/min, respectively. Magnetic moment 
tests demonstrated that our NiCu overlayers were ferromagnetic 
with a Curie temperature of +20 K. All tested nanostripes 
were patterned by electron-beam lithography, followed by 
reactive-ion etching. Gold contacts were defined by conven-
tional photolithography and the lift-off method. For thermal 
fluctuation measurements, 5-nm-long straight nanostripes were 
used with a width of 175 nm and 100 nm for NbN/NiCu and 
NbN, respectively. The NbN stripes exhibited Tc = 12.1!0.2 K, 
while the Tc values of the NbN/NiCu samples were suppressed 
by less than 0.5 K. 

From current–voltage (I–V) characteristic measurements of 
the nanostripes, performed at different temperatures, critical-
current-density dependences were obtained for J TNbN/NiCu

c _ i 
and ,J TNbN

c _ i  for NbN/NiCu and NbN nanostripes, respec-
tively. In agreement with the authors’ previously published 

experiments,14 Jc’s for NbN/NiCu nanostructures were 
significantly enhanced as compared to those of NbN and, 
for example, at 4.2  K, . ,J 43 2 MA/cm2NbN/NiCu

c =  while 
. .J 11 6 MA/cm2NbN

c =  The Jc enhancement in the S/F bilayer 
was explained in Ref. 14 as the impact of scalar magnetic 
impurities20 that generate extra flux pinning in fully proximi-
tized S/F film.

To measure the dark-count rate, the samples were mounted 
on a cryogenic insert and placed them inside a liquid-helium 
transport Dewar. The sample holder was surrounded by a 
metallic enclosure that completely shielded the test structure 
from outside radiation. The sample temperature was controlled 
by varying the helium vapor pressure and position of the insert 
inside the Dewar and was measured with a calibrated germa-
nium thermometer. The dark-count events were registered as 
voltage-fluctuation transients and readout using a cascade of 
two microwave amplifiers with an effective bandwidth of 0.1 to 
100 MHz and a total gain of 20 dB. The amplified signals were 
fed by a 50-X coaxial cable into readout electronics, which con-
sisted of either a digital oscilloscope with a 1-GHz bandwidth 
or a pulse counter with a 100‑MHz bandwidth.

As a reference, the measured photon counts were obtained 
by illuminating the same nanostripes with 6.25-ns-wide, 
1550-nm-wavelength laser pulses, generated by a laser diode 
with a repetition rate of 80 MHz. The laser-spot diameter was 
+50 nm, much larger than the size of the nanostripe, ensuring 
a uniform optical illumination. The latter tests were done in a 
continuous-flow helium cryostat with an optical window.

Figure 142.18 presents examples of time-resolved waveforms 
of dark and photon counts, measured at T = 4.9 K, for both 
NbN/NiCu and NbN nanostripes biased at the same value of 
a normalized bias current, namely . .I I 0 8b c =  Note that for 
each nanostripe, the dark- and photon-count pulses practically 
overlap since in both cases the transient voltage signals reflect 
the resistive state of a nanostripe. Actually, all four waveforms 
in Fig. 142.18 have the identical shape with a detection-system–
limited rise time and an +20-ns-long fall time. The difference in 
the amplitude between the NbN/NiCu and NbN signals (the S/F 
sample exhibits a significantly larger amplitude) is a result of 
the earlier-mentioned difference in their respective Jc’s; in fact, 
the amplitude ratio is very close to the J Jc

NbN/NiCu
c
NbN ratio. 

Figure 142.19 presents thermal fluctuation or dark-count rates 
of NbN (black squares) and NbN/NiCu (red circles) nanostripes 
as functions of I Ib c  at temperatures 4.5, 6.0, and 8.0 K, col-
lected using a pulse counter. For both nanostripes, the fluctuation 
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difference is that the former dataset was fitted (solid lines) using 
the VAP model, while the latter dataset was fitted using the VH 
model. The details of the fits and their physical significance are 
presented in the next section. 

Fluctuation Models and Discussion
In 2-D systems, both transverse dimensions (d and w) of a 

superconducting stripe should be smaller than the shortest rel-
evant scale, which in this case is given by the Ginzburg–Landau 
coherence length p. Literature3,9 values of p0, the coherence 
length at T = 0, for NbN are of the order of a few nanometers, 
and from superconducting fluctuation measurements,21 it is 
expected that p0 for NbN/NiCu should be even slightly shorter. 
Therefore, it can be assumed that the nanostripes fall into the 
2-D category. Moreover, the Likharev condition w $ 4.4p is 
always satisfied, ensuring that the stripes are wide enough to 
nucleate their propagation of vortices. Finally, K & w; therefore, 
the current-density distribution can be assumed to be homoge-
neous across the film widths.

Various mechanisms are able to produce dark counts and 
could be considered as responsible for the fluctuation rates 
measured in these experiments. They can be summarized as 
(1) thermal unbinding of VAP’s; (2) thermal or quantum mecha-
nism of VH; (3) fluctuations of the number of quasiparticles; 
and (4) thermal or quantum phase-slip center processes. Fol-
lowing the arguments given in Ref. 3, based on a comparison 
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Figure 142.18
Photon- and dark-count pulses of NbN (red and black lines, respectively) 
and NbN/NiCu (magenta and blue lines, respectively) nanostripes. All 
pulses were recorded under the same conditions, namely, .I I 0 8b c =  and 
T = 4.9 K. For photon illumination, we used pulsed laser illumination with 
a 1550-nm wavelength.

Figure 142.19
Measured fluctuation rates versus normalized bias current of NbN (black squares) and NbN/NiCu (red circles) nanostripes, measured at 4.5, 6.0, and 8.0 K. 
The solid lines are the best fits obtained using the [(a)–(c)] VAP model and the [(d)–(f)] VH model. 
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rates were observed to decrease exponentially over four orders 
of magnitude. The S/F sample is, however, much more stable 
against fluctuations, exhibiting significantly lower dark counts at 
each temperature. In all panels in Fig. 142.19, the I Ib c  range 
of the measurements was limited by the 1-Hz accuracy of the 
counter. Finally, it is stressed that the experimental data (black 
squares and red circles) presented in Figs. 142.19(a)–142.19(c) 
are exactly the same as those in Figs. 142.19(d)–142.19(f). The 
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of the amplitudes of the excitation energy barriers, it can be 
concluded that the probability of an occurrence of phase-slip 
centers is very low, so it can be ignored in this process. Next, 
following a theoretical approach presented in Ref. 8, the dark-
count rate related to the fluctuation in the number of quasi-
particles is calculated, but any attempt to fit the data with this 
model failed, in particular for the S/F sample. Finally, since 
the temperature interval investigated in this work is 4.5 to 
8.0 K, fluctuation mechanisms caused by quantum tunneling 
of vortices through the edge barrier can be excluded because 
they become relevant only at sub-Kelvin temperatures.11

Based on the above, discussion is limited to the thermal 
regime and consider only the VAP and VH fluctuation scenarios:

(1)	 VAP: unbinding of vortex–antivortex pairs and their move-
ment across the nanostripe to its opposite edges resulting 
from the Lorentz force; 

(2)	 VH: thermal excitation of a single vortex near the edge of 
the stripe and a consecutive dissipative movement across it.

In both models, thermal fluctuations must overcome an exci-
tation energy barrier U (Ib,T) and the corresponding fluctuation, 
or, equivalently, the dark-count rate may be expressed as 

	 , , ,expI T U I T k Tb b B-C X=_ _i i9 C 	 (1)

where X is the attempt frequency. The actual expressions for 
U(Ib,T), as well as the fit values of X, will, of course, be dif-
ferent in these two types of mechanisms. 

1.	 Unbinding of Vortex–Antivortex Pairs
In 2-D systems, the collapse of a long-range order gives rise 

to so-called topological defects in the order parameter that, in 
thin superconducting films, excite pairs of vortices, according 
to the BKT model. At temperatures below the BKT transition, 
these pairs consist of single vortices with their respective 
supercurrents circulating in opposite directions and result in a 
bound VAP state. Under the w $ 4.4p condition, a BKT phase 
transition can occur only if the energy of a bound VAP depends 
logarithmically on the separation distance of the vortex core 
centers r (r % K). Under a transport current condition, however, 
a Lorentz force is exerted on VAP’s and directed in opposite 
directions for the vortex and the antivortex, respectively. The 
resulting torque forces VAP’s to align perpendicularly to the 
current flow. The binding energy changes with the angle and 
reaches its minimum at r/2. As was shown by Mooji,22 the 
interplay between repulsion of vortices in a pair resulting 

from the Lorentz force and their magnetic attraction defines 
the current-dependent . ,r I I2 6 c bp=  leading to the minimal 
binding energy of the pair, UVAP (Ref. 3).

This binding energy may be overcome by thermal exci-
tations with a probability equal to the Boltzmann’s factor 

.exp U k TVAP B-` j  In the absence of pinning, thermally 
unbound vortices will move freely toward opposite edges of the 
strip, where they leave the structure or rather annihilate with 
an oppositely orientated vortex. The moving vortices dissipate 
energy, initiating creation of a nonsuperconducting domain. In 
current-biased (Ib < Ic) stripes, the appearance of such domains 
results in voltage transients that are then registered as dark-
count events. According to the model in Refs. 3 and 8, the 
dark-count rate follows Eq. (1) with the UVAP given by

	
.

.
,lnU

A T

I

I

I T

I2 6
1

2 6VAP
b

c

c

b
-f= +

_ f _
i p i> H 	 (2)

where A(T) is the vortex interaction constant and f is the averaged 
polarizability of a VAP within the entire VAP population.3,22 

The solid lines in Figs. 142.19(a)–142.19(c) present the fits 
of the fluctuation rates for both NbN and NbN/NiCu samples 
based on Eqs. (1) and (2) at three different temperatures. The 
values of the fitting parameters, A(T) and f, are reported in 
Table 142.IV (Ref. 23). We note that the fits are in agreement 
with the experimental data and the A(T) and f values are rea-
sonably close to those reported in the literature.3 Interestingly, 
the A parameter for the NbN/NiCu sample has a value about 
three times greater than that for the NbN sample, indicating 
that the binding energy of the VAP in this case is significantly 
stronger than in the pure NbN. The latter explains the dramati-
cally lower (over an order of magnitude) fluctuation rates for 
the NbN/NiCu nanostripe, as compared to NbN. The presence 
of a weak ferromagnetic NiCu layer also leads to an increase 
of f, providing clear evidence that pinning is enhanced in the 
S/F sample.

2.	 Vortices Overcoming the Edge Barrier
The experimental data is analyzed in a framework of the 

motion of single unbounded vortices.3,4 At bias currents close 
to the de-pairing Ic, the magnetic self-field at the stripe edges 
is much larger than the critical field for vortex entry. The entry 
of vortices at one edge of the stripe and antivortices at the 
opposite edge is prohibited by an edge barrier very similar to 
the Bean–Livingston surface barrier.3,24 Consequently, the cor-
responding probability for thermally activated vortex hopping 
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over this energy barrier is again proportional to the Boltzmann 
factor .exp U k TVH B-a k  However, UVH is now given by
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where , ,E I T I T20
2

0B b brnU K=_ _i i is the energy scale.3

Once a vortex jumps over the barrier, thanks to the Lorentz 
force, it will move across the stripe. Analogically to the VAP 
scenario, motion of these free vortices across the stripe creates 
a nonsuperconducting domain and results in a voltage transient. 
The resulting dark-count rate for the VH process is given by 
Eq. (1) with UVH defined in Eq. (3).

In Figs. 142.19(d)–142.19(f), the solid lines are the fits of 
the experimental fluctuation rates (circles) for the NbN and 
NbN/NiCu samples, but this time using Eqs. (1) and (3). Note 
that beside the NbN/NiCu data at 4.5 K, the fits are as good as 
in the case of the VAP model. The EB and p fitting parameters 
are reported in Table 142.IV (Ref. 23) next to the column rep-
resenting the VAP model. First of all, a clear self-consistency 
of the thermal fluctuation approach is noticed, i.e., EB = A/2, as 
expected from the definition of EB. The extracted value of EB 
made it possible to calculate the parameter K and, consequently, 
m for the samples at the three temperatures studied. The actual 
values are listed in a separate column in Table 142.IV; for NbN/
NiCu, both K and m are somewhat reduced as compared to NbN. 

The p(T) values obtained with the fitting procedure of the 
VH model for both NbN and NbN/NiCu nanostripes are plotted 
in Figs. 142.20(a) and 142.20(b), respectively, as a function of 
normalized temperature T/Tc. As expected earlier, the pres-
ence of the NiCu overlayer enhances the S/F nanostripe 2-D 
character by reducing the p(T) values, as compared to the pure 
NbN sample. The solid lines are the best fits of these values 
obtained by using the following analytical expression [Eq. (3)]:

	 .T T
T T T T1 1

12 0
2

c c
c

-
p

p
=

+
a ak k

	 (4)

The p(T) values extracted from the fits carry rather large 
errors (especially at higher temperatures), but the agreement 
with Eq. (4) is still very good and makes it possible to estimate 
the p0 values as equal to 3.9 nm and 4.2 nm for the NbN/

Table 142.IV:	 Parameters used to fit the measured fluctuation rates within the VAP  
and VH models.

VAP model  
fitting parameters

VH model  
fitting parameters

Calculated  
parameters

Samples T (K) A (eV) f p (nm) EB (eV) K (nm) m (nm)

NbN

4.5 0.20 1.9 4.5 0.10 34 368

6.0 0.19 1.8 5.9 0.09 37 385

8.0 0.16 1.8 6.9 0.08 44 420

NbN/NiCu

4.5 0.70 3.0 4.3 0.35 9.7 261

6.0 0.66 2.5 5.0 0.34 10.3 269

8.0 0.65 2.0 6.0 0.33 10.4 270

E23879JR

3

5

7

9

4

5

6

p
 (

nm
)

0.4 0.5 0.6 0.7

T/Tc

(a)

0.4 0.5 0.6 0.7

T/Tc

(b)

Figure 142.20
The coherence length’s dependence on the normalized temperature for 
(a) NbN and (b) NbN/NiCu samples. The p(T) values (circles) were obtained 
by the best-fitting procedure [Eqs. (1) and (3)] to the VH model (see also 
Fig. 142.19). The solid lines are the best fits obtained by using Eq. (4). The 
extrapolated values of p0 are 4.2 nm and 3.9 nm for NbN and NbN/NiCu 
samples, respectively.
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NiCu and NbN samples, respectively. The obtained p0 values 
reinforce the fact that the 2-D approximation is applicable for 
our nanostripes. 

3.	 Discussion
A simple “visual” comparison between Figs. 142.19(a)–

142.19(c) and 142.19(d)–142.19(f) does not enable the differen-
tiation between which of the two vortex-based, thermal fluctua-
tion scenarios best describes the physics of our experiments. 
Therefore, we have attempted a more-quantitative approach 
by plotting the values of the excitation energy in units of kB at 
the fixed .I I 0 99b c =  bias as functions of temperature. The 
results are plotted in Fig. 142.21. The points correspond to the 
U kVAP B and U kVH B values for both the NbN and NbN/
NiCu samples (see Fig. 142.21 caption for details), and the solid 
lines are only guides for the eye. 
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Figure 142.21
Excitation energy U in units of kB at seven temperatures. The plotted points 
are the best-fit values from Fig. 142.19 at . ;I I 0 99b c =  the corresponding 
symbols are magenta inverted triangles: VAP, NbN/NiCu; blue triangles: VH, 
NbN/NiCu; red circles: VAP, NbN; and black squares: VH, NbN. The lines 
are only guides for the eye.

Individual comparisons between the data corresponding to 
S/F and S samples within the same fluctuation model are made, 
as well as comparisons between the VAP and VH models for 
the same sample type. Within the VAP model, the data for NbN 
(red circles) and NbN/NiCu (magenta inverted triangles) show 
that the excitation energy of the pure NbN sample is always 
significantly smaller than that of the NbN/NiCu sample, i.e., 

.U U<VAP
S

VAP
S/F  In addition, the same behavior (although not as 

dramatic) is also observed within the VH model for NbN (black 
squares) and NbN/NiCu (blue triangles) samples. The latter is 
a clear confirmation that the stronger pinning existing in the 

S/F nanobilayer corresponds to the higher-energy excitation 
barrier and, as a consequence, leads to a significant decrease 
in the rate of thermal fluctuations (dark counts) observed in 
Fig. 142.19 for the NbN/NiCu nanostripe. 

Next, the two models are compared for the same sample 
type, i.e., NbN/NiCu (blue triangles) with NbN/NiCu (magenta 
inverted triangles) and NbN (black squares) with NbN (red 
circles). From Fig. 142.21 it is noted that for the S/F sample, 
the excitation energy corresponding to the VH model (blue 
triangles) is always markedly lower than that of the VAP model 
(magenta inverted triangles), i.e., .U U<VH

S
VAP
S/F  The only 

exception is the T = 4.5-K data point, but as previously men-
tioned, the VH fit in this case is uncharacteristically poor [see 
Fig. 142.19(d)], and can be disregarded at this point. Conse-
quently, the presence of extra pinning in the S/F sample makes 
it possible to differentiate between the two mechanisms, and the 
VH scenario with the lower UVH barrier is clearly favored for 
S/F samples. On the other hand, for the pure-S sample, the VH 
and VAP values are quite close and differentiation is difficult. 
However, Fig. 142.21 seems to indicate that the VAP mecha-
nism is favored in the NbN sample, supporting earlier findings.9

Conclusions
The fluctuation rate as a function of the applied bias cur-

rent was measured at various temperatures in hybrid S/F and 
pure-S nanostripes and have performed the same NbN/NiCu 
and NbN sample measurements of the I–V characteristics and 
the time-resolved waveforms of both photon- and dark-count 
events. The NbN/NiCu samples exhibited an enhancement 
of Ic; correspondingly, the amplitude increase of both the 
photon- and dark-count pulses were measured. The latter 
findings clearly indicate the role of pinning of magnetic vor-
tices in S/F nanostructures and confirm the results obtained 
previously on similar samples.14 The measured fluctuation 
rates have been analyzed in a framework of the VAP and VH 
theoretical models that are based on thermal activation and 
subsequent motion of magnetic vortices. In the fluctuation 
rate versus temperature experiments, the NbN/NiCu samples 
were significantly more stable against thermal fluctuation as 
compared to NbN, and for NbN/NiCu a mechanism based on 
thermal VH was clearly dominant. The model discrimination 
was less evident in the case of pure-S samples; nevertheless, 
the results point to the VAP mechanism as being responsible 
for the dark counts observed in NbN nanostripes, in agreement 
with earlier studies.9

For the practical application of nanostripes as SSPD’s, 
the detailed knowledge of the physical origin of thermal 
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fluctuations is important to improving the performance of 
superconducting detectors by controlling their dark counts. 
Hybridization of a pure superconducting nanostripe with a 
weak ferromagnetic material, as in the case of the NbN/NiCu 
sample, is very promising since it leads to a significant decrease 
in thermal fluctuations that corresponds to reduced dark counts, 
as well as in the increase in the photoresponse amplitude, 
resulting in an improved signal-to-noise ratio of the SSPD.
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Introduction
First noted in the 1960s, a mathematical equivalence exists 
between paraxial-beam diffraction and dispersive pulse broad-
ening.1,2 This equivalence, known as space–time duality, has 
led to the development of temporal analogs of several spatial 
optical devices. An important component of such devices is 
the time lens,3,4 which is designed to impose a time-dependent 
parabolic phase across an optical pulse passing through it, just 
as a traditional lens provides a parabolic phase in space. The 
development of such a time lens has led to applications such 
as temporal imaging,3–6 spectral phase conjugation,6 and 
temporal cloaking.6,7

Although modern time lenses typically produce the required 
parabolic phase using nonlinear effects such as four-wave 
mixing,6–9 any device that provides a time-dependent para-
bolic phase can function as a time lens. By using an electro-
optic effect to provide this phase, the pulse spectrum can be 
manipulated without the use of optical nonlinear effects such 
as self-phase modulation. 

An electro-optic phase modulator driven by a sinusoidal 
signal approximates the parabolic phase of a time lens. This 
approximation holds for optical pulses aligned with a local 
maximum or minimum of the modulation cycle. Time lenses 
made with this arrangement have been well explored.6,10,11 

The behavior for nonstandard configurations, however, where 
a temporal offset exists between the modulator voltage and 
optical pulse, has attracted much less attention. 

In this article it is shown that by changing this temporal offset, 
the spectrum of an optical pulse could be selectively broadened, 
narrowed, or frequency shifted without requiring optical nonlin-
earities. The following sections (1) present a relevant theory and 
show the results of numerical simulations; (2) verify theoretical 
predictions with an experiment performed using 4-ps pulses at 
1053 nm and a lithium niobate phase modulator capable of pro-
viding a maximum phase shift of 16 rad at a 10-GHz modulation 
frequency; and (3) summarize the main results.

Spectral Changes Induced by a Phase Modulator  
Acting as a Time Lens

Numeric Simulations and Theory
The Fourier-lens configuration, in which an input pulse 

first propagates inside a dispersive medium before passing 
through a time lens, is considered first. The length of disper-
sive medium in this configuration is chosen to be equal to the 
focal length of the lens. For a linear system, the electric field 
at the output of the dispersive medium can be related to the 
input electric field as

	 ,E t E t h t t tdout in -=
-3

3
l l l$_ _ _i i i 	 (1)

where h(t) is the impulse response of the linear dispersive 
medium of length L with the Fourier transform exp [ib(~)L] and 
b(~) is the propagation constant inside the dispersive medium. 
If zm(t) is the phase shift imposed by the modulator, the pulse 
spectrum is obtained by taking the Fourier transform as

	 .expE E t i t e tdi t
out out m~ z=

-3

3 ~u $_ _ _i i i8 B 	 (2)

Using the convolution theorem in Eq. (1), Eout(t) is related to 
the Fourier transform of Ein(t) as 

	 .expE t E i L2
1

dout inr
~ b ~ ~=

-3

3
u$_ _ _i i i8 B 	 (3)

In practice, the propagation constant b(~) is Taylor expanded 
around the central frequency ~0 of the pulse spectrum as12

	 ...L L L L2
1

0 1 0 2 0
2- -b ~ b b ~ ~ b ~ ~= + + +_ _ _i i i 	 (4)

Here, b0L leads to a constant phase shift and b1L is a constant 
temporal delay with no impact on the pulse shape or spectrum. 
In contrast, b2L affects not only the width but also the chirp 
of the pulse. 

When an electro-optic phase modulator driven by a sinu-
soidal clock signal is used as the time lens, the phase shift 
imposed by it has the form

	 ,cost t0m m -z z ~ i=_ _i i 	 (5)
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where z0 is the peak amplitude, ~m is the modulation fre-
quency, and i = ~mt0 is the phase offset resulting from the 
time offset t0 between the peak of the sinusoidal voltage and 
the peak of the optical pulse. For i = 0, the peak of the sinusoid 
coincides with the peak of the optical pulse at t = 0. 

In an analogy to the focal length of a traditional lens, the 
focal group-delay dispersion (GDD) is used to describe a time 
lens4 through .D 1f 0

2
m- z ~= _ i  In the Fourier-lens configura-

tion, the length of the dispersive medium is chosen such that 
Df = b2L. 

To study the impact of finite values of i, the integral in 
Eq. (3) is calculated numerically and then obtained the spec-
trum of the output pulse as indicated in Eq. (2). The results 
presented in Fig. 142.22 show the pulse spectra as functions 
of i over one modulation cycle as a color-coded surface plot. 
The parameter values for numerical simulations were chosen 
to match the capabilities of a modern, commercially available 
LiNbO3 phase modulator operating at m0 = 1053 nm. More 
specifically, 2 10 GHzm~ r =  and z0 = 30 rad. These values 

result in a time aperture of DT = 1/~m = 15.9 ps and a temporal 
resolution of . .t 2 77 1 47 ps0 md z ~= =_ i  (Ref. 6). The focal 
GDD for the time lens is Df = –8.44 ps2. The temporal phase 
imparted by the time lens was included exactly using Eq. (5). 
The dispersion for these simulations is assumed to be ideal, and 
all coefficients beyond b2 in Eq. (4) are ignored.

Figure 142.22 shows the results for Gaussian input pulses 
of widths (a) 1.5 ps and (b) 20 ps, with spectral bandwidths 
of 1.08 nm and 81.4 pm, respectively (all full widths at half 
maximum). The spectral behavior is quite different for the two 
pulse widths. It is stressed that even though the pulse spectrum 
varies considerably with the angle i, the temporal shape of 
output pulses remains the same for all i.

Figure 142.22(a) obtained for 1.5-ps input pulses shows that 
the pulse spectrum is narrowest near i = 0. It begins to broaden 
and shift toward shorter wavelengths as i increases, and the 
maximum shift of about 1.32 nm occurs for i = r/2. After 
this value, the spectrum shifts toward longer wavelengths, and 
the spectral width continues to increase until i = r, where it 
reaches its maximum value of 2.23 nm. The spectrum continues 
to shift toward longer wavelengths until i reaches the value 
3r/2. Beyond this, the spectrum begins to narrow and recovers 
its original size at i = 2r. Note that the spectral evolution is 
antisymmetric with respect to i = r.

To understand the physical origin of these spectral changes, 
it is useful to expand zm(t) in Eq. (5) as a Taylor series around 
t = 0 as

	 ... .cos sin cost t t20

2
2

m m
m

- -z z i ~ i
~

i= +_ _ _i i i> H* 4 	 (6)

When there is no phase offset (i = 0), all odd-order terms 
vanish in the Taylor expansion. If terms only up to the second 
order are retained,

	 .t t1 20
2 2

m m-z z ~=_ bi l 	 (7)

The quadratic term provides a time-dependent parabolic phase 
shift and fulfills the function of an ideal time lens. The higher-
order phase terms in Eq. (6) lead to the temporal equivalent 
of spatial aberrations and cause distortions in the output pulse 
shape and spectrum. The time aperture, as defined earlier, is the 
temporal range over which these higher-order phase terms are 
small and do not noticeably distort the output of the time lens.4 
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The features seen in Fig. 142.22(a) can be understood from 
Eqs. (2) and (6). It is easy to see that the linear term in the 
Taylor expansion in Eq. (6) corresponds to a frequency shift 
in the pulse spectrum by an amount 

	 .sin0 m~ z ~ iD = _ i 	 (8)

This shift is maximum when i = r/2 and has the value 
.20 mo z ~ rD =  For values of z0 = 30 rad and 2m~ r = 

10 GHz, this gives a maximum shift of 300 GHz or 1.11 nm 
at m = 1053 nm—a value that is close but not identical to the 
numerical value of 1.32 nm in Fig. 142.22(a). The source of 
this difference will be discussed later. It is important to note 
that the frequency shift is the same regardless of the central 
wavelength of the input pulse. Therefore, a phase modulator 
with the same parameters operating at a longer wavelength 
would produce a larger wavelength shift. For example, a phase 
modulator at 1550 nm with the same parameters would produce 
a wavelength shift of about 2.4 nm. 

In addition to the linear phase term, the parabolic 
phase term changes with i  as .cos2 0

2
m-z z ~ i= ^ h  This 

dependence changes the focal GDD of the time lens as 
.cosD f 0

2 1
m-i z ~ i= -_ _i i7 A  The minimum focal GDD occurs 

at i = 0 and increases in magnitude for other phase offsets. 
Additionally, the sign of the focal GDD is inverted between 
i = r/2 and i = 3r/2. This situation is analogous to changing 
from a convex to a concave lens. Changes in the bandwidth 
of the output spectrum seen in Fig. 142.22(a) result from this 
i dependence of the focal GDD. 

Figure 142.23 compares the output and input spectra of 
1.5‑ps pulses for three specific values of i. In Fig. 142.23(a), the 

width of the output spectrum is only 0.136 nm, i.e., the output 
spectrum is narrowed by a factor of nearly 8 when compared to 
the input spectrum. This spectral compression is the temporal 
analog of the collimation of an optical beam realized with a 
lens and may be useful for applications requiring a narrow-
bandwidth source. Just as in the spatial case, where angular 
divergence is reduced by expanding the size of the optical 
beam, spectral compression is accomplished at the expense 
of a broader pulse. The dispersive medium broadens the pulse 
while chirping it simultaneously, and the modulator is used to 
cancel the chirp and produce a transform-limited pulse. For 
this reason, the spectrum is compressed by the same factor by 
which the pulse broadens in the time domain. 

Figure 142.23(b), drawn for i = r/2, shows that the spec-
trum is shifted toward shorter wavelengths by 1.32 nm without 
a significant change in the spectral width. Such wavelength 
shifts do not require the Fourier-lens configuration and have 
been used for spectral shearing interferometry by passing a 
pulse directly through a modulator.13 In our case, the spectral 
shift reaches a maximum at i = r/2 and i = 3r/2 as predicted 
by the theory, where the peak of the pulse coincides with the 
maximum slope of the time-dependent phase. Deformation of 
the spectral shape in Fig. 142.23(b) is caused by the cubic term 
in Eq. (6). This term is also responsible for the larger 1.32-nm 
shift compared to that predicted by the linear term. Indeed, if 
the simulations are repeated and only kept up to the quadratic 
terms of Eq. (6), the input and output spectra become identi-
cal except for a spectral shift whose magnitude of 1.11 nm  
coincides with the theoretical estimate presented earlier.

Figure 142.23(c) shows that the spectral shift disappears for 
i = r. This feature is easily understood from Eq. (6), showing 
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that both the linear and cubic terms vanish for this value of i. 
Finally, the spectral broadening seen in Fig. 142.23(c) originates 
from the sign change of the quadratic term in Eq. (6) for i = r. 
In effect, the modulator is now acting analogous to a concave 
lens that increases the angular spread of a beam incident on it. 

The 2.23-nm spectral bandwidth, occurring at i = r, 
indicates broadening by a factor of about 2. Unlike spectral 
broadening from effects like self-phase modulation, the spec-
trum broadened by a time lens maintains its initial shape, as 
is apparent in Fig. 142.23(c). Slight distortions in the spectral 
wings have their origin in the fourth-order term in Eq. (6). 

The results of Fig. 142.22(b) show that for the 20-ps input 
pulse, the pulse experiences negligible broadening when 
passing through the dispersive medium. However, the pulse is 
already longer than the aperture of the time lens. This results 
in a behavior that is qualitatively different from that seen in 
Fig. 142.22(a) for the shorter 1.5-ps pulse. More specifically, 
the spectrum is wider at i = 0 and becomes narrowest at i = 
r/2, reaching a minimum bandwidth of 0.158 nm. The spec-
trum then broadens again near i = r, where the time lens 
once again acts like a concave lens and reaches a bandwidth 
of 1.58 nm. The behavior at i = 0 and i = r is analogous to 
a highly collimated optical beam incident on either a convex 
lens or a concave lens, respectively. For a highly collimated 
beam, the beam shape does not change with propagation. The 
angular spread of the beam is affected, however, by the lens: 
both convex and concave lenses expand it. 

Experimental Results
A schematic of the experimental setup is shown in 

Fig. 142.24. A mode-locked laser14 producing 150-fs pulses at 
1053 nm, with a 38-MHz repetition rate, was used as a source of 
optical pulses. The time lens was implemented using an electro-
optic phase modulator. A high-efficiency lithium niobate phase 
modulator15 designed to operate at a wavelength of 800 nm but 
usable at 1053 nm was used. The 10-GHz clock signal used to 
drive the phase modulator was produced with phase locking.16 
A fast photodiode created an electronic signal of the laser pulse 
train, and a 76-MHz bandpass filter produced a synchronization 
signal at the second harmonic of the 38-MHz laser repetition 
rate. This 76-MHz signal matches the resonant frequency of a 
commercially available phase-locked dielectric resonator oscil-
lator (PDRO), and it was locked to one of the harmonics of the 
76-MHz signal around 10 GHz. The 10-GHz output was sent 
through a “trombone” phase shifter controlled with a transla-
tion stage driven by a stepper motor. Using an oscilloscope, 

each step of the motor was found to produce a 42-fs delay in 
the 10-GHz clock signal, corresponding to 2.63 mrad of clock 
phase shift. The shifted signal was amplified by a 33‑dBm 
microwave amplifier and used to drive the phase modulator. 
This setup produced a peak phase shift of z0 = 16 rad, a value 
lower than the 30 rad used in numerical simulations. For this 
reason, the range of spectral bandwidths and spectral shifts 
is reduced compared to the simulations. The time lens has a 
time aperture of +15.9 ps, a resolution time of dt = 2.8 ps, and 
a focal GDD of Df = –15.8 ps2.

PDRO Radio-frequency
ampli�er

Spectrometer

LiNbO3
phase

modulator

Phase
shifter

Mode-
locked
laser

Input
dispersion

1200 g/mm

10 GHz

flaser

E23825JR

Fiber
coupler

Figure 142.24
Experimental setup for a time-to-frequency converter using a phase modulator 
as a time lens. PDRO: phase-locked dielectric resonator oscillator.

The time lens was used in the Fourier-lens configuration, 
and a grating pair was used as a dispersive delay line. The delay 
line was created using two 1200-lines/mm reflective diffraction 
gratings separated by 80 cm with an incident angle of 25.3° to 
produce a GDD that matched Df = –15.8 ps2 of our time lens. 
The chirped and broadened pulse was then sent through the 
phase modulator. For different clock phases, the pulse spectrum 
was recorded using an optical spectrum analyzer.17

Two different filters were applied to the laser signal to 
broaden the 150-fs pulses. A slit filter was used between the 
parallel gratings to create a spectral width of 0.407 nm, cor-
responding to Gaussian pulses of +4-ps duration. In addition, 
a volume Bragg grating with a spectral width of 0.108 nm pro-
duced longer pulses of +19-ps duration, assuming transform-
limited pulses.

The experimentally recorded spectra are shown in 
Fig. 142.25. Comparing the short-pulse cases of Fig. 142.25(a) 
with Fig. 142.22(a), it is seen that the two cases agree qualita-
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tively. In particular, the experimental spectra follow an identical 
progression as i advances through the phase-modulation cycle. 
As predicted by theory in the previous section, the experimen-
tal spectrum is narrowest at i = 0, reaches maximum spectral 
shift at i = r/2 and i = 3r/2, and exhibits the largest spectral 
broadening at i = r. 

Figure 142.26 compares [(a)–(c)] the experimentally 
recorded and [(d)–(f)] theoretically predicted output spectra for 
the same three values of i in the case of 4-ps input pulses. The 
numerical simulations used the experimentaly recorded input 
spectrum (shown by a red dashed line for comparison) to obtain 
the temporal profile, assuming that pulses were transform 
limited. The agreement between the theory and experiment is 
quite good in all cases.

Figure 142.26
Comparison of [(a)–(c)] experimental and [(d)–(f)] simulated output spectra (solid blue line) for [(a),(d)] i = 0, [(b),(e)] i = r/2, and [(c),(f)] i = r. The input 
spectrum is shown by the dashed red line.

In agreement with the numerical simulations pesented 
in the previous section, spectral compression at i = 0 in 
Figs. 142.26(a) and 142.26(d) is observed. The width of the 
output spectrum is 0.18 nm, indicating that the pulse spectrum 
is compressed by a factor of about 2, which is considerably 
smaller than the factor of 8 observed in Fig. 142.23(a). The 
reduced compression factor is caused by the smaller spectral 
width of 4-ps input pulses and 16-rad maximum phase shift 
of the modulator used in our experiment. For the same reason, 
the spectral shift of 0.68 nm seen in Fig. 142.26(b) for i = r/2 
is also smaller compared to that seen in Fig. 142.23(b). The 
spectrum in Fig. 142.26(b) also has a small bump near m = 
m0 that is not present in Fig. 142.26(e). This bump arises from 
the polarization dependence of our phase modulator. More 
specifically, the modulator produces a significantly smaller 
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value of z0 along the slow axis compared to the fast axis. A 
small mismatch between the pulse’s polarization direction and 
the slow axis of the phase modulator produces the bump in 
the spectrum seen in Fig. 142.26(b). Because our theory does 
not include polarization effects, this bump is not reproduced 
in Fig. 142.26(e).

As seen in Figs. 142.26(c) and 142.26(f), the pulse spectrum 
has a bandwidth of 0.86 nm when i = r, i.e., it has been broad-
ened by a factor of 2.1, while the shape of the input spectrum 
is nearly preserved. Some distortion of the spectral shape is 
observed because the pulse is chirped in time during the input 
dispersion, causing wavelengths farther away from the central 
wavelength to move toward the wings of the pulse. Since pulse 
wings experience aberrations from higher-order phase terms 
in the time lens, small distortions appear in the shape of the 
spectrum. It is emphasized, however, that a suitably designed 
time lens can broaden considerably the spectrum of a pulse 
without significantly distorting its shape. In this respect, a 
time lens is superior to the use of self-phase modulation, which 
invariably distorts the spectrum while broadening it (and also 
requires high pulse energies). 

Conclusion
Spectral narrowing, broadening, and shifts have been 

demonstrated for picosecond pulses using a lithium niobate 
electro-optic phase modulator acting as a time lens. These 
spectral effects depend on the maximum phase shift that can 
be imposed by the modulator. In the numerical simulations 
presented, the pulse spectrum was compressed by a factor of 
8 for a 30‑rad phase shift. Experimentally, spectral shifts over 
a 1.35‑nm range and spectral narrowing and broadening by a 
factor of 2 were demonstrated using a lithium niobate phase 
modulator with a maximum phase shift of 16 rad at a 10-GHz 
modulation frequency. More-dramatic narrowing, broaden-
ing, and shifts could be achieved by cascading multiple phase 
modulators to produce higher phase amplitudes and shorter 
focal GDD’s. This work shows that a phase modulator can be 
used to tune the central frequency and the spectral bandwidth 
of picosecond pulses emitted by mode-locked lasers. 
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Introduction
Zinc sulfide (ZnS) is an infrared (IR) optical material widely 
used for applications such as IR windows, domes, and optical 
lenses.1 It is industrially produced by the chemical-vapor–depo-
sition (CVD) technique to reach a dense, milky yellow–orange 
color, with +70% transmission in the mid-long-wave IR region.1 
Its inner structure consists of cone-like structures that grow 
larger as deposition takes place, up to a thickness of a few 
centimeters.2,3 These cone-like structures manifest on the top 
of the deposited surface as “pebbles”2 or “hillocks”4 and are 
often called “alligator skin.”5 

The importance of good surface finishing of an optical 
component is well understood. The lack of good finishing 
results in the scattering and absorption of light, leading to 
low optical performance.1,6 Polishing out the pebble structure 
from a CVD ZnS substrate to a relatively smooth [<3-nm root 
mean square (rms)] surface is quite challenging, especially 
for an undestructive polishing process7 (that leaves no plastic 
deformation and does not destroy the crystallographic array of 
the top finished layer), such as the magnetorheological finishing 
(MRF) technique.

MRF is a deterministic, sub-aperture polishing process that 
is capable of polishing flats, spheres, and aspheric shapes.8 It 
uses a magnetorheological (MR) fluid composed of micron-
size carbonyl iron (CI) powder, water, stabilizing additives, 
and abrasives (like ceria or nanodiamonds). When exposed to 
a magnetic field, the fluid stiffens as the CI particles align with 
the magnetic field, and functions as a polishing pad with a layer 
of nonmagnetic abrasive particles on the top layer. This fluid is 
kept at a relatively high pH (10 or higher) to suppress corrosion 
of the iron particles. By suppressing corrosion, a conventional 
MR fluid can last more than three weeks.

Kozhinova et al.2 and Hallock et al.9 demonstrated an 
improvement in surface artifacts on CVD ZnS and zinc selemide 
(ZnSe), respectively, during MRF by using acidic (pH +4.5) MR 
fluids and soft CI particles; however, the MR fluids used in their 
work did not provide consistent and repeatable results. The two 

Surface-Texture Evolution of Different Chemical-Vapor–
Deposited Zinc Sulfide Flats Polished  

with Various Magnetorheological Fluids

main challenges they faced were (a) a material-removal-rate per-
formance that varied among CVD ZnS substrates manufactured 
by different vendors (0.5 to 1.5 nm/min) and (b) rapid corrosion 
of the CI particles in the MR fluid. 

There is no consensus of deposition parameters for CVD 
ZnS.4,10 Different manufacturers select different deposition 
conditions (such as deposition temperature, pressure, and vapor 
velocity). Therefore, it is reasonable to assume that physical 
properties of the final product, such as color, average grain size, 
and crystallographic orientation volume fraction, are different 
among vendors and might lead to variations in polishing results 
among different parts during MRF. 

In 2008 a novel zirconia sol-gel coating process to protect 
CI particles from corrosion was invented at the University of 
Rochester.11 These coated particles were successfully mixed 
into a MR fluid at pH 8 to perform a MRF experiment on 
several optical substrates.12 In 2013 (Ref. 13) we reported 
on a MRF experiment using MR fluids based on the same 
zirconia-coated CI (Zr-CI) particles at pH levels of 4, 5, and 6 
as in Fig. 142.27. In that experiment we used single-crystal 
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ZnS planes to investigate the role of material-removal–rate 
anisotropy of polycrystalline (pc) CVD ZnS during MRF. The 
results showed a relatively uniform removal rate (0.06 nm/min) 
for single-crystal planes when using MR fluid at pH 4. The 
conclusions presented here predicted an improvement in surface 
artifacts (the emergence of pebbles on the surface) when using 
this type of fluid for MRF polishing of a CVD ZnS substrate. 

Here the authors present the surface-texture evolution of 
several differently grown CVD ZnS substrates that were MRF 
polished with four MR fluids at pH levels of 10, 6, 5, and 4. 
The goal was twofold: to check (1) if a decrease in MR fluid 
pH improves the surface artifacts of a CVD ZnS surface during 
MRF polishing; and (2) if MR fluid pH is capable of dealing 
with part-to-part variations in the surface texture among CVD 
ZnS materials deposited by different vendors.

Experimental
1.	 Polycrystalline CVD ZnS Substrates

Four CVD ZnS substrates were purchased from four differ-
ent vendors: one is an elemental CVD ZnS substrate purchased 
from China; the other three are forward-looking–infrared 
(FLIR) CVD ZnS substrates purchased from China and the 
U.S. The difference between the two types is the chemical 
reaction of the precursor gases (for more information, refer to 
Refs. 1 and 6). We will refer to them as substrates A (FLIR, 
U.S.), B (FLIR, U.S.), C (FLIR, China), and D (elemental, 
China). Each sample measured 40 mm in diameter and 5 mm 
in thickness. The samples were pre-polished in-house on pitch 
with diamond abrasives (as described in Ref. 2) to a peak-to-
valley (p–v) flatness of 1m to 2m and an areal roughness of less 
than 27-nm p–v and 2-nm rms.

2.	 X-Ray Diffraction
To determine the relative portion of crystallite orientations 

within the samples, an x-ray diffraction (XRD) analysis was 
performed using a general-purpose x-ray diffractometer (Philips 
X’Pert, MPD system). Cu K

1a  radiation (mCu = 1.5418 Å) was 
used to produce an x-ray diffraction pattern in a 2i angle range of 

10° to 70° with step intervals of 2i = 0.03°. The diffraction data 
were analyzed using X’Pert High Score software. The reference 
database for cubic ZnS was taken from the Joint Committee for 
Powder Diffraction Standards (JCPDS) filed by the International 
Centre for Diffraction Data, Newtown Square, PA. We used 
JCPDS files 65-0309, 65-5476, and 65-1691.

3.	 MRF Spotting Experiment
MRF spotting experiments were performed on a research 

platform referred to as the “spot-taking machine” (STM). It has 
features similar to a conventional MRF machine; however, it is 
free to move only in the vertical z direction. Consequently, it 
is capable of performing only single spots on the surface. The 
MR fluids used here were a conventional diamond fluid (D11) 
at pH 10, purchased from QED Technologies14 and Zr-CI–
based11 MR fluids at pH levels of +4, +5, and 6, developed in 
our laboratory. The initial fluid composition of the Zr-CI fluid, 
before the addition of any acid, is given in Table 142.V. For 
the experiment with the conventional fluid, each CVD ZnS 
substrate was spotted once for 60 s. For the experiment with the 
Zr-CI fluids, each substrate was spotted once at pH 6.00!0.0, 
once at pH 5.12!0.0, and once at pH 4.22!0.1. Each spot 
lasted 10 min as a result of the lower removal rate of 0.06 to  
0.16 nm/min (0.06 nm/min at pH 4 and 0.16 nm/min at pH 6). 
The Zr-CI MR fluid was first loaded on the STM at pH 6.00!0.0. 
After spotting the substrates, the fluid pH was lowered to 5.12 
using +4 ml of 8-M nitric acid for another round of spotting, 
which was followed by an additional reduction in pH to 4.22 
using +5 ml of 8-M nitric acid. During the spotting experiment 
at pH 4.22, additional acid was continuously added to maintain 
the fluid pH level at +4.20. Because of water evaporation from 
the MR fluids during the experiment, any addition of acid had 
a negligible effect on the CI particles’ concentration in it. The 
percentage of fluid moisture when the experiment was over was 
20.42%, less than 1-wt% difference from what it was at the 
beginning. The MR fluids at pH 4.22 will be referred to as pH 4, 
at 5.12 as pH 5, and at 6.00 as pH 6. The machine settings were 
a ribbon height of 1.4 to 1.6 mm; a penetration depth of 0.2 mm; 
a wheel speed of 200 rpm; a pump speed of 110 rpm; and an 

Table 142.V:	 Initial Zr-CI MR fluid composition before adjusting pH with 8-M nitric acid. 
	 The fluid pH is +6.0.

Material t (g/ml3) Volume (ml) M (g) Volume (%) wt%

Zr-CI powder 6.72 384.80 2583.93 38.60 80.67

Polyethylenimine (PEI) 
solution

1.10 69.68 76.65 6.99 2.39

H2O 1.00 542.36 542.36 54.41 16.93

Total — 996.84 3202.94 100.00 99.99
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electric current of 15 Å. When the experiment was finished, each 
substrate had four spots on its surface, one at each pH. During 
the experiment, special attention was paid to removing at least 
0.5 nm at the deepest point of removal. This was based on the 
observations of Kozhinova et al.,2 which stated that pebbles 
start to appear on pre-polished surfaces of CVD ZnS once a 
minimum of 0.5 nm of material has been removed with MRF.

4.	 MR Fluid Rheology
MR fluid off-line viscosity was measured using a Brook-

field cone/plate rheometer.15 At each pH, +0.5 ml of fluid was 
extracted directly from the mixing vessel of the STM and 
placed on the viscometer plate. The fluid went through a time 
test in which the shear rate went from 0 1/s to 200 1/s for 30 s 
and then went back down to 0 1/s for another 30 s. This helped 
to minimize the transient behavior of the fluid. Following the 
time test, we measured the viscosity of the fluid as a function 
of shear rate from 40 to 1000 1/s. All measurements were 
repeated three times.

5.	 Metrology
To evaluate the emergence of pebbles on the surface inside 

the spots, we used a Zygo NewView5000 white-light inter-
ferometer with a 1# Mirau objective and a 0.8# zoom.16 The 
low magnification provides a large field of view that is more 
suitable for observing submillimeter features, such as pebbles. 
The spots were masked along the inner edge, and a cylinder 
shape was removed from the remaining masked surface. The 
areal rms roughness of the masked area was recorded and 
plotted along with ten manually drawn lineout profiles in the 
direction of the MRF ribbon. A power spectral density (PSD) 
was also analyzed in the x direction using the “average X PSD” 
function in the accompanying software MetroPro. To do that, 

a rectangular area (2 mm # 1 mm) was masked around the 
depth of deepest penetration (ddp) of each spot. This analysis 
also provided information about the degree of waviness of the 
spotted surfaces.

Results
1.	 X-Ray Diffraction of CVD ZnS Substrates

Table 142.VI shows the XRD results of the relative intensity 
of crystallite orientation within the samples. For all samples, 
the peaks were normalized to the highest peak; i.e., for sam-
ples A, C, and D, the intensity peaks were normalized to the 
(111) peak, whereas for sample B, the peaks were normalized 
to the (311) peak. From Table 142.VI it is seen that the rela-
tive intensity rating is different among the four samples. For 
example, sample A’s XRD results show that the (111) plane has 
the highest relative intensity score followed by plane (200) and 
then plane (311). For sample B, the ranking from high to low 
for the first three peaks is (311) followed by (111) and (200). 
This inconsistency in the order of diffracting planes is also the 
case for samples C and D.

2.	 MR Fluids’ Off-Line Viscosity  
and Material-Removal Rate 
Figure 142.27 shows the off-line viscosity of all fluids as a 

function of shear rate. The viscosity of the Zr-CI fluid is pH 
dependent. It decreases as pH decreases, although the CI par-
ticle concentration has not changed (80 to 81 vol %). The fluid’s 
off-line viscosities at +800 (1/s)—a shear rate corresponding 
to that experienced by an MR fluid when ejected from the 
STM nozzle12—are +60 cP for the conventional MR fluid 
and +194, +109, and +47 cP for pH 6, 5, and 4, respectively, 
for the Zr-CI MR fluids. The MR fluid at pH 4 has the lowest 
viscosity of all fluids. 

Table 142.VI:	 Relative intensity of CVD ZnS substrates from four vendors with respect to diffraction angle (2i) and 
crystallographic plane. The shaded cells represent the highest peak that was used to normalize the rest 
of the data. FLIR: forward-looking infrared.

Approximate 
diffracting angle 

2i (°)

Diffracting 
planes at 2i

Relative intensity within sample (%)

FLIR Elemental

Sample A 
JCPDS 65-0309

Sample B 
JCPDS 65-5476

Sample C 
JCPDS 65-1691

Sample D 
JCPDS 65-5476

28.5 111 100 70.2 100 100

33.1 200 84.3 43.8 48.0 2.14

47.5 220 25.3 15.5 23.9 22.2

56.3 311 69.3 100 59.8 13.4

59.1 222 2.1 0.9 1.6 1.7

69.5 400 48.4 28.5 33.1 1.2
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Table 142.VII presents the material peak-removal rates 
(prr’s) of the different fluids. The material removal rate of the 
Zr-CI MR fluid is significantly lower than that of the conven-
tional MR fluid. This is expected because our MR fluids had 
no added abrasives, in contrast to the conventional MR fluid. 
However, prr results for CVD ZnS at pH 6 are similar to what 
were previously published by Shafrir et al.12 when working 
with this type of Zr-CI particles in their MR fluid at pH 8. The 
Zr-CI fluid at pH 4 has the lowest prr of 0.06 nm/min. Note 
that the Zr-CI MR fluid has no additive abrasives in it besides 

possible free nanozirconia particles that are co-generated dur-
ing the coating process,11,17 while the conventional MR fluid 
contains nanodiamond abrasives.

3.	 Surface Texture and Artifacts After MRF Polishing
The surface texture inside the MRF spots is composed 

mostly of submillimeter features. Figure 142.28 shows the 
PSD (in a log scale) for CVD ZnS surfaces spotted with a 
conventional MR fluid at pH 10 and Zr-CI MR fluids at pH 6, 
5, and 4. For all (four) vendors, results show that surface texture 
and waviness are higher at pH 6, somewhat lower at pH 5, but 
significantly lower at pH 4. When compared with the conven-
tional MR fluid at pH 10, the use of the Zr-CI MR fluid at pH 4 
is comparable. For two of the ZnS materials [Figs. 142.28(b) 
and 142.28(c)], the Zr-CI MR fluid leads to lower PSD than the 
conventional MR fluid. 

The areal rms roughness and the average lineout profiles 
taken within the spots are presented in Figs. 142.29(a) and 
142.29(b), respectively. For all vendors, when polishing with 
the Zr-CI MR fluids, both areal (a 2-mm # 4-mm “D”-shaped) 
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Table 142.VII:	 Peak removal rate in nm/min of the different MR 
fluids and their pH level.

MR fluid type MR fluid pH
Peak removal rate 

(nm/min)

Conventional fluid  
(with diamond abrasives)

10 3.50

Zr-CI  
(without abrasives)

6 0.16

5 0.10

4 0.06

Figure 142.28
Average power spectral density (PSD) along the x direction for conventional MR fluid (blue), Zr-CI MR fluid at pH 6 (red), pH 5 (green), and pH 4 (purple) 
for samples A–D, respectively. 
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rms roughness and average lineout profiles (3 to 4 mm long) 
decrease with a reduction in MR fluid pH and viscosity. More-
over, the Zr-CI MR fluid at pH 4 shows lower rms roughness 
than the conventional MR fluid. Interestingly, variation in 
roughness from sample to sample is minimal when polishing 
with this type of fluid. 

It is important to mention that roughness measurements 
were taken at a low resolution; therefore, it is suitable to relate 
to the data as it represents surface texture (at length scales 
0.05 to 1 mm) rather than surface microroughness, which is 
not given here.

Discussion
X-ray diffraction results for the tested substrates show that 

the portions of the common crystallite orientations within each 
sample vary from sample to sample. McCloy et al.18 showed 
that the crystallographic structure and the crystallite orienta-
tions of CVD ZnS material vary along the growth direction 
during deposition. From their powder XRD tests, the portion 
of the 200 and 400 orientations in the mandrel area is higher 
than that in the free surface. On the contrary, the portion of the 

220 orientation increases as deposition takes place. Therefore, 
it can be concluded that the sample crystallographic proper-
ties depend on the physical location of the cut (top, middle, or 
mandrel side) and the desired dimensions of the cut (thin or 
thick). Unless one can control the cut position when purchasing 
a CVD ZnS substrate, variations in the crystallographic prop-
erties are a given fact. In addition, as mentioned in the Intro-
duction (p. 110), there is no consensus on deposition settings 
for CVD ZnS. This likely affects the relative portions of the 
crystallite orientations within the deposited material and adds 
to the variations in properties among samples purchased from 
different manufacturers. It is believed that this nonuniformity 
in crystallographic properties within the material and among 
materials manufactured by numerous vendors is the source for 
anisotropy in the material removal rate during MRF polish-
ing, which leads to surface artifacts of CVD-grown materials, 
such as ZnS.

In the MRF spotting experiments, the Zr-CI MR fluids’ vis-
cosity is observed to be pH dependent. Viscosity significantly 
decreased with a decrease in pH because the acid increased 
the zeta potential of the Zr-CI particles and helped disperse the 
fluid as pH decreased.13 The drop in viscosity also influenced 
the prr, which decreased consequently. The material prr of the 
conventional MR fluid is significantly higher than that of the 
Zr-CI MR fluids, even though it has relatively low viscosity. 
Since all fluids have similar CI particles concentration, this 
was likely a result of the nanodiamond abrasives within the 
conventional MR fluid. 

From the PSD results, the MRF with Zr-CI MR fluid at pH 4 
achieved a remarkable improvement in surface texture (lower 
spatial frequency range) and surface microroughness (higher 
spatial frequency range) than the fluids at pH 5 and pH 6. This 
is the case for all four CVD ZnS substrates. The performance 
of this fluid at pH 4 is slightly better than the conventional 
MR fluid for substrates manufactured by vendors B and C but 
comparable for substrates manufactured by vendors A and D. 
Clearly, a lower value of PSD indicates a surface with a lower 
texture. Therefore, it can be concluded that the emergence of 
pebbles on the surface of CVD ZnS substrates can be reduced 
when using Zr-CI MR fluid at pH 4. 

Root-mean-square (rms) data collected from a masked area 
inside the spots and as multiple lineouts (given in Fig. 142.29) 
support the results obtained from PSD analysis. Reduction in 
surface texture is observed as the Zr-CI fluid pH and viscos-
ity drop down. Moreover, from both areal [Fig. 142.29(a)] 
and lineout [Fig. 142.29(b)] results, the ability of this fluid at 

G10301JR

0.00

0.04

0.08

0.12

0.16

A
re

a 
rm

s 
ro

ug
hn

es
s

fo
r 

m
as

ke
d 

sp
ot

s 
(n

m
)

pH 4

(b)

AB CD AB CD AB CD AB CD

AB CDAB CDAB CD

(a)

0.00

0.04

0.08

0.12

0.16

0.20

pH 5

Zr-CI MR �uid

A
ve

ra
ge

 li
ne

ou
t r

m
s

fo
r 

m
as

ke
d 

sp
ot

s 
(n

m
)

pH 6  Conventional
MR �uid
at pH 10

Vendor A
Vendor B
Vendor C
Vendor D

AB CD

~18 nm

Figure 142.29
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pH 4 to maintain similar performances among all four tested 
substrates is clearly observed. Therefore, among CVD ZnS 
substrates deposited by different manufacturers, variations in 
areal and lineout rms roughness from part to part are minimal 
when using Zr-CI MR fluid at pH 4.

Conclusions
It has been demonstrated that variations in the portions of 

crystallite orientations exist among the CVD ZnS substrates 
manufactured by different vendors, making it challenging to 
get a consistent performance during MRF polishing of such 
differently grown material. The results show that when several 
CVD ZnS substrates are polished by MRF with a Zr-CI MR 
fluid at pH 4, both pebble emergence and part-to-part varia-
tions in surface texture are minimized. The performance of 
the Zr-CI MR fluid at pH 4 was better than those of MR fluids 
with pH levels of 5 and 6. On the other hand, for some ZnS 
materials, the Zr-CI MR fluid at pH 4 produced diminished 
features (at a scale length of 0.03 to 1 mm) as compared to 
the conventional MR fluid. Of course, the Zr-CI MR fluid at 
low pH has a particularly low material prr, especially at pH 4, 
which is expected because of the absence of any abrasives. The 
authors believe that adding some type of abrasive, such as ceria 
or nanodiamonds, will likely boost the overall prr of the Zr-CI 
MR fluid and improve its efficiency.
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