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About the Cover:

The cover photo highlights LLE’s scientists Dr. Matthias Hohenberger and 
Dr. Wolfgang Theobald, who have led shock-ignition (SI) experiments on the OMEGA 
Laser System. In contrast to the conventional central-hot-spot–ignition concept, shock 
ignition separates the fuel-assembly and ignition stages by using shaped high-intensity 
laser spikes at the end of the compression pulse. The ablatively driven strong shock 
of a few hundred Mbar, launched by the high-intensity spike, converges in the central 
hot spot of the fusion capsule and raises the hot-spot pressure to ignition conditions. 
To explore the viability of this ignition scheme, it is essential to understand how strong 
shocks can be generated in long-scale-length plasmas by high-intensity laser spikes. 
The article on p. 137 presents experimental and simulation results on strong-shock 
generation with planar targets closely relevant to the SI concept. The background of 
the photo shows an example of experimental data from the velocity interferometer 
system for any reflector (VISAR) and streaked optical pyrometer (SOP) diagnostics.

The figure shows (a) the experimental data for shock break-out time at the rear surface 
of a planar target (squares) in comparison with radiation–hydrodynamic simulations 
(circles) and (b) the inferred peak pressure as a function of the laser spike intensity.  
Based on these results, at an intensity of 1.2 # 1015 W/cm2, a 70-Mbar shock was gen-
erated in the presence of a 350-nm pre-plasma. This is the highest pressure reported 
at SI-relevant conditions and an important step toward experimentally validating the 
SI concept.

E20784JR

(a)

R
ea

r 
sh

oc
k 

br
ea

ko
ut

 (
ns

)

6

7

8

(b)

Pe
ak

 p
re

ss
ur

e 
(M

ba
r)

Spike intensity (×1014 W/cm2)

64

40

20

60

80

108 12 14

Experiment
Simulation

Inferred from
shock propagation
Simulation



Contents

In Brief	 .......................................................................................		 iii

Shock-Ignition Experiments with Planar Targets on OMEGA......		 137

Inelastic X-Ray Scattering from Shocked Liquid Deuterium........		 143

Enhancement of the Laser-Induced–Damage Threshold
in Multilayer Dielectric Diffraction Gratings Through Targeted 
Chemical Cleaning.........................................................................		 149

Magnetic-Field Generation by Rayleigh–Taylor Instability
in Laser-Driven Planar Plastic Targets...........................................		 159

High-Resolution Spectroscopy Used to Measure Inertial
Confinement Fusion Neutron Spectra on OMEGA.......................		 165

Experimental Validation of the Two-Plasmon–Decay 
Common-Wave Process.................................................................		 172

A Reflective Optical Transport System for Ultraviolet Thomson
Scattering on OMEGA...................................................................		 178

Publications and Conference Presentations

Volume 131
April–June 2012

DOE/NA/28302-1064

UNIVERSITY OF ROCHESTER
LABORATORY FOR LASER ENERGETICS

LLE Review
Quarterly Report



ii



iii

In Brief

This volume of the LLE Review, covering April–June 2012, features “Shock-Ignition Experiments with 
Planar Targets on OMEGA” by M. Hohenberger, W. Theobald, S. X. Hu, K. S. Anderson, R. Betti, T. R. 
Boehly, M. Lafon, T. C. Sangster, W. Seka, C. Stoeckl, and B. Yaakobi (LLE); D. D. Meyerhofer, (LLE 
and Departments of Mechanical Engineering and Physics, University of Rochester); A. Casner (CEA); 
D. E. Fratanduono (LLNL); and X. Ribeyre and G. Schurtz (Université Bordeaux). In this article (p. 137), 
the authors report on strong-shock generation in the presence of pre-plasmas with relevance to shock 
ignition using the OMEGA Laser System. A planar target was irradiated with a laser pulse consisting of 
a pre-plasma–generating foot followed by a high-intensity spike, driving a strong shock into the target. 
The observed shock dynamics inferred from VISAR (velocity interferometer system for any reflector) 
and SOP (streaked optical pyrometer) measurements have been reproduced well using two-dimensional 
(2-D) DRACO simulations, indicating the generation of plastic-ablator shocks of up to 70 Mbar.

Additional highlights of research presented in this issue include the following articles:

•	 S. P. Regan, P. B. Radha, S. X. Hu, T. R. Boehly, and T. C. Sangster (LLE); D. D. Meyerhofer (LLE and 
Departments of Mechanical Engineering and Physics, University of Rochester); K. Falk, G. Gregori, 
and C. D. Murphy (University of Oxford); B. Crowley (AWE); S. H. Glenzer, O. L. Landen, and 
T. Doeppner (LLNL); and D. O. Gericke and J. Vorberger (Warwick University) report on the first x-ray 
Thomson-scattering (XRTS) measurement of shock-compressed liquid deuterium at Fermi-degenerate 
plasma conditions (p. 143). The noncollective, spectrally resolved, inelastic XRTS employs Cl Lya 
line emission at 2.96 keV. The microscopic property measurements of shocked deuterium show an 
inferred spatially averaged electron temperature of 8!5 eV, an electron density of 2.2 # 1023 cm–3, 
and an ionization of 0.8 (–0.25, +0.15). Two-dimensional hydrodynamic simulations using equation-
of-state models suited for the extreme parameters also occurring in inertial confinement fusion (ICF) 
research and planetary interiors are consistent with experimental results. 

•	 H. P. Howard, A. F. Aiello, J. G. Dressler, N. R. Edwards, T. J. Kessler, A. A. Kozlov, I. R. T. Manwaring, 
K. L. Marshall, J. B. Oliver, A. L. Rigatti, A. N. Roux, A. W. Schmid, N. P. Slaney, C. C. Smith, B. N. 
Taylor, and S. D. Jacobs summarize a low-temperature chemical-cleaning approach developed to remove 
manufacturing residues from multilayer-dielectric (MLD) pulse-compressor gratings to be used on 
the OMEGA EP Laser System (p. 149). The method strips baked-on photoresist, metal contaminants, 
and debris without damaging the grating’s delicate surface structure. Because targeted cleaning steps 
remove specific families of contaminants (heavy organics, light organics, metals, and oxides), the 
process can be adjusted to strip known quantities and types of material. The technique was optimized 
to clean hafnia/silica MLD gratings manufactured with a bottom antireflective coating (BARC)—a 
hardened organic polymer layer that is especially difficult to remove. After cleaning, grating samples 
showed excellent performance in short-pulse (10-ps) laser-damage testing at 1054 nm. Average in-air 
damage thresholds were 4.06!0.19 J/cm2 and 3.32!0.22 J/cm2 (beam normal) in the 1-on-1 and N-on-1 
regimes, respectively, for a set of nine gratings cleaned at processing temperatures in the range 40°C 
to 70°C. Post-cleaning diffraction efficiencies were consistently above 96%.



iv

•	 L. Gao, P. M. Nilson, I. V. Igumenshchev, S. X. Hu, J. R. Davies, C. Stoeckl, D. H. Froula, and R. Betti, 
(LLE); D. D. Meyerhofer (LLE and Departments of Mechanical Engineering and Physics, University of 
Rochester); and M. G. Haines (Imperial College) describe the measurement of magnetic fields induced 
by Rayleigh–Taylor (RT) instability in planar plastic foil with ultrafast proton radiography (p. 159). 
Thin plastic foils were irradiated with +4-kJ, 2.5-ns laser pulses focused to an intensity of +1014 W/cm2. 
Target modulations were seeded by laser nonuniformities and amplified during target acceleration by 
RT instability. The experimental data show the hydrodynamic evolution of the target and the generated 
MG-level magnetic fields in the broken foil, which are in good agreement with predictions from 2-D 
magnetohydrodynamic simulations.

•	 C. J. Forrest, P. B. Radha, V. Yu. Glebov, V. N. Goncharov, J. P. Knauer, A. Pruyne, M. Romanofsky, 
T. C. Sangster, M. J. Shoup III, and C. Stoeckl (LLE); D. T. Casey, and M. Gatu-Johnson (MIT); and 
S. Gardner (Constellation Energy Nuclear Group) report on the high-resolution spectroscopy that is used 
to measure ICF neutron spectra to infer the areal density (tR) of cryogenic DT implosions on OMEGA 
(p. 165). Neutron time-of-flight (nTOF) techniques were used to measure the spectrum of neutrons 
that elastically scatter off the dense deuterium (D) and tritium (T) fuel. High signal-to-background 
data have been recorded on cryogenic DT implosions using a well-collimated, 13.4-m line of sight and 
an nTOF detector with an advanced liquid scintillator compound. An innovative method to analyze 
the elastically scattered neutron spectra was developed using well-known cross sections of the D–T 
nuclear reactions. The measured areal densities are consistent with alternative tR measurements and 
1-D simulations. 

•	 D. T. Michel, A. V. Maximov, R. W. Short, S. X. Hu, J. F. Myatt, W. Seka, A. A. Solodov, B. Yaakobi, 
and D. H. Froula report on experimental demonstration of the two-plasmon–decay (TPD) common-
wave process (p. 172). The total energy in hot electrons produced in a planar target was measured to be 
the same when using one or two laser beams and significantly reduced with four beams for a constant 
overlapped intensity. This is caused by multiple beams sharing the same common electron plasma wave 
in the TPD instability. A model, consistent with the experimental results, predicts that multiple laser 
beams can drive a resonant common TPD electron plasma wave only in the region of wave numbers 
bisecting the beams. In this region, the gain is proportional to the intensity of overlapped laser beams.

•	 J. Katz, R. Boni, C. Sorce, R. Follett, M. J. Shoup III, and D. H. Froula describe a reflective optical 
transport system for ultraviolet Thomson scattering from electron-plasma waves on OMEGA (p. 178). 
A Schwarzschild objective that uses two concentric spherical mirrors coupled to a Pfund objective 
provides diffraction-limited imaging across all reflected wavelengths. This enables the operator to 
perform Thomson-scattering measurements of ultraviolet (0.263-nm) light scattered from electron 
plasma waves.

Suxing Hu
Editor
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In inertial confinement fusion (ICF), a capsule containing 
cryogenic deuterium–tritium fusion fuel is rapidly compressed 
to high temperatures and areal densities sufficient for thermo-
nuclear fusion. If the a particles generated via D–T fusion reac-
tions in the central hot spot of an imploded capsule deposit their 
energy in the compressed core, the capsule ignites. Provided 
the confinement time determined by the fuel-mass inertia is 
sufficiently long, the energy released via the fusion burn can 
exceed the incident driver energy and the fusion gain exceeds 
unity. The demonstration of this concept is the main goal of 
ICF research.1 In laser-driven ICF the compression drive is 
provided by coupling laser energy into an ablator surrounding 
a spherical fuel capsule, either directly through symmetric 
irradiation of the fusion target or indirectly via a thermal x-ray 
bath generated from laser illumination of the inner walls of a 
cavity (hohlraum). In the shock-ignition (SI) concept,2 the fuel-
assembly and ignition stages are separated by using shaped, 
nanosecond laser pulses. During the compression stage of the 
laser, the fuel is assembled to a high areal density (tR) at sub-
ignition velocity, resulting in a central hot-spot temperature 
insufficient for ignition. A high-intensity laser spike at the end 
of the assembly pulse then launches a strong shock wave, the 
timing of which is such that the return shock, caused by the 
rising hot-spot pressure, collides with the strong shock inside 
the fuel.3 This results in two new shocks, one of which propa-
gates inward, heating and compressing the hot spot to ignition 
conditions and causing a non-isobaric pressure profile peaked 
at the center. This is energetically favorable compared to the 
isobaric distribution in conventional hot-spot ignition, where 
both hot spot and fuel are compressed to the same pressure 
piso, and is a key advantage of shock ignition. It can be shown 
that the energy required to achieve shock ignition decreases as 
+(p/piso)

3, where the non-isobaric hot-spot pressure p directly 
depends on the initial laser-driven shock strength at the ablator 
and its amplification through spherical convergence in the fuel.4 

Taking full advantage of the SI scheme requires laser-
generated shocks at the ablator of +300-Mbar, launched in the 
presence of a long-scale-length pre-plasma generated by the 
assembly laser pulse. For such strong shocks, on-target inten-
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sities exceeding 1015 W/cm2 are necessary and laser–plasma 
instabilities (LPI’s) play an important role in the coupling of 
laser energy to the target. These lead to energy losses through 
stimulated Raman and Brillouin scattering (SRS and SBS, 
respectively) and hot-electron generation and potential fuel 
preheat by fast electrons produced through SRS and two-
plasmon decay. Hot electrons are predominantly generated by 
the laser spike late in the target evolution when the areal density 
grows rapidly. Provided the electron stopping distance is within 
the shell thickness, they can even augment the ignitor shock 
strength and enhance the target performance.5

The idea of separating fuel assembly and ignition is concep-
tually similar to fast ignition.6 For SI, however, complicated 
cone-in-shell targets are not necessary, and SI can use the 
pulse-shaping capabilities of existing facilities designed for 
hot-spot ignition rather than requiring an additional short-
pulse, multipetawatt ignitor laser. This significantly relaxes 
the technical and financial constraints on fielding this concept 
experimentally or in a fusion-energy context. 

SI has received considerable attention as an alternative path 
to ignition, e.g., for the National Ignition Facility,7 HiPER,8 and 
the LMJ project.9 Theoretical studies have investigated target 
design and robustness,10 but only a few experimental studies 
have been performed. Preliminary work on the OMEGA Laser 
System11 using warm, spherical plastic targets driven by a SI-
type laser pulse showed +30% higher tR, larger neutron yields, 
and better implosion stability than hydrodynamic- and energy-
equivalent implosions without a high-intensity shock spike.4

This article presents experimental results on LPI and laser-
driven shock propagation in planar geometry and at SI-relevant 
intensities performed using OMEGA. To infer initial shock 
properties, the data are compared to two-dimensional (2-D) 
radiative–hydro-dynamic simulations that show very good 
agreement with the experiment. Based on the numerical results, 
the experiment discussed here represents the first demonstration 
of a laser-driven, 70-Mbar shock in the presence of a long-
scale-length pre-plasma.
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Figure 131.1(a) shows a schematic of the experimental setup. 
The planar targets consisted of three layers: a 40-nm plastic 
ablator onto which the laser was focused, followed by 30 nm 
of Mo and 140 nm of SiO2. The Mo was used to shield hot 
electrons from propagating into the final layer and to infer the 
hot-electron population through time-integrated recording of 
the Mo-Ka emission with an absolutely calibrated x-ray spec-
trometer. The final SiO2 layer was used to observe the shock 
temperature through streaked optical pyrometry (SOP)12 and 
the shock propagation via two VISAR (velocity interferometer 
system for any reflector) diagnostics with different velocity 
responses (10.4 and 6.4 nm/ns/fringe) (Ref. 13). Since the Mo 
is opaque to optical wavelengths, the laser-driven shock could 
be observed only after entering the SiO2 layer. The quartz 
also acted as a “get-lost” layer that prevented refluxing of hot 
electrons in the Mo. In addition, a CH washer was attached to 
the front of the target to stop diffracted laser light from hitting 
the target’s sides and to stop electrons from streaming around 
the target. Further diagnostics included a four-channel, time-
resolved, hard x-ray detector that measured the hot-electron 
temperature14 and backscattering diagnostics that determined 
SRS and SBS levels within the focal cone of two beams in 
the strong-shock drive as well as one location between two 
strong-shock beams.15

Figure 131.1(b) shows an example for the temporal on-target 
intensity profile of the 351-nm-wavelength laser light at the 
position of the unperturbed target surface. With an on-target 
energy between +5 kJ and 7.2 kJ, the total irradiation profile 
[dashed line in Fig. 131.1(b)] was achieved by stacking three 
laser cones in time with individual focusing parameters. Beam 
smoothing was achieved with polarization smoothing16 and 
distributed phase plates (DPP’s).17 Beams in Cones 2 and 3 
(blue and green, respectively) were focused to a 1/e intensity 
radii of 412 nm and 310 nm, respectively, using “SG8” and 
defocused “SG4” DPP’s. These two cones formed a pre-plasma 
for +1.6 ns, while the overlap between Cones 1 (red) and 2 
provided the high-intensity spike driving a strong shock into 
the target. Beams in Cone 1 were focused to a 302-nm radius 
using defocused “IDI300” DPP’s. Cone 3 consisted of eight 
beams at an incidence angle of 62.3°; Cones 1 and 2 comprised 
six spatially overlapping beams at 23.4° and 47.8°, respectively. 
While Cones 2 and 3, and therefore the pre-plasma conditions, 
were kept the same throughout the experiment, the energy 
contained in Cone 1 was varied to give an overlapped “spike 
intensity” ranging from +0.6 to 1.4 # 1015 W/cm2.

Results for the hot-electron temperature and population 
as a function of the nominal spike intensity are displayed in 
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Figure 131.1
(a) Schematic of the planar target driven by a laser pulse as shown in (b). The 
pulse was generated by stacking three laser cones in time and space, each with 
its own energy and focusing parameters. SOP: streaked optical pyrometry; 
VISAR: velocity interferometer system for any reflector.

Fig. 131.2. The electron temperature [Fig. 131.2(a)] rises with 
intensity, indicating an increase in LPI, and reaches a peak 
of +70 keV at the highest-intensity case considered here. The 
total energy in the hot-electron component [Fig. 131.2(b)] was 
inferred from comparing the time-integrated Mo-Ka yield to 
Monte Carlo simulations.18 The emission of hard x rays was 
strongly correlated to the high-intensity spike of the drive 
laser. Therefore, the hot-electron conversion efficiency, plot-
ted on the right y axis of Fig. 131.2(b), is given by comparing 
the energy contained in the hot-electron component to that in 
the laser spike, i.e., the energy incident on target during the 
overlap between Cones 1 and 2. As expected, it increased with 



Shock-Ignition Experiments with Planar Targets on OMEGA

LLE Review, Volume 131 139

rising intensity, and at the highest intensity, 1.8% of the spike 
energy was converted to hot electrons. The error bars in these 
data are dominated by the precision of the measured Ka yield 
(+25%) (Ref. 18).

Results for the backscattered laser light (SRS and SBS) 
within the shock-beam focal cones are plotted as a function 
of peak intensity in Fig. 131.2(c). This also increased with 
incident intensity, reaching +3% for the highest-intensity case. 
Sidescatter was also observed but was not fully quantified and 

Figure 131.2
(a) Hot-electron temperature as a function of peak laser intensity; (b) laser conversion efficiency and total energy contained in the hot-electron component; 
(c) fraction of backscattered laser energy (SRS + SBS) within the strong-shock beam cones as a function of peak intensity.
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is not included in Fig. 131.2(c). Since the light reflection is 
nonuniform, and there are too few diagnostics to infer a full 
scattering profile, so the interpretation of the data with respect 
to a total backscattered energy in these planar experiments is 
difficult. The sidescatter is not expected to exceed the in-beam 
scattering, giving an upper limit for the total amount of scat-
tered light of +10% at 1.4 # 1015 W/cm2.

Examples for shock-evolution data obtained with VISAR 
and SOP diagnostics are shown in Figs. 131.3(a) and 131.3(c), 
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Figure 131.3
Experimental shock-propagation data obtained with (a) VISAR and (c) SOP at a peak intensity of 9 # 1014 W/cm2; (b) and (d) show extracted shock velocity 
and temperature, respectively.
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respectively. These data were taken with a spike intensity of 
+9 # 1014 W/cm2, and all figures are plotted as a function of 
time with t = 0 corresponding to the onset of the laser pulse 
[see Fig. 131.1(b)]. The slight drop in signal strength of the 
VISAR data at +1.7 ns is caused by the laser spike hitting the 
target. This results in the generation of hot electrons, some of 
which reach the SiO2 layer and alter the refractive index of the 
material through ionization, causing partial absorption of the 
probe laser. Since the Mo layer is opaque, no shock front can 
be observed until its breakout from the Mo into the SiO2 at 
+2.5 ns. This causes a strong fringe shift in the VISAR and a 
signal onset in the SOP. The subsequent slowly varying fringe 
shift in Fig. 131.3(a) is indicative of a decelerating shock. At 
+7.2 ns the shock breaks out into vacuum through the rear of the 
target, as evidenced by the pronounced signal drop in both data 
sets. The shock is strongest and fastest in the center, where the 
drive laser’s intensity is at its peak, and edge rarefactions cause 
a strong curvature of the shock front and the breakout feature. 
These data can be used to extract a shock velocity in the range 
of 30 nm/ns [Fig. 131.3(b)] and an emission temperature of a 
few eV [Fig. 131.3(d)] inside the SiO2 layer.

The incident laser pulse launched multiple shocks into a 
target, but the primary goal was to characterize the strong 
shock driven by the high-intensity spike. The conditions inside 
the ablator cannot be observed directly. Instead, the strong 
shock’s initial conditions were inferred by matching numerical 

simulation results to the experimental data. For this purpose the 
2-D radiative hydrocode DRACO was used19 Note that a 2-D 
treatment is strictly necessary as evidenced by the curvature of 
the rear shock-breakout feature in Figs. 131.3(a) and 131.3(c). 
Figure 131.4 shows snapshots of the pressure distribution from 
a simulation using the experimental conditions for the data in 
Fig. 131.3. The x axis denotes the target’s thickness; the y axis 
is the lateral extent of the target. The simulations assumed 
azimuthal symmetry and y = 0 corresponds to the point of peak 
laser intensity. The laser drives the target from the left and the 
shocks propagate to the right. A schematic of the initial target 
layout is shown at the top of Fig. 131.4(a), and the dashed lines 
indicate unperturbed interface positions. 

At 2.5 ns [Fig. 131.4(a)] the foremost shock reaches the  
Mo/SiO2 interface, which agrees well with the data in Fig. 131.3. 
At this time, +200 ps after the end of the high-intensity drive, 
the strong shock is already starting to decrease in strength and 
has almost caught up with the weaker shock generated by the 
pre-plasma laser pulse. This is also in good agreement with 
the VISAR data, which exhibit two subsequent fringe jumps 
within +100 ps: the first upon the breakout of the pre-plasma 
shock into the SiO2 layer, quickly followed by the coalescence 
with the trailing strong shock. At 7.1 ns of the simulated target 
evolution [Fig. 131.4(b)], the shock front reaches the target/
vacuum interface at the rear, also agreeing very well with the 
experimental data, which exhibit this event at 7.2 ns.
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Snapshots of the pressure distribution at (a) 2.46 ns and (b) 7.1 ns from DRACO simulations using the experimental conditions for the data in Fig. 131.3. 
A schematic of the initial target layout is shown above (a) and (b). The dashed lines indicate initial interface positions.
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The simulated target evolution is reproduced well over the 
range of intensities used in the experiment. Figure 131.5(a) 
shows the rear shock-breakout time as a function of spike inten-
sity, with the squares denoting experimental data and the circles 
numerical results. The lowest-intensity case corresponds to no 
energy in Cone 1, i.e., no laser spike is incident on the target. 
The agreement between the simulated shock-propagation time 
to the experimentally measured one is better than 5% over the 
full intensity range, indicating a good numerical treatment of 
the laser–target interaction and ablator physics.

To extract the ablatively driven shock strength in the plastic 
layer from these simulations, the impedance mismatch between 
the plastic and Mo needs to be taken into account. The heavier 
Mo causes a partial shock reflection that overlaps with the laser-
driven one, leading to an increase of the observed strong-shock 
strength in the ablator at the time of peak intensity. The purely 
ablatively driven shock strength was inferred through simula-
tions using the same laser conditions, but an all-CH target. 
This results in a reduction of +25% in the peak pressure, when 
compared to the CH/Mo/SiO2 targets. The simulated ablation 
pressures corrected for the impedance mismatch are plotted 
as the blue circles in Fig. 131.5(b). The simulation results 
provide a scale relating shock propagation and ablation pres-
sure, which was then used to infer ablation pressures via the 
experimentally observed shock-propagation time [red squares 
in Fig. 131.2(b)]. The error bars for the numerical results reflect 
temporal variations of the simulated pressure. This, in addition 
to the experimental uncertainty in the shock-propagation time, 
determines the error for the inferred pressures. Based on these 
results, a peak ablation pressure of +70 Mbar was achieved 
with a drive intensity of +1.2 # 1015 W/cm2 in the presence 
of a long-scale-length pre-plasma. The simulated plasma 
density scale length at quarter-critical in these experiments is 
+350 nm at the time of the high-intensity spike, with coronal 
temperatures between 2.0 keV and 2.9 keV, depending on the 
spike intensity. This compares well to previous experimental 
and numerical results for laser intensities of mid-1014 W/cm2 

(Refs. 18 and 20) but is lower than expected for a NIF-scale 
shock-ignition target (+450 nm, +8 keV). The scale length in 
these experiments is limited by the focal-spot size, and the 
temperature by the spike intensity. 

In Ref. 21 the stationary ablation pressure in a pure plas-
tic target was derived to be ,p I40 /

15
2 3

a mm= n` j  where I15 
denotes the absorbed laser intensity in units of 1015 W/cm2 and 

mmn  is the laser wavelength in microns. The absorption frac-
tion of the high-intensity spike observed in the simulations is 
typically +90%. The simulations do not include hot electrons, 

but this contributes, at most, a few percent [Fig. 131.2(b)], and 
the agreement between simulated and observed target evolution 
gives confidence in the numerical treatment of the laser–target 
interaction. Applying the numerical absorption fraction to the 
pressure scaling overestimates the ablation pressure by 20% to 
50%. This mismatch is not surprising since the pressure scal-
ing makes the simplified assumption that laser absorption is 
limited to the critical surface, and therefore cannot be expected 
to capture the absorption physics correctly.

The simulations may be used to calculate the expected tar-
get conditions at full shock-ignition intensities. With a spike 
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intensity of +1016 W/cm2, pressures of +300 Mbar should be 
achieved for a simulated 70% absorption of the high-intensity 
spike—sufficient to drive a shock-ignition experiment. As 
before, the simulations do not include a treatment of hot 
electrons, and whether this extrapolation is valid needs to be 
investigated. The impact of the hot-electron component on 
the strong-shock strength is still under investigation and will 
depend on the temperature of the electron distribution.5 Clearly, 
more experiments are required to characterize the plasma and 
shock conditions at such high intensities.

In conclusion, experiments investigating shock strength 
and the impact of LPI at SI-relevant laser conditions have been 
performed. Planar targets were irradiated with laser pulses 
comprising a pre-plasma–generating foot and a high-intensity 
spike to launch a strong shock. At a peak intensity of 1.4 # 
1015 W/cm2, an electron temperature of 70 keV was measured 
with +1.8% of the spike energy being converted to hot electrons, 
and K10% of the laser energy was scattered. Simulations using 
the radiative 2-D hydrocode DRACO show very good agree-
ment with the observed shock propagation. Based on these 
results, at an intensity of 1.2 # 1015 W/cm2, a 70-Mbar shock 
was generated in the presence of a 350-nm pre-plasma. This 
is the highest pressure reported at SI-relevant conditions, and 
these experiments constitute an important step toward validat-
ing the shock-ignition concept experimentally.
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Extreme states of matter existing in astrophysical objects (e.g., 
stars and planetary interiors) can be created in the laboratory 
with high-intensity laser beams, particle beams, and Z-pinch 
generators.1 High-energy-density physics (HEDP) encompasses 
the research of matter having energy densities of +1011 J/m3 or 
more or, equivalently, pressures greater than 1 Mbar (Refs. 1 and 
2). A subset of this field involves the study of warm, dense 
matter (WDM)1,2 with electron temperatures around the Fermi 
temperature and the ratio of the potential energy to the kinetic 
energy of the ions greater than unity. The latter can be quanti-
fied by an ion–ion coupling parameter2 ,Ze d k T 1>2

ii i BC = _ i  
where Ze is the electric charge of the ion, di is the mean ion 
spacing, kB is the Boltzmann constant, and T is the temperature. 
In shock-compressed matter at these extreme conditions, the 
determination of the system properties, in particular the equation 
of state (EOS), is complicated by the highly correlated nature 
of the medium, consisting of a system of strongly coupled ions 
immersed in a fluid of partially degenerate electrons. Under-
standing the physical properties (e.g., opacity,3 conductivity,4 
EOS,5 and compressibility6) of WDM is, however, very impor-
tant for inertial confinement fusion (ICF) research7,8 and the 
study of planetary interiors9 because theoretical models differ 
by factors of several when predicting these quantities. In the 
past decade, developments in laser-produced plasma sources and 
detector efficiencies have made inelastic x-ray scattering a pow-
erful diagnostic providing electron temperature (Te), electron 
density (ne), and ionization (Z) for critical EOS measurements 
in ICF and planetary science research.10–14 

This article describes the first experimental observation of 
noncollective, inelastic x-ray Thomson scattering from liquid 
deuterium driven by a laser-produced +10-Mbar shock wave. 
The average electron temperature, electron density, and ioniza-
tion are inferred from spectral intensity of the elastic (Rayleigh) 
and inelastic (Compton) components of the scattered Cl Lya 
emission at 2.96 keV. Two-dimensional (2-D) hydrodynamic 
simulations using EOS models designed for the extreme con-
ditions found in ICF research and planetary interiors predict 
an average state of the plasma that is consistent with the x-ray 
scattering measurements. 

The EOS of hydrogen for pressures <10 Mbar along the 
Hugoniot remains uncertain,15–17 where detailed validation of 
experimental techniques and numerical modeling is of utmost 
importance. While the present work has not obtained density 
measurements with accuracy below a few percent, it provides 
a needed alternative experimental platform where such valida-
tion could take place. The reason is twofold: X-ray scattering 
experiments at near solid densities or above (ne > 1022 cm–3) 
have been successfully performed at laser facilities10 because of 
the high initial density. In the case of deuterium, as described 
here, a significant technological advance was necessary to 
observe the x-ray Thomson scattering with the development 
of dedicated cryogenic target hardware for the x-ray scattering 
experimental platform. This allowed liquid deuterium to be 
shock heated to reach densities comparable to previous x-ray 
scattering experiments. Since an elastic scattering cross section 
goes as Z2, cryogenic liquid deuterium scatters significantly 
less x rays than previous experiments using room-temperature 
solids. To overcome the reduction in scattering fraction and 
achieve a reasonable signal-to-noise ratio, a target geometry 
with a large collection volume inside the cryogenic cell was 
adopted for this proof-of-principle experiment at a cost of 
spatial resolution and accuracy in the density measurements. 

This research provides an experimental platform for the 
detailed study of compressed deuterium and is an important 
step toward measuring all the thermodynamic variables needed 
for EOS research, i.e., pressure (p), mass density (t), electron 
density (ne), electron temperature (Te), and ionization (Z), by 
combining inelastic x-ray scattering with shock-velocity and 
optical pyrometry measurements.5,15–17

The platform to measure the spectrally resolved inelastic 
x-ray scattering from shocked deuterium was developed on the 
60-beam, 30-kJ, 351-nm OMEGA Laser System.18 Inelastic 
x-ray scattering is predominantly collective or noncollective, 
depending on the scattering parameter as = 1/kms, where the 
wave number of the scattered x ray is given by k = 4r/m0 sin (i/2) 
with the incident wavelength m0 = 4.188 Å, ms is electron screen-
ing length of the plasmas, and i is the scattering angle. For the 
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partially ionized conditions in WDM, the screening length may 
be calculated from the Fermi distribution via a single integral.19 
An easier fourth-order interpolation between the classical Debye 
length and the Thomas–Fermi screening length valid for T = 
0 yields the correct results within 2% (Ref. 19). If as < 1, the 
scattering is dominated by independent electrons and is referred 
to as noncollective.12 In this case, the free-electron contribution 
experiences a significant Compton shift DEC = 2k2/2me and is 
Doppler broadened. The width of this scattering feature is sensi-
tive to the electron temperature for nondegenerate plasmas. If 
as & 1, the scattering by the collective modes, which are known 
as plasma waves or plasmons, is dominant and the scattering is 
referred to as collective.2,10 To lowest order, the position of the 

energy-downshifted plasmon feature is related to the electron 
plasma frequency ,n e m2

0pe e e~ f=  providing an electron-
density diagnostic. The Compton downshift for this experiment 
is 16.5 eV, and the plasma conditions and scattering geometry 
result in a scattering parameter of as + 1. Since the electrons 
are partially degenerate, this implies that this inelastic scattering 
geometry is sensitive to both electron density and temperature, 
which is a novel regime for inelastic x-ray scattering.10 Addi-
tional information on the plasma temperature is given by the 
height of the elastic scattering feature.20 

The experimental setup is shown in Fig. 131.6(a). The 
8-nm-thick plastic ablator containing a planar layer of liquid 
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(a) Schematic of the x-ray Thomson-scattering (XRTS) experiment. An 8-nm CH ablator was irradiated with a constant-intensity, 6-ns UV laser drive, launch-
ing a shock wave through a cryogenic cell filled with liquid deuterium and creating warm, dense matter. Sixteen tightly focused beams irradiated a parylene 
D backlighter at 1016 W/cm2, producing Cl Lya emission; this was scattered at +90° and detected with an x-ray framing camera outfitted with a HOPG (highly 
oriented pyrolytic graphite) crystal spectrometer. (b) Timing of the drive and backlighter beams and the x-ray scattering measurements. (c) Photograph of the 
cryogenic XRTS target. The fill tube directs deuterium gas into the cryogenic cell, where it condenses into liquid. The ruby tooling balls on the top and right 
side of the Cu cold finger are target-alignment fiducials. The Au/Fe shield blocks a direct line of sight between the laser-produced plasmas and the detector, 
which is positioned +90° to the laser drive axis. 
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deuterium was irradiated with a constant-intensity UV laser 
drive with 1014 W/cm2. The laser drive, formed with six pairs of 
beams staggered in time as shown in Fig. 131.6(b), was uniform 
over a 0.5-mm diameter. Each laser beam was smoothed with a 
phase plate, producing a super-Gaussian spatial-intensity profile 

,expI r I r n
0 - d=_ _i i8 B  with a 1/e half-width d = 438 nm and 

super-Gaussian power n = 4.5. A laser-ablation–driven shock 
wave was launched through the liquid deuterium, creating 
warm, dense compressed matter. Sixteen tightly focused beams 
irradiated a parylene D backlighter with 1016 W/cm2, generat-
ing a source of Cl Lya emission (m0 = 4.188 Å, ho = 2960 eV) 
(Ref. 21). These x rays were then scattered at i = 87.8° from 
the shocked liquid deuterium and detected with an x-ray fram-
ing camera (XRFC) outfitted with a highly oriented pyrolytic 
graphic (HOPG) crystal spectrometer.22 The backlighter x rays 
were collimated with a 200‑nm-diam pinhole. The timing of the 
backlighter beams is shown in Fig. 131.6(b). The integration 
time of the x-ray scattering measurements is +0.25 ns. A photo-
graph of the cryogenic target with x-ray Thomson scattering 
(XRTS) capabilities mounted on the OMEGA planar cryogenic 
system is shown in Fig. 131.6(c), with the main components 
highlighted. The fill tube directs deuterium gas into the cryo-
genic cell, where it condenses into liquid. The ruby tooling 
balls on the top and right side of the Cu cold finger structure are 
target alignment fiducials. The Au/Fe shield blocks a direct line 
of sight between the laser-produced plasmas and the detector, 
which is positioned +90° to the laser drive axis. 

Two-dimensional hydrodynamic simulations of the experi-
ment were performed with the DRACO code, which uses the 
SESAME EOS, a three-dimensional (3-D) laser ray trace model 
that calculates the laser absorption via inverse bremsstrahlung, 
a flux-limited thermal-transport approximation with a flux 
limiter of 0.06, and a multigroup diffusion radiation transport 
approximation using opacity tables created for astrophysics.23 
The simulation results shown in Fig.131.7, with the laser irradia-
tion side and the location of the Cu wall indicated, predict at 
peak compression a mass density of t + 0.8 g/cm3, a tempera-
ture of Te + 5 to 15 eV, and an ionization stage of Z + 0.5 to 
0.8 for the shocked liquid deuterium 5 ns after the drive beams 
were incident on the target (t = 5 ns). The shock front was pre-
dicted to have advanced +375 nm at t = 5 ns and the shocked 
liquid deuterium had a compressed thickness of +90 nm. As 
seen in Fig. 131.7, the spatial-intensity profile of the laser drive 
creates a curved shock front. The uniformly shocked liquid 
deuterium region occurs within r < 0.25 mm (see Fig. 131.7), 
and the underdriven shocked liquid deuterium is located at r > 
0.25 mm. The predicted plasma conditions in the underdriven 
shocked portion of the target are lower than the uniform drive 
portion. The measured spectrum of the scattered x rays is spa-
tially integrated and weighted to the shocked liquid deuterium 
region, which has the highest density. The field of view of the 
x-ray scattering channel either extends from z = 0.5 mm to z = 
1.0 mm (see horizontal scale in Fig. 131.7) or is reduced to z = 
0.5 mm to z = 0.75 mm by positioning a 250-nm-wide slit in 

Figure 131.7
Contour plots of (a) mass density, (b) electron temperature, and (c) average ionization of shocked liquid deuterium at 5 ns, predicted using DRACO.

E18449JR

0.0

0.2

0.4

0.6
Cu wallCu wall

Laser

r 
(m

m
)

0.5 0.750.5 0.750.5 0.75 1.0 1.0 1.0
z (mm)

0.0 0.5

(a) Mass density
(g/cm3)

1.0 0 10

(b) Electron
temperature (eV)

(c) Average
ionization

20 0 1 2

Field of viewField of view



Inelastic X-Ray Scattering from Shocked Liquid Deuterium

LLE Review, Volume 131146

the scattering channel. The slit reduces the field of view of the 
scattering diagnostic to primarily the portion of the shocked 
liquid deuterium with uniform plasma conditions and blocks 
the scattering signal from the underdriven portion of the target. 

The estimated number N of detected scattered photons24 is 
calculated using 

	 ,N
h

E n x R

4 1 4
T T T x

d2
s

e T

o

h

r a

v

r
h

X X
=

+
d d f dn n p n 	

where, ET = 8 kJ is the total UV laser energy incident on the 
parylene D backlighter foil, hT = 0.003 is the UV to Cl Lya 
emission conversion efficiency, ho = 2.96 keV is the backlighter 
photon energy, XT = 0.06 steradian is the solid angle of the 
backlighter plasma sampled by the pinhole, ne = 2.2 # 1023 cm–3 
is the electron density of the shocked liquid deuterium, vT = 
6.6525 # 10–25 cm2 is the Thomson-scattering cross section, 
x = 90 nm is the thickness of the shocked liquid deuterium, 
as = 1.3 is the scattering parameter, Xx = 0.02 rad is the angle 
subtended by the detector in the direction perpendicular to the 
plane of dispersion, R = 3 mrad is the integrated reflectivity of 
the HOPG Bragg crystal, and hd = 0.01 is the detector efficiency 
including filter transmissions. For a sampling time of +0.25 ns, 
the total number of detected photons is N + 700. The thick-
ness of the shocked liquid deuterium is an order of magnitude 

smaller than the radiatively heated Be targets studied in earlier 
XRTS experiments;11,14 consequently, the number of scattered 
photons in the shocked liquid deuterium experiment is at least 
an order of magnitude less than the Be experiment. 

The scattered spectrum of the Cl Lya emission taken at 
t = 5 ns with a 250-nm slit in the scattering channel is shown 
in Fig. 131.8(a). The measurement taken without the slit is 
shown in Fig. 131.8(b), and the incident spectrum is shown in 
Fig. 131.8(c). The observed noise in the measured scattered 
x-ray spectrum is consistent with the estimated signal level. 
The incident spectrum is measured by irradiating a parylene 
D foil target on a separate laser shot. The scattered spectrum 
has a strong Rayleigh peak around 2960 eV and a Compton-
downshifted feature. Scattered x-ray spectra were calculated 
using the x-ray scattering (XRS) code, which uses the finite-
temperature random-phase approximation with static local 
field corrections to obtain the spectral shape of the inelastic 
(Compton) feature caused by scattering from free electrons.25 
The elastic scattering intensity strongly depends on the degree 
of ion–ion correlations in the plasma via the structure factor 
Sii (Ref. 20). To constrain the value for Sii, density functional 
theory molecular dynamics (DFT-MD) simulations were per-
formed using the VASP package.26,27 The simulations indicate 
weak ionic correlations for the conditions similar to the average 
of the plasma probed. This means the ion–ion structure factor 
Sii at the relevant scattering wave number is close to unity for 

Figure 131.8
Measurement of (a) Cl Lya emission scattered from shocked liquid deuterium with a 250-nm slit in the scattering channel and simulated scattering spectra; 
(b) Cl Lya emission scattered from shocked liquid deuterium without a 250-nm slit in the scattering channel and simulated scattering spectra; and (c) Cl Lya 
emission incident on the shocked liquid deuterium. The inferred plasma conditions in (a) are Te = 8!5 eV, Z + 0.8 (–0.25, +0.15), and ne = 2.2(!0.5) # 1023 cm–3 
and in (b) are Te = 3!2 eV, Z + 0.6!0.2, and ne = 2.0(!0.5) #1023 cm–3. 
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most of the conditions probed. With this information, the elastic 
scattering feature can be used to constrain the temperature and 
the ionization degree of the system. Structure factors close 
to unity are also found for the unshocked deuterium liquid. 
In addition to Doppler broadening, the width and position of 
the inelastic feature depend on the density for as + 1. This 
fact allows us to bracket the electron density and estimate 
the ionization charge based on the initial mass density of the 
sample. The simulated scattering spectra computed using XRS 
provided the best fit to the spectrum measured with the slit for 
the following plasma conditions: Te = 8!5 eV, Z + 0.8 (–0.25, 
+0.15), and ne = 2.2(!0.5) # 1023 cm–3. The DRACO simula-
tions are in close agreement with the experimental results. 
These plasma conditions were repeatable on a subsequent 
laser shot. The plasma conditions inferred from the spectrally 
resolved x-ray spectrum recorded without the slit in the x-ray 
scattering channel are lower with Te = 3!2 eV, Z + 0.6!0.2, 
and ne = 2.0(!0.5) # 1023 cm–3. The lower plasma pressure 
created by the lower-intensity portion of the laser drive causes 
the bowing of the shock front, as observed in Fig. 131.7. When 
the slit is placed in the scattering channel, the x rays scattered 
from this underdriven portion of the target are blocked from 
the detector. This leads to higher inferred values of Te, Z, and 
ne more representative of the uniformly shocked region. 

In conclusion, this article reports the first experimental 
observation of noncollective, inelastic x-ray scattering from 
shocked liquid deuterium. An electron temperature of Te = 
8!5 eV, ionization Z + 0.8 (–0.25, +0.15), and electron density 
ne = 2.2(!0.5) # 1023 cm–3 are inferred from the shapes and 
intensities of the elastic (Rayleigh) and inelastic (Compton) 
components in the scattering spectra. These plasma condi-
tions are Fermi degenerate with similar electron and Fermi 
temperatures .T T 1e F +` j  Two-dimensional hydrodynamic 
simulations using EOS models suited for the extreme conditions 
indicate that the predicted average state of the probed plasma 
are consistent with the x-ray scattering measurements. Differ-
ently from previous VISAR measurements, the x-ray scatter-
ing experimental platform offers the considerable advantage 
of probing off-Hugoniot states. This experimental result is a 
significant step toward achieving accurate measurements of 
all thermodynamic variables needed to provide stringent tests 
of EOS models, which would require at least three thermo-
dynamic variables like pressure, mass density, and temperature. 
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Introduction
Chirped-pulse amplification (CPA) has been an enabling tech-
nology in the development of ultrashort-pulse, high-power laser 
systems.1–5 In a CPA setup, a pair of diffraction gratings is used 
to “chirp” the signal by stretching it in time, reducing the laser 
pulse to a much lower intensity before the beam travels through 
the amplifier. The amplified pulse passes through another set 
of gratings to recompress it to its original pulse duration. At 
LLE, eight sets of tiled multilayer dielectric (MLD) gratings 
are used in pulse compressor chambers for OMEGA EP’s 
two short-pulse beamlines. Each grating segment is 10 cm 
thick, 47 cm wide, and 43 cm tall; a complete tiled-grating 
assembly (TGA) is 1.4 m wide and includes three grating 
segments. The requirements on these critical, large-aperture 
optics are rigorous: laser-induced damage thresholds greater 
than 2.7 J/cm2 (beam normal) for a 10-ps pulse at 1054 nm 
incident at 61° and a minimum diffraction efficiency of 97%. 
Because these demands have not yet been met, OMEGA EP’s 
short-pulse beamlines are currently operated at +60% of their 
design energy. 

Surface contamination can dramatically reduce a grating’s 
resistance to laser-induced damage.5–13 OMEGA EP pulse 
compressor gratings are fabricated by etching a periodic groove 
structure (1740 lines/mm) into the top layer of a hafnia/silica 
multilayer mirror using interference lithography. Optionally, 
a bottom antireflective coating (BARC) is applied to the mul-
tilayer mirror to mitigate standing-wave effects during lithog-
raphy and to improve fidelity. The grating fabrication process 
leaves large quantities of manufacturing residues and debris 
on the grating’s surface that must be removed before the optic 
can go into service. Residues of hardened organic polymer 
BARC, in particular, are especially difficult to remove dur-
ing final grating cleaning. Any photoresist or BARC residues, 
metal contaminants, surface debris, or light organic matter 
ultimately left on the grating can absorb energy during laser 
irradiation, initiating intense local heating and catastrophic 
laser-induced damage. Therefore, a final grating cleaning pro-
cess that removes a broad spectrum of contaminant materials is 
essential. Mechanical contact with the delicate, microtextured 

Enhancement of the Laser-Induced–Damage Threshold 
in Multilayer Dielectric Diffraction Gratings  

Through Targeted Chemical Cleaning

grating surface must be absolutely avoided during cleaning, and 
cleaning techniques must not be so aggressive that they cause 
damage or defects. Additionally, short processing times and 
low temperatures are desirable for practical implementation on 
large parts and to mitigate thermal stress concerns. 

MLD Grating Cleaning
Although surface contamination is a well-known cause of 

poor optical performance and laser-damage resistance, rela-
tively few papers on cleaning methods for MLD gratings are 
available in the literature. Ashe et al.9,10 were among the first 
to publish on this topic. They compared a number of chemical 
wet-cleaning methods commonly used in the semiconductor 
industry. Acid piranha, a mixture of sulfuric acid (H2SO4) 
and hydrogen peroxide (H2O2), was identified as the most-
promising chemistry for MLD grating cleaning based on post-
cleaning diffraction efficiency (DE) and laser-induced–damage 
threshold (LIDT) results. Other groups11–14 have reported on 
the successful use of acid piranha to clean MLD gratings. 
Britten and Nguyen13 developed a cleaning method for dif-
fraction gratings that involved stripping bulk photoresist with 
an aqueous base and employing an oxidizing acid solution to 
remove residues; oxygen plasma was used as an intermedi-
ate step to remove fluorinated hydrocarbon residues. Plasma 
cleaning with oxygen and other gases has been suggested as 
a method for removing bulk organic layers of BARC9,14 and 
photoresist15,16 from gratings.

Britten et al.17,18 demonstrated that briefly exposing an MLD 
grating to dilute buffered hydrofluoric acid (HF) solution after 
cleaning could increase resistance to laser-induced damage. 
HF lightly etches the silica pillars, simultaneously enhancing 
grating performance by removing surface residues and reducing 
the duty cycle (linewidth/period). Low duty cycles (tall, thin pil-
lars) can enhance a grating’s LIDT by minimizing electric-field 
enhancement.19 Because low-duty-cycle gratings are consider-
ably more difficult to fabricate than those having a traditional 
surface profile, the discovery of HF linewidth tailoring was a 
major advancement. The authors reported an average LIDT 
increase of 18.5% after etchback for 10-ps, 1053‑nm damage 
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testing at 76.5° incidence. Britten et al. indicated that the HF 
linewidth-tailoring treatment “requires densified coating lay-
ers,”18 but did not elaborate.

A few grating cleaning methods10,17,19 have been shown 
to meet the OMEGA EP grating LIDT requirement of  
2.7 J/cm2 for a 1054-nm, 10-ps pulse using small grating 
samples.(a) Attempts to achieve similarly high damage thresh-
olds on full-size OMEGA EP pulse compressor gratings and 
witness optics have so far been unsuccessful. One problem is 
that most damage-testing data have been reported for an air 
environment, while OMEGA EP gratings are operated in high 
vacuum. The testing environment can have a significant effect 
on results, especially for nondensified, porous MLD coatings 
(such as those used by LLE) because humidity and the vola-
tility of contaminant materials in the vacuum chamber can 
play important roles. A second consideration is that the next 
generation of OMEGA EP gratings will, preferably, be fabri-
cated with a BARC layer over the multilayer stack to minimize 
interference effects and distortion of the grating line structures 
at low duty cycles. Since many grating manufacturers do not 
use BARC, little information is available on stripping it from 
MLD gratings during final cleaning. Finally, wet-cleaning of 
MLD gratings has typically been performed at high tempera-
tures (60°C to 110°C), especially when acid piranha is used to 
strip photoresist.9–12 Such elevated processing temperatures 
have recently raised concerns about thermal-stress–induced 
defects, such as blistering and localized coating delamina-
tion, that can occur during cleaning. Two examples of coating 
failure observed in our lab on hafnia/silica MLD’s and MLD 
gratings following elevated-temperature cleaning are given 
in Fig. 131.9. Figure 131.9(a) shows a group of +40-nm-diam 
“blister” defects that nucleated near scratches on an MLD 
during piranha cleaning at 90°C. Figure 131.9(b) is a tiled 
micrograph showing localized delamination of an MLD grating 
after piranha cleaning at 70°C. To compound concerns about 
thermal stresses, the behavior of small witness gratings may not 
be representative of full-scale pulse compressor gratings. Large 
optics may be susceptible to modes of thermal-stress–induced 
failure not predicted by small witness parts.20 

To resolve the above issues, we sought a grating cleaning 
process that (1) meets OMEGA EP’s specifications for DE and 
in-vacuum LIDT; (2) is compatible with standard, nondensified 
reactive-evaporation MLD coatings; (3) effectively strips both 

photoresist and BARC; and (4) requires no chemical processing 
at temperatures above 40°C, to reduce thermal-stress concerns. 

Experimental
1.	 MLD Grating Samples

Cleaning experiments were performed on small-scale MLD 
grating coupons. Ten 100-mm-diam, 3-mm-thick, round haf-
nia/silica MLD gratings were broken into eight equally sized, 
wedge-shaped coupons (80 samples total). Figure 131.10 shows 
the sample geometry. The multilayer coating was a modified 
quarter-wave thin-film stack21 with hafnia (HfO2) and silica 
(SiO2) used as the high- and low-index materials, respectively. 
The total coating thickness was 4.8 nm. The MLD was depos-
ited by reactive evaporation at 150°C using oxygen backfill 

(a)Only Ashe10 reported LIDT data for 61° beam incidence (OMEGA EP 
specification). Neauport’s19 and Nguyen’s17 data were reported for 77.2° and 
76.5° incidences, respectively.

1.0 mm1.0 mm

G9579JR

(a)

(b)

200 nm200 nm

Figure 131.9
Coating failure observed after elevated-temperature acid piranha cleaning: 
(a) formation of “blister” defects observed on a multilayer dielectric (MLD) 
coating (no grating) after acid piranha cleaning at 90°C; (b) localized delami-
nation observed on an MLD grating after acid piranha cleaning at 70°C.
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pressures of 2.0 # 10–4 Torr for hafnia deposition and zero 
for silica layer deposition. A BARC layer was applied over 
the multilayer to mitigate interference effects during photoli-
thography. Grooves (1740 lines/mm) were etched into the top 
silica layer of the MLD. The samples were “identical” in that 
they were produced in the same coating run and processed 
together up until the final cleaning stage. Except as noted, all 
cleaning experiments described in this article were performed 
on uncleaned gratings with BARC and photoresist still intact 
(that is, they were not subjected to any photoresist stripping 
or other cleaning operations other than those described here).

G9650JR

Figure 131.10 
Grating wedge samples used in cleaning experiments, shown before (bottom) 
and after cleaning (top).

2.	 Laser-Induced–Damage Testing
Damage testing was performed at LLE’s Damage Testing 

Facility on the short-pulse (10-ps) system, which can be oper-
ated in both air and high-vacuum (4 # 10–7 Torr) environments. 
MLD grating samples were tested using s-polarized light at 
1054 nm, with an incident beam angle of 61° and an irradiation 
spot size of 370 nm (e–1 in intensity) in the far field. Laser-
damage assessment was performed in situ using a white-light 
imaging system (+100# magnification). Damage was defined as 
a feature on the sample’s surface that was not observed before 
laser irradiation. When switching between testing environ-
ments, samples were allowed to reach equilibrium with the 
environment (air or vacuum) for 24 h before testing continued. 
Damage thresholds are reported as beam normal fluences.

Each sample was tested in both 1-on-1 and N-on-1 testing 
regimes. The 1-on-1 damage threshold is determined by irra-
diating a sample site with one pulse and observing the sample 

for damage. This is then repeated with increasing fluences 
on nonirradiated sample sites until damage is observed. The 
1-on-1 threshold is the average of the fluence for the last site 
that did not damage the sample and the fluence for the first site 
that did damage, and the measurement error recorded is half 
the difference between these two numbers. N-on-1 damage 
testing is conducted by irradiating the sample site at a fluence 
significantly below the 1-on-1 threshold for ten shots. If no 
damage is detected, the fluence is increased and the same site is 
irradiated with five more shots. If no damage is observed after 
these shots, the fluence is increased again and another five shots 
are taken. This is continued until damage is observed in white 
light, at which point the damage onset fluence is recorded as 
the N-on-1 threshold for that site. The N-on-1 test is repeated 
for five sites on each MLD grating sample to generate an aver-
age and a standard deviation, which are reported as the N-on-1 
threshold and measurement error, respectively.

3.	 Acid Piranha Cleaning at Low Temperatures
Many of the techniques used to clean MLD gratings have 

been developed from methods used for wafer cleaning in the 
semiconductor industry. Acid piranha, for example, has been 
known as a photoresist stripper since at least 1975 (Ref. 22), 
and its use is prevalent in the semiconductor industry. Stan-
dard operating procedure for acid piranha varies, but typical 
acid/peroxide ratios are in the range 2:1 to 7:1 (2 to 7 parts 
99% sulfuric acid to 1 part 30% hydrogen peroxide) and typi-
cal processing temperatures are in the range 90°C to 140°C 
(Refs. 23 and 24). Optimized piranha-cleaning processes for 
MLD gratings documented in the open literature have been 
consistent with these ranges.10–12 Ashe et al.10 found that 
laser-damage resistance was maximized when high cleaning 
temperatures were used and when the proportion of H2O2 in 
the piranha solution was high. Piranha 2:1 (two parts sulfuric 
acid, one part hydrogen peroxide) at 100°C gave the best LIDT 
results. The authors recorded N-on-1 damage thresholds as 
high as 3.27 J/cm2 in air after piranha cleaning—exceeding the 
OMEGA EP pulse compressor grating performance specifica-
tion of 2.7 J/cm2. Thresholds above 2.7 J/cm2, however, were 
observed only for grating samples cleaned at temperatures of 
80°C or higher, and these were in-air values only.

Because of thermal stress concerns, we chose to work at 
temperatures of 40°C or below. Table 131.I shows cleaning 
parameters and post-cleaning DE and LIDT results for a 
group of grating samples cleaned for 30 min at 40°C in an 
acid piranha bath. Some experiments involved two piranha 
treatments. This methodology was motivated by Beck et al.,22 
who suggested a two-step photoresist strip that employed first 
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an acid-rich dehydrating bath, followed by a peroxide-rich 
oxidizing bath, to exploit the complementary material-removal 
mechanisms of acid piranha (dehydration and oxidation). 

The experiments clearly demonstrated that at these low 
temperatures, acid piranha cleaning was inadequate. During 
damage testing, the unamplified laser beam used for alignment 
“wrote a track” onto the grating as it scanned across the samples, 
indicating that photoresist was not completely removed. A scan-
ning electron microscope (SEM) observation of sample #555-5 
(5:1 piranha, 30 min, 40°C) revealed intact photoresist over the 
entire grating surface. In areas irradiated during damage testing, 
the photoresist was deformed and/or stripped away, as shown in 
Fig. 131.11. The laser treatment provided a “cleaning” effect in 
the center of the damage site, where the photoresist was entirely 
removed by the incident laser beam. Near the edges of the region 
there was significant scatter from partially removed, deformed, 
and peeling strands of photoresist.

4.	 Targeted Chemical Cleaning
While acid piranha may be an effective solitary cleaning 

chemistry for MLD gratings at high temperatures, such was 
not our experience at 40°C. The intentionally low processing 
temperature necessitated a new approach. Because gratings 
are sensitive to surface pollutants of many different types, we 
developed a multistep technique to ensure broadband removal 
of performance-limiting contaminants. Cleaning techniques 
were adapted and combined from various sources to develop 
the optimized method detailed in Table 131.II. Drawn from 
semiconductor wafer processing and grating cleaning litera-
ture, the references describe other applications for each clean-
ing technique. 

The cleaning process includes six major steps: First, acid 
piranha is used to strip photoresist and BARC. The piranha 
strip is followed by plasma cleaning in room air to clear 
away partially removed BARC and photoresist. Microscopic 

G9651JR

(a) (b)

(c) (d)

10 nm 1 nm

1 nm 200 nm

Figure 131.11
Scanning electron microscope (SEM) images 
of damage site on sample #555-5 irradiated at 
1.40 J/cm2 (1-on-1, 1054 nm, 10 ps, in vacuum, 
61° incidence): (a) entire damage site; (b) intact 
pillars at center of site where all photoresist has 
been removed via laser irradiation (“cleaning” 
effect); (c) photoresist peeling away from pillars 
near the edge of the central region; (d) grating 
pillars near the edge of the damage site, where 
the photoresist layer is tilted over and partially 
detached from the grating pillars due to the 61° 
incident angle of the laser beam.

Table 131.I:	 Treatments and results for 30-min acid piranha soak cleaning experiments, illustrating that acid piranha alone does not 
clean MLD gratings effectively at 40°C.

Part ID
Ratio H SO :H O duration2 4 2 2 Cleaning 

temperature
Post-cleaning 

DE
Post-cleaning LIDT (J/cm2) in vacuum

Treatment 1 Treatment 2 1-on-1 N-on-1

555-2 10:1/15 min 5:1/15 min 40°C 84.6!0.8% 0.66!0.01 0.97!0.03

555-1 5:1/15 min 2:1/15 min 40°C 91.7!1.5% 0.84!0.06 1.08!0.11

555-6 10:1/30 min 40°C 90.8!1.2% 0.76!0.02 1.00!0.05

555-5 5:1/30 min 40°C 81.3!1.0% 0.94!0.05 1.04!0.04

556-3 2:1/30 min 40°C 91.0!1.6% 0.95!0.04 1.08!0.06
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examination of samples suggested that BARC flakes off rather 
than gradually dissolving in piranha solution, and the plasma 
treatment ensures that material has been completely removed 
before proceeding to the next cleaning step. The third step in 
the cleaning process is an ionic clean with a Standard Clean 2 
(SC-2) solution, a mixture of hydrochloric acid and hydrogen 
peroxide commonly used in the microelectronics industry 
to remove metallic contamination from silicon wafers. The 
inclusion of an ionic clean was motivated by the detection of 
molybdenum, a metal, on grating samples (see the next section). 
The ionic clean is followed by a second plasma treatment to 
clear away light organic matter collected on the sample. The 
next step is the oxide etch, which reduces the grating duty cycle 
and eliminates any remaining contaminants on the grating by 
removing a thin layer of silica.17 Grating performance was 
quite sensitive to the concentration of the buffered oxide etch 
used. We found that dilutions in the range of 2500 to 3000 parts 
water/buffers to one part hydrofluoric acid were optimal for a 
5-min etch (results discussed later in this section). The final 
step is a third air plasma treatment, which cleans the surface 
by removing light organics.

A total of 14 grating samples were cleaned according to the 
process steps shown in Table 131.II. The samples were then 
evaluated for damage threshold and diffraction efficiency; 
results are listed in Table 131.III. Average in-air damage 
thresholds were 4.01 J/cm2 and 3.40 J/cm2 in the 1-on-1 and 
N-on-1 regimes, respectively. For the five samples tested in 
a vacuum environment, average damage thresholds were 
3.36 J/cm2 (1-on-1) and 2.76 J/cm2 (N-on-1) for 10-ps pulses at 

1054 nm in vacuum. The data show good repeatability. For all 
samples except for the one having the lowest LIDT (562-7), the 
1-on-1 threshold exceeded the N-on-1 threshold. This is not a 
typical result. N-on-1 thresholds are generally higher because 
contamination and debris on the grating surface are cleared 
away by low-fluence laser shots as beam fluence is ramped 
up, an effect known as “laser conditioning.”5 The absence of 
a laser-conditioning effect for the samples cleaned using the 
optimized method indicates that these gratings were already 
quite clean when damage testing began.

To our knowledge, this is the first time laser-induced–damage 
thresholds exceeding the OMEGA EP requirement of 2.7 J/cm2 
in vacuum have been reported for MLD gratings. These may also 
be the highest-reported 10-ps, 1054-nm damage thresholds for 
gratings fabricated using BARC. The average DE was 97.6%, 
meeting the OMEGA EP requirement on grating diffraction 
efficiency. Figure 131.12 compares SEM cross sections of a 
grating sample before and after cleaning, showing that BARC 
and photoresist were completely removed and that pillars were 
slightly narrowed.

The steps shown in Table 131.II were optimized using the 
set of 80 grating samples described in MLD Grating Sam-
ples (p. 150). Damage thresholds were found to be especially 
sensitive to the dilution of HF used in the oxide etch step. As 
shown in Fig. 131.13, LIDT results were best for grating samples 
prepared using buffer:HF ratios in the range 2500:1 to 3000:1. 
An 1800:1 ratio (not shown) led to total delamination of the 
grating MLD during the 5-min etch.

Table 131.II:  Optimized cleaning method.

Process Purpose Method Chemistry Duration Temperature

1.	 Piranha strip 
(Refs. 9–12, 22–24)

Strips/softens photoresist 
and BARC.

Spray onto optic; 
DI water rinse

H2SO4:H2O2 
(5:1, 2:1)

5:1/15 min, 
2:1/15 min

40° to 70°C

2.	Plasma clean 
(Refs. 13,15, 16,23,24)

Removes light organics and 
partially removed material.

Room air used as 
process gas

n/a 10 min Room temperature

3.	 Ionic clean (SC-2) 
(Refs. 23,24)

Eliminates remaining ionic/
metallic contamination.

Beaker soak; DI 
water rinse

HCl:H2O2:H2O 
(1:1:6)

10 min 40° to 70°C

4.	Plasma clean 
(Refs. 13,15, 16,23,24)

Removes light organics and 
partially removed material.

Room air used as 
process gas

n/a 10 min Room temperature

5.	 Oxide etch  
(Refs. 18, 23,24)

Removes a thin layer of 
SiO2 along with any stub-
bornly adhered contami-
nants; thins pillars slightly, 
reducing duty cycle.

Beaker soak; DI 
water rinse

HF:buffers 
(1:2500 to 1:3000)

5 min Room temperature

6. Plasma clean 
(Refs. 13,15, 16,23,24)

Removes light organics and 
partially removed material.

Room air used as 
process gas

n/a 10 min Room temperature
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concerns about thermal stresses and reduce susceptibility to 
blistering and delamination defects. Initial piranha-cleaning 
experiments at low temperatures (see Acid Piranha Cleaning 
at Low Temperatures, p. 151) suggested that at temperatures 

Figure 131.12
SEM images showing MLD grating cross section (a) before chemical cleaning, 
with BARC and photoresist layers intact and (b) after cleaning, with BARC 
and photoresist stripped and grating pillars narrowed.
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A major advantage of the targeted cleaning approach is its 
effectiveness at low temperatures. Lower temperatures lessen 
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Figure 131.13 
Effect of oxide etch concentration on laser-induced–damage threshold of 
MLD gratings.

Table 131.III:  LIDT and DE results for grating samples cleaned using the optimized method.

Part ID
HF dilution 
(HF:buffers)

Cleaning temperature 
(piranha strip,  

ionic clean)

Post-cleaning 
DE

Post-cleaning LIDT (J/cm2) 
in air

Post-cleaning LIDT (J/cm2) 
in vacuum

1-on-1 N-on-1 1-on-1 N-on-1

562-6 2500:1 40°C 98.1!0.4% 4.40!0.17 3.49!0.17 3.30!0.19 2.74!0.14

566-1 2800:1 40°C 97.3!0.4% 3.87!0.13 3.32!0.18

566-2* 2800:1 40°C 97.4!0.5% 3.32!0.13 3.20!0.12

564-8** 2800:1 40°C 97.4!0.2% 4.24!0.18 3.44!0.21

562-7 2500:1 50°C 97.4!0.4% 3.11!0.10 3.19!0.19 3.32!0.02 2.69!0.07

566-6 2800:1 50°C 97.4!0.5% 3.90!0.12 3.51!0.07

557-2*** 2800:1 50°C 96.4!0.7% 4.50!0.08 3.55!0.26 3.29!0.10 2.66!0.07

566-7 2800:1 60°C 97.5!0.3% 3.91!0.15 3.33!0.18

555-5*** 3000:1 60°C 97.0!0.3% 4.11!0.05 3.44!0.21

564-7* 2500:1 70°C 98.7!0.3% 4.25!0.16 3.54!0.12

564-6** 2500:1 70°C 97.6!0.3% 4.28!0.20 3.06!0.25

562-3 2500:1 70°C 97.0!0.3% 4.07!0.01 3.39!0.10 3.19!0.16 2.90!0.04

566-8 2800:1 70°C 98.3!0.5% 3.89!0.20 3.56!0.31 3.70!0.16 2.82!0.20

555-2*** 2800:1 70°C 97.8!0.4% 4.27!0.05 3.57!0.26

Average (14 samples) 97.6% 4.01 3.40 3.36 2.76

Standard deviation (14 samples) 0.55% 0.40 0.16 0.20 0.10
*Piranha 2:1 only (30 min)

**Piranha 5:1 only (30 min)
***A re-used grating sample was used for this experiment. The earlier cleaning experiment did not remove photoresist/BARC.
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of 40°C and below, acid piranha could not remove BARC and 
photoresist from an MLD grating. The cleaning approach shown 
in Table 131.II is much less temperature sensitive. Figure 131.14 
shows in-air damage testing results for six samples cleaned using 
the optimized method at cleaning temperatures ranging from 
room temperature to 70°C. Differences in damage threshold 
results for the four samples cleaned in the range of 40°C to 
70°C were not statistically significant, suggesting that cleaning 
temperatures can be safely reduced to the goal temperature of 
40°C without negatively impacting grating performance.
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Figure 131.14
Relationship between in-air LIDT and cleaning temperature.

A unique aspect of the grating cleaning process shown in 
Table 131.II is the use of room air as the process gas in our 
plasma-cleaning setup. Plasmas generated from oxygen gas 
(O2) are more commonly used.13–16 We found oxygen plasma 
to be over aggressive, however, and using room air provides a 
gentler alternative. Figure 131.15 compares plasma-cleaning 
results for the two process gases. Grating samples were ini-
tially cleaned according to the method of Table 131.II and 
then plasma cleaned for 1, 3, 5, or 10 min using either oxygen 
or room air as the process gas in a Harrick PDC-32G plasma 
cleaner. All samples treated with room-air plasma saw an 
increase in diffraction efficiency (average, +0.43%) and met 
the OMEGA EP specification of 97% after cleaning, while all 
samples treated with oxygen plasma saw a drop in DE (average, 
–0.63%) and only two of four met the OMEGA EP specifica-
tion. Shorter treatment times (15 and 30 s) were considered for 
oxygen plasma. The 15-s treatment improved diffraction effi-
ciency modestly (+0.45%), but precise timing was a challenge 
for such short process durations because initial adjustments 
to generate a stable plasma require several seconds. The 30-s 

treatment had a negative effect on DE (–0.39%). Because room-
air plasma was gentler, process control was superior because 
cleaning times could be longer.

Room-air plasma was found to be useful in “cleaning up” 
grating surfaces that failed to meet DE specifications after 
initial cleaning. Figure 131.16 shows the effect of a 15-min 
plasma treatment on three piranha-cleaned samples having 
initially poor diffraction efficiencies. Each of the three samples 
was improved from 86% to 87% to greater than 95% efficiency. 
We hypothesize that the air plasma treatment cleared away 
BARC and photoresist material that may have been softened or 
been partially removed in previous cleaning steps. Air plasma 
cleaning is effective at removing organic materials accumulated 
on the surface during storage and handling. In the optimized 
clean (Table 131.II), a plasma treatment is included after each 
wet-processing step to ensure that contaminants introduced (or 
partially removed) during previous cleaning steps are stripped 
away before moving on to the next cleaning phase.
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Comparison of oxygen and room-air plasma cleaning at room temperature. 
(a) Oxygen plasma cleaning for 1 to 10 min had a negative effect on diffrac-
tion efficiency, whereas room-air plasma cleaning enhanced DE. (b) All four 
samples treated with room-air plasma exceeded the 97% OMEGA EP grating 
DE specification, while only two of the four samples treated with oxygen 
plasma met this specification.
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5.	 X-Ray Photoelectron Spectroscopy Results
X-ray photoelectron spectroscopy (XPS) was used to 

evaluate the composition of materials on the grating surface 
at different phases in the cleaning process. Grating samples 
were prepared according to Table 131.II, with acid piranha 
and ionic cleaning steps performed at 70°C and an HF ratio of 
3000:1. A piece of grating was reserved for XPS analysis after 
each process. XPS testing was performed by the Penn State 
Materials Characterization Lab (sample #555-4), the Univer-
sity of Dayton Research Institute (samples #562-4A, #562-4B, 
#562-4C, and #562-4D), and the Cornell Center for Materials 
Research (sample #555-5). Identically prepared samples were 
also submitted for laser-induced–damage testing. Results are 
shown in Table 131.IV. 

Since the top layer of the grating is SiO2, the “ideal” XPS 
result for a well-cleaned grating would be 33% Si, 67% O, and 

nothing else. However, because samples are quickly contami-
nated with organic materials from the environment, some car-
bon is also expected. The detection of other elements (or large 
amounts of carbon) is undesirable and indicates insufficient 
removal of BARC, photoresist, and/or contaminants. In addition 
to silicon and oxygen (from the SiO2 top layer), 42% carbon, 8% 
fluorine, and 3% molybdenum were detected on the uncleaned 
grating sample (#555-4). Much of the carbon is attributed to the 
organic photoresist/BARC layers still intact on the part. Fluorine 
contamination most likely occurred during reactive-ion beam 
etching of the grating’s groove structure, as has been reported 
by others.9,11,12 The detection of molybdenum was surpris-
ing and motivated the inclusion of a hydrochloric-acid–based 
ionic cleaning step to specifically target metallic contamina-
tion (see Table 131.II). The ionic clean may also remove trace 
contaminants such as potassium, sodium, chromium, iron, and 
aluminum. While not identified in XPS scans of our grating 
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Diffraction efficiency enhancement of MLD 
gratings after room-air plasma cleaning.

Table 131.IV:  Elements detected on MLD gratings at various stages of cleaning and corresponding damage-testing results.

Processing
Sample ID 

(XPS)
Elements detected by XPS (at. %) Sample ID  

(damage testing)
LIDT in air (J/cm2)

O Si C F Mb Hf N 1-on-1 N-on-1

Uncleaned 555-4 35.2 12.0 41.8 8.00 2.60 – – 555-4 <0.13

Piranha 562-4A 45.6 16.4 32.4 1.63 – – 4.0 560-3 1.41!0.06 1.87!0.11

Piranha + plasma 562-4B 60.3 26.7 13.1 – – – – 560-3 2.13!0.11 2.27!0.09

Piranha + plasma + 
ionic clean 

562-4C 61.0 26.6 12.4 – – – – 560-3 2.28!0.05 2.45!0.12

Piranha + plasma + 
ionic clean + plasma

562-4D 61.3 26.8 11.9 – – – – 560-3 2.13!0.04 2.34!0.13

Piranha + plasma + 
ionic clean + plasma + 
oxide etch + plasma

555-5 60.1 23.8 14.2 – – 1.0 1.0 555-5 4.11!0.05 3.44!0.21
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samples, Ashe et al.9,10 detected these ions on similarly prepared 
MLD grating samples using the much more sensitive ToF-SIMS 
(time-of-flight secondary ion-mass spectrometry) technique. 
Metals absorb strongly at 1054 nm, so damage resistance is 
quite sensitive to this type of contaminant.

After the piranha and plasma treatments, fluorine and 
molybdenum levels were below the XPS detection limit and 
carbon levels had dropped to 13.1%. The biggest drop in car-
bon level occurred after the plasma treatment (rather than the 
piranha step), supporting our hypothesis that room-air plasma 
strips partially removed BARC and photoresist. The remaining 
cleaning steps (ionic clean, plasma, oxide etch, and plasma) did 
not have significant effects on the XPS spectra. Figure 131.17 
shows contaminants detected side-by-side with LIDT results. 
After bulk removal of photoresist and BARC, XPS may not 
be sensitive enough to identify trace contaminants that limit 
resistance to laser-induced damage.

Conclusions
A low-temperature cleaning method was developed to 

remove manufacturing residues from MLD pulse-compressor 
gratings manufactured with polymer BARC. The process, 

which is effective at processing temperatures as low as 40°C, 
targets specific families of contaminants in a sequence of 
cleaning operations. Samples cleaned using the optimized 
method had outstanding performance: laser-induced–damage 
thresholds averaged 4.01 J/cm2 in air and 3.36 J/cm2 in vacuum 
(1-on-1 testing regime, 10 ps, 1054 nm, 61°), and average dif-
fraction efficiency was 97.6%.
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Target designs predicted to achieve ignition by inertial confine-
ment fusion (ICF) rely on understanding Rayleigh–Taylor (RT) 
instability.1–3 When an ICF capsule is imploded, the ablation 
front during the acceleration phase and the pusher–fuel interface 
during the deceleration and stagnation phases are RT unstable.4,5 
At the unstable interface, spikes of higher-density plasma pen-
etrate into lower-density plasma and bubbles of lower-density 
plasma rise through the higher-density plasma. Understanding 
RT instability is important because it can amplify capsule per-
turbations and destroy implosion uniformity.

Previous theoretical work showed that a plasma subject to 
RT instability should generate spontaneous magnetic fields.6,7 
These fields may exist in inertial fusion plasmas and modify 
electron thermal transport.8,9 If present and unaccounted 
for, these fields may degrade implosion performance com-
pared to theoretical predictions.10–12 Magnetic fields can be 
generated in high-energy-density plasmas by many different 
mechanisms,13 including the thermoelectric effect,14,15 aniso-
tropic hot-electron velocity distributions,16 and thermoelectric 
instability.17 Recently the first measurement of RT-induced 
magnetic fields was reported,18 which showed RT-induced 
magnetic fields in laser-accelerated targets with preimposed 

target-surface modulations from experiments on the OMEGA 
Laser System.19 Magnetic fields with strengths of up to 0.1 MG 
were inferred in the linear growth phase of RT instability using 
face-on monoenergetic proton radiography.20 The monoen-
ergetic protons were generated from D–3He fusion inside an 
imploding capsule.

This article reports on magnetic-field generation during the 
nonlinear growth phase of RT instability in an ablatively driven 
plasma using ultrafast laser-driven proton radiography.21 Thin 
plastic foils were irradiated with +4-kJ, 2.5-ns laser pulses 
focused to +1014 W/cm2 on LLE’s OMEGA EP Laser System.22 
The driven foils were probed with an ultrafast proton beam that 
revealed the magnetohydrodynamic (MHD) evolution of the 
target. The target modulations were seeded by laser nonuni-
formities and amplified during the target-acceleration phase. 
These experiments show, for the first time, MG-level magnetic 
fields inside a laser-driven foil broken apart by RT instability. 
The experimental results are consistent with two-dimensional 
(2-D) MHD calculations using the code DRACO.23,24

Figure 131.18 shows a schematic of the experimental setup. 
Two long-pulse beams irradiated a 15- or 25-nm-thick CH foil. 

Magnetic-Field Generation by Rayleigh–Taylor Instability  
in Laser-Driven Planar Plastic Targets
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Figure 131.18
Experimental setup.
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The foil area was 5 # 5 mm2. Only a central +1-mm-diam part 
of the foil was driven. Each laser beam delivered an +2-kJ pulse 
with a wavelength of 351 nm and a 2.5-ns square temporal pro-
file at 23° to the target normal. The laser beams were focused 
to +850-nm-diam focal spots using distributed phase plates.25 
The average overlapped intensity was +4 # 1014 W/cm2.

The CH foil was probed in a direction orthogonal to the 
main interaction with an ultrafast proton beam.26,27 The proton 
source was generated by irradiating a planar, 20-nm-thick Cu 
foil with an +1-kJ, 10-ps pulse at a wavelength of 1.053 nm. 
The laser pulse was focused with a 1-m-focal-length, f/2 off-
axis parabolic mirror onto the Cu foil at normal incidence, 
providing an intensity of +5 # 1018 W/cm2. The relative timing 
between the long-pulse and short-pulse beams was measured 
with an x-ray streak camera. Protons were accelerated from the 
surface of the Cu foil to tens of MeV by target normal sheath 
acceleration (TNSA).28 The TNSA mechanism generated a 
highly laminar proton beam with a micron-scale virtual source 
size,29 providing high spatial resolution for probing the main 
interaction with point-projection radiography.21

Combining a filtered stack detector with time-of-flight 
dispersion provided a multiframe imaging capability.30 The 
high-energy protons that passed through the driven CH target 
were detected with a stack of radiochromic film interleaved 
with aluminum filters. Soft x rays were filtered with an addi-
tional aluminum foil on the front surface of the stack. Each 
film layer recorded a different probe time because the transit 
time for protons to the CH foil varied with energy. Protons with 
different energies deposited energy inside various film layers 
corresponding to their energy-dependent Bragg peak. The 
temporal coverage obtained in these experiments on a single 
shot was +120 ps, with spatial and temporal resolutions of 
+5 to 10 nm and +10 ps, respectively. The image magnification 

,M L l l= +_ i  where l is the distance from the proton-source 
foil to the CH target and L is the distance from the CH target to 
the radiochromic film detector. For these experiments, M was 
+17 to 20, depending on the radiochromic film layer.

Figure 131.19 shows a typical proton radiograph of a 
25-nm-thick CH foil unbroken by instability formation. This 
radiograph was obtained with 13-MeV protons at time t = t0 + 
2.56 ns, where t0 is the arrival time of the long-pulse beams at 
the target surface. The undriven foil horizon is indicated. The 
long-pulse beams irradiated the target from the left and the 
blowoff plasma accelerated the central part of the foil toward 
the right. The driven foil had a transverse size comparable 
with the laser focal spot. At this time, the foil had a velocity 

of (3!1) # 107 cm/s, calculated from the measured driven-foil 
trajectory history.

Thinner-foil targets were broken by instability formation 
during the acceleration phase. Figure 131.20 shows proton 
radiographs for a 15-nm-thick CH foil driven with the same 
laser conditions as the 25-nm-thick foil case. These data were 
obtained with 13-MeV protons. The relative timing with respect 
to t0 was varied from 2.11 ns to 2.56 ns. At t = t0 + 2.56 ns, 
the foil has traveled a greater distance than the 25-nm-thick 
foil because less mass was accelerated. In this case, bubble-
like structures are observed in the proton radiographs. These 
perturbations grow in time and show that the target has broken 
apart during the acceleration phase. Larger-scale structures at 
t = t0 + 2.56 ns indicate this growth.

Further evidence for the broken foil is provided by the 
appearance of plasma beyond the driven target. Figure 131.20 
shows a plasma sheath ahead of the RT-unstable region. Hot 
plasma in the laser-ablation region has fed through the com-
promised foil and formed a halo around the unstable expand-
ing matter. A sheath electric field forms at the plasma/vacuum 
interface and is detected in the proton radiographs. This effect 
is not observed in the radiographs of the stable, 25-nm-thick 
foil, uncompromised by instability growth (see Fig. 131.19).
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The main observation from these data is the electromagnetic 
fields that are generated during the RT-instability growth. In 
proton radiography, proton beam density modulations are 
caused by deflections from electromagnetic fields and by col-
lisional scattering and stopping inside the probed target. For 
these experiments, collisional scattering and proton stopping 
are small. For example, collisional energy losses for 13-MeV 
protons passing through +30-nm-thick solid CH are DE/E < 
1%. Electromagnetic fields must play a dominant role in gen-
erating the bubble-like structures observed in the radiography 
data. The broken foil is revealed in the data by electromagnetic 
fields that are generated at the RT-unstable interface.

This interpretation is supported by numerical modeling with 
the 2-D resistive MHD code DRACO.23,24 DRACO has a 2-D 
cylindrical geometry. The equation governing the magnetic 
field is 
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where Bv  is the magnetic induction, pe is the electron pressure, 
ne is the electron number density, e is the fundamental unit of 
charge, Vv  is the flow velocity, and RT  and Ru  are the thermal 
and frictional forces,8 respectively. The second term on the 
right-hand side of Eq. (1) is the thermoelectric source term 
that is driven by nonparallel density and temperature gradients. 
The nonuniform dpe force induces poloidal current loops that 
wrap around the magnetic toroids. The full Braginskii transport 
coefficients,8 including the Nernst term31 and cross-gradient 
thermal fluxes, were used to calculate RT  and .Ru  The tempo-
ral evolution of the laser power was provided by experimental 
measurements. The seeds for the growth of RT instability in 
the calculations were pre-imposed surface perturbations with 
a 50-nm wavelength and a 1-nm peak-to-valley amplitude. 

The DRACO calculations show a 15-nm-thick foil broken 
apart by RT instability, generating MG-level magnetic fields at 
the RT-unstable interface. Figure 131.21(a) shows the calculated 
target-density profile at t = t0 + 2.1 ns. Density perturbations 
that have grown by RT instability are greater in extent than 
the target thickness, breaking the foil apart. Large density and 
temperature gradients form in this unstable plasma and spon-
taneously generate MG-level magnetic fields. Figure 131.21(b) 
shows the predicted magnetic-field distribution at t = t0 + 2.1 ns. 
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Magnetic fields of up to 2 MG are observed in these conditions 
beyond the coronal plasma and inside the driven foil. 

DRACO simulations show that the dynamic effect of the 
generated magnetic fields on the RT instability is negligible in 
the linear and the moderately nonlinear stages of its evolution. 
The fields begin to enhance the RT growth in the highly non-
linear stages when the spike sizes are comparable to and larger 
than the perturbation wavelengths. The DRACO calculations 
reproduce the measured foil velocity to within experimental 
error, indicating that the gross hydrodynamics of the driven foil 
are as predicted. For a 25-nm-thick target, DRACO calcula-
tions show that the RT instability does not break the foil apart 
and no significant small-scale magnetic fields are generated.

The magnitude of the generated magnetic fields is estimated 
by measuring the angular deflection i of protons from their 
original trajectory while passing through the field region. 
When the apparent displacement of protons is d in the target 
plane, the angular deflection i is calculated by tani = Md/D, 
where M is the geometric magnification and D is the distance 
between the main target and the radiochromic film detector. 
The proton-path–integrated B field caused by the Lorentz force 
acting upon the proton probe beam is e ,B ld p# = sinm v iv v#  
where mp is the proton mass and v is the proton speed. In our 
experiments, the protons are deflected by azimuthal magnetic 
fields generated around the RT spikes. At t = t0 + 2.11 ns, a 
d of 25 nm results in a deflection angle i of 0.31°. Assuming an 
integration path length slightly larger than the target thickness 
(L + 25 nm) gives a magnetic-field strength of +1.4 MG, which 
is in good agreement with the DRACO simulations.

At the RT-unstable interface, narrow spikes are formed 
where the dense matter falls through the light matter, and 
bubbles are generated when the light material rises into the 
dense material.3 This process generates magnetic fields that 
wrap around the troughs of the spikes. The growth of the 
spatial scale length of the perturbed features is caused by 
magnetic-field evolution as the RT instability develops. The 
magnetic-field topology in DRACO is different from the real 
three-dimensional (3-D) situation. In 3-D RT instability, azi-
muthal magnetic fields are formed around single spikes and 
bubbles. The magnitude and the predominant wavelength of 
the magnetic fields, however, are expected to be accurate.

A proton ray-tracing code using electromagnetic field 
distributions from the 2-D DRACO calculations supports 
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Figure 131.21
(a) Simulated density profile at t = t0 + 2.1 ns. The modeled target is axisym-
metric about the horizontal axis. (b) Self-generated magnetic-field distribution 
at t = t0 + 2.1 ns. The density contour for t = 0.05 g/cm3 is overlaid.

Overlaid on this field distribution is the calculated density con-
tour for t = 0.05 g/cm3, indicating the position of the target. 
Magnetic fields generated at the ablation surface are convected 
toward the lower-density corona by the ablated plasma and 
to higher-density regions by hot electrons that carry the heat 
flux (the Nernst effect).31 In our case, the Nernst convection 
significantly overperforms the convection by the ablation flow. 
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the dominant role of magnetic fields in deflecting protons in 
these experiments. The initial proton-source details and the 
radiography geometry were taken from the experiments. The 
accumulated proton numbers were monitored in the ray-tracing 
code at a simulated detector plane. Figure 131.22 shows the 
effect of electric and magnetic fields in this process. The pre-
dicted proton distribution is unchanged when electric fields are 
turned off in the calculations, while few proton deflections are 
observed when magnetic fields are turned off. Self-generated 
magnetic fields at the RT-unstable interface are the dominant 
cause for proton-beam deflections in these experiments. Two-
dimensional Fourier analysis of the measured proton radio-
graphs shows that the characteristic spatial scale length of the 
bubble-like features at t = t0 + 2.11 ns is +82 nm, growing to 
+115 to 230 nm at t = t0 + 2.56 ns. Broadly consistent with 
this experimental trend, Fourier analysis of the proton distribu-
tion in Fig. 131.22 gives a characteristic spatial scale length of 
+93 nm, growing to +220 nm at the latest time.
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In summary, magnetic-field generation during the nonlinear 
growth of target perturbations by RT instability in ablatively 
driven foils was studied. Measurements of MG-level magnetic 
fields were supported by recovering characteristic spatial scale 
lengths of the proton deflections using a particle ray-tracing 
code that incorporates electromagnetic-field distributions from 
a 2-D MHD model. Electric fields were found to be negligible 
compared to the generated magnetic fields in producing the 

modulated patterns in the proton radiography beam profile. 
Simulations suggest that the dynamic effect of these magnetic 
fields on RT growth is not significant.
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Introduction 
Nuclear diagnostics are essential to interpreting the condition of 
the DT fuel during compression in inertial confinement fusion 
(ICF) experiments.1 Measurable parameters that determine the 
performance of ICF implosions include the ion temperature 
(Ti), areal density (tR), and the primary DT neutron yield (Yn) 
(Ref. 2). To achieve thermonuclear ignition, the alpha-particle 
heating must exceed the energy losses from the hot spot.3 
The DT fuel in the hot spot must have an areal density high 
enough to stop the alpha particles leaving the hot spot (typi-
cally >300 mg/cm2), which boosts the core temperature into 
the ignition regime.4 

A number of scaling laws have been developed where mea-
surable parameters represent the progress toward fuel condi-
tions necessary for ignition. The simplest of these laws depends 
on the Ti and tR described by the 1-D parameter
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where |1-D > 1 defines the ignition threshold.5 A similar scaling 
law called ITFX, used on the National Ignition Facility (NIF), 
gives the probability of ignition as a function of experimen-
tal observables.6,7

A first approach to infer the areal density from cryogenic DT 
implosions was to measure the knock-on deuterons and tritons 
in the colder, dense shell, elastically scattered from the primary 
neutrons produced in the fusion reaction.8,9 This technique has 
an increased uncertainty when the areal density approaches 
+200 mg/cm2 (Ref. 10). Advances in cryogenic implosions, 
such as using low-adiabat pulses and highly symmetric laser 
irradiation, have increased the areal density. The higher tR 
results in a “leveling off” in the amount of knock-ons that 
leave the colder, dense shell as a result of the energy loss of 
the charged particles. An alternative method to infer the areal 
density in DT cryogenic implosions uses the primary neutrons 
that elastically scatter off the deuterons and tritons in the dense 
shell surrounding the hot spot.1 

The magnetic recoil spectrometer (MRS) was one of the first 
methods to infer an areal density of >200 mg/cm2 by measuring 
the forward-scattered neutron spectrum between 10 to 12 MeV 
(Ref. 11). This measurement is achieved by placing a plastic 
foil, either CH or CD, as close as possible to the DT implosion 
target. The neutrons from the reaction produce recoil protons 
(or deuterons) that are projected through a focusing magnet. 
The magnetic field deflects the recoiled protons (deuterons) onto 
an array of detectors according to their energy. This diagnostic 
has been successful for areal-density measurements on both 
OMEGA and the NIF.12

Neutron time-of-flight (nTOF) techniques have also been 
used to measure the areal density on the NIF using the elastically 
scattered neutron spectrum between 10 and 12 MeV (Ref. 13). 
These nTOF detectors use a liquid scintillation fluid with special 
properties to mitigate the long light-afterglow component.14 
Two identical detectors for two separate lines of sight have been 
calibrated on the OMEGA Laser System before installation on 
the NIF. The nTOF diagnostics have been successful in measur-
ing the areal density on a large number of NIF cryogenic DT 
implosions and the results compare favorably with the MRS.

This article reports on a novel nTOF detector that was used 
for the first time to measure high-resolution, elastically scat-
tered neutron spectra in the 1- to 6-MeV region on cryogenic DT 
implosions. A well-collimated, 13.4-m line of sight, designed 
with the aid of the Monte Carlo neutron transport code, and an 
nTOF detector with low-afterglow liquid scintillator compound 
were crucial to achieving a high-enough signal to background 
in the neutron spectrum at these energies. This new diagnostic 
is able to measure the areal density in the region from 50 to 
250 mg/cm2—typical values achieved in recent experiments 
where re-scattering of the scattered neutrons was negli-
gible. Future experiments will result in higher areal densities  
(<1 g/cm2). Less than 1% of the backscattered neutrons are 
being re-scattered even at these high areal densities, which will 
not reduce the accuracy of the areal-density measurements with 
this diagnostic. Multiple scattering becomes relevant only with 
areal densities well above 1 g/cm2. Furthermore, simultane-

High-Resolution Spectroscopy Used to Measure Inertial 
Confinement Fusion Neutron Spectra on OMEGA
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ous areal-density measurements from the MRS and the nTOF, 
which view the target from different directions, will allow for 
the study of asymmetric implosions on OMEGA.

The ICF neutron energy spectrum of cryogenic DT implo-
sions and the method used to infer the areal density from the 
elastically scattered neutrons will be described in the next 
section. The remaining sections will (1) describe the nTOF 
diagnostic design along with an improved shielded environment 
with a collimated line of sight that will minimize unwanted 
neutron scattering; (2) discuss the detector calibration method 
and the approach used to infer the areal density; and (3) present 
a summary and a short outlook on future work.

Inferring tR from the ICF Neutron Energy Spectrum
The primary DT neutrons are generated from the fu- 

sion reaction4

	 . . .3 53 14 06D T He MeV n MeV4
$+ +_ _i i 	 (2)

A small fraction of the primary DT neutrons elastically scatter 
off the dense shell consisting of deuterons and tritons:
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Specifically, the number of down-scattered neutrons is given by
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where Yn(r) is the quantity of 14.06-MeV neutrons at the radius 
r, vd and vt are the total elastic cross sections for the (n,d) and 
(n,t) interactions, with nd and nt the fuel ion density distribu-
tions. A simple derivation relates the areal density GtRH to the 
down-scattered neutrons’ fraction9
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where mp is the mass of the proton and vd and vt are the cross 
sections for neutron scattering off deuterium and tritium, 
respectively. The areal density is proportional to total down-
scattered neutron fraction Ynl over the DT primary neutron 
yield Yn. For average areal densities of <0.3 g/cm2, typical 
for experiments on OMEGA, the primary neutrons typically 
experience no more than a single scatter event while leaving the 
compressed shell; double scattering is negligible. The kinematic 

end point of these neutrons scattered from the dense DT shell 
is 3.53 MeV and 1.56 MeV, for scattering off the triton and 
deuteron, respectively, as calculated from15
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where Enl is the energy of the neutron after scattering, A is 
the atomic mass of the target nuclei (i.e., D to T), and i is the 
recoil angle of the nucleus in the lab frame. The kinematic edge 
is defined by the value of Enl for i = 0, or the point at which 
maximum energy transfer occurs.

An example of the calculated neutron spectrum for a cryo-
genic DT implosion with an areal density of 220 mg/cm2 and 
a Ti of 2.4 keV is shown in Fig. 131.23.
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Figure 131.23
The neutron spectrum of a cryogenic DT implosion is generated from 1-D 
LILAC hydrodynamic simulations using the Monte Carlo postprocessor IRIS. 
This spectrum includes the primary DT peak (purple), DD peak (red), and 
TT neutron feature (green). A fraction (black) of the primary DT neutrons 
elastically scatter off the dense DT shell. The deuteron breakup reaction (light 
blue) becomes relevant below 2 MeV. These individual reactions result in the 
total neutron energy spectrum (orange).

This spectrum was generated using 1-D LILAC simulations 
and post-processed in IRIS.16 The largest contribution to the 
neutron spectrum comes from the primary D–T fusion reaction 
at 14.06 MeV. A second primary peak is the D–D fusion reac-
tion at 2.45 MeV followed by the T–T fusion reaction, which is 
assumed isotropic, and shows a broad energy distribution with 
a range from 0 to 9.8 MeV (Ref. 17). The elastically scattered 
neutrons span the entire energy spectrum from 1 to 14.06 MeV. 
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The deuteron breakup, D(n,2n)p reaction, becomes important 
below 2 MeV. 

The nD and nT elastic cross sections have been measured 
recently with high accuracy on OMEGA using DT-filled, thin-
glass targets.18 For DT cryogenic implosions, the backscattered 
neutrons probe the fuel assembly in the 1- to 6-MeV region 
(150° to 180°).

Setup of the Neutron Time-of-Flight Detector
A time-of-flight spectrum (Fig. 131.24) for a detector at 

13.4 m from the target was generated from the neutron energy 
distribution discussed in the previous section.
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A neutron time-of-flight spectrum generated for cryogenic DT implosions on 
OMEGA with a detector positioned 13.4 m from target chamber center. The 
primary DT peak (purple), primary DD peak (red), and TT spectrum (green) 
are generated by fusion reactions. The elastically scattered primary neutrons 
(black) extend +105 down from the primary DT peak. Below 2 MeV (+700 ns) 
the deuteron breakup (blue) inelastic reaction becomes relevant. The total neu-
tron spectrum (orange) is the combination of these individual contributions.

The time-of-flight spectrum in Fig. 131.24 illustrate a 
number of difficulties when trying to measure neutrons over 
a dynamic range of 105 while maintaining sensitivity in the 
instrument. One issue is the dominant DT peak that accounts 
for more than 90% of the neutron energy deposited in the detec-
tor. Such a large impulse will saturate the photomultiplier tube 
(PMT) and produce a long light-afterglow component in the 
scintillator.13 The lower-energy neutrons in the detector are 
masked by the afterglow component from the primary peak 
that is still present from the scintillation process. Another 
consideration for high-yield DT implosions is the neutron scat-

tering from the target chamber walls and surrounding concrete 
structures. Three crucial innovations were needed to achieve 
high-resolution measurements of the neutron energy spectrum. 

A gated PMT was used to exclude the primary DT peak from 
the time-of-flight signal, similar to the detector setup used for 
fast-ignitor experiments.13 The microchannel plate (MCP) PMT 
is gated by applying a positive voltage to the photocathode. The 
photoelectrons are attracted back toward the photocathode and 
will not reach the MCP.19 Once the primary peak has passed, 
the bias returns to normal and the PMT generates a signal. 

Even with the DT peak gated out of the detector, remnants of 
the scintillation light from the primary DT signal are still evi-
dent. To mitigate the long light-afterglow component, advanced 
scintillating compounds were developed. Oxygenated xylene 
has been used to reduce the long light-afterglow component by 
a factor of 105 approximately 100 ns after the primary peak.14

These modifications led to the construction of a second-
generation time-of-flight diagnostic. A computer-aided drawing 
(CAD) (shown in Fig. 131.25) illustrates the components of the 
nTOF detector’s final design. A significant modification from the 
first-generation nTOF detector used for the fast-ignitor campaign 
is a stainless-steel housing lined with gold. The liner is intended 
to eliminate any possible reaction from the oxygenated xylene 
that would alter the sensitivity of the detector. The cavity for the 
nTOF detector is 15 cm in diameter and 5 cm deep. Scintillation 

Figure 131.25
A computer-aided design (CAD) of the nTOF detector shows a cavity for the 
scintillation fluid, the fused-silica windows, and the photomultiplier tube 
(PMT) mounts. The detector is mounted to the ceiling underneath the Target 
Bay in a shielded environment to minimize unwanted neutron scattering 
similar to the setup used in the fast-ignitor experiment.
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light from the incident neutrons is viewed through fused-silica 
windows where the light is coupled to two 40-mm-diam PMT’s.

The instrument must be positioned close enough to target 
chamber center to achieve high neutron statistics but far enough 
away to interpret the individual components of the energy spec-
trum. On OMEGA, the maximum distance available for time-
of-flight experiments is 13.4 m from the target chamber center. 
The final necessary modification was to improve the collimation 
along the line of sight. A Monte Carlo code (MCNP)20 is used 
to model the relevant structures in the OMEGA Target Bay 
and the area underneath the Target Bay. MCNP, developed by 
the Los Alamos Monte Carlo Group, is used extensively in the 
nuclear community. This code was cross checked with Geant4 
to ensure that the neutron cross sections were in agreement.21 
The simulations showed that the signal to background can be 
improved by the introduction of a mid-beam collimator. A dia-
gram of the current nTOF detector and mid-beam collimator is 
shown in Fig. 131.26. The mid-beam collimator has a 60-cm-sq 
cross section and is +70 cm in length. It is constructed from 
high-density polyethylene with a density of +0.95 g/cm3. It is 
mounted on a stand located in the OMEGA Target Bay with 
semi-permanent mounts. Comparison of data from experiments 
with and without the mid-beam collimator shows an increase in 
signal to background by a factor of 2, as shown in Fig. 131.27.

It was determined that a part of the large background was 
a result of the primary DT neutrons scattering off the target 
chamber walls. The mid-beam collimator reduced the field of 
view as seen by the nTOF from the target chamber to provide 

an improved signal to background used to measure the DD and 
backscattered neutron spectra. A second collimator has been 
considered for placement inside the target chamber to further 
reduce neutron scattering from the structures (diagnostics) sur-
rounding the cryogenic target. This will be modeled in MCNP 
to simulate the effects of this additional collimation needed to 
further improve the signal to background.

The signals from the PMT’s are recorded by a 1-GHz Tek-
tronix DPO-7104 digital oscilloscope. Measurements from 
recent cryogenic DT experiments are shown in Fig. 131.28. 
The combination of a gated PMT, an advanced scintillation 
fluid, and the mid-beam collimator in the clear line of sight 
made it possible to measure a high-resolution neutron spectrum 
with good signal to background. The DT peak at +260 ns is 
suppressed by the gate. A check of the influence of the gating 
of PMT’s on the nTOF signal was performed by adjusting the 
timing offset of the gate signals on two nominally identical 
PMT’s. The time-of-flight spectrum indicates that after 50 ns 
the PMT’s are fully recovered.

tR Measurements Using BackScattered Neutron Yields
The nTOF detector must be calibrated before each use on 

cryogenic DT campaigns since there is evidence that the scintil-
lating fluid exhibits a depletion of oxygen. A loss of oxygen in 
the xylene affects the sensitivity of the light-emission process 
and results in an increased long light-afterglow component. 
This combination of enhanced sensitivity and longer light decay 

Figure 131.26
A schematic of the target chamber shows the concrete shielding, the nTOF 
detector’s clear line of sight, and the mid-beam collimator. It was determined 
that the primary DT neutrons scatter off the target chamber walls and produce 
a large background signal in the nTOF.
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Figure 131.27
Simulations identify the large background resulting from the primary DT 
neutrons scattering from the target chamber. The models in MCNP included 
a simulation with (red) and without (blue) a mid-beam collimator. These 
results were then compared with experimental results (black symbols). The 
signal to background was in good agreement between simulations and data.
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will impact the accuracy of the neutron-yield measurement. 
For this calibration, two D2-filled targets were imploded with 
yields that differ by a factor of +10 to check the linearity of 
the nTOF detector. A separate detector located in the Target 
Bay accurately measures the primary neutron yield. Over a 
six-month period the detector calibration factor changed by 
+20%. At this time, it is unclear what causes the xylene to lose 
the oxygen pressure inside the detector volume.

Recent cryogenic DT implosions have produced neutron 
yields approaching 1 # 1013 using improved target-positioning 
procedures and optimized laser pulse shapes on OMEGA.22 
To extract quantitative information from the nTOF signal, 
the observed spectra are fitted using two of the theoretical 
components outlined in Fig. 131.24. The first component is 
the TT spectrum, which is well approximated by a decaying 
exponential A exp (–t/x) at energies below 6 MeV. The contribu-
tion of the TT primary reaction is dependent on the reactivity 
rate and increases as a function of .T4

i  For this analysis, the 
overall shape of the spectrum is assumed to be fixed, while 
the amplitude is scaled from the 1-D simulations where an ion 
temperature of 2.4 keV was used.

The second component is the down-scattered spectrum that 
includes both the nT and nD contributions. Since tritium has a 
half-life of 12.3 years, the fuel D:T ratio changes by +5% per 
year. Therefore, it is required to change the nT and nD contri-
butions according to the changing deuterium/tritium fraction 

in the DT fuel. This scattered neutron contribution is used to 
infer the areal density in the nTOF detector. The nT kinematic 
edge is clearly visible and provides a well-defined region for an 
accurate fit. An additional background is used to account for 
the remaining neutron scattering from surrounding structures 
and remnants of scintillator light decay. The background was 
found to be quite stable over a number of shots spanning sev-
eral months. The shape of the background is assumed to be a 
constant exponential decay, where the amplitude is scaled with 
the primary DT neutron yield.

This method provides a very good fit to the nTOF spectrum 
using 1-D simulations as a basis. A number of measurement 
uncertainties must be considered to obtain an estimate on 
the accuracy of this analysis. The primary DT neutron yield, 
needed to adjust the background component, is measured to an 
accuracy of 5% (Ref. 23). The light output from the scintillator 
is assumed to be proportional to the energy of the incident neu-
trons. Given the finite thickness of the scintillator, up to 50% of 
the incident neutrons pass through the scintillator without any 
interaction. Since the interaction cross section of neutrons with 
the scintillator material is a function of the neutron energy, a 
small correction for the changing interaction probability must 
be applied to obtain a more-accurate description of the light 
output. Preliminary simulations of this effect using MCNP with 
the current xylene nTOF detector indicate that the proportional-
ity assumption introduces an error of +5%. The best fit to nTOF 
data is obtained by performing minimization of the error sum 
to optimize the TT and down-scattered components. The error 
associated with this method is approximately 2% according 
to a |2 analysis. The high accuracy of this fit is due in part 
to the large number of neutrons measured by the detector in 
this region. Below 6 MeV, the nTOF detectors measure above 
1 # 105 elastically scattered neutrons (typical on OMEGA 
cryogenic DT implosions), which introduces a statistical error 
of +2%. Errors in the nD and nT elastic scattering cross sec-
tions also affect these areal-density measurements. Recent 
measurements improved the accuracy of the differential nD 
and nT cross sections, especially at a scattering angle of 180°, 
to +10% (Ref. 18). Adding these errors in quadrature gives an 
estimated total error of +15%.

However, a number of other error sources have not yet been 
quantified. The shape of the TT neutron spectrum is not yet well 
known, which introduces some uncertainty in the fit compo-
nent. A third theoretical component of the neutron energy spec-
trum, not included in the fit, is the deuteron breakup reaction 
D(n,2n)p. This nuclear component will affect the fit primarily 
in the region below 2 MeV (+700 ns) as seen in Fig. 131.29.
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Figure 131.28
To suppress the DT neutron peak, a timing gate is applied to the PMT. The 
gate recovery has been measured using two PMT 240’s, where the time was 
purposefully offset: PMT A (blue) and PMT B (red). It is clear both PMT’s 
are recovered within 50 ns after the gating is switched off.
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The scattered neutron nTOF diagnostic measured the areal 
density on a number of recent cryogenic DT implosions on 
OMEGA. Table 131.V compares the MRS and nTOF data. The 
comparison between the MRS and nTOF measurements shows 

good agreement except for some discrepancies in shots 65578 
and 65889. The disagreement in the areal density is most likely 
a result of the target offset and the misfire of a single laser beam 
causing significant tR asymmetry. These asymmetries are 
possible because the MRS and nTOF probe different regions 
of the shell’s areal density.

Summary 
High-resolution neutron time-of-flight spectroscopy has 

been developed at LLE to measure the areal density of OMEGA 
cryogenic DT implosions. The time-of-flight spectrum of the 
elastically scattered neutrons is fitted with theoretical spectral 
components from well-known nuclear processes to infer the 
areal density. Increased shielding and collimation have sig-
nificantly reduced the background in nTOF detectors. Initial 
results indicate the neutron diagnostics (nTOF’s) perform very 
well and have good agreement with the MRS.

A number of improvements are planned for the scattered 
neutron nTOF system: A new liquid scintillator nTOF detector 
housing has been designed with a larger scintillator volume 
and dual PMT’s mounted closer to the scintillation fluid than 
the current design. An additional collimator installed inside 
the target chamber is under consideration to further reduce 
the neutron scattering from inside the target chamber. This 
will be modeled in MCNP to see how much improvement the 
additional collimation will provide in the signal to background. 
The increased scintillator volume and better collimation will 
potentially allow for higher forward- and backscattered neutron 
statistics with one detector in a single line of sight. For these 
measurements one of the two PMT’s shown in Fig. 131.25 will 
be replaced with a less-sensitive PMT-140. This PMT-140 will 
be used to measure the forward-scattered neutrons close to the 
primary peak. The remaining PMT-240 will measure the lower-
energy backscattered neutron spectrum. Additionally, a joint 
effort between LLNL and LLE is underway to qualify bibenzyl 
for use in an nTOF detector. Bibenzyl is a new organic scintil-
lator material that shows significantly reduced light-afterglow 
decay components. Finally, implosion experiments are planned 
with pure tritium fill to improve the accuracy of the TT fusion 
neutron energy spectrum.
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Table 131.V:	 Predicted tR obtained from 1-D simulations compared 
with experimental results from MRS and nTOF. The 
values from the MRS and nTOF show good agreement. 
The large tR difference between nTOF and MRS seen 
in shots 65578 and 65889 is most likely a result of a 
target position offset and a misfire on a single beam. 

Shot number
1-D prediction 

(mg/cm2)
MRS 

(mg/cm2)
nTOF 

(mg/cm2)

64668 215 163!33 160!32

64669 235 216!30 200!40

65300 210 162!20 160!32

65576 208 155!17 150!30

65578 215 153!15 100!20

65883 190 182!20 160!32

65884 220 126!25 120!24

65887 223 158!21 130!26

65889 216 197!15 140!28

Figure 131.29
Recent nTOF neutron spectra from a DT cryogenic implosion (blue). The 
DD peak is excluded in this analysis (black). The TT spectrum (green) and 
the down-scattered component, a combination of the nT and nD spectra (red) 
are fitted to the experimental data. An additional background component is 
used that includes any remaining scintillator light decay and neutron scatter-
ing (dotted black line). The solid red line illustrates the best fit to this data.
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Direct-drive inertial confinement fusion (ICF) requires multiple 
overlapping laser beams that can then drive two-plasmon–
decay (TPD) instability. TPD creates large-amplitude electron 
plasma waves in the region near quarter-critical density.1 
These plasma waves can lead to anomalous absorption and 
hot-electron generation2,3 that can preheat the fusion fuel and 
reduce the compression efficiency. Understanding the behavior 
of TPD is critical to mitigating it in ICF experiments.

TPD instability consists of the decay of an electromagnetic 
wave into two electron plasma waves.4,5 Phase matching, 
energy conservation, and the dispersion relations of the waves 
limit the instability to a small region near quarter-critical 
density. Stability calculations of a single-plane electromag-
netic wave show that the spatial growth rate of instability is 
proportional to the quantity ,IL Tn e  where I is the laser-beam 
intensity, Ln is the plasma density scale length, and Te is the 
electron temperature of the plasma.6,7 When the instability 
is driven to nonlinear saturation, a broad spectrum of large-
amplitude plasma waves is generated.8 The large electrostatic 
fields associated with these electron plasma waves can acceler-
ate electrons to high energies (+100 keV) (Ref. 9).

When multiple overlapping laser beams with polarization 
smoothing were used,10 the total energy in hot electrons was 
shown to scale with the overlapped intensity (IR), defined as 
the sum of the intensity of each beam.11 This scaling would 
not be expected if the beams drive the TPD independently, 
according to the growth rates of the single plane waves. A 
model is proposed where different laser beams share a com-
mon electron wave.12 As the plasma wave is driven by multiple 
electromagnetic waves, the TPD growth rate can be larger 
than when driven by an individual beam. This was observed 
in nonlinear Zakharov simulations.8

This article describes the first experimental validation of the 
common-wave process [Fig. 131.30(a)], where the total energy 
in hot electrons was measured to be similar when one or two 
polarized beams were used at the same overlapped intensity 
and significantly reduced when four beams with the same 

Experimental Validation of the Two-Plasmon–Decay 
Common-Wave Process

overlapped intensity were used. Hot electrons generated by 
four beams are shown to be similar in total energy to the sum 
of the hot-electron energies generated by the six possible two-
beam interactions [Fig. 131.30(b)]. A theoretical description 
of the common-wave process shows that multiple laser beams 
can share an electron-plasma wave in the region bisecting 
the electromagnetic wave vectors. For two beams, this region 
defines a plane [Fig. 131.30(a)]; for four beams, it defines a line 
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(a) Schematic of the common-wave region for two beams. Two laser beams 
of wave vectors k0,1 and k0,2 share the common plasma wave kc located in 
the bisecting plane, fulfilling the necessary condition k k k k, ,0 1 0 2c c- -=  
independent of the polarizations of the laser beams. (b) Schematic of the seven 
common-wave regions when four beams were used: six two-beam common-
wave planes (red lines) and one four-beam common-wave line (green point).
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[Fig. 131.30(b)]. In this region, the temporal growth rate and 
convective gain of the dominant mode are proportional to the 
overlapped intensity, a factor that depends on the geometry, 
the polarization, and the relative intensity of the laser beams.

The experiments were conducted on OMEGA EP,13 where 
the four 351-nm beams were polarized vertically and intersected 
the target at an angle of 23° with respect to the target normal 
[Fig. 131.30(b)]. The beams were spatially overlapped to within 
20 nm and used 2-ns flattop laser pulses that were co-timed to 
within 50 ps. Two sets of distributed phase plates10 were used 
(890-nm diameter for Beams 1 and 2 and 840-nm diameter for 
Beams 3 and 4) to produce an +1-mm-diam super-Gaussian 
intensity distribution profile. A maximum single-beam energy 
of 2 kJ (2.6 kJ) was used on Beams 1 and 2 (3 and 4), which 
provided a single-beam Imax = 1.6 # 1014 W/cm2 (Imax = 2.4 # 
1014 W/cm2). The relative error in intensities of less than 5% 
was dominated by the shot-to-shot power measurements on 
each beam. This resulted in a maximum error of 10% in over-
lapped intensity.

The laser beams illuminated a 30-nm-thick CH layer depos-
ited on 30 nm of Mo and backed with an additional 30 nm of 
CH. Hydrodynamic simulations using the two-dimensional 
(2-D) code DRACO14 indicate that the laser light interacted 
with the first layer, producing a CH plasma with density and 
temperature profiles that depend only on the overlapped laser 
intensity. For the experimental conditions presented here, the 
hydrodynamic profiles near quarter-critical density reached 
a steady state after about 1.5 ns. After this time, the calcu-
lated quantity I L T,q n eR  varied by less than 10%, where 
IR,q is the overlapped intensity at the quarter-critical density. 
When the overlapped laser intensity was increased from 1.5 # 
1014 W/cm2 to 7 # 1014 W/cm2, Ln increased from 260 nm 
to 360 nm, Te increased from 1.5 keV to 2.5 keV, and, due to 
absorption, the laser intensity at quarter-critical density was 
about equal to half of the vacuum intensity; the ratio L Tn e  
was nearly constant (.160 nm/keV).

Two principal diagnostics were used to determine the 
amount of laser energy converted to hot electrons: the 
x-ray spectrometer (XRS)15–17 and the hard x-ray detector 
(HXRD).18 The XRS measured the energy emitted into the Mo 
Ka emission line EKa

` j using an absolutely calibrated planar 
LiF crystal spectrometer that viewed the target from the laser 
incident side at an angle of 63° from the target normal.17 Monte 
Carlo (MC) simulations using the code EGSnrc19 show that 
electrons with energies less than 120 keV are stopped in the 
Mo. The 17.5-keV Mo Ka line was sufficiently energetic so that 

photoexcitation from the 2.5-keV coronal plasma region did not 
contribute to the Ka-emission measurement. The relative error 
in EKa

 was less than 5% (Ref. 17).

The HXRD consists of a three-channel scintillator that mea-
sures the x-ray radiation generated by hot electrons in the Mo 
above +40 keV, +60 keV, and +80 keV (Ref. 18). It allows one 
to estimate the hot-electron temperature using the exponentially 
decreasing x-ray energy in each channel. The relative error in 
the measurement of the hot-electron temperature was 20%. 
MC simulations were used to determine the total hot-electron 
energy (Ee) given the measured hot-electron temperature (Thot) 
and the total energy in the Ka emission.17 The relative error 
of 25% is dominated by measurement errors. Figure 131.31(a) 
shows that the dependence of the hot-electron temperature with 
the total energy in Ka was comparable when one, two, or four 
beams were used.

Figure 131.31(b) shows that the total laser energy (El) con-
verted into hot electrons f E Ehot e l=` j as a function of the 
overlapped intensity was similar when one or two beams were 
used in the horizontal, vertical, or diagonal configuration and 
increased exponentially as a function of the overlapped intensity. 
These results show that TPD growth was caused by the interplay 
between the two beams through a common-wave process. If the 
hot electrons were generated by two independent single-beam 
processes, each with an intensity of ,I 2R  the total hot-electron 
energy would be the sum of the hot-electron energy generated 
by each beam. This would be significantly smaller than the hot-
electron energy generated by a single beam with I/IR (due to the 
measured exponential increase of the hot-electron energy with 
the laser intensity). The fact that the two beams produced a total 
hot-electron fraction similar to that of a single beam shows that 
the common-wave process is very efficient.

When comparing the four-beam and single-beam results, 
Fig. 131.31(b) shows a significant decrease in the hot-electron 
energy for a given overlapped intensity (up to two orders of 
magnitude for IR + 2 # 1014 W/cm2). This reduction in the 
four-beam experiments can be explained heuristically on the 
basis of the two-beam experimental results. The addition of 
hot-electron fractions measured for six possible two-beam 
configurations (two horizontal configurations, two vertical 
configurations, and two diagonal configurations), plotted at 
twice the overlapped intensity, was consistent with the fraction 
of hot electrons measured when four beams were employed 
[see open symbols in Fig. 131.31(b)]. This suggests that the 
hot electrons generated by four beams were the result of the 
sum of hot electrons generated by six independent two-beam 
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The well-known theory of TPD4,5 is based on the dispersion 
relation for the two electron plasma waves with frequency and 
wave vectors (~, k) and (~ – ~0, k – k0), where ~0 and k0 are the 
frequency and wave vector of the initial electromagnetic wave, 
respectively.4,5 In the case of multiple laser beams driving a 
common electron plasma wave (~c, kc), the dispersion relation 
is k3 v2 2 2 2

c pe c th,e~ ~= +  and for the corresponding daughter 
waves ,k k3 v,i0

2 2
0

2 2
c pe c th,e- -~ ~ ~= +_ _i i  where vth,e is the 

electron thermal velocity, ~pe is the plasma frequency, and k0,i 
(with a norm k0 independent of i) is the wave vector of beam i. 
A mathematical definition for the region where a resonant 
common-wave process exists is determined by satisfying the 
dispersion relations for all laser beams, cos (kc, k0,i) = const, 
for i = 1...n. For a two-beam configuration, this defines a plane 
in k-space bisecting the wave vectors of the two laser beams 
[Fig. 131.30(a)]. For more than two laser beams, this condi-
tion either restricts the resonant common waves to a line or 
eliminates them, depending on the laser beam’s symmetry. 
The four-beam growth rate in this experiment is restricted to 
a line [Fig. 131.30(b)].

The dispersion relation for the common-wave process is 
derived following the TPD linear theory4,5 for conditions where 
the collision frequency is much smaller than the growth rate, 
satisfied for our experimental parameters: 
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where c is the temporal growth rate,
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~
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is the dispersion relation, and vDe th,e pem ~=  is the Debye 
length. The single-beam homogeneous growth rate calculated 
in the common-wave region ,cos f, maxi i i0

2
0
2 2SB

cc c a b= ` _j i  
where ai is the angle between the polarization vector and the 
common-wave vector, 
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,I Ii ib = R  Ii is the intensity of the laser beam i, 
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(a) The measured hot-electron temperature is plotted as a function of the 
measured total energy in Ka for the five laser-beam orientations tested. 
(b) The fraction of laser energy converted to hot electrons ( fhot) is plot-
ted as a function of the overlapped intensity. The four-beam hot-electron 
generation was estimated (open diamonds) by multiplying the measured 
two-beam total hot-electron energy fraction by 6 and plotting the results at 
twice the two-beam intensity. The dashed line is a fit to the four-beam data 

.f e3 10 I8 8 2
hot #= - R` j9 C  The solid line is scaled from the fit, assuming the 

four-beam results are dominated by the six two-beam common-wave modes 
driven at half of the intensity .f e1 10 I8 8

hot #= - R` j9 C

interactions; i.e., the hot electrons generated by the interaction 
between all four beams were not dominant.
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is the maximum single-beam homogeneous growth rate 
squared calculated for the overlapped intensity, c is the light 
velocity, me is the electron mass, n m e40

2 2
c e~ r=  is the 

critical density, and e is the electron charge. To evaluate the 
maximum value of the growth rate, the minimum value of 

, ,D k k ,i0c-~ c` j is determined by ensuring that the disper-
sion relations for all daughter waves are satisfied. It follows 
that , ,D ik k const,i0c-~ c c= =` j  and the resonant common-
wave growth rate is given by .,ii0

2
0
2c c=MB` j /  A geometric 

function is given by normalizing the multiple-beam growth 
rate squared to the maximum single-beam growth rate squared:

	 .cosf

max

i ii0
2
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2

0
2
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The dominant mode is determined by the maximum of the 
geometric function, which is a geometric factor f max0

2
g C= SB` j  

that depends only on the geometry of the laser beams, 
their polarizations, and their intensities relative to the over-
lapped intensity.

Figures 131.32(a) and 131.32(b) show the calculated geomet-
ric functions for two beams, ,0

2C 2B` j  polarized perpendicular 
and parallel to the plane defined by the laser beams (k0,1, k0,2). 
The geometric functions calculated in k-space are significantly 

different as a result of the difference in the polarization vectors 
relative to the common-wave plane, although the geometric fac-
tor is similar for the two cases, .1max0

2 +C
2B` j  The fact that the 

growth rates are the same explains why the total hot-electron 
energy is measured to be similar in the horizontal and verti-
cal laser-beam configurations. For the configuration with two 
horizontal beams [Fig. 131.32(a)], the geometric function in 
the common-wave planes forms two modified hyperbolas 
defined by 

	 ,cosk k k k k k 2 1y x x0
2

0 0
2-i=a a a _k k k i; E 	

where i is the angle between the two laser beams. The maxi-
mum value is located in the backward direction (–kx) for small 
wave vectors. For the configuration with two vertical beams 
[Fig. 131.32(b)], the maximum value of the geometric function 
is located at the intersection k k 0y 0 =` j of the two hyperbolas 
of maximum single-beam growth rates (that are in the polar-
ization plane of each beam). The geometric function decreases 
rapidly with ,k ky 0  corresponding to the rapid decrease in the 
single-beam growth rates.

Figure 131.32(c) shows the four-beam geometric func-
tion 0

2C
4B` j  plotted along the four-beam common-wave 

region located along the line bisecting the laser beams 
[Fig. 131.30(b)]. The maximum value is reached for .k k 1 3x 0 +  
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and . ,k k 0 3y 0 +  where . .0 5max0
2C =4B` j  For the same overlapped 

intensity, the single-beam and two-beam homogeneous growth 
rates for the dominant mode are similar: ,1max0

2C =2B` j  whereas 
the four-beam homogeneous growth rate for the dominant mode 
is decreased by a factor of 2: . .0 5max0

2C =4B` j  These calculations 
support the experimental findings [Fig. 131.31(b)], where the 
single and two-beam hot-electron fractions are comparable, 
while the four-beam hot-electron fraction is smaller.

To estimate the common-wave convective gain (in intensity), 
the maximum common-wave homogeneous growth rate was 
used in the formalism derived in Refs. 6 and 20, 

	 .G c k L16 9 v max
2 2 1

0 0
2

0

2

th,e

MB
r c ~=

-
_ b ai l k= G 	

The maximum common-wave gain for each configuration is

	 ,G T

I L
f6 10

,2 0
c

e

q n
g#

m
= - R

	

where Te is in keV, IR,q is in 1014 W/cm2, and Ln and m0 are in 
microns. For a given laser-beam configuration (relative beam 
angle and polarization), the common-wave gain is proportional 
to .I L T,q n eR  

Figure 131.33 shows the hot-electron fraction as a function 
of the calculated common-wave gain for the dominant mode 
[Eq. (2)]. When there are multiple common-wave regions, the 
dominant mode corresponds to the maximum common-wave 
gain. For all laser-beam configurations, except for two diagonal 
beams, the hot-electron fraction as a function of the gain is 
similar. For diagonal beams, the calculations underestimate 
the value of the gain.

In summary, when maintaining an overlapped-laser-beam 
intensity, the total energy in hot electrons is measured to be 
similar when using one or two polarized beams and signifi-
cantly reduced with four polarized beams. In four-beam experi-
ments, the hot-electron energy was shown to be the result of hot 
electrons generated by the six possible two-beam interactions; 
i.e., the hot electrons generated by the interaction between all 
four beams does not dominate. A linear common-wave model 
is consistent with these observations, where the homogeneous 
growth rate for the dominant mode was calculated for beams 
that share a common plasma wave. The model shows that for 
two beams, the resonant common electron plasma wave was 

restricted to the plane bisecting the beams. For more than two 
beams, the resonant common wave was restricted to a line or 
could not occur. In this region, the homogeneous growth rate 
and the convective gain are shown to be proportional to the 
overlapped intensity and a geometric factor that depends on 
the geometry, the polarization, and the relative intensity of 
the laser beams. This is consistent with previous experimental 
results where hot-electron generation was shown to scale with 
overlapped intensity.11 For ignition designs, these results sug-
gest that the common-wave process can be reduced by limiting 
the number of beams that are symmetric to one another or by 
reducing the geometric factor.
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Introduction 
Thomson scattering has become a routine diagnostic in high-
energy-density laser–plasma experiments1–4 for characterizing 
the electron and ion temperatures by scattering 2~ (m2~ = 
0.527 nm) or 4~ (m4~ = 0.263 nm) light from ion-acoustic 
waves.3,5 Recently the electron density was measured6 on 
OMEGA7 by scattering 2~ light from electron plasma waves, 
but scattering with a 2~ probe limits these measurements to 
relatively low densities (ne . 5 # 1020 cm–3).

A reflective optical transport system recently implemented 
on the OMEGA Thomson-scattering system enables one to 
diagnose light from 190 nm to 850 nm. Improved spectral 
sensitivity at lower wavelengths allows for the observation 
of electron plasma wave scattering using a 4~ probe beam. 
The spectral range is limited by air attenuation in the UV 
and photocathode sensitivity in the IR. This extends the peak 
density from which electron plasma waves can be measured 
by an order of magnitude (ne . 2.0 # 1021 cm–3) (Fig. 131.34). 
A high-quality imaging system provides localized measure-
ment of the plasma conditions and reduces the unwanted 
emission (typically bremsstrahlung and scattering from laser 
beams other than the probe beam). A localized measurement is 
obtained by overlapping the image of light scattered from the 
probe beam (+60-nm diameter) with a 100-nm-diam pinhole 
located at the entrance of the spectrometer (Fig. 131.35). When 
accounting for the magnification of the optical transport system 
(m = 1.4), light is collected from a 60-nm # 70-nm # 70-nm 
volume (Thomson-scattering volume). 

The system consists of a reflective telescope mounted in a 
ten-inch manipulator (TIM) that collects scattered light and 
directs it along the TIM-6 line of sight to an instrument cart 
located approximately 8 m away from the target. A set of Pfund 
telescopes focus the scattered light into three independently 
configurable target diagnostics. To measure the ion-acoustic 
features, a 1-m Czerny–Turner spectrometer (3600 ll/mm grat-
ing) is coupled to a Rochester Optical Streak System (ROSS), 
resulting in a measured spectral resolution of 0.02 nm over a 
4-nm spectral range and a pulse-front–limited time resolution 

A Reflective Optical Transport System for Ultraviolet Thomson 
Scattering on OMEGA

of +200 ps (Ref. 8). A 0.3-m spectrometer (600 ll/mm grat-
ing) coupled to a second ROSS is used to measure the electron 
plasma features. This system has a measured resolution of 
0.5 nm over a 90-nm spectral range and a pulse-front–limited 

Figure 131.34
A series of calculated Thomson-scattering spectra obtained by assuming a 
0.263-nm probe beam is scattered from three densities: 5 # 1020 cm–3, 1 # 
1021 cm–3, and 2 # 1021 cm–3. The scattering angle is 60° with an electron 
temperature of 1.8 keV.

Figure 131.35
The spectrometer entrance slit is replaced with a pinhole assembly. TCC: 
target chamber center.
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time resolution of +50 ps. An intensified gated charge-coupled–
device (CCD) camera captures two-dimensional (2-D) images 
with a 1.5-mm field of view and a 10-nm spatial resolution in 
the plasma plane. The minimum gate duration for the camera 
is 3 ns.

Optical Transport
1.	 Collection System

The TIM-mounted telescope is based on a Schwarzschild 
objective that uses two concentric spherical mirrors to provide 
diffraction-limited imaging across all reflected wavelengths.9 
The telescope was built using an f/10 off-axis segment of a 
traditional f/1.25 Schwarzschild objective [Fig. 131.36(a)]. 
The unobstructed configuration allows one to collect light at 
a higher f number while maintaining the geometry inherent to 
a Schwarzschild that eliminates third-order aberrations. This 
allows one to mount the primary and secondary mirrors with-
out a diffraction-inducing support structure common to many 
reflective objectives. The telescope produces a 19-mm-diam 
collimated beam.

2.	 Collimated Transport System
Flat aluminum mirrors are used to direct collected light 

over an approximately 8-m distance from the OMEGA target 
chamber to the instrumentation cart. Beamlines for the three 
separate instruments are produced using uncoated wedge 
pickoffs or semi-aluminumized beam splitters. Each optical 
path has provisions to include filtering in the collimated beam 
to control signal level and spectral throughput. 

3.	 Focusing System
Images are formed for each diagnostic using reflective 

Pfund telescopes [Fig. 131.36(b)]. Collimated light strikes a 
flat primary mirror with a central through-hole and is directed 
toward a concave, spherical secondary mirror. Light reflected 

off the secondary mirror is focused back through the hole of 
the primary mirror, allowing one to align the system on its 
optical axis. The primary mirror through-hole is counter sunk 
at a 45° angle to prevent clipping of the focusing beam on the 
rear surface of the mirror.

The minimum through-hole diameter is determined by 
the required field angle needed to image the entire Thomson-
scattered volume at the desired working f number. The 1-m 
and 0.3-m systems use a 5-mm through-hole that provides 
a 350-nm field of view at target chamber center (TCC) with 
a magnification of 1.4#. Full coupling of the probe beam’s 
waist can be accomplished with a spectrometer input image of 
100 nm. Approximately 7% of the overall signal is lost through 
the hole in the primary mirror. 

Optical Performance 
Historically, efforts to observe the electron plasma wave 

features on OMEGA with a 4~ probe beam have been limited 
by the performance of the existing optical transport.10 Previ-
ously, scattered light was collected using a fused-silica and 
calcium-fluoride doublet and focused with a Pfund telescope. 
The rapidly changing index of refraction of the doublet glasses 
across the deep UV spectrum introduced an 8-mm focal plane 
shift between focus at 265 nm and 200 nm [Fig. 131.37(a)]. As a 
result, the detection efficiency of the system drops significantly 
at wavelengths below 240 nm [Fig. 131.37(b)]. This is a result 
of a reduction in the signal intensity as the defocused spot size 
increases and the reappearance of the central through-hole 
in the Pfund telescope as a far-field image is presented to 
the spectrometer.

The reflective system has a 100-nm focal shift from 265 nm 
to 200 nm. The slight chromatic shift is caused by a 3-mm-thick 
fused-silica blast window located in front of the Schwarzschild 

Figure 131.36
(a) An f/10 off-axis section of a Schwarzschild objective is used to collect scattered light. (b) A Pfund telescope focuses the scattered light to the diagnostic.
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objective used to protect the primary mirror from target debris. 
The maximum transmission of the reflective system is slightly 
reduced compared to the refractive system because of the 
addition of four aluminum mirror elements required to collect 
and steer scattered light from TCC to the instrument cart. Air 
attenuation of deep UV signals limits the reflective systems 
transmission to 190 nm.

Summary
A reflective optical transport system has been designed for 

the Thomson-scattering system on OMEGA to provide suit-
able performance from 190 nm to 850 nm. This will enable 
the operator to perform Thomson-scattering measurements of 
UV light scattered from electron plasma waves.

Figure 131.37
(a) Focal shift of the image plane at the spectrometer input for the refractive 
Thomson-scattering system. (b) Calculated transmission of an on-axis point 
source through the 100-nm spectrometer pinhole for the refractive system 
(solid curve) and the reflective system (dashed curve).
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