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The cover photo highlights Lawrence Livermore National Laboratory (LLNL) scientists Dr. Maria Barrios and Dr. Dayne 
Fratanduono discussing experimental details for shot campaigns being executed on the OMEGA Laser System. The scientists 
have worked on equation-of-state (EOS) measurements to characterize the high-pressure behavior of germanium-doped glow-
discharge-polymer (GDP) ablator materials used for National Ignition Facility ignition targets as well as ramp-compression 
experiments for Fe and diamond. Robust ignition simulations require knowledge of the ablator equation of state. The article on 
p. 47 details the first EOS measurements on GDP and Ge-GDP films. The actual target setup displayed on the background video 
screen was used for the ramp-compression experiments. 

The photo shows (from left to right) Dr. Thomas 
Boehly, Ph.D. advisor, and graduating students, 
Maria Barrios and Dayne Fratanduono, in 
their academic regalia at the University of 
Rochester’s 2011 doctoral commencement. 
Dr. Barrios and Dr. Fratanduono are now 
working as scientists at LLNL; they continue 
to work collaboratively with Dr. Boehly and 
the Laboratory for Laser Energetics to study 
issues relevant to inertial confinement fusion 
and high-energy-density physics.
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In Brief

This volume of the LLE Review, covering January–March 2011, features “Precision Equation-of-State 
Measurements on NIF Ablator Materials from 1 to 12 Mbar Using Laser-Driven Shock Waves” by M. A. 
Barrios and D. E. Fratanduono [LLNL (previously at LLE)]; T. R. Boehly (LLE); D. D. Meyerhofer (LLE 
and Departments of Mechanical Engineering and Physics, University of Rochester); and D. G. Hicks, 
J. H. Eggert, and G.W. Collins (LLNL). In this article, the authors present results to characterize the 
high-pressure behavior of germanium-doped glow-discharge polymer (Ge-GDP) ablators used for NIF 
ignition targets (p. 47). Robust ignition simulations require knowledge of the ablator equation of state 
(EOS) and this study details the first EOS measurements on GDP and Ge-GDP films. The experiments 
used laser-driven shock waves on OMEGA to provide impedance-matching conditions with a-quartz as 
the standard material. The use of quartz as the IM standard along with a time-resolved VISAR diagnostic 
facilitated measurement of shock velocities to +1% precision in transparent materials, which, in turn, 
minimized measurement errors in GDP and Ge-GDP EOS results. 

Additional highlights of research presented in this issue include the following:

•	 D. E. Fratanduono and M. A. Barrios [LLNL (previously at LLE)]; T. R. Boehly (LLE); D. D. 
Meyerhofer (LLE and Departments of Mechanical Engineering and Physics, University of Rochester); 
and J. H. Eggert, R. F. Smith, D. G. Hicks, P. M. Celliers, D. G. Braun, and G. W. Collins (LLNL) 
report on the refractive-index measurements of LiF using ramp compression to 800 GPa (p. 59). LiF 
was observed to remain transparent over a 30- to 800-GPa pressure range—the highest pressure under 
which a transparent insulator has ever been observed. The refractive index of compressed LiF was 
found to depend linearly on density, and an effective single-oscillator model infers that the pressure-
induced band gap closes monotonically with increasing density. Extrapolation of these results indicate 
that ramp-compressed LiF may remain transparent to >4000 GPa, making LiF a valuable window for 
extremely high pressure ramp-compression experiments. 

•	 J. F. Myatt, J. Zhang, J. A. Delettrez, A. V. Maximov, R. W. Short, W. Seka, and D. H. Edgell (LLE); 
D. F. DuBois and D. A. Russell (Lodestar Research Corp); and H. X. Vu (University of California, 
San Diego) describe the dynamics of hot-electron heating in direct-drive-implosion experiments 
caused by two-plasmon-decay (TPD) instability (p. 66). TPD was identified as a potential source of 
target preheat in direct-drive experiments on OMEGA, and a physical model of electron heating has 
been developed that relies on extended Zakharov simulations to predict the nonlinearly saturated 
Langmuir wave spectrum. Because of the relatively low areal density of the targets during the time 
of TPD instability, hot-electron recirculation and reheating are potentially important effects. These 
effects were modeled by using a particular form of boundary conditions on the test-particle trajectories. 
Adoption of these boundary conditions was shown to lead to an increase in the computed hot-electron 
temperature by a factor of 3#.

•	 P.-Y. Chang, G. Fiksel, M. Hohenberger, J. P. Knauer, R. Betti, F. J. Marshall (LLE); D. D. Meyerhofer 
(LLE and Departments of Mechanical Engineering and Physics, University of Rochester); and F. H. 
Séguin and R. D. Petrasso (MIT) summarize the fusion yield enhancement in laser-driven magnetized 
implosions (p. 80). A seed magnetic field of +80-kG strength was embedded into spherical inertial 
confinement fusion (ICF) targets imploded by the OMEGA laser in a polar-drive beam-pointing geom-
etry. As a result of the target’s hot-spot magnetization, the electron radial heat losses were suppressed 
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and the observed ion temperature and neutron yield were enhanced by 15% and 30%, respectively. 
This data represents the first experimental verification of ICF target performance being enhanced by 
magnetizing the hot spot.

•	 R. Xin and J. D. Zuegel (LLE) investigate the amplification of nanosecond optical pulses at 1053 nm 
using a Yb-doped all-fiber regenerative amplifier (AFRA) operating with a repetition rate of 10.5 kHz 
(p. 85). The pulses were amplified from 15 pJ to 240 nJ, achieving an overall gain of 42 dB, and is 
believed to be the highest AFRA output-pulse energy ever reported. The sensitivity of the output-pulse 
energy with respect to amplifier parameters has been tested with numerical simulation suggesting 
that operation of the amplifier at saturation will greatly improve the output stability. The AFRA is an 
attractive candidate as a chirped-pulse–amplification (CPA) seed source because of its high output-
pulse energy in comparison to seed pulses commonly used in existing CPA systems. 

•	 J. Bromage, C. Dorrer, and J. D. Zuegel (LLE); and J. Rothhardt, S. Hadrich, C. Jocher, S. Demmler, 
J. Limpert, and A. Tunnermann (Friedrich Schiller University, Germany) review the suppression of 
parasitic processes in noncollinear optical parametric amplifiers (NOPA’s) for walk-off and non-walk-
off compensating configurations (p. 90). Modeling shows the second-harmonic generation of the signal 
can reduce the NOPA output energy by 10%. Quantitative measurements on an ultra-broadband, few-
cycle NOPA support these findings in the walk-off compensating case and the effect is reduced by an 
order of magnitude in the non-walk-off compensating case. Additionally, a detailed phase-matching 
analysis for the most common nonlinear crystals is presented as a guide for designing NOPA systems.

•	 J. B. Oliver, P. Kupinski, A. L. Rigatti, A. W. Schmid, J. C. Lambropoulos, S. Papernov, A. Kozlov, 
C. Smith, and R. D. Hand (LLE) evaluate the stress compensation in hafnia/silica optical coatings by 
the inclusion of alumina layers (p. 100). Hafnia/silica films deposited using electron-beam evapora-
tion tend to exhibit high tensile stresses when used in vacuum or low-relative-humidity environments 
resulting in film cracking or crazing. The inclusion of alumina layers within the film stack leads to a 
compressive overall film stress negating this failure mode in the dry-use environments. A film-stress 
model incorporating the stress of the individual materials and material thicknesses along with the 
interfacial film effects was developed to calculate the overall film stress when designing multilayer 
coatings using alumina, since this film stress (compressive) was measured to be very different than 
the alumina monolayer film stress (tensile). While the slow diffusion of water in alumina films pres-
ent some manufacturing and operational challenges, a large-aperture hafnia/silica/alumina polarizer 
coating was fabricated and installed in the OMEGA EP short-pulse cavity location, eliminating the 
crazing issue observed with the previous films.

Amy L. Rigatti
Editor
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Introduction 
Hydrocarbons are often used as ablator materials for inertial 
confinement fusion (ICF) studies, satisfying low-surface-
roughness constraints and enabling one to introduce dopant 
atoms that are chemically bonded to the hydrocarbon, prevent-
ing its migration through the capsule shell.1 One of three target 
ablator designs for the National Ignition Facility (NIF)2 calls 
for glow-discharge polymer (CH1.3O0.02) (GDP) ablators with 
various levels of germanium doping (Ge-GDP).1,3–5 Introduc-
ing a mid-Z dopant reduces preheating of the fuel by increasing 
the opacity to hard x rays generated close to the coronal plasma; 
it also lowers the Atwood number.1,5 This helps to optimize 
target performance and relaxes manufacturing constraints. 

Ultimately, each proposed NIF target design has its 
strengths and weaknesses, and the choice of ablator relies on 
detailed hydrodynamic simulations to specify the shell dimen-
sions, dopant levels, and laser pulse. The aim is to produce a 
sufficiently robust design such that ignition will be achieved 
despite experimental uncertainties and hydrodynamic insta-
bilities. These simulations require knowledge of the ablator 
equation of state (EOS), setting constraints on tolerable cap-
sule surface roughness, ablator thickness, and driver energy. 
Instability growth rates have been shown to strongly depend on 
the ablator compressibility and first shock strength as defined 
by its EOS.1,6 

Results presented here form part of a larger study that was 
aimed at better understanding the behavior of hydrocarbon 
ablators and to characterize the high-pressure behavior of 
germanium-doped GDP for NIF ignition targets. Initially there 
was concern that variation in material properties among GDP 
and Ge-GDP batches could compromise results. With this in 
mind, the EOS of CH (polystyrene) and CH2 (polypropylene), 
two materials whose fabrication process is well known and 
reproducible, were measured to high precision.7 This resolved 
uncertainties in the high-pressure ($1-Mbar) behavior of CH 
and provided measurements on the high-pressure effect of 
changes in stoichiometry by varying the H-to-C ratio, through 
EOS measurements of CH2. This provided the basis for interim 

tabular model development that described GDP and Ge-GDP 
for ignition target designs.

Until now, the EOS of CH has been used as a surrogate EOS 
to model GDP ablators. In comparison to CH, however, GDP has 
a higher H-to-C ratio and trace amounts of oxygen, absorbed by 
the films during the fabrication process. Material properties such 
as initial density and index of refraction also differ between CH 
and GDP/Ge-GDP films. Although the EOS of CH is known 
to high precision,7 it is not sufficient to accurately describe the 
behavior of GDP and Ge-GDP. It is still necessary to verify how 
differences in stoichiometry and material properties influence 
the EOS of such materials and compare with model predictions. 

This study presents the first EOS measurements on GDP and 
Ge-GDP. These experiments used laser-driven shock waves to 
provide impedance-matching (IM) conditions with a-quartz 
as the standard material.8,9 Previous studies successfully used 
quartz as a standard, demonstrating a significant reduction in 
measurement uncertainties.7,9,10 By using velocity interferom-
etry and transparent materials, +1% precision was obtained in 
shock-velocity measurements.11 GDP and Ge-GDP data are 
compared with available LEOS (Livermore equation of state) 
models, showing close agreement between measurements and 
model predictions. The IM technique, its associated error analy-
sis, and optimization-enabling precision measurements are 
discussed in the next section. The sections that follow describe 
the experimental configuration, targets, and diagnostics, fol-
lowed by the results and concluding remarks. 

Impedance-Matching Technique
The impedance-matching technique allows one to determine 

a sample’s particle velocity (Up), pressure (P), and density (t) 
through shock-velocity measurements in a reference material, 
here z-cut a-quartz (Us,Q), and the sample being tested, i.e., GDP 
(Us,GDP) or Ge-GDP (Us,Ge-GDP).12,13 Mass and momentum 
are conserved as the shock front transits the contact interface 
between standard and sample. The Rankine–Hugoniot equa-
tions12 are valid at the contact interface, implying Up and P 
must be continuous across this boundary. Measurement of the 
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shock velocity in the standard, at the contact interface, yields 
the initial shock state from where the standard releases (given 
the standard has higher impedance than the sample, as in this 
case). By measuring the shock velocity in the sample, at the 
contact interface, one can determine the conditions at which 
the standard and sample equilibrate, yielding the P(Up) state. 

In this study the IM analysis was performed using quartz’s 
experimentally determined Hugoniot8,14 and a constant 
Grüneisen parameter (C) to calculate off-Hugoniot states, as 
previously described.7,14,15 Using quartz (t0 = 2.65 g/cm3, n = 
1.547) as an IM standard provides higher precision than opaque 
standards by reducing errors associated with the standard’s 
initial state, from which off-Hugoniot curves are launched. It 
also relaxes shock-stability constraints since changes in shock 
velocity are directly measured and can be accounted for in 
the analysis. By measuring in-situ shock velocities, one can 
measure observables (Us,Q, Us,GDP, and Us,Ge-GDP) close to the 
contact interface, where the IM conditions are valid. 

Data precision obtained through the IM technique is strictly 
correlated to the accuracy with which the states in the stan-
dard are known. Although not often accounted for, systematic 
uncertainties enter the IM analysis through calculation of the 
standard’s Hugoniot and off-Hugoniot states. Quartz’s shock 
EOS was previously measured in a large pressure range (+2 to 
15 Mbar) through impedance matching with aluminum (Al) 
standard, using laser-driven shock waves.8 These experiments 
were in agreement with previous gas-gun and nuclear and 
chemical explosive studies, displaying linear behavior in the 
Us–Up plane, given by a piecewise linear function of general 
form Us = a0 + a1(Up–b), 
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where an orthonormal basis is used such that resulting errors 
are uncorrelated.14 This fit was used in this study’s analysis. 

Quartz’s release states were approximated via a Mie–
Grüneisen EOS as described in McQueen et al.15 Based on solid 
and porous silica Hugoniot measurements,8,14,16,17 quartz’s 
Grüneisen parameter was shown to be nearly constant with 
C = 0.66!0.1. Model predictions in a similar pressure range 

estimate the value to be C = 0.64!0.11 (Ref. 9), in agreement 
with experimental results. This analysis uses the model-based 
value for C and corresponds to the only model-based parameter 
entering this IM analysis. By using quartz experimental 
principal Hugoniot and a Mie–Grüneisen formalism to 
approximate release states, one can propagate systematic 
uncertainties inherent in the IM technique.

Random uncertainties enter the IM analysis through calcula-
tion of the standard and sample Rayleigh lines, P = t0UsUp, 
describing the thermodynamic path taken during compression 
in the P–Up plane. These errors often involve only shock-
velocity measurement uncertainties; in the case of GDP and Ge-
GDP, uncertainties in their initial densities were also accounted 
for, translating to an increase in random errors in comparison 
to previous precision EOS measurements.7 The total error 
associated with the measured Up, P, and t corresponds to the 
quadrature sum of both random and systematic uncertainties. 

IM calculations are often performed in the P–Up plane since 
both of these quantities must be continuous across the contact 
interface between the standard and sample. In the previously 
described framework, the final P(Up) is a function of nine 
parameters: a0L, a0H, a1L, a1H, C, t0Q, t0CHx

, Us,Q, and Us,CHx
, 

and their corresponding uncertainties. The first four variables 
are fitting parameters for the quartz principal Hugoniot, where 
subscripts L and H refer to the low (Up < 6.358 nm/ns) and 
high (Up $ 6.358 nm/ns) fits. The fifth parameter corresponds 
to the model-dependent Grüneisen parameter, and the last four 
correspond to the quartz and sample initial density and mea-
sured shock velocity. Because quartz’s experimentally derived 
principal Hugoniot and Grüneisen-based release can be consid-
ered independent, error contributions from each parameter are 
found by calculating deviations from the nominal Up, P, and t 
results. Note that this amounts to eight error contributions since 
no error is assumed for quartz’s initial density. 

Recent work on the Sandia Z Machine measured the EOS 
of quartz in the 1- to 16-Mbar pressure regime,18 observing 
curvature in the Us–Up plane not present in the EOS used 
herein. If real, this difference in EOS would cause systematic 
shifts in the derived sample EOS. Although these discrepancies 
in the principal Hugoniot of quartz have yet to be resolved, it 
is important to acknowledge them since they apply to the IM 
analysis. This subject is discussed in Appendix A, p. 56. 

Experimental Method
Experiments were performed on the OMEGA laser,19 a 

frequency-tripled Nd:glass laser that produces 351-nm light. 
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Shock pressures were generated using +250 to 2100 J delivered 
in a nominally 2-ns square pulse. Focal-spot profiles were 
smoothed using distributed phase plates,20 leading to a uniform 
irradiation area with a 600- or 800-nm diameter. This resulted 
in average irradiances on target of 0.24 to 2.5 # 1014 W/cm2. 

Experiments were conducted using multilayered 3-mm # 
3-mm planar targets, which had a 20-nm CH ablator designed 
to prevent preheating of the target by minimizing x rays gener-
ated in the coronal plasma and a 90-nm-thick pusher made of 
z-cut a-quartz, used as the standard material for IM. On the rear 
side of the pusher were two samples: +30 nm of Ge-GDP on the 
top half of the target and +30 nm of GDP on the bottom half of 
the target. This allowed for simultaneous EOS measurements 
of both materials in a single shot to be conducted. 

Ideally the probe beam used to diagnose shock velocities 
reflects off only the moving shock front; in practice, the system 
can register back-reflections and internal reflections from the tar-
get layers, referred to as “ghost fringes.” To mitigate these effects, 
the free surface of all targets, that opposite the drive beams, had 
an antireflection coating to minimize ghost reflections. Because 
IM measurements are performed at the contact interface between 
standard and sample, glue layers between these materials were 
kept at a minimum, estimated to be no more than 1 to 2 nm 
thick. For some shots, the GDP and Ge-GDP films were directly 
deposited onto the a-quartz, requiring no glue layer. 

GDP and Ge-GDP films were made and characterized in 
small batches by General Atomics (GA).21 Material properties 
of these films, such as stoichiometry, initial density, and index 

of refraction, varied slightly among batches (of the order of 1% 
to 3%). These differences were taken into account in the data 
analysis and are summarized in Table 126.I. Elemental compo-
sitional stoichiometry was based on x-ray fluorescence (XRF) 
chemical analysis and XRF calculations. Average initial densi-
ties were obtained by measuring the volume and weight of each 
film batch. The film length and width were measured within 
0.1 mm, and thicknesses were measured by interferometry 
techniques to within 0.5 nm, resulting in initial density uncer-
tainties between 1% and 2%. For each batch, a separate sample 
fabricated from the same batch material was used to measure 
index of refraction. This sample was submerged in various  
Cargille Laboratories22 series A index-matching fluids. White-
light interferometry with a 532-nm filter was used to determine 
the best match among the various index-matching fluids. The 
index of refraction for the matching fluid was verified using 
an Abbé refractometer, finding agreement to !0.0005. Both 
the Abbé refractometer and the index-matching fluids were 
referenced to the sodium D line at m = 589.3 nm (at 25°C). The 
Cauchy equation, with coefficients provided by the vendor, were 
used to find the index of refraction at m = 532 nm. Uncertainties 
associated with index-of-refraction measurements arise from 
estimated fringe offsets and wavelength correction. 

Shock velocities were measured using a line-imaging veloc-
ity interferometer system for any reflector (VISAR),11 with 
an 800-nm field of view. Two interferometers with different 
sensitivities were used to discern the 2r phase-shift ambiguity 
occurring at fringe jumps and breakout times. Uncorrelated 
velocity sensitivities of 2.732 and 6.906 nm/ns/fringe were 
produced by using etalons with 18- and 7-mm thickness, respec-

Table 126.I:	 Material properties and associated errors at ambient conditions for ablator 
material films, as obtained for each batch. The shot numbers that used each 
of the batches are also indicated below.

Material Formula Ge (at. %) t0 (g/cm3) n(m = 532 nm)

GDP* CH1.36O0.01 — 1.06!0.02 1.571!0.005

GDP† CH1.38O0.02 — 1.05!0.05 1.571!0.005

GDP‡ CH1.35O0.01 — 1.044!0.005 1.563!0.010

Ge-GDP§ CH1.42O0.04 0.7 1.13!0.05 1.572!0.005

Ge-GDP† CH1.43O0.05 0.66 1.13!0.05 1.572!0.005

Ge-GDP|| CH1.40On/a 0.5 1.13!0.05 1.572!0.005

Ge-GDP‡ CH1.35O0.01 0.5 1.10!0.05 1.570!0.010

  *Shots 54126, 54127, 54185, 54187, 52635
  †Shots 55774, 55775, 55777–55785
  ‡Shots 57162–57164

  §Shots 54127, 54185, 54187, 52630
  ||Shots 56115–56118
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tively, where the velocity sensitivity in each material varied 
based on its index of refraction. The dielectric materials used 
were subject to drive pressures in the Mbar range, generating 
reflective shock fronts. The VISAR probe laser—a Q-switched, 
injection-seeded Nd:YAG laser operating at 532 nm with an 
+50-ns full width at half maximum (FWHM)—reflected off 
the shock front. This signal was relayed to the set of interfer-
ometers and recorded on streak cameras with a 15- or 9-ns tem-
poral window (one for each VISAR), providing streak images 
with temporal and 1-D spatial resolution. Since the shock fronts 
were highly reflective, the measured Doppler-shifted signal 
detected by VISAR is directly correlated to the velocity of the 
shock wave. Streak images were post-processed using a fast 
Fourier transform (FFT) method,11,23 resolving fringe jumps 
to +5% of a fringe. This translates to +1% precision in shock-
velocity measurements, with typical measurements resulting 
in five fringe shifts. Although the streak cameras had temporal 
resolutions close to 10 ps, the diagnostic temporal response was 
dominated by etalon delay times of either 90 or 40 ps. 

The experimental configuration is shown in Fig. 126.1(a); 
the OMEGA19 beams irradiate the front of the target, with 
VISAR aligned opposite the drive beams perpendicular to 
the rear surface of the target. Because targets were composed 
of only transparent materials, VISAR provided a continuous 
shock-velocity history as the shock wave transited each target 
layer. Figure 126.1(b) shows a section of the VISAR streak 
image, corresponding to the bottom half of the target (GDP). 
Here the quartz was driven to a shock pressure of 8.6 Mbar, 
corresponding to 4.90 Mbar in GDP and 5.08 Mbar in Ge-GDP. 
In Fig. 126.1(b) the laser drive starts at t = 0 and the shock 
enters the quartz at +0.6 ns. By +2 ns the shock in the quartz 
has equilibrated with the ablation pressure and its velocity 
stabilizes considerably. At +4.5 ns, the shock reaches the GDP 
sample and reaches the sample’s rear surface at +6 ns. It is 
clear from Fig. 126.1(b) that the quartz:GDP contact interface 
has finite temporal width at 4.5 ns, owing to the glue layer and 
VISAR temporal resolution of 40 or 90 ps. (The same is true 
for the quartz:Ge-GDP interface, not shown.) Consequently, 
shock velocities are not measured at the “true” contact inter-
face between reference and sample, but at an earlier and later 
time, respectively. This is accounted for by linearly fitting the 
velocity profile over +300 ps and extrapolating to the time 
where the true contact interface would be, here defined to be the 
equidistant (temporal) location between the quartz and sample 
boundary, shown as tl in Fig. 126.1(c). This methodology also 
accounts for any deceleration observed in the measurements, 
such that the IM conditions are still matched despite shock-
wave decay. Figure 126.1(c) shows the shock-velocity histories 

for quartz and GDP from the streak image data shown in 
Fig. 126.1(b), after applying the FFT and matching velocity 
solutions from both interferometers. 

Results and Discussion
1.	 Glow-Discharge Polymer 

Single-shock principal Hugoniot measurements for GDP 
were obtained from +1 to 12 Mbar. Experimental observ-
ables and resulting kinematic properties for GDP are listed 
in Table 126.II. Results display a linear Us–Up relation, given 
by Us = (24.56!0.07) + (1.29!0.01) (Up–16.76). This fit was 
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Figure 126.1
(a) Schematic of two material targets used in the experiments. Here the 
OMEGA beams irradiate the target at 23° and 48° to target normal, with 
VISAR aligned and focused to the rear surface of the target. Multilayer planar 
targets were composed of a CH ablator, quartz standard, and two different 
samples (GDP and Ge-GDP) to be tested. (b) VISAR streak image correspond-
ing to the bottom half of the target, containing data for GDP, shows continuous 
tracking of the shock front within the standard and material being tested. 
(c) Final shock-velocity measurements in quartz and GDP after data extrac-
tion and analysis. For the IM analysis, shock velocities are evaluated at tl. .
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obtained through a least-squares fit using an orthogonal polyno-
mial basis, resulting in fitting parameters that are independent 
of each other, i.e., including higher-order terms does not affect 
the value of lower-order coefficients.24 Because of this inde-
pendence, the errors associated with such fitting parameters are 
independent. The initial density, compositional stoichiometry, 
and index of refraction of the samples varied between fabrica-
tion batches (Table 126.I); these variations were included in the 
analysis. Alterations of the high-pressure behavior caused by 
variations in initial parameters were not evident in the Us–Up 
plane; therefore, no distinction was made among the batches 
for the linear fit in this plane. 

Recently an LEOS was developed for GDP (LEOS 5310). 
Current LEOS models are developed based on the quotidian 
equation of state (QEOS)25-type construct, where an additive 
approach is taken to describe the Helmholtz free energy. The 
included components account for ion/nuclear and electron 
contributions, as well as semi-empirical bonding corrections, 
needed to obtain reasonable results for cold matter at or near 
solid density, or quantum or exchange corrections. Typically the 
electron contribution is calculated via a Thomas–Fermi model 
and the ion contribution via the Cowan EOS25,26 (an analyti-
cal model), combining ideal gas, fluid scaling laws, the Debye 
lattice theory, Grüneisen EOS, and the Lindenmann melt law. 

Table 126.II: 	 Principal Hugoniot results for glow-discharge polymer (GDP) using the IM technique with quartz 
reference. Measured shock velocity with error is given for both quartz (Us,Q) and GDP (Us,GDP). The 
resulting particle velocity (Up,GDP), pressure (PGDP), and density (tGDP) of shocked GDP are listed, 
with given random and systematic uncertainties. Random uncertainties enter the IM analysis through 
errors in shock-velocity measurements and initial density variations, while systematic errors stem from 
uncertainties in quartz’s principal Hugoniot and release states.

Shot 
Us,Q

(nm/ns)
Us,GDP
(nm/ns)

Up,GDP (ran,sys)
(nm/ns)

PGDP (ran,sys)
(Mbar)

tGDP (ran,sys)
(g/cm3)

55782 13.12!0.09 13.77!0.10 8.47(0.14,0.21) 1.22(0.02,0.03) 2.73(0.08,0.11)

55783 14.42!0.11 15.72!0.10 9.81(0.16,0.22) 1.62(0.03,0.03) 2.79(0.08,0.12)

55781 16.44!0.11 18.20!0.10 11.97(0.19,0.1) 2.29(0.04,0.02) 3.07(0.1,0.05)

55780 18.64!0.10 21.08!0.10 14.03(0.2,0.13) 3.11(0.04,0.03) 3.14(0.09,0.06)

55785 18.90!0.10 21.55!0.10 14.25(0.2,0.13) 3.22(0.05,0.03) 3.10(0.09,0.05)

55779 20.24!0.10 23.09!0.10 15.53(0.21,0.15) 3.77(0.05,0.04) 3.21(0.1,0.07)

55784 20.46!0.13 23.07!0.10 15.79(0.24,0.16) 3.82(0.06,0.04) 3.33(0.11,0.07)

55778 21.12!0.09 24.06!0.10 16.39(0.22,0.17) 4.14(0.06,0.04) 3.29(0.1,0.07)

55777 22.76!0.10 26.05!0.10 17.93(0.24,0.21) 4.90(0.07,0.06) 3.37(0.11,0.09)

52635 24.14!0.10 27.77!0.10 19.20(0.15,0.24) 5.65(0.05,0.07) 3.44(0.07,0.1)

55774 24.45!0.10 28.03!0.23 19.56(0.25,0.25) 5.76(0.08,0.07) 3.47(0.13,0.1)

55775 24.68!0.11 28.38!0.11 19.76(0.26,0.26) 5.89(0.08,0.08) 3.46(0.11,0.1)

54127 24.65!0.20 28.44!0.20 19.67(0.25,0.26) 5.93(0.08,0.08) 3.44(0.12,0.1)

54187 25.90!0.11 29.87!0.15 20.87(0.16,0.29) 6.61(0.06,0.09) 3.52(0.08,0.11)

57164 26.84!0.11 30.99!0.10 21.85(0.28,0.32) 7.07(0.09,0.1) 3.54(0.11,0.12)

54126 28.19!0.12 32.79!0.16 23.01(0.18,0.35) 8.00(0.07,0.12) 3.55(0.08,0.13)

54185 29.31!0.11 33.94!0.16 24.11(0.17,0.38) 8.67(0.07,0.14) 3.66(0.08,0.14)

57162 29.80!0.10 34.63!0.10 24.66(0.31,0.40) 8.91(0.11,0.14) 3.63(0.12,0.15)

57163 34.15!0.10 40.10!0.10 28.77(0.35,0.52) 12.04(0.15,0.22) 3.69(0.12,0.17)
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These equations are parameterized such that limiting values (at 
solid density, as t approaches 3,  etc.) yield reasonable results 
and available experimental data are recovered.25 The LEOS 
models improve on this construct by providing alternate treat-
ments for the ionic thermal contribution and melt matching 
to ensure positive heat capacities, break points for cold-curve 
modification, a differentiable density-dependent Grüneisen 
parameter, and a more adequate treatment for low-density 
states via a soft-sphere model.27 Because experimental EOS 
measurements for GDP were unavailable at the time LEOS 5310 
was constructed, this model was benchmarked1 using precision 
EOS measurements for CH7 in the high-pressure regime and 
previous CH gas-gun data at lower pressures,28 where density 
scaling based on the equilibrium densities of CH and GDP was 
used where applicable.27 Modeled GDP behavior was further 
constrained by generating data from CHEETAH, a thermo-
chemical model.27 LEOS 5310 does not include dissociation. 
The assumed initial density and stoichiometry for LEOS 5310 
are listed in Table 126.III. 

The H-to-C ratio and initial density of LEOS 5310 were 
slightly different than the GDP samples used in these experi-
ments; differences varied by +1%, on average, for both parame-
ters. Oxygen levels measured in the GDP films were quite small 
(O-to-C ratios of 0.01 and 0.02) and had no detectable effect 
on the material’s high-pressure behavior since batches with 
different oxygen levels compared well in both the Us–Up and 
P–t planes (see Figs. 126.2 and 126.3). The oxygen doping in 
the LEOS 5310 model is comparable to that found in the films. 

Figure 126.3 shows GDP results in the P–t plane. Here, 
green (smaller) and gray (larger) error bars represent ran-
dom and total errors, respectively. Material initial densities 
are distinguished by color shades as t0 = 1.06 g/cm3, (dark 
green diamonds), 1.05 g/cm3 (medium green diamonds), and 
1.044 g/cm3 (light green diamonds). Here the LEOS 5310 
model was evaluated with initial density t0 = 1.05 g/cm3, the 
average initial density between the GDP batches, for compari-

Table 126.III:	 Initial density and stoichiometry for available LEOS models for GDP 
and Ge-GDP.

Model
t0

(g/cm3)
Carbon 
(at. %)

Hydrogen 
(at. %)

Oxygen 
(at. %)

Germanium 
(at. %)

LEOS 5310 1.04 42.34 57.15 0.51 0

LEOS 5312 1.053 42.25 57.04 0.51 0.2

LEOS 5315 1.073 42.12 56.87 0.505 0.5
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Figure 126.3
Principal Hugoniot data and models for GDP in the P–t plane, with GDP 
film’s initial densities as previously described. Data are compared with CH 
SESAME 7592 (Ref. 30) and the LEOS 5310 model, evaluated at initial density 
t0 = 1.05 g/cm3. Random uncertainties are shown as green (smaller) error bars 
and total uncertainties (quadrature of random and systematic uncertainties) 
as the black (larger) error bars. 

Figure 126.2
Principal Hugoniot measurements and models for GDP in the Us–Up plane. 
Data were obtained through the IM construct with quartz reference on GDP 
films with initial density t0 = 1.06 (dark green diamonds), 1.05 (medium green 
diamonds), and 1.044 (light green diamonds) g/cm3. 
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son. SESAME 7592 (Ref. 29), the CH SESAME model that best 
fit the precision polystyrene data, is shown as a reference. Data 
are in close agreement with LEOS 5310 model predictions and 
are only slightly softer than SESAME 7592, showing that GDP 
behaves quite similarly to CH in the high-pressure fluid regime. 
In this plane, it is also evident that data precision is degraded in 
comparison to previous precision EOS studies, yielding 3.4% to 
5.6% precision in density. This is due to the inclusion of initial 
density uncertainties, which accounted for anywhere between 
5.2% to 44% of the total density error. 

2.	 Germanium-Doped GDP 
Germanium-doped GDP (Ge-GDP) was studied in the +1- to 

12-Mbar pressure range. Table 126.IV presents shock-velocity 
measurements and kinematic properties obtained through the 
IM technique using quartz standard. With the exception of one 
batch, the initial density and index of refraction of the Ge-GDP 
films were consistent (Table 126.I), although levels of Ge dop-
ing varied from 0.5% to 0.7%. The equation of state of Ge-GDP 
in the Us–Up plane (shown in Fig. 126.4) displays a linear rela-
tion given by Us = (23.39!0.07) + (1.31!0.01) (Up–15.92). Here 

Table 126.IV: 	 Principal Hugoniot results for germanium-doped glow-discharge polymer (Ge-GDP) using the IM technique with 
quartz reference. Measured shock velocities in quartz (Us,Q) and GDP (Us,Ge-GDP) are given with measured error. 
The resulting particle velocity (Up,Ge-GDP), pressure (PGe-GDP), and density (tGe-GDP) of shocked Ge-GDP are 
listed with random and systematic uncertainties associated with each measurement. Random uncertainties enter 
the IM analysis through errors in shock-velocity measurements and initial density variations; systematic errors 
stem from uncertainties in quartz’s principal Hugoniot and release states.

Shot
Us,Q

(nm/ns)
Us,Ge-GDP
(nm/ns)

Up,Ge-GDP (ran,sys)
(nm/ns)

PGe-GDP (ran,sys)
(Mbar)

tGe-GDP (ran,sys)
(g/cm3)

55782 12.98!0.11 13.56!0.09 8.20(0.15,0.21) 1.26(0.02,0.03) 2.86(0.09,0.11)

55783 14.50!0.09 15.21!0.11 9.83(0.14,0.22) 1.69(0.03,0.04) 3.20(0.1,0.14)

55781 15.97!0.10 17.28!0.12 11.37(0.17,0.11) 2.22(0.04,0.02) 3.3(0.11,0.06)

55780 18.64!0.10 20.76!0.11 13.83(0.19,0.12) 3.25(0.05,0.03) 3.38(0.1,0.06)

55785 18.84!0.10 20.87!0.27 14.04(0.19,0.12) 3.31(0.05,0.03) 3.45(0.15,0.06)

56118 19.24!0.11 21.18!0.09 14.44(0.2,0.13) 3.46(0.05,0.03) 3.55(0.11,0.07)

55779 20.29!0.10 22.5!0.11 15.41(0.2,0.15) 3.92(0.05,0.04) 3.59(0.11,0.08)

55784 20.44!0.12 22.81!0.10 15.53(0.22,0.15) 4.00(0.06,0.04) 3.54(0.11,0.07)

55778 20.91!0.10 23.53!0.19 15.94(0.21,0.16) 4.24(0.06,0.04) 3.5(0.12,0.07)

55777 22.66!0.10 25.53!0.16 17.59(0.23,0.2) 5.08(0.07,0.06) 3.64(0.12,0.09)

56117 23.37!0.09 26.53!0.11 18.23(0.23,0.21) 5.46(0.07,0.06) 3.61(0.11,0.09)

52630 24.18!0.10 27.35!0.10 19.02(0.24,0.24) 5.88(0.07,0.07) 3.71(0.11,0.10)

55774 24.34!0.10 27.87!0.11 19.11(0.24,0.24) 6.02(0.08,0.07) 3.59(0.11,0.10)

55775 24.5!0.12 27.76!0.12 19.31(0.25,0.24) 6.06(0.08,0.08) 3.71(0.12,0.11)

54127 24.7!0.10 28.02!0.18 19.49(0.24,0.25) 6.17(0.08,0.08) 3.71(0.13,0.11)

57164 27.04!0.10 31.14!0.11 21.78(0.27,0.31) 7.45(0.09,0.11) 3.65(0.11,0.12)

56116 26.82!0.10 30.75!0.20 21.45(0.26,0.30) 7.45(0.1,0.10) 3.73(0.12,0.12)

54185 29.22!0.09 33.72!0.09 23.67(0.28,0.36) 9.02(0.11,0.14) 3.79(0.11,0.14)

57162 29.90!0.10 34.57!0.15 24.47(0.29,0.39) 9.29(0.12,0.15) 3.76(0.12,0.15)

56115 31.80!0.10 36.65!0.10 26.12(0.31,0.44) 10.82(0.13,0.18) 3.93(0.12,0.16)

57163 33.89!0.10 39.64!0.14 28.20(0.33,0.50) 12.27(0.15,0.22) 3.80(0.12,0.17)
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a least-squares fitting with an orthonormal basis was used. In 
this figure Ge-GDP data are compared to available models for 
Ge-doped GDP, LEOS 5312, and LEOS 5315 with assumed 
0.2% and 0.5% Ge doping. These models display a similar 
behavior in this plane and are in agreement with measured 
data. LEOS 5312 and 5315 models for Ge-GDP were developed 
in a similar fashion as previously described for LEOS 5310. 
Because CHEETAH was not equipped to model Ge at the 
time, Si was used instead. LEOS 5315 and 5312 were devel-
oped independently; therefore the fit to the CHEETAH model 
is different for these models (LEOS 5310 and 5315 share the 
same fit). This is evident in the P–t plane (Fig. 126.5), where 

the models cross at +2 Mbar. Like LEOS 5310, LEOS 5312 
and 5315 do not include a dissociation model.27 Development 
of LEOS models for GDP and Ge-GDP is an ongoing effort. 
Much of the difficulty in developing models that accurately 
describe material behavior over a wide range of states, in this 
case, is a lack of experimentally measured properties, which 
need to be inferred through codes such as CHEETAH or 
approximated using measured quantities of similar materials. 
Future LEOS table series, sharing the same fit to CHEETAH 
results, will include a dissociation model, have more stringent 
constraints to release states, and include new material response 
measurements as they become available, including this work. 
Material properties assumed by LEOS 5312 and 5315, such as 
initial density and compositional stoichiometry, are listed in 
Table 126.III. 

The total uncertainty in density was between 3.5% and 
5.4%, of which 7.2% to 40% was due to the Ge-GDP initial 
density error contribution, varying as a function of pressure. 
Figure 126.5 shows Ge-GDP EOS results in the P–t plane. 
Here samples with initial density of 1.13 g/cm3 are shown 
as magenta circles (Ge at 0.7%), diamonds (Ge at 0.7%), and 
squares (Ge at 0.5%), while data taken on samples with initial 
density of 1.10 g/cm3 are shown as purple squares (Ge at 0.5%). 
Random errors are shown as the colored error bars, which 
included shock velocity (in Ge-GDP and quartz) and initial 
density uncertainties. Total errors, representing the quadrature 
sum of random and systematic uncertainties, are shown as gray 
error bars. Data are compared with LEOS 5312 and LEOS 5315, 
both evaluated at an initial density of 1.13 g/cm3. LEOS 5310, 
evaluated at t0 = 1.05 g/cm3, and SESAME 7592 are plotted 
on this figure as a reference. On average, the percent differ-
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Figure 126.4
Principal Hugoniot measurements and models for Ge-GDP in the Us–Up 
plane. Data were obtained through the IM construct with quartz reference on 
Ge-GDP films with initial density t0 = 1.13 g/cm3 (magenta circles, squares, 
and diamonds) and 1.10 g/cm3 (purple squares), where circles, diamonds, and 
squares represent 0.7%, 0.66%, and 0.5% Ge doping. 

Figure 126.5
Principal Hugoniot data and models for Ge-GDP in 
the P–t plane, with Ge-GDP film initial densities 
and Ge doping as previously described. Data are 
compared with Ge-GDP available LEOS models, 
evaluated at an initial density t0 = 1.13 g/cm3. Mod-
els used to compare with GDP data are included as 
reference. Random uncertainties are shown as the 
colored (shorter) error bars and total uncertainties 
(quadrature of random and systematic uncertainties) 
as the gray (longer) error bars.
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ence between the model and sample H-to-C ratio was +3.5%, 
although it varied up to 5.6%, and oxygen levels assumed in 
the models were smaller than those measured. Despite these 
differences, Fig. 126.5 shows that the data follow similar trends 
and agree with model predictions within experimental error. 
Between 2 and 4 Mbar, a slight softening of the data compared 
to model predictions is observed. Above these pressures, 
the Ge-GDP data begin to stiffen (becoming less compress-
ible), approaching closer agreement with theoretical models. 
Although differences among models are amplified in the P–t 
plane, the data presented here are not able to discriminate 
between models because of random uncertainties. 

Plotting the Ge-GDP results in the pressure–compression 
(P–t/t0) plane (see Fig. 126.6) shows a smooth trend in close 
agreement with LEOS models for all pressures, i.e., no stiff-
ening as observed in the P–t plane. The apparent stiffness at 
higher pressures observed in the P–t plane results from initial 
density variations. Ge-GDP was observed to undergo compres-
sion between 2.5# and 3.4#, comparable to those reached by 
GDP, as shown in Fig. 126.7 (the composite results from both 
materials). Even with the fairly high precision of these mea-
surements, the errors in the data make it difficult to favor any 
model behavior in this plane, even at the highest pressures, 
where models differ most. 
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Figure 126.6
Ge-GDP results in the pressure–compression plane, 
with models and data as described in previous figures, 
showing structure observed in the P–t plane is likely 
due to initial density variations. 
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Figure 126.7
Results in the pressure–compression plane show that 
Ge-GDP and GDP reach similar compression states.
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Conclusions
The high-pressure behavior of GDP and Ge-GDP was 

measured at shock pressures of +1 to 12 Mbar. The use of 
quartz as the IM standard along with a time-resolved VISAR 
diagnostic facilitated the measurement of shock velocities to 
+1% precision in transparent materials. This reduced the uncer-
tainties in the initial shock state of quartz, in turn minimizing 
measurement errors in the GDP and Ge-GDP EOS results. 
Using quartz’s experimentally derived principal Hugoniot and 
a Mie–Grüneisen EOS, systematic uncertainties inherent in 
the IM technique were accounted for in the analysis. Density 
uncertainties of 3.4% to 5.6% (GDP) and 3.5% to 5.4% (Ge-
GDP) incorporate initial density variations in the samples. The 
initial density error contribution varies as a function of pressure 
and estimated error value, contributing up to 40% of the total 
error in the GDP and Ge-GDP density measurements. 

GDP results are in close agreement with the LEOS 5310 
model in both the Us–Up and P–t planes, despite differences 
in stoichiometry of +1%. Likewise, data indicate that GDP 
behaves similarly to CH when shocked to greater than +1 Mbar, 
displaying only a slight softness at higher pressures in compari-
son to this material. The effect of germanium doping on GDP 
samples is predicted reasonably well by available LEOS mod-
els, which are in agreement with measured Ge-GDP results, 
despite differences in assumed material. The compressibility 
of Ge-GDP on the Hugoniot is well predicted by both LEOS 
5312 and LEOS 5315, although data are not able to discriminate 
between the two models. 
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Appendix A: Influence of Quartz as a Standard 
An uncertainty exists in the measured behavior of GDP and 

Ge-GDP as a result of discrepancies in the measured quartz 
EOS. Recent experiments performed on the Sandia Z Machine 
by Knudson et al.18 observed noticeable curvature in its Us(Up) 
relation, previously observed to be linear in laser experiments.8 
Since IM results are relative to the reference material, we pres-
ent here an assessment of the effects of a different quartz EOS, 
were the Knudson result to be accurate. 

The EOS of quartz enters the IM analysis through the 
principal Hugoniot and the off-Hugoniot (release) states. The 

analysis presented in this study approximates release states 
using a Mie–Grüneisen EOS; this assumes C is independent 
of density such that C/V is constant. A curvature in the Us–Up 
plane could imply a non-constant C, having consequences in 
the methods used to calculate releases for IM calculations. 
C could also remain independent of density but would likely 
have a different value than that used in this study. 

To compare both fits on an equal basis, the reflected-
Hugoniot approximation was used to arrive at IM results for 
both cases, using measured quantities from CH, CH2, GDP, 
and Ge-GDP experiments. Although the reflected Hugoniot 
is not a highly accurate approximation, for the pressures and 
material properties under consideration, the interest herein 
is in the differences among IM results, as a consequence of 
applying each quartz model. The percent differences in the 
CH, CH2, GDP, and Ge-GDP density and pressure are shown 
in Fig. 126.8. Here a positive percent difference indicates the 
quartz fit obtained through laser data leads to larger pressure 
or density values, in comparison to the Z-machine quartz fit. 
The dashed blue and magenta curves represent the percent dif-
ferences in density and pressure between the two quartz fits, 
peaking at +4% and 6% in pressure and density. The orange, 
light blue, green, and purple circles and squares represent 
the percent differences in density and pressure for CH, CH2, 
GDP, and Ge-GDP, respectively. This analysis groups together 
deviations in quartz’s initial shock state and deviations between 
estimated release curves. Because these materials have similar 
impedances, the percent differences follow similar trends as a 
function of pressure (shock velocity), peaking at comparable 
quartz shock velocities. For these materials, maximum devia-
tions in pressure and density were found to be +4.4% and 8.8% 
at quartz shock velocities of 18 to 19 nm/ns, corresponding to 
hydrocarbon pressures of +3.5 Mbar. On the other hand, per-
cent differences in density and pressure were as low as 0.04% 
and 0.02%, respectively, and did not exceed more than 2% in 
both density and pressure (differences here arise from lowest 
and highest pressures accessed for each material). Considering 
precision EOS measurements presented have density precision 
between +3.5% and 5.6%, Fig. 126.8 shows IM EOS states in 
hydrocarbons resulting from quartz states with Us,Q between 
15 and 25 nm/ns, showing percent differences larger than 5.6%, 
would be most compromised. 

Systematics between the two quartz fits can also be com-
pared through inferred single-shock states from double-shock 
measurements. This inversion method was previously described 
by Hicks et al.30 and was applied to double-shock measure-
ments made on CH, yielding inferred single-shock states in 
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agreement with single-shock measurements.7 This method uses 
a model-averaged effective gamma to calculate off-Hugoniot 
states (in this case the CH re-shock), using the quartz fit only 
to establish the double-shock particle velocity and pressure. 
Percent differences resulting from using a different quartz 
model are shown in Fig. 126.8 as the red circles (density) and 
squares (pressure). This method yields more optimistic results, 
with percent differences in density and pressure peaking at 
6.3% and 3.2%. In this case IM EOS states in hydrocarbons 
resulting from quartz shock states corresponding to Us,Q from 
17.5 to 23 nm/ns (with percent difference larger than 5.6%) 
would be most compromised. This corresponds to a smaller 
range than that predicted by the reflected Hugoniot analysis. 
Here quartz’s influence enters only through the double-shocked 
pressure and particle velocity in CH. 

The use of quartz as a standard in the IM technique has 
greatly improved the precision of EOS measurements, demon-
strating the ability to provide EOS data that are able to more 
tightly constrain the high-pressure behavior of materials.7,9 A 
new equation of state of quartz could generate differences in 
the final EOS results but would not compromise the precision 
of these data. 
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Introduction
The transition of an insulator to a metal (metallization) at 
high compression is generally the result of pressure-induced 
closure of the band gap.1–4 Lithium fluoride’s (LiF’s) large-
band-gap and ionic crystalline structure produces its uniquely 
high ultraviolet transmissivity. Two rare-gas solids, He and 
Ne, have anomalously high metallization pressures because of 
the predicted intershell band overlap, which is unique among 
monatomic materials.5 LiF holds a rare position among binary 
compounds in that Li+ and F– are isoelectronic with He and Ne, 
respectively. Therefore, LiF is expected to have a uniquely high 
metallization pressure among large-band-gap solid insulators.

Under strong shock compression, the insulating/conducting 
transition is enhanced by the thermal promotion of electrons 
across the band gap.6 This is a result of high temperatures 
produced by high-pressure (>100-GPa*) shock waves. A variety 
of materials has been shocked into conductive matter that is 
highly reflective at the shock front.6–10 LiF has been previ-
ously observed to be transparent when shocked to +115 GPa 
(Refs. 8 and 11) and becomes reflective for shock pressures 
>500 GPa (Ref. 6).

Recently, ramp compression has been used to compress 
materials to pressures above 100 GPa, while keeping the tem-
perature low compared to that of a shock wave.12 This work 
shows that LiF remains transparent when ramp compressed 
to 800 GPa—the highest pressure under which a transparent 
insulator has ever been observed. We use a new technique to 
measure its refractive index at pressures of 30 to 800 GPa. Early 
dynamic-compression experiments have shown the refractive 
index of various insulators to increase linearly with density at 
low pressure (+100 GPa). The results presented here indicate 
that the linearity of the LiF refractive index increase over a 
larger density range than previously shown. This is expected 
since the electronic polarizabilites of large-band-gap insulators 
typically increase with compression. The results presented here 
are the highest-pressure refractive-index measurements to date.

Refractive Index of Lithium Fluoride  
Ramp Compressed to 800 GPa

Ramp-compressed LiF remains transparent at higher pres-
sures than in shock compression because thermal excitation is 
insufficient to produce conduction electrons. As a result, at these 
high compressions we expect that only the effects of density are 
important and use this to infer the pressure-induced band-gap 
closure of LiF using a single-oscillator model.13 Extrapolation 
of those results, although crude, indicates that ramp-compressed 
LiF may remain transparent to greater than 4000 GPa, well 
above the Goldhammer–Herzfeld criterion for metallization 
(+2800 GPa) (Refs. 14–16). LiF will therefore continue to 
have technical utility as a diagnostic window for experiments at 
extreme pressures, and the predicted band-gap closure provides 
important estimates for band-structure calculations.

In the present work, the refractive index of LiF was mea-
sured using ramp compression to 800 GPa. Diamond pistons 
were ramp compressed using the OMEGA laser.17 Diamond 
targets consisted of two sections: a free surface and a LiF win-
dow mounted on half of the rear surface. VISAR measurements 
were made at both sections to determine the refractive index. 
The subsequent sections discuss the relevant theory regard-
ing the measurement technique, followed by a discussion of 
the experimental method and the experimental results. In the 
final section, an effective-oscillator model is used to interpret 
the results, providing an estimation of the band-gap closure.

Theory
In many high-pressure experiments, the motion of a reflect-

ing interface behind an optical window is detected by measur-
ing Doppler shifts with a velocity interferometry system for any 
reflector (VISAR).18 The reflected probe beam passes through 
the compression wave in the window, so the observed Doppler 
shift depends on the refractive index of the compressed window 
material. LiF is frequently used as an optical window because 
its transparency at high pressure allows one to make in-situ 
measurements of samples confined by that window.8,11 Hayes19 
showed that for unsteady compression waves in windows, the 
true (Ut) and apparent (Ua) interface velocities (viewed through 
the compressed window) are directly related to the density-
dependent refractive index of the window as*100 GPa = 1 Mbar
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In this work, Ua(Ut) was measured using diamond as an 
impedance-matching standard and the refractive index as a 
function of density was determined by solving Eq. (2).

Experimental Method
The targets consisted of a planar diamond piston with two 

sections: half a free surface and an LiF window attached to 
the second half [see inset of Fig. 126.9(a)]. Planar compres-
sion waves, driven by direct laser ablation, produced identical 
compression waves across the two sections (bare and LiF) of the 
piston. The free-surface (bare diamond) velocity (Ufs) and the 
apparent interface (diamond–LiF) velocity (Ua) were measured 
simultaneously using VISAR.18 The response of the free surface 
was used to infer the true velocity of the piston/window interface.

The method of characteristics20 was used to determine the 
drive-pressure history applied to the target by propagating Ufs 
backward to the loading surface. The free-surface wave profile, 
shown in the inset of Fig. 126.9(a), displays a distinct plateau at  
2 nm/ns caused by the drop from the longitudinal to the bulk 
sound speed as the elastic limit of diamond was exceeded. 
In this experiment, as in previous experiments,12 the plateau 
showed a very constant velocity and the elastic limit was 
treated as a straightforward drop in the sound speed. Using 
that assumption, the calculated drive pressure was determined 
and then forward propagated to the diamond/LiF boundary, 
where pressures were impedance matched, thereby deter-
mining Ut. The diamond-ramp wave response measured by 
Bradley et al.,12 which includes diamond strength, and the 
SESAME Table 7271 (Ref. 21) for LiF were used. The LiF 
SESAME Table 7271 accounts for hydrostatic deformations 
while neglecting plastic deformations. The inclusion of a 
Steinberg–Guinan22,23 strength model in the LiF equation of 
state (EOS) influenced the calculated interface pressure by %1% 
prior to peak compression. As Ao et al.22 have shown, plastic 
effects in the interface velocity are of consequence only after 
peak compression. Analysis is terminated when interface yield-
ing or “pullback” is observed, corresponding to +5.5 ns for the 
inset of Fig. 126.9(b). LiF strength effects were neglected since 
the error contribution was significantly less than other sources.
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The experiments were performed on the OMEGA Laser 
System.17 The ablation pressure was controlled by temporal 
shaping the drive laser pulse to produce compressions in LiF 
from 30 to 800 GPa. These drive pulses compressed the targets 
without creating shock waves in either the chemical-vapor-
deposition (CVD) diamond pusher or LiF samples over the 
duration of the experiment.

Laser intensity scaled as +t3 for pulse-shape durations of 
4 to 7 ns. The diamond thickness for those experiments was 
46 nm (!1 nm) and 100 nm (!3 nm), respectively. A 500-nm-
thick, high-purity LiF window was mounted over half of the 
rear of these diamond targets oriented with the G100H axis 
along the pressure-loading direction. Samples were glued at 
the edges such that the compressed diamond released directly 
into the LiF where there was no glue. A 1000-Å titanium coat-
ing was applied to the diamond/LiF interface to increase the 
reflectivity for interferometer measurements. Three targets 
were constructed with gold layers (3 to 5 nm thick) placed 
10 to 15 nm from the ablation surface to act as an x-ray shield 
to ensure there was no effect from high-energy x rays passing 
through the target. No difference was observed in the results 
from targets with and without these shields.

Experimental Result
1.	 Wave Profile Analysis

A total of 17 shots was performed to determine the true and 
apparent velocities as described above. Each of the 17 con-
tinuous measurements is shown as an ensemble of like-colored 
points in Fig. 126.9(a). The measured apparent velocities were 
observed to monotonically increase with pressure with no 
observed discontinuities, indicating a single phase of LiF existed 
to 800 GPa. This is consistent with recent ab-initio calculations 
performed by Smirnov.24 The pressures corresponding to these 
velocities were determined from the LiF SESAME EOS21 as 
shown on the top axis. In those experiments, a weak shock was 
initiated in the LiF window; this was treated as an initial char-
acteristic whose parameters were determined from impedance 
matching with the Hugoniot. The effect of shock formation in 
the LiF window is examined in LASNEX Simulations (p. 63).

Seven additional targets employed +2 nm of glue to fill the 
gap between the diamond and the LiF. At low pressures, the 
compressibility of the glue (and reverberations within it) caused 
the data to deviate from the targets with no glue between the 
LiF window and diamond. Once the glue “rang up” to higher 
pressure, the data followed the trend of targets with no glue-
filled gap. Simulations indicated that after the glue rang up, 
corrections for the presence of +2-nm gaps caused a shift of the 

true particle-velocity profiles after gap closure by +3 ps, much 
less than the timing accuracy of these experiments.

The dominant errors in these calculations resulted from the 
precision of fringe-shift measurements (2.5% of a fringe) and 
uncertainty in the diamond isentrope cited by Bradley et al.12 
Measurements published by Hicks et al.,6 which were later re-
examined by Celliers et al.,25 are the only high-pressure mea-
surements for LiF above 500 GPa published to date. Comparison 
of measurements made by Hicks et al.6 at +1400 GPa with the 
SESAME Table 7271 indicates an +7% error in pressure; there-
fore, a 10% error in pressure is assumed for the LiF isentrope.22 
The errors in the timing correlation between Ua and Ut was of 
the order of 47 ps and 93 ps for cameras 1 and 2, respectively,18 
corresponding to uncertainties added in quadrature of the etalon 
delay (37 ps and 78 ps) and nonuniformity in the drive planarity 
(5 pixels at sweep rates of 6 ps/pixel and 10 ps/pixel). Systematic 
uncertainties are attributed to camera shear (6 and 10 ps), gap 
correction +1 ps (33% of the calculated temporal shift), and the 
neglect of LiF material strength (%1% change in peak interface 
pressure). Systematic uncertainties are estimated to be 5% of 
the total uncertainty and therefore neglected. Random errors 
were propagated through the method of characteristics using a 
Monte Carlo procedure that propagates uncertainties randomly 
chosen from a normal distribution.26

Steep gradients in the measured velocity profiles account 
for the large errors observed for single shots in Fig. 126.9(a). 
These were reduced by using a ramp compression that rose 
more gradually, albeit to lower pressures. Streaked optical 
pyrometer27 measurements of LiF were dominated by thermal 
emission from the diamond anvil observed through the LiF. 
Comparison of the self-emission from the diamond-free surface 
and the diamond/LiF interface suggests that the LiF window 
temperature remained below 1000 K for all cases.

Figure 126.9(b) shows the weighted mean (black points) 
of the data from Fig. 126.9(a) using the associated errors dis-
cussed above. The large errors between 700 to 800 GPa occur 
because only a single experiment reached those pressures. 
The dashed line is the linear portion of a fit performed to that 
weighted mean (see below). Shock-wave data taken from Wise 
and Chhabildas8 and LaLone et al.11 are shown up to 115 GPa 
as yellow and red squares, respectively.

A second-order orthogonal polynomial regression25,26 was 
to fit the Ut [km/s] and Ua [km/s] particle velocities: Ua(Ut) = 
a0 + a1 (Ut–b) + a2 (Ut–c1)(Ut–c2), where b = 2.41 km/s, c1 = 
0.713 km/s, and c2 = 9.53 km/s were determined by the distribu-
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tion of Ut in the data being fit. Since these parameters depend on 
the independent variable, errors were not assigned. Coefficients 
(a0, a1, and a2) were determined from a weighted |2 minimiza-
tion. In the orthogonal fit, the value of each coefficient is inde-
pendent of higher-order terms, diagonalizing the co-variance. 
Ut is considered the independent variable and Ua the dependent 
one with a standard deviation . .U U1 28U

2 2 2
a ta

v d d= +_ _i i  dUa 
is the error associated with the measured interface velocity and 
dUt is the error determined by Monte Carlo simulations, which 
is weighted by 1.28 to account for the estimated slope. Errors 
determined in the orthogonal fitting coefficients underestimate 
deviations observed within the data. This was observed when 
shots were removed at random and orthogonal fitting was 
performed. Coefficient errors were determined by standard 
deviations calculated from 100 discrete shot groupings of the 
24 experiments: a0 = 3.0634 [km/s], a1 = 1.2751!0.0082, and 
a2 = 0.0008!0.0015 [s/km]. Errors were not assigned to a0 since 
it represents the centroid of the data. The slope (a1) dominates 
the determination of the refractive index [Eq. (1)], and contribu-
tions from the curvature (a2) are assumed negligible because 
of their relative size and the bounding of zero.

Equation (2) was used to calculate n(t) (Fig. 126.10) using 
the weighted mean (black line). The refractive index and den-
sity under standard conditions (1.3935 and 2.6380 g/cc) were 
used as the boundary. The refractive index determined from 
the orthogonal fitting parameters is

	 . 0.008 . 0.003 ,n 1 275 0 045! ! t= +^ ^h h 	 (3)

where the second-order term (a2) has been neglected. The 
results obtained are in agreement with high-precision shock 
results up to 20 GPa (Ref. 11)

	 . 0.002 . 0.008 ,n 1 277 0 0443! ! t= +^ ^h h 	 (4)

and diamond-anvil experiments28

	 . 0.03 . 0.01 .n 1 25 0 05! ! t= +^ ^h h 	 (5)

The effective polarizability (a) of LiF is calculated using 
the Clausius–Mossotti relation

	 ,
N1

2
1

3

4 A-
t f
f r

a
+

= 	 (6)

where f is the dielectric function and NA is Avogadro’s num-
ber. For these experiments, the LiF absorption was negligible, 
indicating that the imaginary part of the refractive index was 
small or f . n2. Using Eq. (6) and this approximation, the 

effective polarizability is calculated and plotted as a function 
of compression in Fig. 126.11. The effective polarizability is 
observed to decrease with increasing pressure.
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Figure 126.11
The effective polarizability determined from the Lorentz–Lorenz relation 
plotted as a function of density.
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2.	 LASNEX Simulations
LASNEX29 simulations were performed to address con-

cerns regarding shock formation in the LiF window and LiF 
material strength. The arrival of the diamond elastic limit (EL) 
in the LiF window generates a weak shock. Compression waves 
in the LiF window may reflect off the shock front, and the 
arrival of those waves at the LiF would violate the conditions 
required in the derivation of Eq. (1) (Ref. 19). Since the method 
of characteristics does not account for the potential of shock 
formation, LASNEX simulations were performed to verify 
the characteristic calculations. LASNEX calculations used 
a diamond EOS with a Steinberg–Guinan–strength model to 
recover the EL23 and LiF SESAME Table 7271 (Ref. 21). The 
pressure drive was applied 10 nm inside the front surface to 
account for the material ablated by the laser driver. This applied 
pressure is estimated to best match the measured diamond 
free-surface velocity. 

LASNEX simulations were performed on shot 56113, and 
the results are shown in Figs. 126.12(a) and 126.12(b). Fig-
ure 126.12(a) contains a plot of the diamond free-surface veloc-
ity measured using VISAR (blue) and the estimated velocity 
determined from LASNEX (black) for an approximate applied 
laser intensity. Figure 126.12(a) shows that the LASNEX free-
surface velocity correlates well with the measured free-surface 
velocity. The applied pressure drive that determines the free-
surface velocity is then used to simulate the true interface 
velocity. The noticeable discrepancies between the LASNEX 
simulation and measure free-surface velocity at 3.9 ns and 
4.2 ns is due to the limitations of Steinberg–Guinan–strength 
model. That model predicts a higher EL than observed in 
this study generating the noticeable two-wave structure. As 
observed by McWilliams et al. the diamond EL varies and 
these variations are the cause of the observed discrepancy.30

Figure 126.12(b) compares interface velocities calculated 
using both methods. The LASNEX-predicted true interface 
velocity (black) and the true interface velocity calculated 
using the method of characteristics (red) infer nearly identical 
velocities prior to peak compression. The excellent agreement 
indicates that either (a) shock formation does not occur in the 
LiF window or (b) the effects of shock formation under these 
conditions do not significantly perturb the interface velocity 
prior to peak compression. This indicates that the requirements 
on Eq. (1) are met and Eq. (1) remains valid for these experi-
ments. Furthermore, simulations performed with and without 
a Steinberg–Guinan–strength model differ %1% in pressure.

Discussion
The temperatures achieved in this study are significantly 

lower than temperatures for identical pressures along the 
principal Hugoniot. SESAME Table 7271 predicts the principal 
isentrope temperature at 400 GPa and 800 GPa to be +700 k 
and +800 k, respectively. The temperature along the principal 
Hugoniot for those pressures are significantly higher (12,500 k 
and 31,500 k). Molecular dynamic simulations31 suggest that 
the Hugoniot approaches the melt line at +150 GPa at +3500 k. 
Quantum molecular dynamics simulations predict as LiF melts, 
it transitions from a large gap insulator into a reflective mate-
rial and during this transition develops a nonlinear refractive 
index.32 The low temperatures achieved in this study prevent 
LiF from approaching melt, inhibiting the development of a 
nonlinear refractive index.

An effective-oscillator model13 was used to interpret the 
observed linear dependence of refractive index on density. 
The effective-oscillator model describes optical properties as 
a weighted average over the visible spectrum. It is a simplistic 
dielectric model that predicts the magnitude and dispersion of 
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Figure 126.12
Comparison of hydrocode simulations and the 
method of characteristics for shot 56113. (a) LAS-
NEX ablation pressure is determined by matching 
the LASNEX free-surface velocity (black) with 
VISAR measurement (blue). (b) The ablation 
pressure calculated using LASNEX is then used to 
determine the true interface velocity. Comparison 
of the LASNEX results (black) and the method of 
characteristics (red) is shown.
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ionic and covalent substances. The refractive index is defined 
by two “average” parameters: the dispersion energy (Ed) and 
single-oscillator energy (E0). E0 is empirically related13 to the 
lowest direct optical transition Et defined as the excitonic or 
band gap. The single-oscillator energy represents an average 
energy gap where the direct and indirect gaps may be smaller 
or exceed that energy.33

Wemple and DiDomenico13 have shown that frequency-
dependent refractive index for covalent and ionic materials 
can be fit to 

	 ,n
E

E E
12

0
2 2 2

0d-
-' ~

= 	 (7)

where Ed is the dispersion energy, E0 is the single-oscillator 
energy, and ~ is the photon energy. In a survey of over 
100 solid and liquid insulators at ambient conditions, this model 
fits the frequency-dependent refractive index well.13 

This model was applied to the pressure-induced closure of 
the H2 band gap over a large density range34–36 and success-
fully predicted the emergence of excitonic absorption in the 
visible spectrum.4 Those studies show the H2 exciton shifts 
from 14.5 eV to 2 eV with a slightly sublinear dependence 
on density over nearly 15-fold compression. The effective-
oscillator model has been applied to H2O ice, demonstrating a 
linear reduction in the band gap over 2.3-fold compression.33 In 
that study, the dispersion was measured from 569 to 741 nm at 
pressures ranging from 0 to 120 GPa. At discrete pressures, the 
effective-oscillator parameters (Ed and E0) were determined. 
Zha et al.33 found that Ed was independent of density (remained 
constant) and that the effective gap closed monotonically with 
density. Wemple and DiDomenico13 have shown that the ratio 
of the band-gap energy to the lowest direct optical transition 
E E0 t is constant for constant dispersion energy (Ed).

The effective-oscillator model was applied to the data pre-
sented here, where the ambient values of Ed and E0 were deter-
mined by fitting the refractive index to measured values in the 
range of 332 nm < m < 732 nm, i.e., the wavelength region near 
the probe laser.16 Fixing Ed to its ambient value, E0 is calculated 
as a function of density using Eq. (7), as shown in Fig. 126.13. 
For the alkali halides of NaCl structure, the average ratio of 
single-oscillator energy to direct band gap is . .E E 1 360 t =  
This effective band gap begins at the intense exciton observed 
at ambient pressure37 and then decreases with rising pressure. 

Extrapolation of these results (a crude approximation) indicates 
that the band gap may close above >4000 GPa. This suggests 
that LiF will remain transparent well above the Goldhammer–
Herzfeld (G–H) criterion (+2800 GPa) (Refs. 14–16). This 
difference is consistent with the observed behavior of He and 
Ne, which exhibited abnormally high metallization at pressures 
10# greater than predicted by the G–H criterion.5,38
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Figure 126.13
Density dependence of the single-oscillator model (Et). Extrapolation suggests 
that LiF may remain transparent to pressure above 4000 GPa.

Conclusion
Direct laser ablation was used to ramp compress LiF from 

30 to 800 GPa. LiF was observed to remain transparent over 
this pressure range; this is the highest-pressure insulator ever 
observed. The apparent and true particle velocities were mea-
sured over this range and were used to calculate the refractive 
index of compressed LiF, which was found to depend linearly 
on density. These are the highest pressure measurements of 
refractive index to date and are used to infer the pressure-
induced band-gap closure of compressed LiF using an effec-
tive-oscillator model. These measurements provide a VISAR 
correction factor up to 800 GPa. Extrapolation of these results 
suggests that LiF remains transparent to pressures >4000 GPa 
as long as the temperature remains sufficiently low. If true, LiF 
will prove to be a valuable window for extremely high pressure 
ramp-compression experiments.
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Introduction
High-energy electrons are detrimental to laser fusion because 
they can preheat the fuel, preventing the high compression 
necessary for central hot-spot ignition and high gain.1 The 
direct-drive approach is particularly vulnerable as a result of 
the long scale length of plasma that exists at the quarter-critical 
density of the target, although it can also occur in indirect-
drive geometry.2

Direct-drive–implosion experiments on OMEGA have 
observed hard x rays (a signature of hot electrons) that are 
coincident with the emission of half-integer harmonics and the 
predicted two-plasmon-decay (TPD) threshold.3 Four-channel 
x-ray spectroscopy ranging in energies from 20 to 500 keV indi-
cates hot-electron temperatures of Thot K 100 keV for irradia-
tion intensities of I0 + 1015 W/cm2 at m0 = 351 nm (Ref. 4). Since 
electrons in excess of 100 keV are inferred experimentally via 
the hard x rays that they produce, it is apparent that the pos-
sibility of preheating exists. This will lead to an increased fuel 
adiabat and diminished fuel compressibility. Estimates of target 
preheat based on measured x rays are difficult, but likely fall in 
the range of 40 to 50 J, where the impact on target performance 
might be measurable on OMEGA (Delettrez et al. estimate a 
40% reduction in areal density for a worst-case scenario on the 
basis of one-dimensional hydrodynamic calculations5).

Definitive evidence of preheat-impaired performance 
[e.g., in reduced areal density (tR)] on OMEGA is currently 
lacking,6,7 which complicates any extrapolation of preheat 
to ignition-scale designs. For example, in implosion experi-
ments, close to 80% of maximum predicted areal density above 
200 mg/cm2 has been achieved using 10-nm-thick deuterated 
plastic (CD) ablators.8 The TPD instability is only weakly 
excited in these targets. It can be more strongly excited by using 
thinner shells since the TPD threshold is more easily attained 
in hydrogenic plasma. While a significant degradation of tR is 
observed for thinner CD ablators, it is not currently possible to 
rule out other competing mechanisms such as shock mistim-
ing, hydrodynamic instability, radiation preheat, and preheat 
by nonlocal thermal electrons.

Hot-Electron Heating Caused by Two-Plasmon-Decay Instability

The need for a physical model of target preheat clearly 
exists. The self-consistent modeling, however, of hot-electron 
generation and the resulting preheating of the target is a very 
challenging problem. The purpose of this article is to present 
a model that represents an attempt in this direction. It includes 
aspects of the experimental conditions that are thought to be 
important. Namely, it assumes that all preheat is associated 
with TPD instability and the plasma inhomogeneities (density 
gradient) play an important role. The model contains non-
linearities that have been shown by detailed particle-in-cell 
calculations to play a dominant role in saturation.9,10 The 
possibility of multiple acceleration stages for hot electrons as 
they periodically pass through the quarter-critical surface is 
also investigated. It takes the trajectory of the heated electrons 
that lies outside of the simulation boundaries into account. It is 
shown that, for the parameters of current OMEGA direct-drive 
cryogenic implosions, recirculation (or reheating) of electrons 
is an important effect.

While several simplifications are made, we attempt to show 
how, in future work, these simplifications may be systemati-
cally relaxed. The most important of these is the development 
of a self-consistent quasilinear model for the evolution of the 
electron distribution function11 that would replace the current 
test-particle treatment.

The sections that follow describe the model for electron 
heating, with subsections describing the extended Zakharov 
model for the saturated electric field spectrum and outlining 
the test-particle method; present the results of electron-heating 
calculations; and, finally, present a summary and conclusions.

Description of a Model for Hot-Electron Production
Based on experimental observations, there are reasons to 

believe that TPD is the sole instability active in producing 
hot electrons in current OMEGA experiments. Half-integer 
harmonic signatures of TPD are strongly correlated with hard 
x-ray production, with x-ray energies of the order of Ex ray + 
100 keV (Refs. 3 and 4). The onset of TPD signatures is also well 
predicted by the simple linear threshold for the absolute TPD 
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instability of a plane electromagnetic wave in a density gradient 
when the intensity of the plane wave is equated with the average 
overlapped-beam intensity on OMEGA. Thresholds for TPD in a 
linear gradient have been computed by a number of authors.12–21 
The “above-threshold parameter” ,I L T32014 m keVh = n _ i  
which is based on the expression for absolute instability com-
puted by Simon et al.,13 4.134k Lv v >2

0osc e` j  (i.e., the large 
b limit), has proven itself to be a very useful empirical tool 
for interpreting OMEGA experiments.3,5,8 While the onset 
is well predicted by the h parameter, which signals absolute 
instability, the measured spectrum of plasma waves is gener-
ally not consistent with the absolutely unstable eigenmode.3 
Above threshold, the absolutely unstable wave corresponds to 
a forward-going plasmon of wave number close to k0, where k0 
is the laser vacuum wave number, and a plasmon with small 
perpendicular wave number given by
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while experimentally, most Langmuir wave (LW) intensity is 
found to be located close to the Landau cutoff (k + 0.25 kDe, 
where kDe is the Debye wave number).3 This is not too surpris-
ing because convective growth can become important at similar 
intensities and can dominate the nonlinear state9,22 because it 
is not as easily saturated as the absolute mode (see Zakharov 
Model for the Saturated LW Spectrum, below).

Raman backscattering is neglected in the model because 
of the absence of an experimentally observed Raman back-
scattering signature. This is consistent with linear gain 
estimates: Raman scattering is expected to be convectively 
unstable below quarter-critical, with the Rosenbluth gain23 
A V V0

2
1 2Ros rc l= l be-ing negligible for the relevant experi-

mental parameters 
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The envelope approximation, upon which the previous expres-
sion relies, is not valid near the quarter-critical density. Drake 
et al. have demonstrated the potential for absolute instability 
of stimulated Raman scattering (SRS) near the quarter-critical 
density24 with the threshold condition

	 .c k L1 2v > /
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The ratio of the TPD threshold to the above expression for 
absolute SRS is given approximately by
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It appears that the effects of absolute Raman scattering near 
the quarter-critical density should be taken into account. The 
model currently omits this possibility (and achieves a worth-
while simplification by ignoring the equation for the envelope 
of the scattered transverse wave). This is based on the observa-
tions of the dominance of convective TPD over absolute TPD 
(see Zakharov Model for the Saturated LW Spectrum, 
below) and, by association, absolute Raman or high-frequency 
hybrid instability.18,19 The neglect of these terms also appears 
consistent with results reported for explicit particle-in-cell 
(PIC) calculations.9

The spectrum of LW’s driven by TPD instability is assumed 
to be saturated by nonlinearities that are contained within the 
extended Zakharov approximation.25,26 Recent comparisons 
between the Zakharov model and reduced PIC calculations of 
TPD in homogeneous plasma indicate this to be a reasonable 
approximation.10 The model takes into account the density 
gradients and flow velocities at quarter-critical that are predicted 
to occur experimentally on the basis of 1-D radiation–hydro-
dynamic calculations using the LILAC code.27

Electron heating in response to this spectrum of electrostatic 
waves is computed in a test-particle approximation, i.e., the 
electron distribution is heated by the LW’s, but the modified 
electron-distribution function does not act back on the LW’s, 
i.e., there is no kinetic modification of the LW dispersion rela-
tion. This is done in order to make contact with experimental 
observations, as well as to investigate the effects of recircu-
lating electron trajectories, which have for a long time been 
thought to be important.11,28 

The test-particle approach to electron heating also allows 
for a systematic investigation of the validity of a self-consistent 
quasilinear model for TPD11 along the lines of Sanbonmatsu et 
al.29,30 by explicitly computing the diffusion of electron 
velocities, tv 2D Dv] g  (Refs. 31–33). This will be the subject 
of a future publication.

1.	 Zakharov Model for the Saturated LW Spectrum
The LW fields near the quarter-critical surface are mod-

eled in the extended Zakharov approximation in two spatial 
dimensions taking into account a prescribed density gradient, 
as has been described previously,25,26 and now extended here 
to include a prescribed flow velocity
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(1)

In the above equation, Ev is the slowly varying complex envelope 
of the longitudinal electric field E expE i t1 2 c.c.0l p~= +v v ` j  
(i.e., the electric field is decomposed into longitudinal and 
transverse components E E E .l t= +v v v  The quantity E0

v  is the 
slowly varying (in time) complex envelope of the transverse, 
electromagnetic (EM) field, 

	 E ,expE ik x i t i2, , 0t j j p jj

N
0 0 01

j - -$ ~ ~ z= +=
v v v v ` j9 C/ 	

which consists of Nj beams of amplitude E ,j0
v  and of wave 

number k , j0
v  that differs only in direction k k, ,i j0 0=v va k and 

phase zj. The reference electron-plasma frequency is 

	 ,n e m4
/

p0 0
2 1 2

e~ r= ` j 	

and T mv /1 2
e e e= ` j  is the electron thermal velocity. For the 

slow density variation, dn + dN represents the departure from 
the reference density n0 = 0.23 nc, where n m e40

2 2
c e~ r= _ i 

is the laser critical density. The static, i.e., non-evolving, 
component of the electron density corresponds to a linearly 
increasing density profile,

	 . . ,N x n N x l n0 23 0 04 2 1x0 c-/ d+ = +_ `i j9 C 	

which varies from 0.19 nc to 0.27 nc over the simulation 
length lx, where x ! [0,lx] and has a density scale length 
of .logL N x x l8 23d dn x

1 1/ =- -_ _i i8 B  The value of Ln is 
assumed to be constant in time during the integration period 
of the Zakharov model. The evolving component , ,n x td v̂ h  a real 
quantity, satisfies the second Zakharov equation
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which takes into account the ponderomotive force of the light 
waves, each having the phase zj. The low-frequency (LF) 
fluctuations are also driven by the ponderomotive pressure of 
the LW’s, which is quadratic in .Ev  The damping operators oe% 

and oi% are local in k-space and contain the contribution of 
collisional and Landau-damping terms corresponding to a fixed 
Maxwellian ion- and electron-velocity distribution function of 
temperatures Ti and Te, respectively. The terms SE and Sdn are 
noise terms that support a thermal level of LW and ion-acoustic-
wave (IAW) fluctuations in the absence of other sources.25

The numerical domain X = [0,lx] # [0,ly] on which the 
extended Zakharov model is solved is typically arranged 
so that the linear electron-density profile spans the range 
0.19 0.27.n n< <e c  This ensures that the electric field asso-
ciated with the LW’s vanishes on the longitudinal boundaries. 
The electrostatic waves are damped at low density (large 
kmDe) and reflected (turn) before encountering the boundary 
at the high-density side. Based on predicted scale lengths on 
OMEGA of Ln + 150 nm, this translates into a spatial dimen-
sion lx of approximately lx + 50 nm. The transverse dimensions 
are usually a few tens of microns. The transverse dimension 
should be as small as possible for computational efficiency, 
but no shorter than the correlation length for the LW fields. 
Typically, the transverse length ly, where y ! [0,ly], is chosen 
to be ly L 12.0 nm.

a. Zakharov predictions for the saturated LW spectrum.  
The nonlinear saturation of TPD based on the model presented 
in Zakharov Model for Saturated LW Spectrum (p. 67) is 
seen to involve a process of density-profile modification,25,34 
the generation of ion-acoustic-wave turbulence as a result of 
the ponderomotive response to primary TPD LW’s,9,25 LW 
cavitation and collapse, and Langmuir decay instability.25 
The development is quite similar to that observed in homoge-
neous reduced particle-in-cell calculations made recently by 
Vu et al.10 and is broadly consistent with earlier observations 
that saturation occurs as a result of ion-wave fluctuations35 or 
profile steepening.34,36

A series of two-dimensional calculations solving Eqs. (1) 
and (2) have been carried out with parameters motivated by 
conditions either currently or soon-to-be accessible on the 
OMEGA Laser System: the laser wavelength m0 = 0.351 nm, 
the electron temperature Te = 2.0 keV, the ion temperature Ti = 
1.0 keV, ion charge Z = 3.5 (effective charge state correspond-
ing to CH plasma), IAW damping of 0.1,kc0i i s/o o =  and 
density-gradient scale lengths in the range Ln = (100 to 350) nm. 
The simulation domain was chosen so as to include densities 
from ne = (0.19 to 0.27) nc. In the case of Ln = 150 nm (which 
we define as the “canonical” scale length on OMEGA), lx = 
45.0 nm, and ly = 12.0 nm (other cases were adjusted appro-
priately). The simulations were made with either a single-plane 
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electromagnetic (EM) wave (Nj = 1), normally incident along 
the direction of the density gradient ,k e k 1, ,x0 1 0 1$ =v ta k  or 
with two overlapping plane waves (Nj = 2), each incident at an 
angle of 0.23cos k e k, ,j j x j

1
0 0$ ! ci = =- v ta k  to the direction of 

the density gradient (the calculations with two crossed beams 
allow for the sharing of a common plasma wave10 that is thought 
to be an important experimental process on OMEGA.37) The 
plane of simulation is chosen to be coincident with the plane of 
polarization, which also assumes that all Nj beams are similarly 
polarized. The laser intensities IL (incoherent overlapped “inten-
sity” I c E8 ,ii

N
01L

j/ r =
2v^ h/  in the case of multiple beams) 

were varied in the range IL = (5 # 1014 – 2 # 1015) W/cm2. The 
combination of laser intensity and density scale length was 
chosen to put the absolute TPD instability in either the weakly 
unstable (h + 1.5) or moderately unstable regime (h + 2 to 3) 
with respect to the threshold criterion as defined by Simon et 
al.13 Although there are differences between the single-beam 
and crossed-beam calculations, which will be described in a 
separate publication, the generic results described below are 
illustrative of both cases.

The calculations develop from the initial onset of absolute 
instability, which corresponds very well with the calculations 
of Simon et al.13 with regard to both the threshold intensity and 
unstable wave number (eigenmode), toward a broad spectrum 
of plasmons as shown in Fig. 126.14(a). [The onset of absolute 

instability and the resulting growth rate were determined 
accurately by removing the nonlinear coupling between the 
Eqs. (1) and (2). The threshold intensity was therefore observed 
to coincide with the Simon et al. prediction to within 10% for 
the normally incident single-beam case].

The absolutely growing mode eventually reaches a suf-
ficient amplitude where nonlinearities become important. The 
time required for strong nonlinearity to become important 
for canonical OMEGA parameters based on an initial noise 
level of E n T8 6 102

0
6

e #r = -_ i  and a laser intensity of 
IL = 1015 W/cm2 was found to be +1.2 ps. Density-profile 
modification34 was the saturating mechanism of the absolute 
modes in these calculations. This was determined by perform-
ing an estimate of the local steepening of the density gradient 
by taking a transverse (y direction) average of the density 

y,N x N x n x y/ d+u_ _ `i i j  (as shown in Fig. 126.15) and esti-
mating the modified gradient scale length in the neighborhood 
of the quarter-critical density .L mn  The observed scale length, 
when substituted into the threshold expression, was found to 
lead to marginal stability ~1.I L T23014 m keVh = n

u _ i  This 
situation was found to hold for all calculations that were 
performed. The collapse in growth of the initially unstable 
eigenmode is followed by an expanding region of large LW 
excitation at lower densities (corresponding to larger k9 LW’s 
in the single-beam case). This is seen in the Fourier spectrum  
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(a) The saturated Langmuir wave spectrum in Fourier space Ek

2v  corresponding to a crossed-beam irradiation geometry with an overlapped intensity of IL = 
1 # 1015 W/cm2 (canonical OMEGA parameters). Two EM waves are incident at angles of !23°. For each beam, the single-beam maximum-growth-rate curves 
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for the same parameters as in (a).
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of the longitudinal electric-field intensity [Fig. 126.14(a)], 
where the active region of LW’s extends as far as the Landau 
cutoff at wave numbers k + 0.25 kDe (solid red line). These 
unstable modes, which are convective in nature, come to 
dominate the saturated LW spectrum at later times. The broad 
spectrum in Fig. 126.14(a), which corresponds to irradiation 
by two crossed beams, is dominated by the common LW and 
its associated daughter waves. This can be seen by comparing 
the spectral features in Fig. 126.14(a) with the expected growth 
rate based on a multiple-beam theory for identical parameters37 
[Fig. 126.14(b)]. The predicted maximum growth rate occurs 
at the intersection of the single-beam maximum growth rate 
curves (shown by the dashed lines) in Fig. 126.14. The growth 
rate has quite a broad peak, extending beyond the Landau 
cutoff (solid circle) for positive wave numbers—although the 
crossed-beam theory ignores wave damping. The absolute mode 
would appear to be relatively unimportant in the saturated state.

Yan et al.9,22 demonstrated that the convective Rosenbluth 
gain in amplitude [gR + exp(rK)] for the large k9 TPD modes 
can be simply written in terms of the Simon et al. threshold 
parameter for absolute instability 

	 2.5 . . ,T T k1 0 0088 0 0047 2
keV keV- -r hK = =

ua k 	

where .k ck 0/ ~u  Convective gain in intensity is therefore sev-
eral times larger than the threshold parameter and very weakly 

dependent upon the transverse wave number for the parameters 
of current interest. Close to threshold, all transverse modes 
up to the Landau cutoff can saturate convectively without the 
need for nonlinear processes. As laser intensity increases, these 
convective modes are observed to saturate as a result of the 
excitation of large-amplitude ion-acoustic perturbations with 
relative-density perturbations on the few-percent level.

Features of the growth and nonlinear saturation of Fourier 
modes that come to dominate the spectrum at times t L 1.2 ps 
in the case of single-beam illumination are illustrated in 
Fig. 126.16. The left-hand column [Figs. 126.16(a)–126.16(c)] 
shows a series of snapshots of the low-frequency density per-
turbations GdnHrms (x)/nc taken at different times (see figure cap-
tion). Note that the reference n0 and linearly varying part of the 
density dN(x) have been extracted and that a one-dimensional 
lineout has been obtained by taking the root-mean-square (rms) 
average over the transverse (y) coordinate, 
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The left-hand column [(a)–(c)] shows a series of snapshots of the 1-D density 
perturbation ,n nrms cd  while the right-hand column [(d)–(f)] shows the 
transverse average of the LW excitation level ,E 2v  both plotted against the 
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spond to times t = 1.2, t = 2.0, and t = 2.4 ps. The figure illustrates the correla-
tion between LW amplitude and the region over which . %.n n 0 5rms c Ld  
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/

i y ij
n 2

1

1 2

rms
y/d d=` ` aj j k; E/ 	

where ny is the number of transverse grid points. The right-hand 
column [Figs. 126.16(d)–126.16(f)] shows the normalized LW 
excitation level E 2v  averaged over the transverse direction.

Figure 126.16(a) shows the situation at t = 1.2 ps, where the 
convective LW growth is well described by the linear evolution. 
The excitation of the LF density perturbations is due to the non-
linear ponderomotive force [first term on the left side of Eq. (2)] 
of the unstable LW’s and has a negligible effect on LW growth 
given by Eq. (1) (its contribution is negligible compared to the 
damping rate, for example). In Fig. 126.16(d), the LW’s appear 
to grow more rapidly at higher density for reasons that are 
not fully understood. As time progresses [Fig. 126.16(b)], the 
density perturbation GdnHrms (x) level has grown significantly 
and is at the few-percent level. A two-dimensional Fourier 
analysis of the density perturbations (not shown) reveals these 
perturbations to be IAW’s driven in response to the pondero-
motive beating of primary TPD LW’s, a feature previously 
identified in the reduced PIC calculations of Vu et al.10 The 
absolute mode has saturated as described above. Notice that 
the maximum in the LW excitation level max E x2 _ i9 C occurs 
at roughly x = 19 nm, which is the point where GdnHrms (x)/nc 
falls below 0.5%. This peak in LW excitation moved to this 
location continuously from near ne = 0.25 nc, following the 
boundary of density excitations. For larger values of x, there 
is evidence of saturation of the LW amplitude. The saturation 
leads to a lower level of LW amplitudes and a weakening of 
the ponderomotive excitation of dn.

The onset of a new type of behavior is shown in Figs. 126.16(c)–
126.16(f). The LF density perturbations have decreased to a 
value of 0.5%.n nrms c Kd  This appears to permit some 
renewed growth of the LW’s (i.e., at x = 30 nm) and leads to 
a new peak in LW excitation located close to the minimum in 

.n nrms cd  This close correlation between the evolution of 
uEu2 and dn is given as evidence of the detuning effect of LF 
density perturbations on the convective growth of TPD modes. 
We recall that this is the same mechanism proposed as the 
saturation mechanism for TPD in the OSIRIS PIC calculations 
of Yan et al.9 It would appear that density perturbations need 
to exceed the level 0.5%n nrms c .d  in order to be effective. 
An alternate description of nonlinear saturation will be given 
in a paper by Vu et al.,38 where evidence is presented from 
RPIC and Zakharov simulations that Langmuir collapse is the 
essential dissipative saturation mechanism in these relatively 
weakly driven regimes, with the Langmuir decay instability 
(LDI) playing a minor role.

In general, the evolution of the LW spectrum to a steady 
state is observed to take several tens of picoseconds. While 
oscillations of the kind described above persist, the spectrum 
becomes “steady” only after roughly one acoustic transit time 
across the density range Dn spanning from the Landau cutoff 
to quarter-critical. For canonical parameters, this time is tsat + 
Dx/cs = (Dn/n0) Ln # 1/cs . 100 ps. This steady LW spectrum 
is used below to investigate the generation of hot electrons.

b. Estimate of the maximum energy gain for an electron in 
transit through the interaction region.  The late-time (saturated) 
LW spectrum obtained from the Zakharov calculations on 
p. 68, although broad, is dominated by a shared common wave 
and the corresponding daughter waves whenever the irradiation 
consists of symmetrically arranged, overlapping plane waves 
(Fig. 126.14) (an effect that may explain the experimentally 
observed scaling of preheat on overlapped-beam intensities4). 
Since this is the usual experimental configuration on OMEGA, 
consider the simple case where the action on the plasma electrons 
is due to a single coherent LW wave. In this case, an estimate for 
the expected scale of electron heating can be obtained (although 
it should be noted that similar numbers can be obtained without 
invoking the common wave). Taking the wave numbers of the 
LW’s at their point of origin to be kmDe = 0.16 and 0.07, respec-
tively (see Fig. 126.14) (the common wave is only resonant at a 
particular density;10 here the density is 0.241n ne c = ), then the 
trapping width can be estimated from the formula 

	 E2 2 ,e m kv v v/ /
l

1 2 1 2
tr e osc= = z` aj k 	

where Ee mv losc e~= ` j is the oscillatory velocity of an 
untrapped electron and k k1 1 3v v 2 2

Te De Dem m= +z
/1 2` j  is 

the LW phase velocity for a wave satisfying the Bohm–Gross 
dispersion relation .k1 32 2 2 2

p De~ ~ m= +a k  In practical units the 
trapping width becomes 
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(4)

Substituting the wave numbers for the common and daughter 
waves gives the values 

	 E E1.38v v /
l t

1 2
tr Te= ` j 	

and E E2.1 ,v /
l t

1 2
Te` j  respectively. In both cases the trapping 

width is insufficient to trap thermal electrons because of the 
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high phase velocity of the waves ( 6.49v vTe =z  and 14.40 for 
the common and daughter LW’s, respectively). As a result, wave 
breaking will not easily occur.39 

The presence of the density gradient modifies the propagation 
of the TPD-produced LW’s from their point of origin. Theoreti-
cal treatments of wave–particle interaction that lead to particle 
trapping and acceleration most often consider unbounded homo-
geneous plasma.40,41 The present situation involves both a spa-
tially localized region of LW excitation (excitation is restricted 
to densities in the range . 0.25n n0 2 e cK K h and plasma 
inhomogeneity. Of most importance is the inhomogeneity in the 
plasma density. For example, the common wave, which is blue 
shifted with respect to ,20~  propagates up the density gradi-
ent. For a freely propagating LW of fixed frequency ~, the wave 
number will decrease in order to preserve the dispersion relation 
as the local density (and plasma frequency) increases. The phase 
velocity will likewise increase ,x3v v /2 2 2 1 2

Te p-~ ~ ~=z _ i: D& 0  
at some point becoming superluminal (the group velocity has 
the opposite dependence, V 3v vg Te= z). The density at which 
the LW will turn depends on its frequency. The daughter wave 
(red-shifted plasmon) propagates down the gradient. Its phase 
velocity decreases until it becomes a few times the thermal 
velocity and the wave is damped (the Landau cutoff).

The density gradient creates the potential for electron accel-
eration to higher energies than can be obtained in homogeneous 
plasma since the phase-velocity increase can keep pace with the 
electron as it is accelerated up the gradient.42 Given an arbitrary 
LW amplitude, it might be possible to accelerate electrons to 
arbitrarily high energies, but, practically, there will come a 
point at which the maximum acceleration in the LW field will be 
insufficient to match the acceleration of the LW phase velocity. 
Following Brooks et al.42 (with a trivial generalization to include 
relativistic velocities), the magnitude of the largest-attainable 
acceleration may be simply obtained from the relativistic 
momentum equation for electrons Ev e mmax l

3
ec=l ` j by 

assuming the electron maintains constant phase with respect to 
the LW. In practical units the maximum-attainable acceleration is 

	 2
E E. ,I1 5 10 cm/sv /

max l t
24

15
1 2 3

ph # c= -
l ` j 	

where the prime denotes the time derivative. Equating this 
with the acceleration of the LW phase velocity up the density 
gradient x x x x L2v v p p n

2 2 2 2-~ ~ ~=z z
1-l _ _ _ _ _i i i i i8 B  enables 

one to calculate the location x and phase velocity at which 
the electron can no longer remain in phase (vz)max—the 
above is solved iteratively since the relativistic gamma factor 
is dependent on the phase velocity .cv v1

/2 2 1 2
-c =

-
z z_ ai k  

The energy gain is given by DE/(mec2) = c [(vz)max]–c [(vz)0], 
where (vz)0 is the initial (phase) velocity of the electron (LW). 
Substituting in values I15 = 1, El = Et, and (vz)0 = 6.49 vTe from 
the Zakharov calculations presented in Zakharov Predictions 
for the Saturated LW Spectrum (p. 68) gives an estimate for 
the energy gain of DE + 110 keV (or DE + 177 keV for El = 2 Et).

The actual situation does not involve a single coherent wave, 
but rather there are many waves whose resonances are expected 
to have significant overlap, leading to orbits that become 
diffusive. It might be possible to approximate the stochastic 
acceleration of electrons in the predicted LW fields with a 
self-consistent Fokker–Planck43 or quasilinear model.11,29,30 
To estimate the heating effect more accurately and to investi-
gate the importance of reheating, test electron trajectories are 
directly integrated in the LW fields predicted by the Zakharov 
model of Zakharov Predictions for the Saturated LW Spec-
trum (p. 68). This will also form the basis for future work that 
will examine the applicability of quasilinear diffusion32–44 for 
the two-plasmon-decay instability.

2.	 Test-Particle Equations of Motion
Test-particle motion is governed by the relativistic Newton–

Lorentz equations. For the ith electron test particle, these are 

	 ,
t

x

d

d
vi
i=

v
v 	 (5)

	 E E B, , , ,
t

p
e x t x t c x t

d

d
vi

l i t i i i- #= + +
v

v v v v v v v_ _ _i i i9 C 	 (6)

where p m vi i i0c=v v  is the electron momentum. The longitudinal 
electric field El

v  is associated with the LW’s resulting from the 
TPD instability and is obtained from the Zakharov field Ev  
by restoring the carrier frequency ~p0 (which was explicitly 
removed in the Zakharov approximation)

	 E , / , expx t E x t t1 2 c.c.l p0-~= +v v v v^ ^ ah h k 	 (7)

The transverse fields Et
v  and Bv  are associated with the 

incident laser light and are currently ignored when comput-
ing test-particle trajectories (they are prescribed fields in the 
current extended Zakharov model). Although the transverse 
electric-field strength is quite large, 

	 E ~ 8.7 10 1 10I W/cm V/cm,
/

t
8

0
15 2 1 2

# #b l 	

it is not effective in accelerating electrons at nonrelativistic 
laser intensities (I0 K 1018 W/cm2). The transverse fields result 
merely in a “quiver” imposed on the unperturbed motion. The 
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quantity El
v  is defined only at discrete spatial locations that 

are determined by the discretization (grid points) used in the 
numerical solution of Eqs. (1) and (2) and is interpolated onto 
the ith test electron position xiv  using bilinear interpolation. The 
test-particle equations [Eqs. (5) and (6)] are integrated numeri-
cally using a fourth-order Runge–Kutta scheme.

Ensemble averages of test-particle quantities are obtained 
by averaging over test-particle initial conditions x t 0i =v ^ h and 
p t 0i =v ^ h since averaging over realizations of the electric-field 
spectrum is impractical. The initial position of a test particle 
x x t 00 / =v v^ h is a random variable defined on  X = [0,lx] # [0,ly] 
with a uniform probability distribution .f x x dx l ld x y0 0 0=v v v_ `i j  
The initial momentum p p t 00 / =v r^ h is given by 

	 ,sin cosp p e ex y0 0 z z= +v t t_ _i i8 B 	

where the magnitude of the momentum p0 is fixed according 
to a given kinetic energy 

	 ,p m c T m c 1 10 0 0 0
2 2

-= +
/1 2

b l< F 	

while the angle z is a uniform random variable on [0,2r] with 
the probability distribution f(z)dz = dz/(2r). The effect of 
the finite boundary on the particle trajectories is addressed 
in the following section, while the boundary conditions on 
the longitudinal fields are periodic in the transverse direction 
E E, ,x y l x yl y l+ =v v` `j j and vanish at the longitudinal boundaries 
E E, , 0x y x l y0l l x= = = =v v_ _i i  (see Fig. 126.17).

3.	 Estimation of Global Particle Trajectories
For the numerical simulation of Eqs. (5) and (6), any poten-

tial for electrons to re-enter the TPD active region after their 
transit through the simulation domain must be manifested 

through the boundary conditions because of limitations placed 
on the maximum size of the region over which Eqs. (5) and 
(6) can be realistically integrated. In general, the problem of 
boundary conditions in kinetic29,30 or PIC calculations9 is 
usually addressed by assuming that transverse boundaries are 
periodic, while longitudinal boundaries are thermalizing. The 
thermal boundary conditions have the effect of driving the 
electron-distribution function to a Maxwellian,30 which may 
or may not be physically reasonable. It is clear that the choice 
of boundary condition has a significant impact on the proper-
ties of the hot-electron spectrum.11,28 Such a “thermalizing” 
scheme is easily implemented for test particles in Eqs. (5) 
and (6) above. Inspection of the target areal densities relevant 
to OMEGA implosions at the time of TPD instability (tR + 
10–2 g/cm2) shows, however, that they are unlikely to be 
completely stopped [the range r0 = 6.65 # 10–2 g/cm2 for an 
electron of energy of 100 keV in hydrogen in the continuous-
slowing-down approximation—energies corresponding to 
those estimated in Estimate of the Maximum Energy Gain 
for an Electron in Transit Through the Interaction Region 
(p. 71) and observed experimentally4].45 As a result, an estimate 
of the effect of electron recirculation is needed.

The spherical nature of the quarter-critical surface means 
that hot electrons can pass through the center of the target and 
re-encounter it once more on the opposite side (as long as they 
are sufficiently energetic so as not to range out; i.e., trajectories 
of type A, shown in Fig. 126.18). Less obvious is the fact that 
electrons on outward-bound trajectories (heading away from 
the target) may also be reflected back by the presence of sheath 
fields11,46,47 (trajectory of type B, shown in Fig. 126.18). The 
possibility therefore exists for complex orbits where electrons 
can be accelerated multiple times by the TPD active region 
near the quarter-critical surface.
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An illustration of how the boundary conditions for electron test particles 
are implemented. The region X = [0,lx] # [0,ly] over which the LW fields are 
calculated is shown, where the colors correspond to the magnitude ,E x y
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its angle is given by bl = b. The white curve illustrates this process for an 
imaginary trajectory.
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The global radiation hydrodynamics of an imploding target 
at any given time during an implosion is calculated with the 
one-dimensional radiation–hydrodynamics code LILAC27 
without consideration of the effects of TPD (i.e., no increased 
absorption or effects of preheat). The parameters are taken to be 
those of current cryogenic implosion experiments on OMEGA 
at the time of peak TPD instability. These parameters place 
the quarter-critical surface at a radius of r1/4 + 500 nm, while 
the dense shell is at a radius of approximately 300 nm (see 
Fig. 126.18). The energy loss and time of flight associated with 
the electron trajectories beyond the quarter-critical surface are 
approximated below by “unperturbed” trajectories. That is, the 
energy loss and time of flight between an electron leaving the 
critical surface and returning (either by passing through the 
core or by reflection by sheath fields far out in the corona46) 
are estimated assuming a straight-line trajectory with angle 
and energy given by the values on leaving the quarter-critical 
surface. The time of return will be delayed by an amount that 
is dependent on the particular boundary that has been crossed 
and the details of the trajectory. Periodicity in the transverse (y) 
direction is motivated by the fact that the radius of curvature of 
the quarter-critical surface is much larger (typically ten times 

larger) than the lateral extent ly of the simulation volume (and 
therefore the correlation length for Ev).

a. Practical implementation of delay-type boundary con-
ditions on test particles.  At the boundary of the Zakharov 
calculation located at x = lx (see Fig. 126.17), which looks 
toward the target core, electrons crossing at time t with angle 

cos p n p1 $b = - v t_ i with respect to the outward normal nt of 
the simulation volume n ex=t t_ i cut a chord of length smax = 
2 r1/4 cos(b) across the circle that describes the intersection of 
the quarter-critical surface with the plane defined by the laser 
polarization vector and the radius vector defined with respect to 
target origin (Fig. 126.18). Note that this angle (b) is, to an excel-
lent approximation, the same as the angle between the negative 
radius vector and the electron momentum vector .n er-.t t_ i  The 
radius r(s) along this chord as a function of path length s is given 
by ,cosr r s r s2/ /

2
1 4
2 2

1 4- b= + ` _j i  and inverting this function 
allows one to specify the hydrodynamic variables ne(r), Te(r) 
from the hydrocode LILAC along the trajectory, ne(s), Te(s). The 
time of flight for an electron to transit the path is estimated by 

	 ,c s
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b
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where the particle velocity is computed in terms of its energy 
E(s) according to
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-= %_ i 	 (10)

being the kinetic energy of the electron as a function of dis-
tance s along the path. The total energy loss along the path is 
simply DE = E0–E(smax). The stopping power –dE/ds is given 
by .logE s e c m cd d p p

2 2 2 2 2 2
e e e- '~ b b ~= _ _i i9 C  With the 

above assumptions, the energy loss DE and time delay Dt may 
be computed as a function of energy E0 and angle b.

As mentioned previously, there is also a possibility that 
electrons leaving the outer simulation boundary (x = 0) (see 
Fig. 126.17) will return. This time, the effect is not geometrical 
but is instead related to the formation of a plasma sheath far out 
in the corona46,47 (see Fig. 126.18). In principle the structure 
and dynamics of the sheath formation are complicated and 
coupled to the hot-electron–generation mechanism itself, which 
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Figure 126.18
A schematic drawing showing a two-dimensional plane passing through the 
origin of a spherical implosion and containing the plane region X over which 
the extended Zakharov equations are simulated. The region X is illustrated by 
the blue shaded rectangle spanning the radius of the quarter-critical density 
surface, r1/4. Periodicity (modulo ly) is assumed in the tangential direction 
so that the whole annular region bounded by the dashed concentric circles is 
assumed to be modeled (mapped onto) X. Because of the spherical geometry, 
electrons that leave the region X in the direction of the origin (trajectory of 
type A as indicated) can re-intersect the quarter-critical surface and re-enter 
X. Outgoing trajectories (type B) can also return because of reflection from the 
ion sheath. Dimensions characteristic of OMEGA implosions are indicated. 
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requires a level of knowledge that is currently unavailable. 
Here we take a practical approach and adopt a greatly simpli-
fied model that has been previously used by Delettrez et al.5 
This has the advantage of facilitating comparisons between the 
current work and the phenomenological model of Delettrez et 
al. The model specularly reflects electrons when they reach 
the radius of the last Lagrangian cell of the LILAC calcula-
tion. The total path length is therefore given by smax = 2 lexc, 
where lexc = rsh cos(H)–r1/4 cos(b) is the distance to the last 
Lagrangian cell of the LILAC calculation, rsh is its radius, and 

.sin sinr r/
1

1 4 sh bH = - _ i9 C  The radius is now given in terms of 
the path length according to cosr s r r s2/ /

2 2
1 4
2

1 4 b+ + + ` _j i for 
s # lexc, and by 2 cosr l s r r l s2 2/ /

2 2
1 4
2

1 4exc exc- - b= + +_ _i i  
for s > lexc.

The energy losses and time delays as a function of electron 
momentum (energy and angle) are precomputed and stored 
in look-up tables, one for each longitudinal boundary. Fig-
ures 126.19 and 126.20 show examples of look-up tables for 
the boundary at x = lx corresponding to a cryogenic implosion 
on OMEGA (shot 45009) at the time of experimental onset of 
two-plasmon-decay signatures (roughly 2.5 ns from the start 
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Figure 126.19
Look-up tables for energy loss at the x = lx boundary (i.e., type-A trajectories 
in Fig. 126.18) corresponding to OMEGA shot 45009 at time t = 2.5 ns. Angle 
b is the angle between the outward normal of the boundary er-. t_ i and the 
direction of the electron-velocity vector (see Fig. 126.17). As b increases 
from 0° [radially inward trajectory (black solid curve)] to b K 40°, the energy 
loss increases (i.e., the blue dashed curves move as indicated by the arrow). 
The effect is due to the increased path length in the dense compressed shell 
(see Fig. 126.18). Maximum energy loss occurs at b . 40°. For angles greater 
than 40° (red dotted curves) the energy loss falls dramatically and vanishes 
at b = 0° since the trajectories no longer intersect the dense shell and the 
path length vanishes.

of the pulse). Test particles, upon reaching the boundary, are 
re-injected at the same boundary at a later time t + Dt with the 
modified angle bl = –b and energy E0–DE. The transverse 
coordinate of the returning electron is randomized, taking the 
new position to be a uniform random variable on [0,ly]. This is 
illustrated in Fig. 126.17. If a particular energy loss results in 
a re-injected energy of the electron falling below a threshold 
value (typically Ecut = 200 eV), the trajectory is terminated.
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An example of the boundary look-up tables for time delay Dt at the x = lx 
simulation boundary corresponding to OMEGA shot 45009 at time t = 2.5 ps. 
The delay reaches a maximum value of Dt + 8 ps for trajectories that are nearly 
radial (inward) (b . 0°), and it vanishes for tangential trajectories b = 90°. The 
curves types/colors are the same as described in Fig. 126.19.

Results of Test-Particle Calculations
To quantify the contributions from separate processes, the 

effect of heating is first calculated with absorbing/thermal 
boundary conditions in the longitudinal direction, while peri-
odicity is assumed in the transverse direction. This corresponds 
either to a massive target in which all hot electrons range out or 
alternatively to the usual boundary conditions that are applied 
in the kinetic modeling of TPD using PIC codes.9,10 The density 
scale length is varied within the range Ln = (100 to 350) nm, 
while holding the electron temperature fixed at Te = 2 keV. 
This addresses the range currently accessible on OMEGA and, 
for the longer scale lengths, the range accessible in the near 
future on OMEGA EP. The laser intensities are chosen to be 
between IL = (0.1 to 2.0) # 1015 W/cm2. With this choice, the 
absolute TPD instability is found to be slightly above threshold 
to approximately three times above threshold [b = (1.15 to 3.1)] 
according to the formula of Simon et al.13 Finally, the impact 
of reheating is addressed by taking as an example the hydro-
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dynamic conditions of a cryogenic implosion that has been 
fielded on OMEGA (shot 45009) and computing the effects of 
reheating on the hot-electron temperature as the laser intensity 
is increased (within the above quoted range).

Figure 126.21 shows the energy distribution of test electrons 
as a function of electron energy for a typical case. The initial 
energies were chosen from a Maxwellian distribution of tem-
perature Te = 2 keV, chosen to be consistent with the electron 
temperature used in the Zakharov calculation. Note that the 
deviation from the initial Maxwellian occurs at an electron 
kinetic energy of roughly 20 keV. This is consistent with the 
smallest phase-velocity waves (largest wave number) observed 
in the LW spectrum (Fig. 126.14). The tail is well fit by an 
exponential, the slope of which is used to define an effective 
hot-electron temperature Thot.
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Figure 126.21
The electron test-particle distribution function fe(E) as a function of electron 
energy E constructed from an ensemble of 106 trajectories. The slope of the 
distribution function for energies E K 30 keV is close to the temperature of 
the sample distribution (Te = 2 keV) as indicated by the steep dashed red line. 
For energies E L 30 keV, a hot tail is observed. The slope of the hot tail is well 
fit by an exponential (solid red line), which is used to define an exponential 
slope temperature Thot.

Figure 126.22 shows the hot-electron temperature Thot 
inferred from a series of simulations, with the parameters as 
defined above, plotted against the threshold parameter h. Recall 
that density scale length and laser intensity are being varied, 
and while there is a small scatter in the inferred temperature 
for different combination of Ln and I giving the same h, the 
hot temperature is well predicted by the value of h alone. A 
hot component is generated once h has slightly exceeded unity 

(which is also an experimental observation3) and increases 
from Thot + 50 keV at h = 2 to a value of +140 keV at h = 3.0.

The insensitivity of the hot-electron temperature to density 
scale length for a fixed value of the threshold parameter h is 
shown in Fig. 126.23. Once again, as the density scale length 
is increased, the laser intensity is decreased in order to keep 
the value of h constant. Solid lines connect simulation points 
having constant h, while the filled markers correspond to a laser 
intensity of IL = 4.8 # 1014 W/cm2. From the filled markers, the 
rapid increase in hot-electron temperature with density scale 
length can be visualized. The reason for this insensitivity can 
be determined upon an examination of the Zakharov predic-
tions for the nonlinearly saturated LW spectrum in each case. 
Figure 126.24 shows the rms electric field taken over each 
Zakharov simulation volume (adjusted with Ln to span the den-
sity range of 0.19 0.27n n< <e c ). While the value of GEH rms 
depends on the value of the threshold parameter for a given 
scale length and is of the order of GEH rms = 106 statvolts/cm for 
fixed h, it decreases with density scale length. It is therefore the 
laser intensity that determines the level of LW excitation. The 
acceleration of hot electrons, very crudely speaking, is given 
by the characteristic electric field multiplied by the acceleration 
length. In this way, the increasing acceleration length is offset 
by the reduction in electric field.

Figure 126.22
The hot-electron temperature Thot as determined by the electron test-particle 
distribution function for a series of extended Zakharov realizations plotted 
against the threshold parameter .I L 230 keV14 mh = n ^ h8 B  For a given h, the 
open squares show the effect of varying the density scale length in the range 
Ln = (100 to 350) nm while holding the initial electron temperature Te fixed 
(intensities were adjusted appropriately). The red (solid) line indicates the 
general trend.
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and therefore multiple stages of acceleration. The size of this 
effect has been demonstrated by implementing the boundary 
conditions exactly as described in Practical Implementation 
of Delay-Type Boundary Conditions on Test Particles (p. 74) 
(see Fig. 126.25). Look-up tables corresponding to shot 45009 
at a time near the peak drive, when tR . 1 # 10–2 g/cm2, have 
been used (Figs. 126.19 and 126.20). In Fig. 126.25 the square 
symbols show the hot-electron temperature as a function of the 
threshold parameter h with absorbing boundaries, while the 
circles show the hot-electron temperature when the “physical” 
boundary conditions are adopted. It can be seen that there is 
a significant effect; corresponding to an (+3#) increase in the 
hot-electron temperature. This demonstrates the futility of 
studying an isolated region of the target near the quarter-critical 
density when attempting to compute hot-electron temperature 
and, by extension, the expected hot-electron preheat. This is an 
extremely unfortunate result since the mixing of spatial scales 
is severe. On one hand, the LW wavelength must be resolved 
(which is submicron), while on the other, electron trajectories 
must be traced over millimeters. A similar mixing (four orders 
of magnitude) also holds for the temporal scale. 

The size of the effect obviously increases in importance with 
higher one-pass temperatures since more-energetic electrons 
can more freely pass through the core. So as to not overstate 
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Figure 126.23
The hot-electron temperature Thot in keV as determined by the electron test-
particle distribution function for a series of extended Zakharov realizations 
plotted against density scale length Ln in microns. The upper (red), middle 
(blue), and lower (green) curves correspond to values of the threshold param-
eter of h = 3.10, 2.20, and 1.45, respectively. The filled triangles correspond 
to a laser intensity of IL = 4.8 # 1014 W/cm2. In all cases the initial electron 
temperature was Te = 2.0 keV.

Figure 126.24
The root-mean-square electric field at saturation obtained from a series of 
extended Zakharov runs with an electron temperature Te = 2 keV plotted 
against density scale length Ln in microns. The upper (red), middle (blue), 
and lower (green) curves correspond to values of the threshold parameter of 
h = 3.10, 2.20, and 1.45, respectively. It is evident that for a given value of h 
and for a fixed electron temperature, the rms electric field decreases with an 
increase (decrease) in density scale length Ln (laser intensity IL). The filled 
markers correspond to a laser intensity of IL = 4.8 # 1014 W/cm2.
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The hot-electron temperature Thot in keV as a function of the threshold 
parameter h. The hot temperature was determined from the electron test-
particle energy distribution for test-particle trajectories employing thermal 
boundary conditions (red curve) and delay-type boundary conditions as 
described on p. 74 (blue curve). The density scale length Ln and electron 
temperature Te were held constant at 150 nm and 2 keV, respectively, while 
the intensity was varied.

TC9131JR

4

3

1

2

0
50 100

〈E
〉 r

m
s 

(s
ta

tv
ol

ts
/c

m
) 

(×
10

6 )
 

150 200 250 300 350
Ln (nm)

h = 3.10

IL = 4.8 × 1014 W/cm2

h = 2.20

h = 1.45

OMEGA NIF

The above results have ignored the possibility of multiple 
transits of the hot electrons through the quarter-critical region 
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the size of the effect, the one-pass temperatures were actually 
reduced from the pure Zakharov predictions in making these 
calculations (e.g., comparison of Fig. 126.25 with Fig. 126.22 
shows a smaller one-pass temperature). In fact, when comput-
ing test-particle heating for Fig. 126.25, the predicted electric 
field Ev  has been reduced artificially (“renormalized”) in mag-
nitude [only where it appears in Eq. (6)] so that the resulting 
hot-electron temperature, in the case of thermal boundaries, is 
computed to be no larger than the best current estimate based 
on reduced description particle-in-cell modeling.28 It might be 
expected that the non-self-consistent test particle model would 
lead to exaggerated hot-electron temperatures because of the 
absence of any modification to the linear dispersion (damp-
ing) caused by the hot tail. It is hoped that a self-consistent 
treatment using a quasilinear model will remove the need for 
such renormalization.

Summary and Discussion
An extended Zakharov model of two-plasmon-decay insta-

bility has been presented and used to predict the saturated LW 
spectrum in the absence of electron kinetic effects (heating). The 
parameters were motivated by current OMEGA experiments, 
and the assumed electron temperature and density profiles were 
defined by 1-D radiation hydrodynamic (LILAC) calculations 
for a given time corresponding to peak TPD instability.

The LW spectrum has been observed to evolve as a conse-
quence of the interaction between the unstable LW’s and LF 
density fluctuations. It was argued that convectively unstable 
modes come to dominate the late-time spectrum, while the 
absolute TPD model is relatively unimportant after initial 
saturation by profile modification. The convective modes are 
either linearly saturated close to threshold or by ponderomo-
tively driven ion-acoustic turbulence once threshold is exceeded 
significantly. It was noted that several tens of picoseconds 
are required for the LW spectrum to approach a statistical 
steady state.

Hot-electron production was first calculated by a non-self-
consistent test particle approach using the Zakharov predictions 
for the electric fields at saturation and with the assumption of 
thermal boundary conditions. An exponential hot-electron tail 
was observed once the absolute threshold was exceeded (h > 1), 
and the characteristic temperature of this tail increased from 
approximately Thot = 50 keV for h . 1.5 to a value of Thot = 
140 keV when h = 3. These temperatures were shown to be rea-
sonable based on estimates of the maximum-allowable energy 
gain over the interaction region, and they are also broadly con-
sistent with experimental measurements and RPIC simulations.

It was noted that electron heating also depends on the global 
details of the implosion because of the long-range nature of 
the hot electrons and the possibility of reheating [as has been 
described in Practical Implementation of Delay-Type Bound-
ary Conditions on Test Particles (p. 74)]. This effect has been 
captured by using a particular form of boundary condition on 
the test-particle trajectories. A prescription for such boundary 
conditions has been constructed and described. Adoption of 
these boundary conditions was shown to lead to an increase in 
the computed hot-electron temperature by a factor of +3#. It was 
noted that any attempt to model the hot-electron temperature 
or preheat in such targets must account for this physical effect.

The model allows for systematic refinement. Future plans in 
this regard include the inclusion of a propagating scattered trans-
verse EM envelope at a frequency 20~  so that absolute Raman 
and high-frequency hybrid instability18 may be included. The 
test-particle method developed here, together with reduced par-
ticle-in-cell calculations,10 will be used to guide the development 
of a self-consistent quasilinear model of electron heating. This 
will require the inclusion of the delay-type boundary conditions 
and an investigation into the effects of density inhomogeneity. 
The delay-type boundary condition model can also be improved. 
In particular, a self-consistent model for the sheath potential will 
be developed, and the effect of angular scattering will also be 
taken into account when computing electron trajectories.

Finally, diagnostics such as preheat, half-harmonic emis-
sion, and bremsstrahlung spectra26,48 will be added to the 
model to facilitate comparison with experiment. 
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Plasma confinement and the suppression of energy transport are 
fundamental to achieving the high-energy-density conditions 
necessary for fusion applications. In the magnetic fusion energy 
concept,1 this is accomplished by applying strong magnetic 
fields of the order of +0.1 MG, such that the magnetic pressure 
exceeds the total plasma energy density, i.e., b = 2n0p/B2 % 1, 
with p being the total plasma pressure. Following the formal-
ism developed by Braginskii,2 the electron heat transport is 
governed by the magnetization parameter ~cexe, where ~ce is 
the electron gyrofrequency and xe is the electron collision time. 
Electron confinement and suppression of electron heat conduc-
tion are achieved for ~cexe > 1. Heat-flux suppression is also the 
basis of magnetized target fusion, where a preformed magne-
tized plasma is compressed via a cylindrical liner implosion.3

Magnetizing the hot spot in an inertial confinement fusion 
(ICF) implosion can reduce conductive energy transport. This 
increases the plasma temperature and allows for more fuel to 
be compressed at lower implosion velocities while still reach-
ing ignition conditions, leading to an improved energy gain.4 
To achieve ~cexe + 1 in the hot spot of a typical direct-drive 
deuterium–tritium (DT) ignition target,5 fields of the order of 
tens of megagauss are required. Confining a particles gener-
ated in the nuclear burn stage, to further reduce energy losses 
from the hot spot, necessitates fields as high as hundreds of 
megagauss.6 Such strong fields are challenging to generate. 
Magnetic-flux compression, in which an initially lower B field 
is embedded into a conductor and then compressed, has been 
shown to be a viable path to tens of megagauss via implosions 
driven with high explosives and pulsed-power sources.7

Recently, laser-driven magnetic-flux compression has 
been demonstrated under ICF-relevant conditions, with an 
amplification factor (final field divided by seed field) of +103, 
significantly exceeding that of “conventional” compression 
methods.6,8 In an ICF target, the shell does not, by itself, trap 
the enclosed magnetic flux. Instead, upon laser irradiation of 
the target, the ablation pressure drives a shock wave through the 
shell, which breaks out into the gas fill inside, therefore raising 
the gas temperature and fully ionizing it. The gas becomes a 

Fusion Yield Enhancement in Laser-Driven 
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conductor and traps the magnetic field. Provided that the field 
diffusion time is longer than the compression time scale, the 
laser-driven capsule compresses the embedded magnetic flux. 
For conditions relevant to ICF implosions, the diffusion time 
has been estimated to be +200 ns, while the implosion time is 
+4 ns, providing an efficient trapping of the magnetic field.8 
Through simple flux conservation arguments, and taking into 
account that the diffusion of flux into the plasma shell is a result 
of the finite hot-spot resistivity, the compressed field strength 
can be expressed as .R RB B /

max 0 0
1 1 Rm= -2` `j j  Here R is 

the hot-spot radius, Rm + 50 is the time-averaged magnetic 
Reynolds number, and B0 and R0 are the initial seed field and 
gas-fill radius, respectively.8

In previous laser-driven flux compression experiments 
using the OMEGA laser,9 a seed magnetic field of 50 kG was 
trapped and compressed to more than 30 MG in a cylindrical 
capsule filled with D2 gas.6,8 Despite the hot-spot electrons 
being magnetized under these conditions, no evidence of 
fusion performance enhancement was observed compared 
to nonmagnetized implosions. In cylindrical implosions, the 
hot-spot density increases as t ? 1/R2 (as opposed to 1/R3 
in spherical implosions), which limits the achievable plasma 
densities. Consequently, the hot ions most likely to undergo 
fusion reactions have a mean free path comparable to the 
hot-spot radius and undergo only a few collisions before leav-
ing the hot spot. Additionally, large shot-to-shot fluctuations 
caused by target parameter variations (gas pressure, alignment) 
precluded an accurate assessment of the B-field effects on the 
target performance.6,8

This article presents experimental results using spherical, 
magnetized targets that provide a higher hot-spot density and 
significantly improved shot-to-shot reproducibility. The field 
compression scales roughly as 1/R2, irrespective of a spherical 
or cylindrical implosion. The experimental results discussed 
represent the first observation of an enhancement in the ICF 
performance as a direct result of hot-spot magnetization. 
Because of the open field-line configuration, the hot-spot ther-
mal losses are suppressed by only +50%. Despite the modest 
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improvement in thermal energy confinement, the enhancements 
in fusion yields and ion temperatures are clearly detectable. 
Future experiments will explore closed field-line configurations 
that are expected to greatly reduce the heat losses.

Figure 126.26 shows the setup at the center of the OMEGA 
target chamber. To assess the impact of a magnetized hot spot 
on an ICF capsule performance, a spherical implosion target 
was positioned in the center of a single Cu coil. The coil was 
attached to the MIFEDS device (magnetized inertial fusion 
energy delivery system),10 used to drive a 45-kA current with 
an +350-ns half-period. It had an inner radius of 3 mm and 
generated a seed field perpendicular to the coil plane in the zt 
direction of B0 = 80!10 kG across the capsule. This was timed 
to coincide with the OMEGA laser beams compressing the 
target. In contrast to previous experiments using a Helmholtz-
like coil assembly, the single-coil setup provides stronger 
magnetic seed fields and minimizes coil interference with laser 
beam paths. The capsules were CH shells with an outer radius 
of 430 nm filled with 10 atm of D2 gas. The CH wall thick-
ness, an important parameter for assessing the fuel assembly’s 
performance,11 varied between 23.1 and 24.5 nm. The coil 
was in the equatorial plane of the OMEGA target chamber, 
blocking 20 OMEGA laser beams from illuminating the tar-
get. The remaining 40 beams were repointed using a platform 
developed for polar-drive (PD) applications.12 This ensured a 
target implosion with a high degree of spherical symmetry, 
even with a nonspherical irradiation pattern.13 The target was 

illuminated with 1-ns square laser pulses and a total on-target 
energy of 18 kJ with an average intensity of +7 # 1014 W/cm2. 
X-ray radiography assessed the implosion uniformity.14 The 
x rays were generated by illuminating a 25-nm Au foil mounted 
5 mm away from the target at 52.6° off the equatorial plane 
(see Fig. 126.26) using four of the remaining OMEGA laser 
beams. The resulting x rays in the range of 2.5 to 4.5 keV were 
imaged onto a fast framing camera15 after passing through the 
imploding target. This technique has previously been applied 
successfully in polar-drive experiments, such as Ref. 13. To 
assess the target performance, the total neutron yield and the 
ion temperature were measured using a neutron time-of-flight 
(nTOF) diagnostic,16 situated 3 m from the target.

The 1-D hydrodynamic code LILAC was extended to 
solve the resistive magnetohydrodynamic (MHD) equations 
(LILAC MHD)17,18 to predict the compressed magnetic field 
and estimate its effect on the fuel assembly. Applying a 1-D 
simulation to the 3-D problem of a magnetic field in a spheri-
cally compressed target does not fully capture the nature of the 
experiment, and extending these calculations to the 3-D case 
will be the subject of future work. Nevertheless, it is possible 
to investigate characteristics of the B-field compression in a 
1-D simulation by making the assumptions outlined below. The 
implosion can be treated as being spherically symmetric since 
the plasma pressure always exceeds the magnetic contribution 
(b & 1). Furthermore, the zt component of the B field was calcu-
lated at the target’s equatorial plane via the induction equation 
and then extended over the entire target as a straight solenoidal 
field. The electron heat conduction is suppressed only perpen-
dicular to the magnetic-field lines. In cylindrical geometry, this 
limitation was alleviated since the target length in the direction 
of the field significantly exceeded the target diameter, i.e., the 
field-normal heat loss suppression dominated the uninhibited 
lateral heat flow. In spherical geometry, the unmodified losses 
along the field lines must be included to treat the problem cor-
rectly. To do this, the total electron thermal conductivity ltot 
was treated as a superposition of the parallel and perpendicular 
contributions, l|| and l9, as .A A A A|| ||tot tot totl l l= + = =  
A|| and A9 are the parallel and perpendicular projections of the 
total hot-spot area Atot. For a spherical hot spot, 0.5,A A|| tot .  
such that even if all perpendicular heat losses are suppressed 
(l9 = 0), the remaining total loss is reduced by 50% with 
respect to the unmagnetized case.

Simulation profiles for a spherical implosion using the 
experimental target and laser parameters and applying the 
approximations above are shown in Fig. 126.27. The com-
pressed magnetic-field profile from a B0 = 80-kG seed field 
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Figure 126.26
A spherical ICF target is placed inside a coil generating an 80-kG magnetic 
field. The target is imploded by the OMEGA laser, trapping and compressing 
the field inside. X-ray radiography is used to assess the implosion uniformity.
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(black), the ion temperature using the same seed (solid gray) 
and without an applied magnetic field (dashed gray) is shown. 
At this time, the hot-spot radius is 26 nm and the field has been 
amplified to Bmax . 80 MG, or a flux-averaged field across 
the hot spot of Bavg = 15 MG. This compression is consistent 
with flux conservation and Rm = 21, with the theoretical limit 
in the case of no diffusion (Rm $ 3) corresponding to a 
flux-averaged hot-spot field of Bavg = 19.6 MG. The results in 
Fig. 126.27 are not at peak compression; therefore, the field is 
lower than the experimentally measured field in the cylindri-
cal experiments.6 Based on these calculations, the expected 
experimental increase in ion temperature at the target center 
as a result of a magnetized hot spot is 8%, corresponding to a 
fusion yield enhancement of 13%. This calculated improvement 
of the target performance can be attributed solely to the mag-
netization of the hot spot and does not result from a change of 
the laser-coupling characteristics (e.g., via modification of the 

heat transport at the ablation layer). This was confirmed by arti-
ficially removing any field effects in the simulation until after 
the laser had turned off. As expected, no discernable difference 
was observed compared to calculations with the B-field effects 
on for the full simulation interval. If the parallel heat losses 
are suppressed, e.g., by closing the magnetic-field lines, the 
simulations predict an increase of 42% in the ion temperature 
and a 73% neutron-yield enhancement. In this case, the target 
performance is primarily limited by radiative energy losses. 

An experimental x-ray backlighter measurement is displayed 
in Fig. 126.28, showing an imploded target with and without an 
applied seed field and plotted using the same scale and color 
map. The MIFEDS coil was present around the target in both 
cases. The data were taken at +2 ns, a few 100 ps before peak 
compression. The bright area in the center is the location of 
the hot spot; the surrounding dark region results from x rays 
being absorbed in the dense shell and the coronal plasma. The 
center appears brighter than the background since the self-
emission from the compressed core starts to become brighter 
than the backlighter emission at this time. The implosion is 
very uniform, despite using only 40 beams. This confirms 
the successful application of the PD platform to the magnetic-
field compression experiments. No discernable difference is 
observed between the field and no-field cases, confirming that 
the magnetic field has no impact on implosion uniformity.

As shown in Ref. 11, the yield of an ICF implosion target 
decreases with increasing wall thickness. Figure 126.29 shows 
the measured neutron yield and ion temperatures from shots 
with an applied seed field of 80 kG (black dots) and without 
magnetic fields (blue squares) as a function of the target wall 
thickness. The magnetized target performance is visibly 
enhanced. To separate the effect of the magnetic field and the 
wall thickness on the neutron yield Yn and the ion temperature 
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Figure 126.27
Compressed magnetic field (solid black) and ion temperature (solid gray) 
inside a spherical, magnetized hot spot simulated using LILAC MHD. The 
ion temperature is enhanced compared to the B0 = 0 case (dashed gray).
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X-ray backlighter data show no impact by the magnetic 
seed field on the implosion uniformity.
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Ti, a multiple linear regression method expressing these quan-
tities as Yn = Yn0 + ABB0 + ADD and Ti = Ti0 + CBB0 + CDD 
is used. B0 is the seed field (0 or 80 kG) and D denotes the 
shell thickness. A least squares fit to the data yields the fitting 
parameters listed in Table 126.V, giving the yield in units of 109 
and the temperature in keV. The goodness of the fit is assessed 
through an F test that equates to a degree of confidence in the 
model of better than 94%. The result of the linear regression 
method is plotted as the lines in Fig. 126.29, showing a clear 
enhancement of both the neutron yield and the ion tempera-
ture. For shots where the magnetic seed field was applied, the 
yield was enhanced by 30% and the ion temperature by 15%. 
The overall scatter of data points for measurements with a 
magnetic field appears to be reduced compared to the no-field 
measurements. The data shown in Fig. 126.29 represent the first 
measurement of a fusion performance enhancement, resulting 
from embedding a strong magnetic field into an ICF capsule.

In previous experiments the compressed magnetic field 
was determined via proton deflectometry.6,8 The single coil 

used here blocked the line of sight through the target perpen-
dicular to the field, preventing the use of a proton probe. To 
confirm the flux amplification in spherical implosions, the 
single coil was exchanged with a Helmholtz coil, as used in 
Ref. 6, while a glass sphere filled with D3He gas and imploded 
using 12 OMEGA beams was used as an +15.2-MeV proton 
source. The protons traversing the target were deflected by the 
magnetic field and recorded on a CR39 track detector with the 
deflection pattern giving information about field topology and 
magnitude. This has been shown to result in a characteristic 
two-peak structure.6,8 Protons traversing the compressed hot-
spot field (+30 MG) provided a strongly deflected peak, while 
protons propagating through the target wall experienced a 
lower field (+1 MG) and were weakly deflected but produced a 
higher-amplitude peak. Given the hot-spot size, the number of 
protons interacting with a spherical hot spot was lower than in 
the cylindrical case, thus decreasing the signal-to-noise ratio. 
Indeed, so far it has been impossible to obtain an unambiguous 
spherical hot-spot field measurement by observing a strongly 
deflected peak. Figure 126.30 shows a proton density lineout 
across a CR39 detector for +14.8-MeV protons that have slowed 
down in the dense shell. A strong peak is visible to the right 
of the hot spot (positioned at zero) caused by deflection in 
the target shell. While this does not provide the hot-spot field 
amplitude as discussed above, it is a signature of the magnetic 
field being trapped and amplified in the target and confirms the 
presence of a strong magnetic field inside the capsule.
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Figure 126.30
The cross-core proton deflectometry lineout exhibits a one-sided peak from 
protons traversing the magnetized target shell—a signature of a compressed 
B field inside the capsule.

In summary, a seed magnetic field of about 80-kG strength 
was embedded into spherical ICF targets imploded by the 
OMEGA laser in a PD beam-pointing geometry. As a result 
of the high implosion velocities and ionization of the target 
gas fill, the magnetic field inside the capsule was trapped and 
amplified through magnetic-flux compression, with simula-
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the data using the parameters listed in Table 126.V.

Table 126.V:	 Multiple linear regression coefficients for the fits to 
the experimental data in Fig. 126.29.

Yn0 AB (10–5/G) AD (1/nm)

Ti0 CB (10–6/G) CD (1/nm)

Yn (#109) 37.6 1.7!0.6 –1.4!0.6

Ti (keV) 8.57 4.8!1.3 –0.25!0.11
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tions indicating a flux-averaged hot-spot field of 15 MG at peak 
neutron yield. The implosion was confirmed to be spherically 
uniform by using x-ray radiography, showing no discernable 
difference in core symmetry with or without an applied seed 
field. At the strong magnetic fields reached in these experi-
ments, the hot spot inside a spherical target becomes strongly 
magnetized, suppressing the heat losses by about 50% through 
electron confinement. As a result, the experimentally measured 
ion temperature and fusion yield were improved by 15% and 
30%, respectively. This is in qualitative agreement with results 
from 1-D LILAC-MHD calculations, giving 8% and 13%, 
respectively. The difference can be attributed to the limited 
applicability of a 1-D code to the inherently 3-D problem of the 
magnetic field in a spherically compressed target. Extending 
these calculations to three dimensions will be the subject of 
future work. The data discussed here represent the first experi-
mental verification of ICF target performance being enhanced 
by magnetizing the hot spot. 
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Fiber optical amplifiers based on rare-earth–doped fibers 
have been investigated because of their advantages, including 
inherent compactness and stability, broadband gain, and good 
beam quality. The energy gain of conventional fiber amplifiers 
for low-duty-cycle pulse sources is limited by their single-pass 
design since broadband amplified spontaneous emission (ASE) 
competes for the gain and degrades the signal-to-noise ratio 
(SNR). This limitation can be overcome by implementing 
regenerative amplification in an all-fiber system. With a gain 
fiber in a fiber cavity, optical pulses circulate inside the cavity 
and gain energy in many round-trips. All-fiber regenerative 
amplifiers (AFRA’s) greatly improve the energy gain and SNR, 
while preserving the advantages of an all-fiber architecture. A 
ring-cavity, Q-switched fiber regenerative amplifier based on 
Er-doped fiber demonstrated a gain of more than 40 dB for 
10-ns, 3-pJ pulses at 1530 nm (Ref. 1). Another Yb-doped fiber 
regenerative amplifier operating at 1030 nm amplified 40-ps, 
9-pJ pulses to 55 nJ (Ref. 2).

An important potential AFRA application is to produce 
chirped optical pulses to seed chirped-pulse–amplification 
(CPA) systems. An approximately quadratic temporal-phase 
profile (a linear frequency chirp) is required for CPA seed 
pulses to be amplified and then compressed by grating-pulse 
compressors.3 The conventional approach to producing such 
seed pulses uses a mode-locked laser and a grating-pulse 
stretcher. This combination can be replaced by an AFRA with 
an electro-optic phase modulator (EOM) integrated inside the 
ring cavity.4 The required temporal phase can be imposed onto 
the optical pulse during many round-trips inside the cavity. 
Compared with the conventional approach, such an all-fiber 
CPA seed source can provide precise and flexible control over 
the phase profile, higher seed pulse energy to increase the 
SNR and temporal contrast of the CPA output, single-mode 
and alignment-free operation, and increased cost effectiveness.

This article reports on an AFRA based on Yb-doped fiber 
to amplify nanosecond, 1053-nm optical pulses with a repeti-
tion rate of 10.5 kHz. The pulses are amplified from 15 pJ to 
240 nJ in five passes through the gain fiber. To the best of our 

Amplifying Nanosecond Optical Pulses at 1053 nm  
with an All-Fiber Regenerative Amplifier

knowledge, this is the highest AFRA output-pulse energy ever 
reported. The wavelength of the AFRA is required by existing 
high-energy CPA systems based on Nd-phosphate laser glass.5 
This wavelength is 23 nm off the gain peak of a Yb-doped fiber 
at 1030 nm, so ASE suppression techniques to favor the signal 
gain have been employed.6 Cavity build-up dynamics evident 
from leakage-pulse measurements and numerical modeling 
shows that the AFRA is not saturated in five round-trips and 
higher pulse energy can be extracted in more round-trips.7 
This is limited, however, by the onset of bifurcation instabil-
ity previously identified for solid-state regenerative amplifiers 
operating at high repetition rates.8 This limitation can be lifted 
by reducing the repetition rate from 10.5 kHz to below 0.5 kHz. 
Numerical simulations show that operating the AFRA at satu-
ration not only increases the output level but also improves the 
output stability.

The experimental AFRA setup is shown in Fig. 126.31. The 
amplifier is seeded by 10-ns square pulses at 1053 nm. A fiber 
ring cavity is built with a section of polarization-maintaining 
(PM) Yb-doped fiber (3.5-m, 6-nm core, 30!10 dB/m absorp-
tion at 980 nm) as the gain medium. The gain fiber is counter-
pumped by a 500-mW continuous-wave diode laser at 976 nm 
(JDSU 29-7552-500) through a 976/1053-nm wavelength divi-
sion multiplexer (WDM1). An additional 976/1053-nm WDM 
(WDM2) protects the pump diode against amplified optical 
signals at 1053 nm from the cavity. It provides 20-dB isola-
tion over 1053 nm at the 976-nm port. A 2 # 2 acousto-optic 
modulator (AOM) switch is used to switch the pulse in and out 
of the ring and to Q-switch the cavity. The two transmission 
states of the AOM switch, shown in the inset of Fig. 126.31, 
alternate the cavity between low-Q and high-Q phases. In the 
low-Q phase, lasing is suppressed and the gain fiber accumu-
lates stored energy from pumping. The fiber cavity is essentially 
a single-pass system in this state. The cavity is switched to the 
high-Q phase after a seed pulse is injected, which gains energy 
in multiple passes through the gain fiber before being switched 
out at the end of this phase. A delay generator synchronized 
to the seed pulses controls the duration of the “on” state of the 
AOM and therefore the number of round-trips in the cavity. To 
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favor the signal gain, a 1030/1053-nm WDM (WDM3) sup-
presses the 1030-nm gain peak, and a 10-nm bandpass filter 
(BPF) centered at 1055 nm further suppresses ASE at 1042 to 
1046 nm. The output-pulse train’s repetition rate is reduced to 
300 Hz by a two-port AOM to enable one to directly measure 
the output-pulse energy with an energy probe limited to a 
maximum 2-kHz rate.

The effects of the ASE suppression techniques are shown 
in Fig. 126.32. The solid curve shows the spectrum of a 10-nJ 

output-pulse train without the bandpass filter in the cavity. 
WDM3 effectively suppresses ASE around 1030 nm, but ASE 
at 1042 to 1046 nm still develops. As the dotted curve shows, 
this ASE is completely suppressed by the bandpass filter. The 
bandpass filter also blocks any leakage pump beam from going 
back into the seed laser.

The 15-pJ seed pulses are amplified to 240 nJ in five round-
trips in the cavity. Figure 126.33 shows the output-pulse energy 
and the total gain from five round-trips as the pump power is 
increased from 145 mW to 250 mW. The single-pass, small-
signal gain of the Yb-doped fiber at pump levels up to 250 mW 
is plotted in the inset. Increasing the pump power beyond 
250 mW does not increase the gain as the population inversion 
reaches maximum and additional pump is not absorbed, limit-
ing the single-pass gain to about 18 dB and the total gain in 
five round-trips to 42 dB. At the highest output level, the pulse 
energy has a short-term (200 samples) fluctuation of 1.5% (rms) 
and a long-term drift of 6% (peak to valley).

Input and output pulses are measured using a 12-GHz 
photodiode (Discovery DSC50S) and single-shot oscilloscope 
(Tektronix DPO70604) to investigate the effect of the regenera-
tive amplifier on the pulse shape. Normalized input and output 
waveforms are plotted in Fig. 126.34. The data are smoothed 
numerically to reduce instrumental noise. Compared to the 
input square pulse (solid), the output pulse (dashed) has a trail-
ing edge 15% lower than the leading edge. This square-pulse 
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distortion (SPD), the ratio between the instantaneous intensi-
ties of the output pulse over the input pulse, originates from 
gain saturation of the regenerative amplifier and is also plotted 
(dotted) in Fig. 126.34.

Ideally for a regenerative amplifier, the pulse would circulate 
inside the cavity to accumulate energy until the stored energy 
is depleted and the gain is overcome by cavity loss (satura-
tion). Maximum output-pulse energy is obtained when the 
pulse is ejected from the cavity at saturation. At the highest 
stable output level of the AFRA, the pulse energy increases 
exponentially (9 dB/RT) before cavity dump, which indicates 
that the amplifier does not saturate in five round-trips. This 
is further proved by numerical modeling.7 The laser pulse 

amplification and population inversion in the gain medium 
are governed by rate equations that can be integrated to yield 
recurrence relations. The pulse fluence (proportional to pulse 
energy) and single-pass gain in the regenerative amplifier can 
be calculated for each pass using these recurrence relations. The 
solid curve in Fig. 126.35(a) shows the growth in pulse energy 
and the dashed curve shows the gain for each pass, calculated 
with this model. The gain is hardly depleted in five round-trips, 
and the AFRA has the potential to produce much higher pulse 
energy in more round-trips.

Producing higher pulse energy in the AFRA by increasing 
the number of round-trips is limited by the onset of period-
doubling instability, where the output-pulse energy switches 
between different values.8 When the stored energy in the gain 
medium fully recovers through pumping between successive 
seed pulses, each pulse experiences the same gain and the 
output-pulse energy is stable. This may not be the case when 
the repetition rate of the regenerative amplifier is high enough 
that the time separation between seed pulses (cycle period) 
is comparable with or shorter than the upper-state lifetime of 
the gain medium. As the number of round-trips is increased 
and more energy is extracted in the high-Q phase, the popula-
tion inversion will not have an opportunity to fully recover 
in the following low-Q phase because of its short duration. 
This reduces the gain for the next pulse and results in a lower 
pulse energy, which, in turn, leaves a larger amount of stored 
energy in the gain fiber to produce higher output in the cycle 
after the next. With the AFRA operating at 10.5 kHz, the 
cycle period (+95 ns) is much shorter than the Yb upper-state 
lifetime (+840 ns) and period-doubling instability is observed. 
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To avoid this, the pump level to the AFRA must be decreased 
as the number of round-trips increases. The maximum stable 
output-pulse energy decreases with more round-trips as shown 
in Fig. 126.35(b).

At repetition rates lower than 0.5 kHz, the cycle period will 
be long enough for the stored energy to fully recover.8 The 
pulse would circulate in the cavity for more round-trips and 
gain higher energy without causing period-doubling instability. 
Scaling the AFRA to higher pulse energies requires investigat-
ing detrimental nonlinear effects such as stimulated Brillouin 
scattering (SBS) and stimulated Raman scattering (SRS). For a 
10-ns pulse, the estimated threshold pulse energy is 1.5 nJ for 
SBS9 and 5 nJ for SRS.10 With the single-pass gain reduced to 

12.3 dB, the numerical model described above shows that the 
amplifier can produce 1.5-nJ pulse energy in 17 round-trips 
at saturation.

Operating the AFRA at saturation will not only increase the 
output level but also improve the output stability. As mentioned 
above, the AFRA output-pulse energy fluctuates because of 
variations in amplifier parameters like the single-pass small-
signal gain (g0) and loop transmission (T0). The sensitivity of 
the output-pulse energy with respect to these parameters is 
determined by varying them in the numerical model described 
above. Figure 126.36 compares the output sensitivities of two 
operating points: five round-trips with a single-pass gain of 
18 dB (unsaturated) and 18 round-trips with a single-pass 
gain of 12.3 dB (saturated). For the unsaturated case, the 
output fluctuation is 5# any variation of g0 and T0. The output 
sensitivity is greatly reduced for the saturated case. Operating 
the amplifier for one round-trip after maximum pulse energy 
(reached in 17 round-trips) yields the best stability, with only 
2% of energy penalty.
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In conclusion, an all-fiber regenerative amplifier with Yb-
doped fiber as the gain medium has been built. Nanosecond 
optical pulses at 1053 nm (23 nm off the gain peak of Yb-doped 
fiber) were amplified to as much as 240 nJ by the amplifier, 
achieving a total gain of 42 dB. The AFRA output level is 
limited by the onset of bifurcation instability previously iden-

60 20

15

10

5

0

50

40

30

20

10

0
0 2 4 6 8 10 12 14 16N

or
m

al
iz

ed
 p

ul
se

 e
ne

rg
y 

(d
B

)

Si
ng

le
-p

as
s 

am
pl

i�
er

 g
ai

n 
(d

B
)

Number of passes

240 nJ

(a)

E19722JR

100

150

200

250

Number of round-trips (NRT)

(b)

M
ax

im
um

 o
ut

pu
t-

pu
ls

e 
en

er
gy

 (
nJ

)

5 6 7 8

Bifurcation
instability region

9 10

6 nJ

Figure 126.35
(a) Numerical simulation shows that the AFRA is not saturated after five 
round-trips and much higher pulse energy can be extracted from the amplifier 
in more round-trips. (b) The maximum stable output-pulse energy decreases 
when the number of round-trips is increased.



Amplifying Nanosecond Optical Pulses at 1053 nm with an All-Fiber Regenerative Amplifier

LLE Review, Volume 126 89

tified for solid-state regenerative amplifiers operating at high 
repetition rates. Higher pulse energy may be expected from the 
AFRA at repetition rates lower than 0.5 kHz, limited by SBS. 
Sensitivity of the output-pulse energy with respect to amplifier 
parameters has been tested with numerical simulation, which 
suggests that operating the amplifier at saturation will greatly 
improve the output stability. The hundreds-of-nJ output-pulse 
energy makes the AFRA an attractive candidate as a CPA seed 
source (once a phase modulator is integrated into the cavity), 
compared to hundreds-of-pJ seed pulses commonly used in 
existing high-energy CPA systems.5
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Introduction 
Optical parametric amplifiers (OPA’s) are widely used as 
sources of broadly tunable femtosecond pulses. Critically phase 
matched borate crystals, such as beta-barium borate (BBO), 
lithium borate (LBO), and bismuth borate (BiBO) have been 
employed to generate tunable ultrashort pulses from the visible 
to the near-infrared wavelength range.1–3 In particular, a non-
collinear OPA (NOPA) allows for ultra-broad gain bandwidth 
that supports few-cycle pulse durations.4,5 Signal gain of 103 to 
106 can be achieved within millimeter-long crystals as a result 
of perfect phase matching and large nonlinear coefficients. The 
lack of energy storage and low residual absorption in the crys-
tals makes it possible to scale OPA’s to several watts of average 
output power at pulse energies ranging from the sub-nJ level 
to >100 nJ (Refs. 6–8). Large-aperture crystals of deuterated 
potassium dihydrogen phosphate (DKDP) create the potential 
for ultra-intense optical parametric chirped-pulse–amplifica-
tion (OPCPA) systems (>1023 W/cm2) using kilojoule Nd:glass 
lasers as pump sources.9,10 

Parasitic nonlinear processes can significantly degrade the 
performance of OPA’s.2,11 For example, frequency doubling of 
one or more of the interacting waves can lead to spectral defor-
mation and reduced efficiency. This article presents a detailed 
study of parasitic second-harmonic generation of signal and 
idler waves. The analysis focuses on critically phase matched 
NOPA’s, but similar issues can occur in quasi-phase-matched 
materials.12 Experimental observations are presented for two 
BBO-based NOPA systems. The first system is a MHz-rate 
NOPA that is seeded by white-light continuum generated in 
sapphire—a common choice for ultrafast time-dependent 
spectroscopy.13 The second system has been optimized for 
amplification of an ultra-broadband width ranging from 650 to 
1050 nm to support few-cycle pulse durations. The experimen-
tal observations agree well with the results of a 2-D numeri-
cal model that was used to evaluate the influence of parasitic 
processes on the NOPA’s overall efficiency.

To avoid unwanted parasitic processes, different crystals and 
noncollinear phase-matching configurations can be used. For 

Analysis and Suppression of Parasitic Processes  
in Noncollinear Optical Parametric Amplifiers

this purpose, calculations of the phase-matching properties for 
broadband BBO, LBO, BiBO, and DKDP NOPA’s are presented. 
These results allow one to identify configurations that are free 
from phase-matched parasitic second-harmonic–generation 
(SHG) processes over the desired signal-wavelength range.

Noncollinear Phase-Matching Geometry
NOPA’s achieve broadband gain by having a noncollinear 

angle a between the pump and signal to match the group veloc-
ity of the signal and idler.3,14 Figure 126.37 shows a common 
configuration for BBO, a crystal widely used for visible-wave-
length NOPA’s. The pump is extraordinary polarized (e wave) 
and its Poynting vector (SP) and wave vector (kP) are separated 
by an angle t. In BBO, the optimum a for the broadest gain is 
comparable to t. For example, t = 3.3° and a = 2.6° when the 
wavelengths of the pump and signal are chosen to mP = 523 nm 
and mS = 800 nm, respectively. Pump–signal birefringent walk-
off is partially compensated by positioning the signal on the 
side to which the pump walks off, away from the crystal axis 
[see Fig. 126.37(b)]. In this case, the angle between the pump 
and signal Poynting vectors is t–a = 0.7°. The idler is angularly 
dispersed (5 # 10–3 deg/nm) and has an average angle relative 
to the signal of +7.4°.

Since the signal and idler are ordinary polarized (o waves), 
identical phase-matching conditions exist for any orientation 
of the signal wave vector around the pump wave vector, pro-
vided a is kept constant. This is shown in Fig. 126.37(a) as a 
circle around the pump wave vector. The largest pump–signal 
walk-off occurs when the angle between their Poynting vec-
tors is t + a = 5.9° [see Fig. 126.37(c)]. The two extremes are 
referred to as walk-off compensating (WC) and non-walk-off 
compensating (NWC), respectively.

Figure 126.38 shows the signal angles iS at which signal 
wavelengths are phase matched for a BBO NOPA pumped at 
523 nm. Curves for several noncollinear angles a are shown 
(in red) for both the (a) WC and (b) NWC configurations. The 
NOPA phase matching has, to first order, the broadest band-
width when the curves are horizontal;3,15 that is, a choice of 
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Figure 126.37
(a) Geometry for critical phase matching in a uniaxial crystal. The noncollinear angle between the pump and signal wave vectors is a. The walk-off angle 
between the pump Poynting vector (SP) and signal wave vector is t. (b) Definition of the walk-off compensating (WC) configuration for negative uniaxial crys-
tals. (c) Non-walk-off compensating (NWC) configuration. The idler wave vectors are angularly dispersed (not shown) and angles are exaggerated for clarity.

Figure 126.38
NOPA phase-matching curves (red) for BBO pumped at 523 nm for several noncollinear angles a: (a) the walk-off compensating (WC) and (b) the non-walk-off 
compensating (NWC) configurations. The phase-matching curves for signal SHG are shown in blue.

internal signal angle achieves perfect phase matching for the 
broadest range of signal wavelengths. Also shown (in blue) are 
the phase-matching curves for signal SHG. For the WC case, 
certain combinations of iS and a simultaneously phase match 
both the NOPA and signal SHG processes; therefore, parasitic 
SHG can occur.

Figure 126.39 shows a calculation of the phase-matching 
conditions for idler SHG. The internal angle of the idler wave 
to the crystal axis, iI, was calculated to compensate the pump 

wave’s vector component kP, perpendicular to the signal wave 
vector kS. Two values of a for both the WC and NWC configu-
rations are shown (red curves). The phase-matching curves for 
idler SHG are shown in blue. In the WC configuration, phase 
matching is achieved at an idler wavelength of 1265 nm, and 
the angular deviations between the idler and the SHG phase-
matching curve are small, in the wavelength range between 
1100 nm and 1500 nm. In contrast, the NWC configuration 
avoids idler SHG since the phase-matched idler wavelengths 
(865 nm and 900 nm) are typically not present. 
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Figure 126.39
The idler wavelengths and internal angles for NOPA phase matching in BBO pumped at 523 nm for two values of a (in red): (a) the WC and (b) the NWC 
configurations. The phase-matching curves for idler SHG are shown in blue.
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Experimental Observation of Parasitic Signal SHG
Parasitic processes were experimentally investigated using 

a BBO-based NOPA pumped at 1 MHz by a fiber chirped-
pulse–amplifier (FCPA) system. A schematic of the system is 
shown in Fig. 126.40. Pulses from a mode-locked oscillator 
were stretched from 220 fs to 180 ps, down-selected from 

38 MHz to 1 MHz, and amplified by a chain of four ytterbium-
doped fiber amplifiers. A large-mode-area photonic-crystal 
fiber amplifier was used for the final stage, producing 12-nJ 
pulses centered at 1047 nm (Ref. 16). The compressor used two 
multilayer dielectric gratings (1740 lines/mm) to produce 9-nJ, 
250-fs pulses. A portion of the energy (20%) was picked off and 
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weakly focused into a static 4-mm sapphire plate to generate 
a chirped white-light continuum (WLC) seed.17 The rest was 
doubled in a 2-mm BBO crystal, producing 3.8-nJ pulses at 
523 nm for pumping the NOPA.

The BBO crystal used in the NOPA was 4 mm long and 
was cut at an angle such that the seed beam was approximately 
perpendicular to the crystal face (27.1° and 21.6° for the WC 
and NWC geometries, respectively). The pump and seed were 
focused into the NOPA crystal with +120-nm beam waists. 
The pump–signal walk-off lengths, defined as the distance 
required for a change in separation equal to their beam waists, 
were 8.2 mm for WC and 0.96 mm for NWC. The impact of 
pump–signal walk-off is clearly seen in the near-field beam 
profiles [Figs. 126.40(a) and 126.40(b)]. In the WC case, the 
near field is approximately Gaussian. In contrast, in the NWC 
case, there is a large asymmetry along the direction of walk-off 
(x–z plane). Despite this significant difference, the maximum 
signal power obtained for each configuration was roughly equal 
at +850 nJ, when the seed delay and phase matching were 
optimized for 780 nm.

Amplified signal spectra for the two walk-off configura-
tions are shown in Fig. 126.41. For the WC configuration, 
parasitic signal SHG was phase matched in the center of the 
gain band [Fig. 126.41(a)]. This resulted in a narrow spectral 
line at 412 nm (shown in blue), a large notch in the center of the 
signal spectrum at 824 nm, and smaller notches on either side 
at 788 nm and 865 nm. The side notches are due to non-degen-
erate sum–frequency generation: (788 nm)–1 + (865 nm)–1 = 

(412 nm)–1. No parasitic signal SHG was observed for the NWC 
configuration, and the signal spectrum had a smooth Gaussian-
like shape [Fig. 126.41(b)]. 

Second-harmonic generation from the idler was also 
observed in the WC configuration. Figure 126.42 shows a 
measurement of its spectrum. Like the idler, which is angularly 
dispersed because of noncollinear phase matching, the idler 
second harmonic (SH) is angularly dispersed, producing a 
visible rainbow at the output of the amplifier that extends from 

Figure 126.41
Signal spectra for (a) the WC and (b) the NWC configurations. The pump angle iP and noncollinear angle a were similar in both cases. In the WC configura-
tion, the signal angle iS of 28.2° made it possible for parasitic second-harmonic generation to produce a narrow spectral line at 410 nm, leaving notches in the 
signal spectrum in the 780- to 870-nm range.
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550 nm to 700 nm. This observation fits well to the phase-
matching calculations shown in Fig. 126.39. A rough estimate 
of the idler SH energy is 0.1 to 0.4 nJ, which is less than 1% 
of the signal energy. Errors in this measurement result from 
calibration uncertainties for the broadband edge filter used to 
separate the idler and its second harmonic.

Numerical Model for Parasitic Signal and Idler SHG
The growth of parasitic signal and idler SHG was investi-

gated using a 2-D numerical model. The equations of motion 
for the relevant optical fields were integrated using a split-step 
code that employed a fourth-order Runge–Kutta algorithm. 
The nonlinear propagation was modeled using Eqs. (1) for the 
field amplitudes in the time domain, Aj(z,t), where j = S, I, P, 
SSH, and ISH for the signal, idler, pump, signal SH, and idler 
SH fields, respectively.
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A constant nonlinear coefficient deff was assumed to be 
2.16 pm/V (Ref. 18). Linear propagation effects such as dis-
persion and phase matching were included in the frequency 
domain using conjugate field amplitudes aj(z,X), calculated 
from the time-domain amplitude using 

	 , , , .a z A z t tFFTj j
1

"X X= -_ _i i8 B 	 (2)

X is defined as the optical-frequency difference relative to the 
field’s center frequency ~j. The linear part of the split-step 
propagation, for step size h, was given by

	 j j, , ,a z h a z e v
j j

in h c ih SX X+ = -~ Ω Ω+_ _ ai i k 	 (3)

where nj is the frequency-dependent refractive index calculated 
using Sellmeier equations for BBO.19 The second term in the 

exponent is added so that calculations are done in the frame of 
the signal pulse traveling with a group velocity vS. 

Figure 126.43 compares measured and simulated signal 
spectra for the WC configuration. Results are plotted for a range 
of signal angles iS. Similar features are seen in both, despite 
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the fact that the simulations use a simple 2-D model that does 
not include effects of spatial walk-off and intensity variation 
over the pump, signal, and idler beams. In both cases, notches 
are seen in the signal spectra corresponding to the generation 
of signal SHG, and the notches shift to longer signal wave-
lengths as the signal angle is reduced, consistent with the SHG 
phase-matching curves shown in Fig. 126.38. The calculated 
spectral features of parasitic signal SHG agree well with the 
experimental results.

Impact of Signal SHG on NOPA Efficiency 
One benefit of an accurate model is the ability to evaluate 

the impact of parasitic processes by comparing results calcu-
lated either with or without the process. Furthermore, the axial 
evolution of each field within the crystal can be calculated to 
show the exchange of energy between the fields. The param-
eters shown in Table 126.VI were chosen for a case study of a 
BBO NOPA, corresponding approximately to the experimental 
configuration in Fig. 126.40.

Table 126.VI:  Input parameters for signal SHG case study.

Parameter Value Parameter Value

Noncollinear angle (a) 3.1° Signal spectral phase (z2) 200 fs2

Signal angle (iS) 28.2° Pump width (Gaussian) (x) 250 fs

Pump angle (iP) 25.1° Pump–signal delay at input 75 fs

Signal center wavelength (mS) 820 mm Beam widths (1/e2) 120 nm

Pump wavelength (mP) 523.5 nm Signal input energy (ES) 0.1 nJ

Input signal bandwidth (DmS) 250 nm Pump input energy (EP) 2 nJ

Order of Gaussian signal spectrum Tenth order BBO crystal length (lC) 3 mm

Figure 126.44
Spectra for simulation case study. Signal SHG (a) turned on and (b) turned off in the model.

Figure 126.44 shows amplified signal spectra for cases where 
the signal SHG was either included or suppressed in the model. 
The sharp notch and signal SH are evident in Fig. 126.44(a). 
Some spectral modulation is also seen in Fig. 126.44(b), even 
though SHG was suppressed in the simulation and the experi-
mentally measured spectra were smooth [see Fig. 126.41(b)]. 
In this case the modulation is due to reconversion of the signal. 
The 2-D nature of the model, which considers only one value 
of peak temporal intensity for the pump and signal, means that 
averaging of reconversion effects over the Gaussian beam were 
not included and the spectral structure was not averaged away.

The impact of signal SHG on peak amplifier efficiency is 
shown in Fig. 126.45. Simulations predict that 10% of the sig-
nal pulse energy is lost to SHG at the optimum crystal length 
of 2.3 mm. In contrast, simulations of idler SHG show that a 
small increase in efficiency of a few percent can be expected 
when idler SHG is present. Similar effects have been observed 
in pulsed optical parametric oscillators (OPO’s); absorption of 
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Parasitic Processes in Few-Cycle NOPA
NOPA’s can support the extremely large optical bandwidth 

required by few-cycle pulses. Parasitic nonlinearities may 
occur over a significant wavelength range of the signal and 
idler. To investigate parasitic SHG effects over a larger spec-
tral bandwidth, measurements with a few-cycle NOPA were 
performed. The experimental setup of the system is shown in 
Fig. 126.46 and is similar to the one presented in Refs. 5 and 7. 
A Ti:sapphire oscillator (Femtolasers Rainbow) delivering few-
cycle pulses is used for seeding both the NOPA and a state-of-
the-art FCPA system. The FCPA system delivers 900-nJ, 650-fs 
pump pulses that are frequency doubled in a 1-mm BBO crystal 
with an efficiency of 56%, resulting in 500-nJ pump pulses for 
the NOPA. Focusing to 100 GW/cm2 provides a gain of 5 # 104. 
The signal pulses traverse a pulse-shaping device and a prism 
stretcher before being imaged into the BBO crystal. The non-
collinear angle is 2.5° to achieve broadband phase matching. 
This is slightly lower than the angle for group-velocity match-
ing of signal and idler (2.6°). As a result, the phase matching is 
improved in the spectral wings, while a slight phase mismatch 
is generated in the center. This configuration leads to a larger 
effective gain bandwidth, therefore shorter pulses at the output 
of the system.15 Because of the high pump intensity, the 0.5-nJ 
oscillator pulses can be amplified to 25 nJ in a single stage in 
both the WC and NWC configurations.

Quantitative measurements of the parasitic process were made 
using a bandpass filter (Newport BG.40) to separate the signal’s 
fundamental and SH pulses. Their spectra for the WC and 
NWC configurations are shown in Figs. 126.47(a) and 126.47(b), 
respectively. The SH energy for the WC geometry measured 
after the filter is 1.1 nJ, corresponding to +4% of the energy of 
the amplified signal. The measured spectra clearly show phase-
matched SHG of 860-nm signal to 430 nm. This agrees with the 
phase-matching calculations for the NOPA configuration. The 
amplified signal spectrum shows modulation that may originate 

Figure 126.45
Simulated signal energy along the crystal, (a) with and (b) without signal 
SHG. In both cases signal reconversion means that the length for optimum 
efficiency is 2.3 mm. When SHG is included in the simulations, 10% of the 
signal energy at this length is lost to the parasitic process.
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the idler removes it from the three-wave interaction, increasing 
the threshold at which the signal is reconverted to the pump.20
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signal has less modulation. For the same amplified pulse 
energy, the signal SH power after the BG.40 filter is only 
37 nJ, corresponding to +0.1% of the amplified signal energy. 
Phase-matching calculations show that no signal wavelengths 
are perfectly phase matched in this configuration, resulting in 
inefficient signal SHG. 

The idler SHG was also observed in the WC configuration and 
spanned from 550 nm to 750 nm. This is supported by the calcu-
lation of the phase-matching conditions shown in Fig. 126.39. As 
expected, no idler SHG was measured in the NWC configuration.

Parasitic Phase-Matching Curves for Other Common 
Nonlinear Crystals

Parasitic SHG processes are not limited to BBO-based 
NOPA’s. The phase-matching curves for signal and idler SHG 
are shown in Fig. 126.48 for other common nonlinear crystals: 
LBO, BiBO, and DKDP. In all cases, the noncollinear angle 
was chosen for group-velocity matching of the signal and idler. 
The resulting signal angle within the crystal is plotted in dashed 
lines for both configurations, together with the corresponding 
SHG phase-matching curves, in Figs. 126.48(a), 126.48(c), and 
126.48(e), respectively. The internal idler angles for idler SHG 
are plotted in Figs. 126.48(b), 126.48(d), and 126.48(f) (dashed 
lines). The SHG phase-matched signal and idler wavelengths for 
each crystal type and configuration are given in Table 126.VII.

The resulting idler wavelengths, which are phase matched 
for second-harmonic generation, and the corresponding signal 
wavelengths are displayed in Table 126.VII. The last row of 
Table 126.VII represents the usable parasitic SHG-free signal 
wavelength range around an 800-nm central wavelength. It 
has to be taken into account for the design of a broadband 
OPCPA system. In summary, the NWC configuration offers 
the largest parasitic-SHG-free bandwidth for all considered 
crystals. Furthermore, BBO in the NWC configuration seems 

Figure 126.47
Measured spectra for (a) the WC and (b) the NWC configurations containing the 
signal and its second harmonic. Note that both the fundamental and the second-
harmonic spectra have been normalized to their peak value, independently.
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Table 126.VII:	 SHG phase-matched signal and idler wavelengths for BBO, LBO, BiBO, and DKDP in both WC and NWC 
configurations for NOPA’s pumped by the second harmonic of Yb-based systems (mP = 510 to 525 nm). 
The corresponding signal wavelength for parasitic idler SHG is calculated from the energy conversion. 
The parasitic SHG free-wavelength range is summarized in the last row.

Crystal material BBO LBO BiBO DKDP

Configuration WC NWC WC NWC WC NWC WC NWC

Signal SHG wavelength (nm) 860 1119 963 1012 889 1025 942 1090

Idler SHG wavelength (nm) 1265 864 1031/1067 983/1794 1102/2338 969 1110 951

Signal m for idler SHG (nm) 869 1275 1029/758 1082/722 966/660 1099 961 1123

Parasitic SHG free m range (nm) <860 <1119 758...963 722...1012 660...889 <1025 <942 <1090

not only from signal SHG, but also from sum–frequency genera-
tion (similar to the side notches shown in Fig. 126.41).

In contrast, the parasitic signal SHG is significantly reduced 
in the NWC configuration and the spectrum of the amplified 
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Figure 126.48
Phase-matching curves for signal (left column) and idler (right column) SHG for other common NOPA crystals: [(a),(b)] DKDP; [(c),(d)] LBO; and [(e),(f)] BiBO.

to be most suitable for ultra-broadband NOPA’s since it is free 
of parasitic-SHG phase matching until 1129 nm. Deviations 
from the assumed noncollinear angles and pump wavelength 
will shift the SHG phase-matched wavelength slightly, although 
the general behavior remains the same.

Conclusions
A detailed analysis of parasitic nonlinear effects, namely 

second-harmonic generation of the signal and idler waves, on 

broadband high-repetition-rate NOPA’s has been presented. 
Results from an experimental study of a white-light–seeded 
NOPA agree well with 2-D numerical simulations. Modeling 
shows that second-harmonic generation of the signal can reduce 
the NOPA output energy by 10%.

A quantitative analysis was carried out for an ultra-
broadband, few-cycle NOPA. For the WC configuration, a few 
percent of the output is converted into signal SH, while the 
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effect is reduced by at least an order of magnitude for the NWC 
configuration. Strong spectral modulation is observed in the 
WC configuration that originates from SHG and SFG of the 
spectral components of the signal and idler. Such modulation 
can significantly reduce the pulse quality of the output pulses 
and can be avoided by using the NWC configuration. A detailed 
phase-matching analysis for the most common nonlinear 
crystals is presented as a guide for designing NOPA systems.

The NOPA application dictates which configuration is best 
suited. For a laser front end, for example, a symmetric near-
field profile and good spectral uniformity across the beam are 
required. In the case of low pump-pulse energy (<10 nJ) and 
peak power (+10 MW), the WC geometry is the best choice, 
provided parasitic SHG can be avoided over the amplifier’s 
wavelength range. For spectroscopic applications, where the 
bandwidth and tuning range of the signal are primary require-
ments, the NWC configuration is a better choice, provided that 
lower gain is acceptable or that the poor beam symmetry and 
spectral nonuniformity across the beam are tolerable. In the case 
of an ultra-broadband, few-cycle NOPA, the NWC configura-
tion must be used to avoid power loss and spectral modulation 
on the ultra-broad spectrum. Distortions in the amplified beam 
can be avoided in this case by weakly focusing the high-peak-
power pump laser.
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Introduction
Optical coatings are a critical technology for the successful 
construction and operation of high-peak-power laser systems. 
Optical coatings must provide appropriate spectral and photo-
metric performance while maintaining high laser-damage 
resistance at the wavelength(s) and pulse duration(s) of interest. 
Additionally, the surface figure of the coated optics must be 
maintained to preserve the optical performance of the system. 
Thin-film stresses resulting from the optical coating process, 
both compressive and tensile, pose a risk to the performance 
and longevity of the coated components.

Electron-beam deposition of optical coatings has been the 
standard process for fabricating multilayer coatings for high-
peak-power laser applications. The ability to scale the process 
to large substrates, flexibility in source materials and coating 
designs, and relatively low cost encourage the selection of this 
deposition process. Ultimately, however, the determination 
to date that such coatings produce the highest laser-damage 
thresholds has led to the use of electron-beam evaporation 
as the primary deposition process for large, high-peak-power 
laser components for systems such as OMEGA, OMEGA EP, 
the National Ignition Facility, Laser Megajoule, and others.

Multilayer coatings consisting of hafnium dioxide and 
silicon dioxide have been the standard choice for applications 
at both 1053 nm and 351 nm for these laser systems.1–6 These 
materials provide good spectral and uniformity control while 
maintaining high laser-damage thresholds. Hafnia/silica multi-
layers, however, exhibit high tensile stresses, particularly on 
low-thermal-expansion substrates in low-relative-humidity 
environments, sufficient to provide significant substrate 
deformation and potentially cracking of the coated surface.2,7 
Modification of the electron-beam deposition process for haf-
nia/silica coatings has been explored elsewhere, both through 
evaporation parameters and energetic assistance.7–9 In this 
work, the use of aluminum oxide is explored as a means of 
adjusting the stress in multilayer reflective coatings.

Stress Compensation in Hafnia/Silica Optical Coatings 
by Inclusion of Alumina Layers

Aluminum oxide has a high bandgap with a corresponding 
high laser-damage resistance.10,11 Its relatively low refractive 
index makes it unattractive choice, however, for the high-index 
material in interference coating designs since such a refractive 
index leads to significantly thicker coatings with far greater 
numbers of layers. Alumina films deposited by electron-beam 
evaporation have been shown to exhibit tensile film stresses 
with a very slow diffusion of water, suggesting a relatively 
dense film structure without large, columnar pores in the coat-
ing.12 The limited number of available coating materials with 
sufficiently high laser-damage resistance requires the explora-
tion of all available choices. The diffusion behavior of alumina, 
coupled with its band gap and laser-damage resistance, suggests 
that further investigation of alumina performance could be ben-
eficial to modifying the performance of hafnia/silica coatings.

Background
Tensile stresses pose significant challenges for implemen-

tation of optical components. First, any film stress leads to 
a deformation of the optic surface in accordance with the 
mechanical properties of the film and substrate, as described 
by Stoney’s equation:13

	 ,
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where v is the film stress, R is the radius of curvature of the 
surface, Es is Young’s modulus of the substrate, os is Poisson’s 
ratio for the substrate, and tf and ts are the thickness of the film 
and substrate, respectively. This describes the impact of the 
stress on the radius of curvature of the optic surface, leading to 
changes in the flatness and corresponding optical performance 
of the component. While mechanically stiff substrate materials 
of sufficient thickness ts will exhibit minimal bending from 
film stress, tensile stresses remain a problem if they lead to 
cracking, or crazing, of the coating.14 
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Fracture of a coating’s surface results when tensile stresses 
exceed the fracture toughness of the film. Fracture will initi-
ate at a defect in the coating, whether initiated by a scratch at 
the edge caused by coating tooling or optic mounting, or at a 
defect within the film such as shown in Fig. 126.49. Fracture 
also requires a sufficiently thick film in which the stress can 
be relieved through fracture at the surface, given the strain at 
that point. This relationship is given by Hutchinson and Suo:14

	 ,h
Z

E
2c
f

v

C
= 	 (2)

where hc is the critical coating thickness, C is the fracture 
resistance of the film, Ef is Young’s modulus of the film, Z is a 
geometrical constant dependent on the fracture type (1.976 for 
film crazing), and v is the tensile stress in the film. Compres-
sive stresses will not lead to fracture of the coating surface; 
instead, excessive compressive stresses may lead to a buckling 
of the coating, potentially with delamination from the surface. 
This dependence on the thickness of the film relative to the film 
stress provides a means for understanding failure mechanisms 
in the coating. 

Given the relationships in Eqs. (1) and (2), it is important 
to reduce the film stress such that optical performance of the 
component is preserved while fracture of the coating is avoided. 
Thicker substrates may aid in maintaining flatter optical sur-
faces and thinner coatings help to prevent cracking, but both of 

these approaches result in a cost in substrate size and/or achiev-
able coating performance. To provide optimal performance of 
the optical coating, the magnitude of the tensile film stress must 
be kept low or ideally moved to a compressive state. Compres-
sive stress also must be kept low in order to maintain surface 
flatness of the optical component in accordance with Eq. (1).

Stresses in a multilayer coating are a function of the film 
thickness of each constituent material in the coating, as well 
as the stress in each material. Equation (1) may be modified to 
account for the individual stress in each layer by15
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where vi and ti are now the stress and thickness of each layer 
of the coating, respectively. Likewise, the total stress in the 
multilayer will be given by
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since the individual stress contributions are simply weighted by 
the relative layer thicknesses of each. Modification of selected 
layers provides a means of adjusting the overall stress, with 
the use of three materials providing the ability to calculate the 
stress according to

G9047JR

Figure 126.49
Scanning electron microscope imaging of the initiation site and crack that forms as a result of the high tensile stress in the film. A defect site in the coating 
provides an initiation site for tensile stress failure, while tearing of the film is evident within the crack that forms. 
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where Ti is now the total thickness of a given material in the 
entire multilayer since the stress is assumed to be constant for 
all layers of the same material deposited in the same manner. 
Subscripts H, L, and A denote hafnia (high refractive index), 
silica (low refractive index), and alumina, respectively. Given 
individual material stresses, coating designs may then be modi-
fied to yield the desired overall stress.

Experimental Procedure
Coating depositions were performed in a 54-in. coating 

chamber equipped with quartz heater lamps, dual electron-
beam guns, and planetary substrate rotation. Granular silicon 
dioxide was evaporated from a continuously rotating pan 
while hafnium metal or aluminum oxide was deposited from 
a stationary six-pocket electron-beam gun. The baseline coat-
ing is a 32-layer hafnia/silica quarter-wave mirror centered at 
m0 = 1053 nm with a half-wave silica overcoat on fused-silica 
substrates. Alumina layers were substituted for selected hafnia 
layers, uniformly distributing the alumina layers throughout 
the coating. In addition, the first high-index layer on the inci-
dent side of the coating was always replaced by alumina to 
take advantage of its higher band gap in the region of highest 
electric-field intensity. In this manner, the coating has alumina/
silica interfaces but no hafnia/alumina interfaces. The refrac-
tive-index profile of such a coating is shown in Fig. 126.50, with 
the outermost layers on the air side being a half-wave optical 
thickness of silica, with a quarter-wave optical thickness of 
alumina immediately beneath it.

The primary means of altering the coating in this study 
was through the amount of alumina introduced in the coating 
design, relative to the overall thickness, as well as through the 
number of interfaces of each material. Depositions were per-
formed with different overall coating thicknesses, relative num-
bers of layers and associated interfaces, and individual layer 
thicknesses. Deposition parameters such as oxygen backfill 
pressures, deposition rate, and substrate temperature remained 
constant throughout, in an effort to maintain a consistent film 
stress for each material between depositions.

Spectral measurements were performed on a Perkin-Elmer 
Lambda 900 spectrophotometer operating in transmission at 
normal incidence. The spectrophotometer environment was 
maintained at 0% relative humidity in order to eliminate optical 
thickness variations as a result of film water content. Photomet-
ric measurements were executed on a laser-based reflectometer 
system, again in a nitrogen-purged environment to achieve 0% 
relative humidity; measurements were performed at a constant 
wavelength while scanning the incident angle on the substrate. 
The measurement procedure incorporates a dual-beam configura-
tion, using lock-in amplifiers and a chopped signal to minimize 
signal noise. Extended integration times at each point in the mea-
surement scan further improve the quality of the measured result.

Surface flatness measurements of the 1-in.-diam substrates 
were performed on a Zygo New View white-light interferometer 
in a nitrogen-purged enclosure at approximately 0% relative 
humidity. Samples were purged for 15 h prior to measure-
ment to stabilize the coating stress; measurement routines 
were automated to ensure consistent purge times. Samples 
measured after 6 h of purging exhibited irregular measure-
ment results, with a significant decrease in correlation with 
deposition parameters. Measurements were corrected for 
cavity irregularity by referencing a m/50 calibration flat, and 
all measurements subtracted the pre-coating flatness measure-
ment of the individual substrate. Samples were supported on 
a three-point ball bearing mount, with each point positioned 
120° apart at 65% of the radius of the substrate to minimize 
distortion caused by gravity in mounting. The uncoated sur-
face of the samples was measured to avoid interferometric 
phase errors resulting from the coating. Film stresses based on 
these surface measurements were compared to those carried 
out on 310-mm-diam # 14-mm-thick fused-silica substrates 
measured on an 18-in. Zygo interferometer, with calculated 
stresses agreeing to within !8 MPa. Film stresses were also 
compared to measurements taken in a custom vacuum cell on 
the Zygo New View; vacuum film stresses were measured to be 
approximately 8 MPa more tensile than those determined in a 
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Figure 126.50
Refractive index profile of a hafnia/silica/alumina high-reflector coating. 
Selected hafnia layers are replaced with alumina layers of equivalent optical 
thickness with the alumina layers being equally distributed throughout the 
overall thickness of the coating.
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nitrogen environment. Given the relative difficulty in making 
in-vacuum measurements, this shift in determined film stress 
was considered acceptable at this time.

Laser-damage testing was performed using 1-ns pulses at a 
wavelength of 1053 nm. The irradiation spot size, illuminated 
by a 2-m-focal-length lens, was 600 mm, making it possible 
to use fluences up to 100 J/cm2. The sample was inspected 
under 110# magnification using dark-field microscopy, with 
an observable change in the surface being defined as damage. 
Testing may be targeted on defects present in the coating, as a 
means of identifying the weakest points in the film structure, 
or on sites that appear pristine, as a means of evaluating the 
maximum-possible damage threshold for a clean substrate and 
zero-particulate process. Modes of testing included 1-on-1, 
where each site on the substrate is illuminated only once, and 
N-on-1, where the fluence on a given site is gradually ramped 
through a series of shots until damage is observed.16

Results and Discussion
The goal of this work is to alter the tensile stress in the 

hafnia/silica multilayer coatings, shifting it to a low-magnitude 
compressive stress to eliminate the risk of cracking the coat-
ing while minimizing substrate deformation. Observations of 
current hafnia/silica coatings in vacuum have indicated that 
multilayers of greater-than-5-nm total film thickness consis-
tently exhibit tensile stress failures in accordance with Eq. (2), 
providing the motivation for this effort. In addition, such coat-
ings have tensile stresses of 80 MPa or greater, significantly 
deforming the substrate surface.4,9 Since polarizer coatings for 
use in the near-infrared cannot be realized with coatings of less 
than 5-nm thickness, the stress in the film must be shifted to 
a more compressive state.4

Evaporated alumina films have been reported in the literature 
as both tensile and compressive.11,17 The films being studied 
were found to have a tensile stress when deposited as a mono-
layer, with a stress of the order of 70!15 MPa. This would sug-
gest alumina is not a viable material for compensation of tensile 
stresses in high-damage-threshold coatings since it would not 
offset the tensile stress generated in high-refractive-index hafnia 
layers. Composite film stresses in hafnia/silica multilayers, how-
ever, were tensile, but alumina/silica multilayers remained quite 
compressive. This could in part be a result of the magnitude 
of the tensile stress in alumina being less than that in hafnia, 
allowing it to be compensated by the compressive silica stress.

The film stresses as measured in the hafnia/silica multilayers, 
alumina/silica multilayers, and the hafnia/alumina/silica (hybrid) 

multilayers indicate an unexpected interaction between the dif-
ferent layer materials. The hybrid three-material coating design is 
more compressive than either of the two-material designs; given 
the relative proportion of materials in each design, this should not 
be possible in order for Eq. (5) to be valid for all coatings using 
comparable stress values for the materials in each. This suggests 
that a modification to Eq. (5) is necessary, possibly to account for 
inhomogeneous layer stresses and/or interfacial effects.18 Either 
effect will be a function of the number of interfaces of the given 
material, so Eq. (5) is modified to a form

A/L ,
T T T

T T T
I Itotal

H L A

H H L L A A
H/L H/L A/Lv

v v v
v v=

+ +
+ +

+ + 	 (6)

where vH/L and vA/L are the stresses resulting from interfacial 
and film-growth effects at each of the hafnia/silica (IH/L) and 
alumina/silica (IA/L) interfaces, respectively. The number of 
interfaces in the coating design is counted for each combina-
tion of materials, and since both hafnia and alumina have silica 
layers above and below each layer, the directional dependence 
is eliminated.

It is possible to determine values for each of the five stresses 
included in Eq. (6) by establishing a linear series of five equa-
tions for simultaneous solution. The six depositions provide a 
means of calculating the stresses six times, by eliminating one 
of the depositions from consideration for each calculation. The 
calculation is most readily constructed in matrix form, for five 
given depositions:
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where vtotali are the measured stress values of the multilayer 
coatings, after having stabilized with age. Rearranging this 
for solution yields
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The six possible solutions, based on elimination of each of 
depositions 1–6, are summarized in Table 126.VIII.
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Analysis of the results shows a number of the mathematical 
solutions do not fit the parameters of the problem. Based on 
single-layer stress measurements, vH is expected to be of the 
order of 200 MPa and vL is of the order of –80 MPa. Only 
solutions B and F appear to fit the constraints of the problem. 
While the solutions are very similar, the calculated stress in 
the alumina films is excessively compressive; this may be due 
to inhomogeneous stresses that are poorly described by Eq. (6), 
errors in the stress measurements, or other effects. Given that 
the magnitude of the stress in the alumina layers is expected 
to be a maximum of !100 MPa, rather than the –600 MPa 
calculated, the modeled values fit the mathematical constraints 
of the system of equations without necessarily identifying the 
physical stress contributions accurately.11 Using an average 
solution of B and F for coating designs containing different 
numbers of alumina layers, the determined stress is compared 
to measured values for selected coatings in Fig. 126.51. While 
the various stress contributions may not be appropriately dis-
tributed among the film materials, the model does provide an 
indication of the trends in expected film stress for a composite 
hafnia/silica/alumina coating. 

The previous results were used to predict the stresses likely 
to be achieved for two additional coating depositions, with 
designs {(HL)3 [AL(HL)3]3 A2L} designated sample #7 and 
{[AL(HL)2]5 A2L} designated #8, where A, L, and H represent 
quarter-wave optical thicknesses at 1053 nm of alumina, silica, 
and hafnia, respectively, coefficients indicate a multiple of 
quarter-wave thickness, and superscripts signify the repetition 
of that portion of the coating design. The key difference with 
these hybrid designs is the alteration of the alumina content 
and the number of alumina/silica interfaces. Calculation of the 
expected film stress upon aging, using an average of solutions 
B and F, yields stresses of –11 MPa for #7 and –49 MPa for 
#8. Calculated stresses based on the measured surface flatness 
of samples #7 and #8 resulted in –34.5 MPa and –77 MPa, 
respectively, in both instances understating the compressive 
stress in the film. While the inaccuracy in the model’s predic-

tion is undesirable, the presence of additional compressive 
stress avoids the risk of tensile stress failure.

The developed model provided general trends for the 
stress in the film but yielded errors in the predicted stress of 
–23.5 MPa and –28 MPa in samples #7 and #8. While efforts 
have been taken to account for the stresses in each material and 
any differences in stresses attributed to the number of inter-
faces, no allowance has been made for the potential modifica-
tion of the stress in one material resulting from the presence 
of a different material in the multilayer coating. In particular, 
alumina has been shown to inhibit diffusion of water; it is likely 
that the presence of alumina layers influences the hydrolysis of 
silica, with the aging of the film to a more-tensile state over time 
being largely avoided.4,6 Refining the model to include such 
effects would require that all samples contain similar materi-
als, and that the stress in any given layer be a function of the 
layers above it. The complexity of the model would increase 
significantly, in order to provide a functional dependence of 
the stress in each layer to all layers to the incident side, as well 
as the relative porosity. It is currently expected that such com-
plexity is necessary, however, to fully describe the influence 
of alumina on the stresses in a hafnia/silica film.

It is suggested by the observed stresses that the changes in 
coating stress caused by the inclusion of alumina layers are a 
result of the reduced diffusion of water through the coating 

Table 126.VIII.	 Solutions to the system of equations describing the 
individual stress contributions. Only solutions B 
and F fit the constraints of the problem.

A B C D E F

vH –200.5 234.3 –5869.5 –252.3 NaN 246.1

vL 283.9 –92.8 4367.0 248.4 NaN –81.0

vA –1058.0 –622.9 –5024.7 1.2 # 1018 NaN –630.9

vH/L –0.8 0.6 –8.9 0.1 NaN 0.1

vA/L 3.9 3.9 –0.8 –7.9 # 1015 NaN 3.9
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Figure 126.51
Influence of the number of alumina layers on the resulting stress in the 
multilayer coating. Use of a greater proportion of alumina instead of hafnia 
shifts the composite multilayer stress more compressively, making the coating 
suitable for use in a dry or vacuum environment.
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structure. As shown in Fig. 126.52, the stress in an alumina/
hafnia/silica coating exhibits a very slow drift as the coating is 
dried in a nitrogen-purged environment. This leads to a strong 
time dependence for all measured values of stress in order to 
stabilize the coating performance as much as possible. This 
uncertainty makes it very difficult to precisely determine the 
stress of coatings containing alumina since even after a week 
of drying time, the stress is not fully stabilized.
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Figure 126.52
Change in stress in an alumina/silica coating as a function of time in dry 
nitrogen. Note that the stress changes quite slowly, leading to instability in 
the optical performance over an extended period of time since the surface 
flatness continues to change. 

Implementation
A key advantage of this type of coating modification is that 

it can be readily performed in a standard evaporation system 
with minimal equipment changes required. This process was 
implemented in a 1.8-m coating chamber to alter the stress in 
a 0.9-m-aperture polarizer coating for use in vacuum on the 
OMEGA EP Laser System, as previously produced with evapo-
rated hafnia/silica.4 To integrate this process, the standard six-
pocket electron-beam gun used for hafnium metal evaporation 
was replaced with an EB Sources large-capacity, 12-pocket 
electron-beam gun, providing additional capacity for alumina 
evaporation. All deposition monitoring was performed with 
weighted averaging using an Inficon IC5 and three SensorsTech 
cartridge-type quartz crystal monitors mounted under station-
ary uniformity-correction masks, with the substrate mounted 
in a counter-rotating planetary rotation system.19,20 Silica was 
deposited using granular silica in a continuously rotating EB 
Sources large-capacity, pan-type electron-beam gun.

The original 48-layer polarizer coating design developed for 
this application was replaced with a 50-layer design contain-
ing four alumina layers, with all alumina layers adjoining only 
silica layers.4 The alumina layers are nominally one quarter-
wave optical thickness, except the layer on the substrate, which 
is approximately three quarter-waves in optical thickness. The 
coating design was fully optimized with Optilayer refinement to 
maximize the photometric coating performance.21 The alumina 
layers were inserted every 16th layer, such that the layer on 
the substrate was alumina and the final high-index layer was 
alumina. The outermost layer of the coating remained a thick 
silica layer of greater than one half-wave optical thickness. The 
overall coating thickness was 9.1 nm, requiring approximately 
10 h of deposition time. Cross-sectional scanning electron 
microscope images of the completed polarizer coating are 
shown in Fig. 126.53, with the alumina layers appearing very 
similar to the surrounding silica layers; only the film micro-
structure differentiates it from the adjoining layers.
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Figure 126.53
Cross-sectional scanning electron micrographs of the polarizer coating 
modified with four alumina layers. The alumina layers appear to have a more-
columnar structure than the surrounding silica layers, which appear amor-
phous. The hafnia layers appear columnar and much brighter in the image.
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Coating performance was measured using a laser-based 
photometer, providing a highly collimated source, a precise 
angle of incidence, and high polarization contrast. The per-
formance of this polarizer is shown in Fig. 126.54, indicating 
p-polarized transmission of greater than 98% through the com-
ponent over an angular range of nearly 9° incidence; polarizer 
contrast, defined as Tp:Ts, exceeds 200:1 over 8° of this range. 
In wavelength space, this component has a useful bandwidth 
of 30 nm after accounting for slight uniformity errors over the 
0.9-m aperture and installation alignment tolerances.
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Figure 126.54
Photometric measurement of short-pulse polarizer Z011 installed on 
OMEGA EP, utilizing alumina for stress control in a dry environment. This 
polarizer coating provides high transmission and contrast over a wavelength 
range of 30 nm with incident 1053-nm light.

Laser-damage testing of this coating using a 1053-nm laser 
with s-polarized light in a 1:1 mode indicated damage thresh-
olds of greater than 74 J/cm2 when tested at 1 ns (clean sites, 
with no testing performed above this fluence) and 44 J/cm2 
when targeting defects visible using dark-field microscopic 
inspection.16 Transmitted laser-damage tests in p-polarization 
remained above 20 J/cm2. Stress measurements indicate the 
coating on a BK7 substrate maintains a compressive stress of 
approximately –100 MPa when measured in an N2-purged envi-
ronment at 0% relative humidity. This controlled compressive 
stress provides a coating that will not fail in tension, even when 
used in a vacuum environment. As noted previously, the slow 
drift in film stress as a function of drying time makes it very 
difficult to accurately determine the stress, with an expected 
measurement uncertainty of the order of !20 MPa.

While this coating effort was highly effective—far exceed-
ing the performance requirements for this component—the use 
of alumina poses significant challenges to the successful imple-
mentation in the laser system. The diffusion-barrier properties 
of the coating significantly restrict the movement of water into 
and out of the film structure, leading to very slow changes in 
the coating stress and photometric performance as the relative 
humidity changes. This change in photometric performance 
was measured for the polarizer coating, initially stored in an 
ambient-humidity environment, over a period of multiple days 
in an N2-purged, 0%-relative-humidity environment as shown 
in Fig. 126.55. The coating performance undergoes a substan-
tial change in photometric performance, requiring days or even 
weeks of recovery time if the optic is stored for long periods 
in an ambient-humidity environment. Provided the water pen-
etration is slow, short exposure times during installation and 
alignment can be overcome relatively quickly.
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Figure 126.55
Change in photometric performance of a hafnia/silica polarizer coating con-
taining alumina layers. Note that similar to the stress changes in Fig. 126.52, 
the optical performance of the coating changes significantly over an extended 
period of time in a dry nitrogen environment. In this case, measurements were 
performed over a period of approximately 8 days.

The slow drift in performance may be overcome by main-
taining the storage and transport of such coatings in a dry 
atmosphere, while minimizing exposure to humid air during 
installation and use. Initial evaluation suggests the movement 
of water into the coating also takes place over a long time scale, 
as evidenced by the “mottled” appearance that develops as the 
coating is exposed to moist, ambient air. It is understood that 
moisture penetration through defect sites in the coating leads 
to the localized exchange of water for void in the coating, 
resulting in an increase in the optical thickness and a change 
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in the color of the coating as shown in Fig. 126.56. Over 
time, diffusion of the water within the coating structure will 
bring the water content in the coating to equilibrium, with the 
coating once again appearing to be a consistent color as the 
individual moisture-penetration sites through the diffusion 
barrier coalesce, eliminating the mottled appearance. Alumina 
is a highly effective diffusion barrier to water penetration 
and, as such, may require many days of exposure to moist air 
before the coating once again appears uniform. As shown in 
Fig. 126.56, a hafnia/silica coating containing alumina barrier 
layers continues to exhibit a mottled appearance 2 days after 
deposition. The alumina is quite dense, with isolated defects 
providing a path for the moisture through the layer, with the 
surrounding hafnia/silica layers in the multilayer remaining 
relatively porous.
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Figure 126.56
Multilayer dielectric coating containing alumina layers 2 days after deposition. 
Note the “mottled” appearance of the coating color in reflection, indicating 
an irregular absorption of water into the coating structure.

Conclusions
The inclusion of alumina layers in standard hafnia/silica 

high-reflectance coatings leads to a significantly more com-
pressive overall film stress, enabling one to use such coatings 
in vacuum environments on low-thermal-expansion substrates 
without the risk of tensile-stress failure causing cracking, or 
crazing, of the film. The use of multiple designs incorporating 
different numbers of layers, numbers of interfaces, and thick-
nesses of the constituent materials provides the opportunity 
to determine the individual contributions of hafnia, silica, 
and alumina to the overall stress in the multilayer optical 
coating—a contribution found to be very different than that 
expected by monolayer stresses. Additionally, interfacial 

effects were incorporated to account for the inhomogeneous 
film stresses as each layer was formed. Such calculations, 
while likely not appropriately allocating the stress contribu-
tions of each material, have been demonstrated to provide a 
somewhat predictive ability for arbitrary multilayer coating 
designs. The stress in hafnia/silica coating designs, including 
alumina stress compensation layers, has been demonstrated to 
agree with theoretical predictions, and hafnia/silica/alumina 
films can be manufactured without degradation of spectral 
performance or laser-damage resistance. This process was 
used to produce large-aperture polarizer coatings for use in 
an N2-purged environment on OMEGA EP. It has been shown 
that such coating designs may be readily implemented using 
standard electron-beam evaporation systems, are easily scaled 
to large-aperture substrates, and provide a means of addressing 
the need for vacuum-use coatings in pulse-compressed laser 
systems. The slow diffusion of water in such coatings poses 
some difficulties in implementation, but this may be overcome 
by storage in a low-relative-humidity environment.
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