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About the Cover:

The front cover shows LLE scientist John Marciante and LLE 
engineer Rick Roides with the integrated front-end sources 
(IFES) for each of the four driverlines on the OMEGA Laser 
System. IFES is a rack-mounted, front-end seed source that was 
developed at LLE for the OMEGA and OMEGA EP Laser Sys-
tems. This laser source generates an optical pulse in the 100-pJ 
range using a compact, stable, single-frequency fiber DFB laser, 
dual lithium niobate amplitude modulators, and a high-gain 
polarization-maintaining fiber amplifier. A single rack-mounted 
box contains the amplitude modulators, the LLE-built fiber 
amplifier, and custom LLE control electronics, as shown in the 
photo at the top left, and is driven by software written at LLE 
(ACSL v2). The key to the success of this system is the high-
gain fiber amplifier, as shown in the bottom left photo. This 
amplifier was developed at LLE and is detailed in the article 
beginning on p. 63. Without any adjustable alignment, the 
IFES system has demonstrated high stability, turn-key opera-
tion, and low maintenance. IFES has contributed significantly 
to the stability of the OMEGA front end, and thus has helped 
provide higher reliability in the generation and reproducibility 
of shaped pulses on OMEGA. 
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In Brief

This volume of the LLE Review, covering January–March 2006, features “High-Gain, Polarization-Pre-
serving, Yb-Doped Fiber Amplifier for Low-Duty-Cycle Pulse Amplification” by J. R. Marciante and 
J. D. Zuegel. In this article (p. 63) the authors report on a high-gain, low-noise, double-pass ytterbium-
doped amplifier for which amplified spontaneous emission (ASE) suppression techniques were utilized 
to fabricate a double-pass amplifier with the noise properties of a single-pass amplifier. A double-pass 
configuration allows for significantly higher gains to be obtained in a fiber amplifier than can be achieved 
in a single-pass configuration. Simulations based on a rate-equation model were used to analyze the ASE 
and the impact of the suppression techniques. These techniques were implemented in an alignment-free, 
double-pass fiber amplifier with 26-dB gain at a wavelength 23 nm off the gain peak and a –48-dB noise 
floor, while amplifying linearly polarized optical pulses with a low duty cycle.

Additional highlights of recent research presented in this issue include the following:

•	 W. T. Shmayda, M. Quinlan, Z. Chambers, and U. Schroeder discuss the development of methods and 
techniques for the decontamination of metals and alloys from tritium (p. 70). The efficacy of tritium 
removal from stainless steel using four different approaches has been studied: thermal desorption in 
a dry inert gas purge, thermal desorption in a wet inert gas purge, thermal desorption in an inert gas 
purge containing hydrogen peroxide, and radio-frequency–driven argon plasma irradiation. This study 
indicates that reducing the activity in metals below 0.5 nCi/g is feasible without generating secondary 
active waste byproducts other than water.  

•	 V. N. Goncharov presents a review of the basic concept of laser-driven ICF ignition with emphasis 
on the direct-drive ignition target design, requirements for the temporal shape of the laser pulse, and 
consideration of the stability issues (p. 83). 

•	 J. R. Rygg, J. A. Frenje, C. K. Li, F. H. Séguin, and R. D. Petrasso (Plasma Science and Fusion Center, 
MIT), and J. A. Delettrez, V. Yu. Glebov, V. N. Goncharov, and D. D. Meyerhofer (LLE) report the 
results on direct-drive implosions of targets filled with different mixtures of D2 and 3He gas on the 
OMEGA Laser System (p. 90). At temperatures above a few electron volts, D2 and 3He gases are fully 
ionized, and hydrodynamically equivalent fuels with different ratios of D2 and 3He can be chosen to 
have the same mass density, total particle density, and equation of state. Implosions with a 50/50 mixture 
of D:3He by atom consistently result in measured nuclear yields, half of that anticipated by scaling 
from measured yields of implosions with pure D2 and nearly pure 3He. This observation is seen over 
a wide range of experimental configurations, including targets with a variety of shell thicknesses and 
fill pressures, simultaneously for two different nuclear yields (D-D and D-3He), as well as for shock 
and compression yields. A number of possible mechanisms to cause the scaling are considered, but 
no dominant mechanism has been identified.

•	 S. G. Lukishova, A. W. Schmid, R. Knox, P. Freivald, L. Bissell, R. Boyd, C. R. Stroud, Jr., and K. L. 
Marshall demonstrate, for the first time, deterministically polarized fluorescence from single emit-
ters (dye molecules) (p. 102). In this experiment a planar-aligned, nematic liquid crystal host provides 
uniaxial alignment of single-dye molecules in a preferred direction. As a result, fluorescence of these 
single emitters is deterministically polarized (single photon source), which allows one to consider such 
systems for applications in photonic quantum information. 



iv

Semyon Papernov
Editor

•	 W. Słysz, M. Węgrzecki, J. Bar, P. Grabiec, and M. Górska (Institute of Electron Technol-
ogy, Warsaw); V. Zwiller, C. Latta, and P. Bohi (Swiss Federal Institute of Technology, Zurich);  
I. Milostnaya, O. Minaeva, A. Antipov, O. Okunev, A. Korneev, K. Smirnov, B. Voronov, N. Kaurova, 
and G. Gol’tsman  (Moscow State Pedagogical University, Moscow); and A. Pearlman, A. Cross, 
I. Komissarov, A. Verevkin, and R. Sobolewski  (ECE and LLE) present results on fiber-coupled single-
photon detectors based on NbN superconducting nanostructures for practical quantum cryptography 
and photon-correlation studies (p. 108). Several two-channel, single-photon detector systems based 
on two fiber-coupled superconducting single-photon detectors were built and characterized. The best 
device reached the system quantum efficiency of 0.3% in the 1550-nm telecommunication wavelength 
with a fiber-to-detector coupling factor of about 30%.

•	 K. L. Marshall, G. Painter, K. Lotito, A. G. Noto, and P. Chang present results on design and synthesis 
of transition metal dithiolene near-IR dyes (p. 112). Transition metal complexes based on nickel, pal-
ladium, or platinum dithiolene cores show substantial promise for guest–host liquid crystal devices 
operating in the near- to mid-IR region. The authors show some specific application examples for these 
materials in LC electro-optical devices and discuss the most recent results in the computational model-
ing of physical and optical properties of this interesting class of organometallic optical materials.
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Introduction
Erbium-doped fiber amplifiers have become commonplace 
in telecommunications systems.1 High-bit-rate pulse trains 
mean that continuous pumping can be utilized. Additionally, 
the unknown polarization state of the arriving pulses is ideal 
for common fiber-optic components and erbium-doped fibers, 
which typically do not preserve the polarization state of the 
light passing through them. For other applications, however, 
such conditions do not apply. Low-duty-cycle pulses leave gain 
available in the fiber for long durations between pulses, which 
can lead to parasitic lasing or destructive self-pulsations. The 
amplification of signals with wavelengths far from the gain 
peak only enhances this problem since the gain can be sub-
stantially lower for such signals. Additionally, the amplification 
of linear polarizations requires not only a polarization-main-
taining (PM) active fiber, but also PM wavelength division 
multiplexers (WDM’s) and other fiber components that can be 
difficult to fabricate. 

Utilizing a double-pass configuration allows for significantly 
higher gains to be obtained in a single-fiber amplifier than can 
be achieved in a single pass.2–5 Additionally, using a Faraday 
rotator just before the end mirror ensures that the pulse return-
ing from the second pass through the cavity has a polarization 
state that is orthogonal to that of the input pulse. Consequently, 
when used in conjunction with a polarizing beam splitter, the 
output pulse can be separated from the input pulse with high 
fidelity.3 Double-pass configurations are ripe for parasitic lasing 
or destructive self-pulsations in a highly pumped unsaturated 
amplifier, however, since half a resonator is created intention-
ally. Special care must be taken to minimize reflections from 
components, connectors, and splices. Utilizing a timed gate, 
e.g., an acousto-optic modulator (AOM), at the end of the first 
pass can ensure stable operation,3 but this significantly adds 
to the complexity of the system.

In this work, a double-pass, ytterbium-doped fiber amplifier 
is presented that overcomes these hurdles to provide high gain 
for low-duty-cycle pulse repetition rates while preserving the 
linear polarization state in a single-spatial-mode package that 

High-Gain, Polarization-Preserving, Yb-Doped Fiber Amplifier 
for Low-Duty-Cycle Pulse Amplification

requires no alignment. In Amplified Spontaneous Emission 
Considerations (p. 63) the amplified spontaneous emission 
(ASE) is modeled in ytterbium-doped fiber amplifiers. In 
particular, the effects of ASE filtering are studied for use in 
a double-pass amplifier configuration. The Experimental 
Results (p. 66) are presented on the measurements of a double-
pass fiber amplifier built with the various ASE-suppression 
schemes described in Amplified Spontaneous Emission 
Considerations. Additional discussions regarding the experi-
mental configuration and modeling are given in Discussion 
and Conclusions (p. 68), along with concluding remarks.

Amplified Spontaneous Emission Considerations
The amplified spontaneous emission of fiber amplifiers can 

be studied via rate-equation modeling.6 Such a model repre-
sents the optical power resolved in wavelength along the length 
of the fiber and the ytterbium atomic states as a homogeneously 
broadened inversion. The resultant equations are given by
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where P!(z, t, m) is the forward (+) or backward (–) propagat-
ing power as a function of wavelength, time, and axial posi-
tion along the fiber. N2 and N1 are the upper and lower state 
population densities, respectively, as a function of time and 
axial position along the fiber and are related by the total ion 
concentration as Nt = N2 + N1, which is constant throughout 
the fiber. Wavelength-dependent parameters in Eqs. (1) and (2) 
include the geometrical overlap of the fiber mode with the core 
C, modal area A, absorption/emission cross section of the active 
ion va/e, group velocity vg, fiber attenuation a, and Rayleigh 
scattering coefficient aRS. Additional parameters include the 
upper-state lifetime x, the fiber-core capture coefficient S, and 
the optical sampling bandwidth Dm.
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Equation (1) represents the bidirectional power flow through 
the fiber, including stimulated emission, spontaneous emission, 
and absorption from the active ions; loss due to the inherent 
fiber attenuation; and Rayleigh scattering. Since the param-
eters all have wavelength dependence, only a single equation 
is mathematically required to represent the behavior of the 
pump, signal, and ASE.

Equation (2) represents the excited-state population density, 
which is governed by the absorption and emission of optical 
power as well as nonradiative decay. One notable omission 
in Eq. (2) is the wavelength dependence of the excited state 
governed by the details of the atomic transition manifold. 
This leads to, for example, excitation due to the absorption of 
long-wavelength light that can then be used to amplify shorter 
wavelength light. While this effect is small in the presence of 
a highly inverted fiber, the impact on the current work is to 
overestimate the ASE at the gain peak. Since the current goal 
is to suppress this feature, the model will yield a worse case 
than is expected experimentally.

For simplicity, the wavelength dependence of A, vg, a, and 
aRS are neglected. Since the current work considers core-
pumped (as opposed to cladding-pumped) active fibers, C 
can also be well approximated by a constant. The ytterbium 
cross sections are obtained from the data in Ref. 7. For con-
venience, these cross sections are fit to a series of Gaussians 
of the form

	 expA w, , ,j j m
m

j m j m= - -v m m
2

` j9 C' 1/ 	

with the coefficients listed in Table 106.I. Other utilized param-
eters are listed in Table 106.II.

Data provided with the ytterbium-doped fiber (Nufern), 
along with our own measurements on the fiber, determined the 
values of Nt, C, and A. The other values were obtained from 
Ref. 6. The parameters used are compiled in Table 106.II. A 
simple finite-difference method is utilized to calculate the 
power and inversion distributions in the fiber. Initial conditions 
assume no optical power or inversion within the fiber, and the 
pump power is included as a boundary condition. A double-pass 
configuration can also be realized by applying the appropriate 
boundary conditions.

Unsaturated fiber amplifiers cannot be pumped to arbi-
trarily high levels because of self-pulsations and oscillation, 
which limit the length of fiber that can be practically used in a 
single-pass amplifier. In an unsaturated amplifier this translates 
to limited available gain. Figure 106.1 shows the forward and 
reverse amplified spontaneous emission for the case of reverse 
pumping and very weak signal amplification (no gain deple-
tion) for a 3.5-m length of Yb:fiber with the characteristics 
in Table 106.II. The small-signal gain, defined as the ratio of 
output energy to input energy, for a 1053-nm signal and the 
pump leakage are also shown in this figure. After 140 mW of 
pump power, the fiber is almost completely inverted, and the 
remaining pump is lost out of the opposite end of the fiber. The 
small-signal gain 23 nm off the gain peak is therefore limited 
to approximately 20 dB.

Since the gain is in fact unsaturated, simply sending the 
signal back through for a second pass increases the amplifica-
tion without additional pumping. Such a double-pass configu-
ration, however, also allows the ASE to make a second trip 
through the gain, which can lead to undesirable oscillation 

Table 106.I:	 Gaussian coefficients for ytterbium emission 
and absorption cross sections.

j Aj,m (10–27 m2) mj,m (nm) wj,m (nm)

a 180 950 70

a 360 895 24

a 510 918 22

a 160 971 12

a,e 2325 975 4

e 160 978 12

e 340 1025 20

e 175 1050 60

e 150 1030 90

Table 106.II:  Parameters used in simulations.

Parameter Value

Nt 9.4 # 1024 m–3

C 0.85

A 30 nm2

vg c/1.5

a 0.003 m–1

SaRS 1.2 # 10–7 m–1

x 0.84 ms

Dm 1 nm

mpump 976 nm

msignal 1053 nm
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and self-pulsations. The ASE must therefore be filtered to use 
a double-pass configuration. Two simple methods of filtra-
tion were investigated, as depicted in Fig. 106.2. The first is 
a bandpass filter, which is inserted between subsequent trips 
through the active fiber to deny double-pass ASE except in 
a small bandwidth around the filter peak. The second is a 
WDM designed to split the ASE peak from the signal, which 
removes a significant fraction of the ASE power from the 
signal, provided the signal is not near the gain peak. Four 
different amplifier configurations are modeled, as shown in 
Fig. 106.2. The first two are simple single- and double-pass 
configurations through the fiber. In the third configuration, a 
bandpass filter is added between subsequent passes through 
the fiber. The fourth configuration adds a WDM filter to the 
output of the third configuration.

For these calculations, the filters are assumed to be lossless 
at the transmission peaks with zero transmission at the nulls. 
The mirror adds 1 dB of loss to the double-pass amplifiers. 
Assuming pump and signal wavelengths of 976 and 1053 nm, 
respectively, the total (spectrally integrated) ASE power out 
of the different amplifier configurations is shown in Fig. 106.3 
as a function of pump power. Because of undepleted gain and 
pump leakage, the single-pass ASE has a maximum power 
below 6 mW. In the double-pass configuration, the amplifier 
becomes saturated by the ASE, which extracts a significant 
fraction of the gain in the fiber. This linear trend in the ASE 
growth with pump power leads to an ASE level that is greater 
than 25 times the single-pass case and means that there will be 
very limited reduced gain available for the signal. In contrast, 
the dotted trace shows that the insertion of the bandpass filter 

prohibits the ASE closest to the gain peak from experiencing 
double-pass gain. The total ASE is therefore limited to small-
signal amplification, even with double-pass amplification far off 
the gain peak, and accumulates no more than twice the power 
of the single-pass configuration. The insertion of this filter 
then allows for exponential signal gain from the double-pass 
amplifier. The addition of the WDM filter (solid curve) reduces 
the total ASE output power of the double-pass fiber amplifier 
to only 30% more than the single-pass ASE.

The ASE spectra for the four configurations are shown in 
Fig. 106.4 at a pump power of 250 mW. The ASE within the 
bandpass filter is actually stronger than the unfiltered double-
pass ASE since the gain is unsaturated. Nonetheless, this lack 
of gain saturation allows for double-pass gain of the signal in 
the amplifier. The bandpass filter is therefore critical for opera-
tion of this double-pass configuration for the amplification of 
signals off the gain peak.

Figure 106.1
Total (spectrally integrated) forward (solid) and reverse (dashed) ASE, 976-nm 
pump leakage, and 1053-nm small-signal gain as a function of pump power 
for a 3.5-m-length Yb:fiber.

Figure 106.2
Depiction of modeled configurations for (a) single pass, (b) double pass, 
(c) double pass with an intracavity bandpass filter, and (d) the same as (c) with 
a WDM filter at the amplifier output.
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WDM and utilized a Faraday mirror with a polarizing beam 
splitter (PBS) to separate input from output and preserve 
the linear polarization state. This amplifier configuration is 
shown in Fig. 106.5 and utilizes both single-mode (SM) and 
PM fibers. The input signal comes through a PM-pigtailed 
isolator to prevent any ASE or signal from returning to 
the seed source. The light then passes through a PM-pig-
tailed polarizing beam splitter followed by a single-mode, 
1030‑nm/1053‑nm wavelength division multiplexer (WDM) 
used to reduce ASE. A SM WDM combines the seed light 
with pump light from a fiber Bragg grating-stabilized pump 
laser with a second WDM in series for additional isolation 
of the pump diode from the amplified signal. The combined 
light is sent into 3.6 m of single-mode, single-clad, ytter-
bium-doped fiber with an unsaturated absorption coefficient 
of approximately 70 dB/m at 975 nm. After the first pass of 
amplification, the signal passes through a Faraday mirror, a 
factory-aligned, fiber-coupled package containing a Faraday 
rotator, 10-nm bandpass filter at 1053 nm, and mirror. The 
reflected light passes back through the Faraday mirror pack-
age, the Yb-doped fiber, and the WDM’s, one of which acts 
to filter out the ASE centered at 1030 nm (WDM1). Since the 
polarization at the PBS is orthogonal to that which entered 
the PBS because of the Faraday mirror, the light is ejected 
out a different port and sent through a PM 90/10 splitter 
to provide polarized signal and sample ports. All fibers 
were spliced using a Furukawa S183PM fusion splicer, and 
there are no alignment knobs in the system. The pump was 
operated continuously and there is no AOM gate so that no 
temporal alignment is required between the seed pulses and 
the amplifier.

The seed pulse used in this amplifier was a 2-ns square pulse 
with 1.56 pJ of energy, resulting in a peak power of 0.78 mW. 
The seed pulse had an optical wavelength of 1053 nm and a 
pulse repetition rate of 300 Hz and was linearly polarized with 
a polarization extinction ratio of 20 dB. Different lengths of 
Yb-doped fiber were tested in the amplifier to optimize the 
active fiber length in terms of maximizing gain while maintain-
ing stability as well as operation free from parasitic lasing or 
self-pulsations. For a given fiber length, a fraction of the fiber 
remains unpumped and thus lossy to the signal wavelength. If 
the pumped portion of the fiber has sufficient gain, then the 
amplifier can Q-switch because of the saturable absorption of 
the unpumped section of fiber and minute reflections in the 
system. This can be remedied by making the fiber sufficiently 
short; however, there is an optimum fiber length for which the 
fiber provides maximum gain without self-pulsations. For sev-
eral amplifiers that were constructed, the optimum fiber length 

Figure 106.4
Amplified spontaneous emission spectra at the amplifier output for the con-
figurations shown in Fig. 106.2 using the fiber from Fig. 106.1 with 250 mW 
of pump power.

Figure 106.3
Total (spectrally integrated) ASE power at the amplifier output as a function 
of pump power for the configurations shown in Fig. 106.2 using the fiber 
from Fig. 106.1.

Experimental Results
Under the guidance of Amplified Spontaneous Emission 

Considerations (p. 63), a double-pass polarized amplifier was 
constructed that contained both the bandpass filter and the 
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was determined to be near 3.5 m, regardless of the variability 
between components or splice quality. The pump utilized had 
a threshold of 16 mA and a slope efficiency of 0.68 mW/mA.

Figure 106.6 shows the signal gain, output energy, and total 
ASE power as a function of pump current. As the pump cur-
rent is increased beyond 200 mA, the amplifier gain rolls off 
since the additional pump light is mostly not absorbed in the 
active fiber, a feature that is also reflected in the ASE curve. It 
is important to note that because of the low seed energy and 
repetition rate, the amplifier is unsaturated. Consequently, the 

small-signal gain afforded by this amplifier 23 nm off the gain 
peak is nearly 27 dB.

Self-pulsations were not observed at any pump currents 
because of the bandpass filter in the Faraday mirror assembly 
and the 1030-nm/1053-nm WDM that suppresses the stronger 
gain at shorter wavelengths. Figure 106.7 shows the ASE spec-
tra of the double-pass amplifier for various pump current levels. 

Figure 106.5
Schematic of a high-gain, double-pass amplifier consisting of input and output isolators, a polarizing beam splitter (PBS), an ASE/signal wavelength division 
multiplexer (WDM1), two pump/signal wavelength division multiplexers (WDM2), 3.6 m of ytterbium-doped fiber, a Faraday mirror, and a 90/10 splitter. The 
Faraday mirror was a factory-aligned package containing a lens (L), Faraday rotator (FR), bandpass filter (F), and mirror (M). The polarization-maintaining 
fiber is notated by dotted lines while the single-mode fiber is notated in solid.

Figure 106.6
Gain, output energy, and ASE power of the experimental amplifier described 
in Fig. 106.5 as a function of pump current.

Figure 106.7
Amplified spontaneous emission spectra from a dual-pass fiber amplifier for 
various pumping levels. Also shown are the seed wavelength at 1053 nm and 
the ASE trace for the amplifier without the 1030-nm/1053-nm WDM, which 
has been offset for clarity.
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The seed wavelength is depicted by the vertical dashed line. 
The traces clearly show the double-pass gain of the wavelengths 
in the filter pass band compared to the single-pass gain of those 
outside the pass band. The top trace in Fig. 106.7, which is off-
set for clarity, is the ASE spectra for the double-pass amplifier 
without the 1030-nm/1053-nm WDM. This WDM, combined 
with the 10-nm bandpass filter, has a significant impact on both 
the output of the amplifier and the stability against lasing and 
self-pulsations, as evident in Fig. 106.7, and shows results very 
similar to the modeling results shown in Fig. 106.4.

It is difficult to define the noise floor of a system with regards 
to a low-repetition-rate signal. Simply comparing the strength 
of the signals on an optical spectrum analyzer requires an 
optical gate such that the spectrum is only integrated for the 
duration of the pulse. One alternative method compares the 
peak power of the amplified signal to the ASE power. A more 
meaningful metric that more accurately represents an optical 
signal-to-noise figure of merit compares the peak power of the 
amplified pulse to the ASE power in a limited spectral band-
width around the seed-pulse wavelength. While the total noise 
floor is less than –28 dB across the entire operating range, the 
bandwidth-limited noise floor is better than –48 dB in a 0.1-nm 
bandwidth around the signal wavelength. Since the amplifier 
runs unsaturated, the noise floor is essentially constant as a 
function of pump current.

As mentioned previously, the combination of a Faraday 
mirror and polarizing beam splitter allows for high-fidelity 
separation of the input and output signals at the front end of 
the amplifier while maintaining the linear polarization state 
of the seed. The polarization extinction of the amplified signal 
was measured to be 19.9 dB, which is identical to that of the 
input signal.

Discussion and Conclusions
The pump is a grating-stabilized diode centered at 975.5 nm. 

The feedback from the fiber Bragg grating (FBG) maintains 
stable laser operation even in the presence of optical feedback, 
which can otherwise destabilize a diode laser.8 However, 
the amplified seed can be a problem in damaging the diode. 
Starting with a 2-pJ seed signal of 2-ns duration, the amplified 
signal becomes ~1 nJ. By some spurious reflection, a second 
round-trip through the double-pass amplifier is possible, lead-
ing to 0.5 nJ. Even in the presence of a pump/signal WDM, 
the fraction split off from this energetic pulse (~15 dB) leads 
to a pulse impinging on the face of the pump diode with an 
energy of 15 nJ and a peak power over 7 W. This can cause 
catastrophic optical damage on the facet of the laser diode 

where the beam size is less than 10–7 cm2. Two components 
in our system serve to eliminate this problem. The first is the 
output isolator, which significantly reduces the risk of a high-
energy back-reflection into the amplifier. The second is the 
second pump/signal WDM, which serves as an ~15-dB isolator 
of the signal pulse into the diode.

The agreement between measurements and simulations is 
favorable in the prediction of the noise characteristics of the 
amplifier, as shown in Table 106.III. In particular, using the 
ratio of small-signal gain over ASE power leads to an ampli-
fier performance metric of 1161 per milliwatt, which agrees 
exceedingly well with the measurements. Both the signal 
gain and the ASE power levels were approximately 6 dB too 
high in the simulations, even when accounting for realistic 
component loss. There are several reasonable explanations 
for the discrepancy. First, there is the uncertainty in the loss 
due to the components and the splices. Second, the addition 
of the 10-nm filter in the Faraday mirror assembly may cause 
additional insertion loss due to slight perturbations in the 
propagation length and/or angle between the mirror and the 
fiber within the assembly. Finally, some of the parameters used 
in the simulations were simply taken from previous work.6,7 
In particular, the emission and absorption cross sections can 
play a large role in determining the output performance of the 
amplifier. By varying the simulated emission cross section at 
1053 nm, it is found that the ASE and gain change by 9.5% 
and 8.1%, respectively, for a 1% change in the emission cross 
section alone. Given the variability between measurements 
of ytterbium absorption and emission cross sections,7,9 this is 
likely a strong contributor to the mismatch in absolute values 
of gain and ASE power.

Table 106.III:	 Comparison of measured and simulated 
values for the double-pass fiber amplifier.

Characteristic Measured 
Value

Simulation 
Result

Small-signal gain/
ASE

1175/mW 1161/mW

Total noise floor –28 dB –30.6 dB

Noise floor in 0.1‑nm 
bandwidth

–48 dB –43.5 dB

Small-signal gain 26.6 dB 32.3 dB

The unpumped amplifier has a passive loss of approximately 
15 dB. The simulations show an unpumped amplifier loss of 
13.9 dB. While some of this loss is due to absorption in the 
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unpumped Yb-doped fiber, almost 9 dB of this loss is insertion 
loss of the constituent components. Many of these components 
are free-space optics that are packaged with fiber pigtails at the 
vendor. All-fiber components would certainly help to increase 
the gain of the system as well as the noise figure. The noise 
figure of the amplifier is given by10

	 ,NF
h G

P2

opt

ASE
=

o oD
	 (3)

where PASE is the ASE power measured on a bandwidth 
Doopt, G is the signal gain, and o is the optical frequency of 
the signal. Using measured parameters, the noise figure of the 
double-pass amplifier in a 0.1-nm bandwidth is 6.6 dB. Con-
sidering that the seed is degraded by 2.8 dB because of the 
insertion loss of the components before the active fiber, this 
result leads us to conclude that, in spite of operating far from 
the gain peak in a double-pass configuration, the amplifier 
is of extremely high quality because of the ASE suppression 
techniques utilized. Further, our model shows that our double-
pass amplifier does not add any penalty to the noise figure, as 
has been observed in erbium-doped amplifiers used in a simple 
double-pass configuration.4

In conclusion, amplified spontaneous emission suppression 
techniques were utilized to fabricate a double-pass, ytterbium-
doped amplifier with the noise properties of a single-pass 
amplifier. Simulations based on a rate-equation model were 
used to analyze the ASE and the impact of the suppression 
techniques. These techniques were implemented in an align-

ment-free, double-pass, ytterbium-doped fiber amplifier with 
26‑dB gain at a wavelength 23 nm off the gain peak and a 
–48-dB noise floor while amplifying linearly polarized optical 
pulses with a low duty cycle.
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aluminum wrap and fixed in slots in the container so that the 
coupons could not touch each other or the container walls. All 
coupon handling was carried out in an inert gas environment. 

Fourteen months later, the container was opened in a helium 
glovebox operating at a moisture level below the –60°C dew 
point. Twenty coupons were unwrapped and sealed in a separate 
container that was backfilled with air for future decontamination 
tests. The remaining coupons were transferred from the glovebox 
to the experiment as the need arose in groups of 2 to 4 in a sealed 
container backfilled with air. None of the coupons was exposed 
to air for more than 1 week before a desorption run.

Experimental Facilities
1.	 Linear Thermal Desorption Facility

Linear thermal desorption (LTD) spectroscopy is an estab-
lished diagnostic in the surface physics community that is used 
to study the nature of binding sites on surfaces. The target 
material is heated at a fixed linear rate from room temperature 
to some maximum value, usually of the order of 1100 K. The 
gas release rate from the surface is monitored and quantified 
as a function of the coupon temperature. The outgassing rate 
typically increases, peaks at one temperature, and then drops. 
The temperature at which the maximum desorption occurs 
depends on the linear heating rate and the binding energy for 
that species. A plot of the peak temperature against the heating 
rate can be used to extract the desorption energy. The technique 
has been used to study the release of tritium-labeled species 
from contaminated surfaces.1,2

The LTD facility used in this work is illustrated in Fig. 106.8. 
A glass furnace outfitted with a heater, thermocouples, and 
associated support equipment accepts the dosed coupons for 
the thermal desorption study. Helium purges the furnace during 
the temperature ramp. The helium carrier is purified to parts per 
billion levels to preclude contamination of the desorbing species 
with organic compounds present in the carrier gas.

Effluent collection is an established experimental method for 
collecting volatile tritiated species.3 The technique quantifies 

The Development of Methods and Techniques  
for the Decontamination of Metals and Alloys

Background
Metallic components made of stainless steel, inconel, alumi-
num, and copper are routinely tritiated through the operation of 
tritium facilities. A significant disposal cost savings can be real-
ized if the activity of the contaminated metals can be reduced 
below 0.5 nCi/g. The scope of this project was to determine the 
effectiveness of tritium removal, measure the residual tritium 
concentration, and establish the utility of the decontamina-
tion techniques in a tritium handling facility environment. To 
this end, metallic samples have been charged with tritium and 
stored in a helium environment for the study.

The proposed decontamination techniques were

•	 linear thermal desorption in an inert environment, 

•	 linear thermal desorption using humidified inert gas,

•	 linear thermal desorption using inert gas containing differ-
ent hydrogen peroxide concentrations, and

•	 radio-frequency–driven plasma decontamination using inert 
gas as the working medium.

This report describes the decontamination facilities and 
summarizes the efficacy of dry and humid thermal desorption, 
hydrogen peroxide decontamination, and radio-frequency–
driven plasma decontamination.

Samples
A total of 57 low-carbon-content 316 stainless steel coupons 

have been contaminated with tritium gas for this study. The 
samples were not forged or polished, were cut into 2-cm # 
5‑cm # 0.5-cm-thick rectangles, and cleaned of oils and finger-
prints using an acetone wash followed by a de-ionized water 
rinse. No heat treatment was applied to the samples before 
their exposure to HT gas at 375 Torr and 300 K for 105 h. The 
samples were charged with tritium in two batches. Following 
the dosing, the HT was evacuated and replaced with inert gas. 
The samples were individually wrapped in paper and then an 
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the tritium release, segregates the airborne components into 
water-soluble and nonwater-soluble species, and permits limited 
resolution of the organic component released from surfaces.

Tritiated gas released from a dosed coupon is swept from 
the desorption furnace with the carrier to an array of water 
bubblers and a Cu/CuO furnace. The first two bubblers collect 
the water-soluble species and the second set collects the non-
soluble species that have been oxidized to water in the Cu/CuO 
furnace. Bubblers are used in pairs to quantify the trapping 
efficiency of the upstream bubblers under the given operating 
conditions. Typically, the primary loss mechanism from each 
bubbler is the HTO transport in the humidified stream leav-
ing the bubbler. The Cu/CuO furnace operates at 750°C to 
ensure high oxidation efficiency for volatile organic species, 
particularly tritiated methane. The entire system is fabricated 
from glass to minimize tritium retention on walls and catalytic 
exchange of HT to HTO on hot metal surfaces upstream of the 
Cu/CuO furnace. Each bubbler is equipped with a septum to 
permit on-line sampling of the water activity in each bubbler 
without disrupting the carrier flow. After the first four coupons 
were decontaminated, the bubbler immediately following the 
desorption furnace was fitted with an on-line liquid scintillation 
counter (LSC). The water in the bubbler was replaced with a 
liquid scintillation cocktail. A cocktail sample was continu-
ously drawn from the bubbler at 1 ml/min, counted in a 0.2-ml 
detector, and returned to the bubbler. The activity profile was 
subsequently differentiated to extract the outgassing rate.

In these experiments, each bubbler was filled with 185 ml 
of liquid and the purge gas residence time in each bubbler was 
3.7 min. The Cu/CuO oxidation furnace was periodically re-
oxidized by passing air over the copper held at 750°C.

For humidity-stimulated desorption tests and for hydrogen 
peroxide-induced desorptions, the helium carrier was saturated 
with either liquid by passing purified helium through a bub-
bler containing one of the two liquids. The moist stream was 
blended with a dry helium stream to adjust the liquid content 
in the carrier entering the desorption furnace. The total helium 
flow rate was maintained at 50 ml/min for all experiments.

Before and after each LTD spectrum, the resident tritium 
inventory on the coupon was measured using the surface activ-
ity monitor (SAM) illustrated in Fig. 106.9

2.	 Surface Activity Monitor
Surface activity monitoring is a nondestructive technique 

based on measuring a decay-beta-induced current emanating 
from a contaminated surface.4 The correlation between the emis-
sion current and surface activity has been established for metals 
and some nonmetals.5–7 Surface activities greater than 2 nCi/cm2 
can be measured by placing the detector on a contaminated 
surface. The detection limit of the device rests in the ability to 
build stable amplifiers that can measure down to 1 fA. Decay 
betas emanating from the subsurface regions of the metal and 
its attendant oxide layer are attenuated during their progression 

Figure 106.8
Schematic of the linear thermal desorption facility.
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into the air. Typically, the device is limited to tritium detection 
to a depth of the order of 0.1 nm in stainless steel. 

In the current work, the surface activity monitor has been 
modified to measure the total activity of the coupon. In this case, 
the coupon is inserted into a Faraday cage and the total current 
released by the coupon is measured. While the minimum detection 
current is still restricted to 1 fA, the sensitivity of the device to 
measure the tritium concentration in a coupon will increase with 
increasing coupon surface area. In the current configuration, the 
SAM can accommodate a sample 30-cm long # 10-cm wide.

3.	 Radio-Frequency–Driven Plasma 
Decontamination Facility
The decontamination facility8 is illustrated in Fig. 106.9. 

Coupons were positioned along the long axis of a cylindrical 
glass vessel and electrically disconnected from the ground. A 
low-temperature, Tonks–Langmuir, argon plasma was struck 
between the coupons and the glass wall. The electric poten-
tial that developed on each coupon while it was immersed in 
the plasma was allowed to float at the plasma potential. The 
working neutral gas pressure was 50 mT. Desorbed species 
were removed from the vicinity of the coupon by purging the 
1.6-liter cylindrical volume with argon at 0.5 Torr-L/s. After 
each plasma exposure, the coupon was removed and its residual 
tritium inventory was measured with the SAM. During the 
longer exposures, the coupon temperature gradually increased 
from 300 K to 340 K but never exceeded 340 K. Both the float-
ing voltage and the current to ground were monitored in real 
time during each plasma exposure.

Results
1.	 Data Overview

The decontamination protocols used during this study are 
summarized in Table 106.IV. 

Bubbler 1 and 3 data, the lead bubbler in each set, were 
collected manually for coupons 1 through 4 by taking a 0.5-ml 
aliquot according to the sampling rate listed in Table 106.V. 

All subsequent B1 data was collected continuously with the 
in-line liquid scintillation counter described earlier. Periodi-
cally, 0.5-ml aliquots of the liquid scintillation cocktail were 
extracted from bubbler 1 to cross-reference against a calibrated 

Figure 106.9
Photograph of the surface activity monitor and the radio-frequency–driven 
plasma decontamination facility.

Table 106.V:	 Sampling rate dependence on the 
furnace ramp rate.

Ramp rate (°C/min) Sample interval (min)

10 5

5 10

2.5 15

1.5 20

Table 106.IV:  Decontamination protocol used for each coupon.

Coupon 
number

Desorption furnace 
ramp rate (°C/min)

Purge stream 
component

Concentration 
(ppm)

1 10 Dry

2 10 Dry

3 5 Dry

4 5 Dry

5 5 Dry

6 2.5 Dry

7 2.5 Dry

8 1.5 Dry

9 1.5 Dry

10 1.5 Dry

11 1.5 Dry

12 1.5 Dry

13 1.5 H2O 3210

14 1.5 H2O 9630

15 Steps H2O 16053

16 Steps H2O2 310

17 Steps H2O2 1550

18 Steps Dry

19 RF decontamination

20 RF decontamination
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liquid scintillation counter. Figure 106.10 summarizes the evo-
lution of “soluble” activity collected from the first 12 coupons 
that are listed in Table 106.IV. The evolutions were normalized 
by the total “soluble” activity collected to permit a comparison 
of the evolution profiles. These profiles, which are shown in 
Fig. 106.10, exhibit a dependence on the temperature ramp 
rate because the coupon temperatures are inferred from the 
furnace temperature. For example, for a ramp rate of 2°C, 
the difference between the furnace and coupon temperatures 
peaks at 20°C. For a 10°C ramp rate, that difference increases 
to 80°C. In Fig. 106.10, the normalized release profiles were 
all observed to steepen as the ramp rate decreased from 10° to 
1.5°C/min. These curves indicate that most of the activity is 
released between 200°C and 350°C.
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Figure 106.10
Normalized activity of bubbler 1 as a function of furnace temperature. 

During these tests, the trapping efficiencies of bubbles 1 and 
3 exceed 99.8% except at low bubbler activities where measure-
ment errors are large. If bubblers 2 and 4 have similar collec-
tion efficiencies, then less than 4 # 10–6 of the soluble activity 
entering the first bubbler set will contribute to the activity in the 
bubbler set following the furnace. Additionally, less than 4 # 
10–6 of the activity leaving the furnace escapes the desorption 
facility. Water soluble and nonsoluble activity released by the 
coupons is effectively separated by the two bubbler sets at a 
50-ml/min helium purge rate. Random sampling of the effluent 
leaving the fourth bubbler with a portable ionization chamber 
confirmed that no measurable activity was escaping capture in 
the desorption facility. 

Switching from water to a liquid scintillation cocktail in 
bubbler 1 to permit on-line monitoring of the activity reduced 

the trapping efficiency of this bubbler to 95% at high water 
loadings in the cocktail. Nevertheless, and in part because 
the second bubbler continued to use water as the capture 
medium, the total transfer of water-soluble activity to the bub-
bler set following the furnace only increased by 25-fold, from 
4 # 10–6 to 1 # 10–4. At this overall trapping efficiency and 
assuming that the water-soluble component is 100 times larger 
than the insoluble fraction, the water-soluble contribution to 
the insoluble fraction will represent a 1% overestimate in the 
nonsoluble activity.

Water vapor is continuously transferred from upstream 
bubblers toward downstream bubblers. The concomitant rate 
of activity loss from the upstream bubbler was observed to 
match the rate of activity accumulation in the second bubbler 
for both bubbler sets. This indicates that the trapping efficiency 
of each bubbler was limited by HTO transport from bubbler to 
bubbler rather than by an inefficient activity transfer from the 
helium purge stream into the bubbler fluid.

The activity and split between soluble and insoluble com-
ponents for all decontaminated coupons are presented in 
Table 106.VI. The coupons are listed in the order in which 

Table 106.VI:	 Summary of the activities and the fraction of soluble and 
insoluble components collected from each coupon.

Run HTO (nCi) HT (nCi) Total (nCi) % HTO/total

1 665 176 841 79

2 690 113 803 86

3 1331 92 1424 94

4 902 137 1039 87

5 1080 70 1149 94

6 1018 103 1120 91

7 945 53 998 95

8 1086 34 1120 97

9 854 35 889 96

10 741 6 747 99

11 665 11 676 98

12 1358 26 1384 98

13 1387 37 1424 96

14 931 26 957 97

15 N/A

16 2228 98 2326 96

17 551 87 638 86

18 895 60 955 94

Average 1088 94
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they were desorbed. Equipment failure during the process-
ing of coupon 15 has lead to some questionable results; those 
values are not presented in the table. Results from detritiating 
coupon 1 and, to a lesser extent, coupon 2, are skewed toward 
a higher activity collection in the bubbler set following the 
furnace because residual activity released from the furnace 
has contributed to the activity collected in the second bubbler 
set. Disregarding the coupon-1 data, 94% of the total activity 
released by the coupons is water-soluble and assumed to be 
HTO for the present discussion. The mean activity collected 
from each coupon was 1.1!0.4 mCi. 

2.	 Linear Thermal Desorption in Dry Helium
The evolution of each activity profile from bubbler 1 has 

been smoothed with a running average that spans six data 
points, differentiated with respect to time, and normalized by 
dividing the differentiated curve by the total tritium collected 
from that coupon. The resulting outgassing curves for four 
coupons are provided in Fig. 106.11 to compare the sample-
to-sample variation in the outgassing rate that can be expected 
for identical desorption conditions. 
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Figure 106.11
Sample-to-sample variation in the outgassing rate for identical desorption 
conditions at 1.5°C/min. 

The on-line monitoring system collects and records the 
activity of bubbler 1 every minute. Consequently, the running 
average used to smooth the data spans a 6-min period. The 
purge gas residence time in bubbler 1, the mean contact time 
of the bubbles in the liquid, is 3.7 min at 50 ml/min. The rate 

of absorption of HTO into the liquid scintillation cocktail is 
exponential with a time constant determined by the interfacial 
area of the bubble (area/volume), overall mass transfer coef-
ficient, and time the bubble spends in the fluid. Given the high 
trapping efficiency, it is reasonable to assume that the majority 
of the activity is removed in the first half of the bubbler and 
that the stirring to equilibrate the activity within the bubbler by 
the action of bubbles floating to the liquid surface will exceed 
the gas residence times by at least a factor of 2. Averaging over 
6 min should accurately reflect the mean bubbler activity at any 
given moment in time. The fluctuations in liquid activity seen in 
Fig. 106.11 are attributed to local variations in the fluid activity 
arising from the random passage of bubbles close to the LSC 
sampling point. Similar fluctuations are evident in the activity 
for the two samples desorbed at 2.5°C/min in dry helium, as 
shown in Fig. 106.12. The run-to-run variation in the outgassing 
measurement is less than 20% in both examples.
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Figure 106.12
Sample-to-sample variation in the outgassing rate for identical desorption 
conditions at 2.5°C/min.

The normalized outgassing rate dependence on the tem-
perature ramp rate of the desorption furnace is provided in 
Fig. 106.13. Three features are evident. 

The profiles become progressively more skewed as the ramp 
rate increases. This suggests that the desorbing species did not 
have time to equilibrate with the surface during desorption at 
the higher ramp rates. The skewed evolution profiles may be 
more representative of the release of the actual species bound to 
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the surface. That is, either different species or the same species 
with different surface-binding energies are being released at 
the higher ramp rates without thermally accommodating with 
the surface before release. In contrast, the symmetric profile 
evident in the 1.5°C/min ramp rate case suggests that surface-
bound species can migrate on the surface to lower energy states 
before release to the gas phase. 

The shift in the desorption peaks as one proceeds to higher ramp 
rates is an artifact of the experimental setup, as discussed earlier.

Finally, the normalized outgassing rate increase with 
increasing ramp rate is a consequence of limited activity on 
the surface. As discussed in Data Overview (p. 72), the total 
activity released from each coupon was of the order of 1.1 mCi. 
As a result, increasing the ramp rate requires a commensurate 
increase in the outgassing rate if the total quantity of material 
released is to remain constant.

3.	 Thermal Desorption in a Helium Stream Bearing H2O
The normalized outgassing rate from coupons soaked at 

fixed temperatures while exposed to a helium purge contain-
ing 0- and 16050-ppm water is provided in Figs. 106.14 and 
106.15, respectively. 

These figures indicate that the preponderance of the activ-
ity is released between 100°C and 300°C. Furthermore, a 

Figure 106.13
The outgassing rate dependence on the temperature ramp rate of the desorp-
tion furnace for coupons 5, 7, and 9.

Figure 106.14
The outgassing rate dependence on the temperature of the desorption furnace 
in a dry helium purge. Coupon 18 contained 0.96 mCi.

Figure 106.15
The outgassing rate dependence on the temperature of the desorption furnace in 
a wet helium purge. Coupon 15 contained 0.69 mCi. The helium purge rate was 
50 ml/min, with a water content of 16050 ppm.

comparison of the two figures suggests that the presence of 
water in the helium purge stream stimulates tritium release 
at all temperatures. That removal rate appears to be limited 
by diffusion from the subsurface to the surface. At all tem-
peratures, once the near-surface tritium has been depleted, 
the activity outgassing rate reduces to zero. Increasing the 
coupon temperature from 200°C to 300°C increases the 
tritium diffusion rate to the surface, as expected. Increasing 
the coupon temperature beyond 300°C does not noticeably 
increase activity release in the dry helium purge case, but 
it does stimulate the release of more tightly bound residual 
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activity when water vapor is present in the purge stream. 
Increasing the coupon temperature to 500°C results in neg-
ligible additional activity release in both cases. The residual 
activity following each bakeout is negligible in both cases 
based on SAM measurements.

4.	 Thermal Desorption in a Helium Stream Bearing H2O2
The normalized outgassing rate from coupons soaked at 

fixed temperatures while exposed to a helium purge contain-
ing 310- and 1550-ppm hydrogen peroxide is provided in 
Figs. 106.16 and 106.17, respectively.

In both cases, at coupon temperatures below 150°C, the 
outgassing rate is rate controlled by tritium diffusion from the 
subsurface to the solid/gas interface as for the dry and humid 

helium purge runs. Above 150°C, however, activity removal 
decreases with the logarithm of time, suggesting the rate-limit-
ing step is peroxide transport to the reaction zone. Furthermore, 
the reaction rate increases with increased hydrogen peroxide 
concentrations. Negligible activity is removed beyond a coupon 
temperature of 250°C.

To illustrate these observations more clearly, the two outgas-
sing curves have been overlaid on the semilogarithmic curve 
provided in Fig. 106.18. The diffusion-limited outgassing regime 
below 150°C is evident for both coupons. In the 1550‑ppm case, 
however, activity is removed approximately threefold more 
aggressively than in the 310‑ppm case. Above 150°C, the reaction 
rate depends on the logarithm of time, doubling for a fivefold 
increase in hydrogen peroxide concentration.
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Figure 106.16
The outgassing rate dependence on the temperature of the desorption 
furnace in a helium purge containing 310-ppm hydrogen peroxide. 
Coupon 16 contained 2.33 mCi. 

Figure 106.17
The outgassing rate dependence on the temperature of the desorp-
tion furnace in a helium purge containing 1550-ppm hydrogen 
peroxide. Coupon 17 contained 0.64 mCi.0.0018
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5.	 Correlation Between SAM and LSC Measurements
A continuous beta flux emanates from a tritiated metal-

lic surface. This flux is uniquely related to the near-surface 
tritium concentration

	 ,I
W
A eE E dE

2

E

0
sat

T
= U$ ] g 	 (1)

where A is the emitting area, W is the mean energy invested 
in forming ion pairs (33.7 eV/ion pair in air at 1 bar), e and E 
are the electronic charge and the energy of the decay electron, 
respectively, and U(E) is the energy distribution of the flux 
emanating from the surface. The factor of 2 accounts for the 
half of the decay electrons that are emitted in the direction of 
the metal bulk and cannot contribute to ion-pair formation in 
the air. 

In the limit where the tritium resides on the surface or in 
the proximity of the surface, i.e., the attenuation of the decay 
electron energy before the electrons reach the air interface can 
be neglected, Eq. (1) simplifies to

	 ,I
W

eE
n

2
m

ssat = m 	

where ns is the number of tritium atoms on the surface decay-
ing at the rate m to emit an electron stream of mean energy Em 
(5.7 keV). Introducing the numeric values, 

	
.

.I n
2 33 7

1 602 10 5700
s

19

sat =
#

# #
m

-

	 (2)

	 . ,n0 0135 s= m 	 (3)

where mns is the activity on the surface in becquerels and Isat 
is measured in femtoamperes (fA), or

	 . ,I n0 5007 ssat = m 	 (4)

where mns is expressed in nanocuries and Isat is in femtoamperes.

This current is collected on the anode in the SAM, boosted 
in one of two ranges by an onboard transimpedance amplifier, 
and displayed as a voltage. The transfer function for the two 
ranges is

	 .V I0 196mV pA= #] ^g h	 (5)
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The outgassing rate dependence on both coupon temperature and hydrogen peroxide concentration.
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on scale 1 and

	 .V I0 212mV fA= #] ]g g	 (6)

on scale 2. Both ranges have been calibrated against a NIST-
traceable standard for this work.

Substituting for the current in Eqs. (4) and (5) and Eqs. (4) 
and (6) yields
	 .n V10 2 mVs = #m ] g	 (7)

microcuries on scale 1 and

	 .n V9 43 mVs = #m ] g	 (8)

nanocuries on scale 2.

The activity of each coupon was measured before and after 
treatment in the SAM, and the surface activity was estimated 
using either Eq. (7) or (8). Table 106.VII compares SAM mea-
surements with the total activity collected by the bubblers.

Table 106.VII:	 Comparison of the SAM measurements with 
the total activity collected for each coupon.

Run Total (nCi) SAM (nCi) % SAM/total

1 841 632 75

2 803 588 73

3 1424 N/A

4 1039 698 67

5 1149 764 66

6 1120 813 73

7 998 662 66

8 1120 842 75

9 889 682 77

10 747 511 68

11 676 499 74

12 1384 835 60

13 1424 740 52

14 957 513 54

15 N/A 527

16 2326 1113 48

17 638 434 68

18 955 654 68

This data is displayed in Fig. 106.19 with its estimated error. 
The error in the SAM data is taken to be of the order of 2% of 

the value. The error in the LSC data is expected to reach up 
to 10% of the value. The primary source of error in the LSC 
data is a sampling error. The liquid activity was sampled by 
extracting 0.5!0.05-ml aliquots for counting. Systematic errors 
are assumed to be negligible compared to the sampling error 
since both measurement techniques rely on differing principles 
and both measurement schemes have been independently cali-
brated. If the origin is included in the linear regression analysis, 
the SAM registers 70% of the LSC value with a correlation of 
0.93 and a 10% offset in slope. If the origin is not included, the 
SAM registers 70% of the LSC value with a 20% offset in slope 
and a 0.84 correlation coefficient. In either case, approximately 
70% of the total activity collected from the coupon is visible 
to the SAM.
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Figure 106.19
Surface activity correlation between SAM measurements and LSC data for 
each coupon.

The range of 5.7-keV electrons decreases from 400 nm in 
water to 50 nm in stainless steel. More energetic 18.6-keV 
electrons will reach 5000 nm in water and 600 nm in stainless 
steel. If we idealize the stainless surface as a metal covered 
with 100 monolayers of water and each layer is approximately 
0.3 nm thick, then the water layer on the surface will be of 
the order of 30 nm thick. All decay electrons originating 
from the water layer will contribute to the surface activity 
measurement. Additionally, electrons originating from the 
water–metal interface will reach the air–water interface with 
some attenuation while electrons originating at a depth of 
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50 nm with energies below 5.7 keV will not contribute to the 
SAM measurement. The SAM to LSC ratio in Fig. 106.19 
suggests that approximately 70% of the tritium desorbed 
from the coupon resides in areas shallower than 50 nm in 
the stainless steel. 

For exposures of the order of an hour and at room tempera-
ture, most of the tritium will reside in the water layers on the 
metal or close to the water–metal interface in the stainless 
steel.9 The amount of tritium sorbed on a room-temperature 
stainless steel coupon is directly proportional to the exposure 
time10 until, in effect, each resident water molecule bound to 
the surface is labeled with a triton; that is, the mean surface 
activity reaches 48 nCi/cm2. Under these exposure conditions, 
about 10% of the tritium penetrated approximately 100 nm 
into the metal. More recent experiments indicate that tritium 
can diffuse up to 400 nm into the metal11 and that the tritium 
concentration in the metal drops off with the error function 
of the square root of the diffusivity time product when the 
exposure temperature is above 370 K, in accordance with the 
classical equations for hydrogen diffusivity in metals. Below 
370 K, classical diffusion based on lattice diffusivity does not 
appear to apply. Presumably, grain-boundary and triple-point 
diffusion contribute more significantly to the total hydrogen 
transport into the metal. 

SAM measurements are linearly related to the surface/
near-surface activity, as discussed previously. Earlier studies 
referenced in this article indicate that sample-to-sample varia-
tions are small for samples exposed under identical conditions. 
The variability between the SAM and LSC measurement data 
observed in the current sample set is attributed to coupon 
handling following exposure. As discussed, 70% of the tri-
tium resides in the top 50 nm of the surface. Up to 10% of the 
activity in this layer could be removed with a single coupon 
handling. The action of wrapping and unwrapping the coupons 
can easily represent a variation of 20% in the surface-activity 
measurement. The deviation between the linear regression 
provided in Fig. 106.19 and each SAM measurement listed 
in Table 106.VII has been expressed in a percentage of the 
expected SAM measurement and plotted against the total 
coupon activity in Fig. 106.20. The measurements fluctuate 
about the linear regression value for each measurement with 
the range +16%/–21%, as expected.

6.	 Radio-Frequency–Driven Plasma Decontamination
The effectiveness of using a plasma discharge to decontami-

nate tritiated metal is illustrated in Figs. 106.21 and 106.22. 
In these tests, each coupon was removed from storage under 

helium gas, its surface activity measured using the SAM, and 
then transferred to the decontamination chamber shown in 
Fig. 106.9. During the measurement and transfer, the coupon 
was exposed to air for approximately 5 min. The decontami-
nation chamber was evacuated, an argon purge through the 
chamber initiated, and the discharge struck. The time during 
which the coupon was exposed to a plasma increased from 
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Figure 106.21
Residual surface activity following exposure to RF-driven plasma.
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7 min in the first exposure to 18.7 h in the last. The original 
surface activity and the activities immediately following each 
exposure are plotted as a function of cumulative exposure in 
Fig. 106.21.

This figure illustrates that 86% of the surface activity is 
removed in the first 7 min of plasma exposures. After almost 
4000 min of additional exposure, 2% of the original activity 
remains in the coupon.

Figure 106.22 illustrates the rate of activity removal for 
sequential 2-min plasma exposures of a second coupon under 
the same discharge conditions used for the previous sample. 
This figure indicates that 86% of the initial surface activity is 
actually removed within the first 2 min of exposure.

An argon discharge in a 10-cm-diam cylinder with a neutral 
pressure of 50 mTorr will support an electron temperature 
approaching 30,000 K and a sheath potential of 1.2 eV. Argon-
neutral atoms and ions will bombard a coupon immersed in 
this plasma with an average energy of 1.2 eV. During the tests 
illustrated in Figs. 106.21 and 106.22, the ion current drawn by 
the coupon was of the order of 1 mA. Equivalently, particles 
struck the coupon surface at the rate 1 # 10–3/1.6 # 10–19 . 
6 # 1015 particles/s.

The hard sphere radius of water is 0.145 nm. Each monolayer 
of water on the coupon surface will contain 1.5 # 1015 particles/
cm2 # 27 cm2 (the coupon surface area) . 4 # 1016 particles. 

If we assume the coupon is covered with approximately 
30 monolayers (ML) of water,† then the number of water mol-
ecules desorbed from the surface during a 2-min discharge per 
incoming argon atom will be

	
#

.
min min2 60 6 10

30 4 10

s ions s

ML ML
15

16

# # #

# #
	

This relationship suggests that 1.7 water molecules are released 
per argon ion.

Typically, the first layer of water bonds to the metal surface 
via the lone pair electrons with an energy of the order of 0.4 to 
0.7 eV. That is, those electrons not involved in the hydrogen 
bonding are shared with the metal surface so that the water 
molecule is oriented with the oxygen facing the surface and 
the two hydrogen atoms pointed away from the surface. All 
additional water layers are held to the surface via hydrogen 
bonds to the first layer molecules with energies of the order of 
0.2 to 0.3 eV per bond. The O-H dissociation energy is 5.18 eV. 
Argon ions from the plasma drop through the sheath, increase 
their energy from roughly 0.03 eV to 1.2 eV, and deposit that 
energy on the coupon surface. On average, this energy can 
break up to four water-to-surface bonds, a fraction of which 
would be released from the surface. Water desorption is pre-
ferred to water dissociation.

The estimated release of 1.7 water molecules per incom-
ing argon ion is consistent with the observations provided in 
Figs. 106.21 and 106.22. Both figures show that the tritium 
removal efficiency drops rapidly following the first 2 min. The 
removal rate is no longer argon ion flux limited but tritium atom 
supply limited. Tritium must first diffuse to the metal surface 
before it can be removed from the coupon. This suggests that 
heating the coupon would accelerate tritium removal during this 
phase of the decontamination. The discharge is a highly efficient 
method for removing tritiated water from a metal surface. 

Summary and Conclusions
The efficacy of removing tritium from stainless steel surfaces 

using the following four different approaches has been studied:

•	 thermal desorption in a dry purge
•	 thermal desorption in a wet purge
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Figure 106.22
Residual surface activity following 2-min exposures to RF-driven plasma.

†Stainless steel exposed to ambient air with a relative humidity in the vicinity 
of 40% to 50% will contain up to 100 monolayers of water. The time for the 
water content on a surface to equilibrate with the water vapor pressure in the 
air is of the order of a few seconds.
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•	 thermal desorption in a purge containing hydrogen peroxide
•	 radio-frequency–driven argon plasma irradiation.

Thermal desorption experiments indicate that the averaged 
activity desorbed from each coupon was 1.09 mCi. A standard 
deviation of 0.4 mCi in these measurements is attributed to 
coupon handling during the wrapping and unwrapping of 
individual coupons. 

The activity of each coupon was measured using a surface 
activity monitor. The SAM measured 70% of the actual tritium 
desorbed from the coupons. This suggests that 30% of the 
tritium resides deeper than 600 nm in the metal matrix before 
decontamination. Such penetration depths are consistent with 
the 105-h exposure durations used to prepare the coupons. 
More than 80% of the tritium desorbed from the coupons was 
released as a water soluble. 

It appears that some tritium diffuses from depths below 
50 nm, i.e., from the metal bulk during the decontamination 
process, most likely as atoms, recombines with hydroxyls at 
the surface or isotopically exchanges with molecular water still 
resident on the surface, and then desorbs.

Desorption in a dry helium purge is tantamount to boiling 
molecular water from the coupon surface. A minimum metal 
temperature of 600°C is required to remove the bulk of the 
tritium. SAM measurements following the high-temperature 
desorptions do not indicate the presence of tritium. Based on 
Eq. (8), the mean-surface/near-surface activity to a depth of 
200 nm into the metal must be less than

	
. .

. ,
27 200 9

9 43 0 25
485 0 5

cm nm g cc

nCi mV mV
nCi g Ci g

2
= =

# #

#
n 	

where 0.25 mV is the minimum detectable voltage that can 
be measured with certainty. This value represents the SAM’s 
detection limit for these coupons. 

Desorption in a wet helium purge also approximates boiling 
molecular water from the coupon surface. Nevertheless, the 
presence of water promotes some activity release. The higher 
normalized outgassing rates observed in the presence of water 
vapor are most likely attributable to isotopic exchange at the 
metal surface. Negligible tritium release is observed above 
500°C. As in the dry helium purge case, the rate-limiting step 
in activity removal appears to be tritium diffusion from the 
water layers or the metal bulk.

At 100°C and for low hydrogen peroxide concentrations, 
activity removal from the coupon surface follows the same 
rate-limiting mechanism observed under dry and moist purge 
conditions, i.e., tritium diffusion through the metal oxide lay-
ers. Increasing the hydrogen peroxide concentration fivefold 
to 1550 ppm without changing the coupon temperature shifts 
the rate-limiting mechanism from diffusion through the metal 
oxide to hydrogen peroxide arrival at the metal surface. Negli-
gible activity remains in a coupon following a decontamination 
using a 1550-ppm hydrogen peroxide-doped helium purge over 
a coupon heated to 250°C.

Radio-frequency–driven plasma decontamination removes 
the layers of molecular water extremely rapidly. Subsequently, 
diffusion from the metal bulk limits the rate of activity removal. 
It appears that the overall time needed to decontaminate metal 
with this approach can be realized with an initial exposure to 
the plasma at room temperature followed by additional plasma 
exposures at elevated metal temperatures. 

This study has shown that water or water-soluble compo-
nents represent the majority of the activity released from metal 
exposed to tritium gas for 105 h. Earlier studies have shown 
similar results for short exposure durations. Additionally, most 
of the tritium that has diffused into the bulk returns to the 
surface, recombines with hydroxyl radicals, and is released as 
water. Some of the re-emergent tritium combines with hydrogen 
and is released as HT. 
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Introduction
Inertial confinement fusion (ICF) is an approach to fusion that 
relies on the inertia of the fuel mass to provide confinement. 
The confined fuel must reach a high temperature and density to 
produce enough D + T $ a(3.5 MeV) + n(14.1 MeV) reactions 
so that the total energy released is much larger than the driver 
energy required to compress the fuel. The capsule in an ICF 
implosion, which is a spherical cryogenic deuterium–tritium 
(DT) shell filled with DT vapor, is irradiated directly by laser 
beams (direct-drive approach) or by x rays emitted by a high-Z 
enclosure (hohlraum) surrounding the target (indirect drive).1 
Only a small portion of the fuel is heated to ignition condi-
tions in a typical ignition target. This part of the fuel forms a 
hot spot that initiates a burn wave that ignites the remaining 
fuel. In the direct-drive approach, the following stages of an 
implosion can be identified: At the beginning of the laser pulse, 
the outer portion of the pellet heats up and expands outward, 
creating a plasma atmosphere around the pellet. Then a criti-
cal electron density n mc e L

2 2 2
cr = r m  is established outside 

the cold portion of the shell, where m is the electron mass, c is 
the speed of light, e is the electron charge, and mL is the laser 
wavelength. The laser energy is absorbed in a narrow region 
near the critical surface via the inverse bremsstrahlung, and the 
absorbed energy is transported, mainly by electrons, toward 
the colder portion of the shell. The cold material, heated by 
the thermal conduction, expands outward. Such an expansion 
creates an ablation pressure that, similar to the rocket effect, 
compresses the pellet. At the beginning of implosion, the abla-
tion pressure launches a shock wave that propagates ahead of 
the thermal ablation front and increases the fuel entropy. Then, 
as the first shock breaks out at the rear surface of the shell, the 
transmitted shock is formed. It converges through the vapor to 
the capsule center. After reflection from the center, the shock 
moves outward and interacts with the incoming shell. At this 
point, the velocity of the inner portion of the shell starts to 
decrease, reversing its sign at stagnation. This is a crucial 
point of the implosion since no more “pdV” compression work 
can be done to the hot spot after the stagnation, and the only 
remaining heating source is the energy deposition of a particles 
produced by fusion reactions inside the hot spot (a heating). 

Basic Principles of Direct-Drive Ignition Target Design

At the deceleration phase of the implosion, the kinetic energy 
of the shell is transferred into the internal energy of the hot 
spot. To ignite the fuel, the energy gain due to the pdV work 
of the imploding shell and a heating must be larger than the 
energy losses due to thermal conduction and radiation. This 
requirement sets a minimum value for the implosion velocity 
vimp of the shell.

The following sections review the basic concept of ICF igni-
tion, present the simplest direct-drive ignition target design, 
and discuss stability issues. 

Basic Concepts
To burn a substantial fraction of the fuel mass, the fuel 

density at stagnation must be very large. This can be easily 
shown if we assume that the main fuel at the peak compres-
sion is assembled as a uniform-density sphere with a radius 
Rf and density tm.1,2 The reaction rate is given by dn/dt = 
nDnT GvvH, where GvvH is the average reactivity, nD and nT 
are the density of deuterium and tritium, respectively, and n 
is the number density of the reacted fuel. Assuming a 50/50 
DT mixture, ,n n n n20D T= = -  where n0 is the initial 
density. To calculate the total number of reactions, we inte-
grate N V t n t dtd dd

=
t

0
] _g i#  over the burn duration time td, 

where V(t) is the volume of the burning fuel. The burn time 
is determined by the fuel disassembly rate. Since there is no 
external force to keep the fuel together after the stagnation, 
the outer region of the fuel expands, launching a rarefaction 
wave toward the center. The rarefaction wave propagates at the 
local sound speed cs and it takes approximately t R cd f s=  
for the whole sphere to decompress and cool down, quench-
ing the fusion reactions. During the decompression, only the 
high-density portion of the fuel inside the radius R(t) = Rf – cst 
is burning. Since the total number of reactions is proportional 
to the time integral of the burning fuel volume, we can define 
an effective confinement time tc as ,V t V tdt c0

d =
t

0
] g#  where 

.V R4 3f0
3= r  The integration gives .t t 4c d=  If the num-

ber of fused atoms is small, n % n0, then the total number of 
reactions becomes v .N n V t 4c0

2
0= v  The ratio f = N/N0 is 

commonly referred to as a burn fraction, where N n V 20 0 0=  
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is the initial number of DT pairs. Substituting N into f gives 
v v ,f n R c R c m8 8f s m f s0 DT= =v t v` j  where mDT is 

the DT ion mass. The combination vc m8 s DT v  has a mini-
mum value of 6 g/cm2 at the ignition conditions; to have an 
efficient burn, the fuel must reach tmRf > 1 g/cm2 at peak 
compression (more accurate calculations show that f = 0.3 at 
tmRf = 3 g/cm2). Using such an estimate, we can determine the 
maximum density of the assembled fuel and convergence ratio 
of the shell at ignition. Assuming that a fraction fH of the laser 
energy EL goes into the shell kinetic energy v ,M 22

imp  the shell 
mass M can be expressed as v .M f E2 H L

2
imp=  The fraction 

fH is a product of the hydrodynamic efficiency (defined as a 
ratio of the shell kinetic energy to the absorbed laser energy, 
typically ~10% for a direct-drive implosion) and the laser 
absorption fraction of ~0.6. This yields fH ~ 0.06. The fuel 
mass at stagnation can be rewritten as .M R4 3m f

3 2= r t t` j  
Equating the two expressions for the mass, we obtain the fuel 
density at the peak compression

	 v .
f E

R

3

2

m
H L

m f
3

imp=t
r t` j

	 (1)

The value of tmRf - 2 g/cm2 is fixed by the fuel burnup 
fraction. The implosion velocity cannot be much less than 
3 # 107 cm/s to have a temperature increase inside the hot 
spot during the shell deceleration (energy gain exceeds 
the energy losses at such a velocity). Using these values 
gives ,E160g cm MJm L

3 -t ` ]j g  where the laser energy 
is measured in megajoules. For an EL = 1 MJ facility, tm = 
160 g/cm3 - 630 tDT, where tDT = 0.25 g/cm3 is the density 
of cryogenic uncompressed DT mixture at T = 18 K. To find 
the shell convergence ratio C R Rr f0=  required to achieve 
such a high density, we write the mass conservation equa-
tion ,R f A R4 1 4 3A m f0

3
0

3
DT - =rt rt_ i  where A R0 0 0= D  

is the initial aspect ratio, R0 and D0 are the inner radius and 
thickness of the undriven shell, and fA is the fraction of the shell 
mass ablated during the implosion. For a typical direct-drive 
ignition design, fA - 0.8. This leads to

	 .C A
3
5

r
m

0

1 3

DT
- t

t
f p 	 (2)

Taking A0 = 4 and 630m DT =t t  gives Cr = 16.

So far, we considered only conditions for the high-tR fuel 
assembly. To initiate the burn wave inside the main fuel, as 
mentioned earlier, the hot spot must first reach ignition con-

ditions. Since the reaction rate is proportional to p2 (dn/dt ~ 
n2 GvvH and GvvH ~ T2 for T > 6 keV, this gives dn/dt ~ p2), high 
pressure must be achieved inside the hot spot. We can estimate 
the pressure evolution inside the hot spot during the decelera-
tion phase by considering an adiabatic compression of a gas by 
a spherical piston. The adiabatic condition relates the pressure 
and density as p ~ t5/3. Then the mass conservation yields 

R Rd d
3 3=t t  or t ~ R–3, where td and Rd are the mass density 

and radius at the beginning of deceleration. This gives

	 .p p
R

R
d

d
5

= d n 	 (3)

Strictly speaking, the hot-spot compression cannot be con-
sidered as adiabatic during the deceleration phase because of 
thermal conduction effects. A detailed calculation including 
thermal conduction losses,3 however, shows that an R–5 law is 
valid in a more general case (not including a deposition). This 
can be easily explained if we consider pressure as an internal 
energy density. The thermal conduction deposits part of the 
hot-spot energy into heating the inner layer of the surround-
ing cold shell. The heated layer then ablates and the ablated 
mass returns the lost energy back into the hot spot. With the 
help of Eq. (3), we can calculate the shell trajectory during the 
deceleration using Newton’s law;

	 .M
dt

d R pR4
2

2
2

= r 	 (4)

Integrating the latter equation gives

	 v v ,
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p R
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4
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2
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where .C R Rrd d=  At stagnation, v = 0 and Eq. (5) yields the 
total convergence ratio
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is the shell kinetic energy and the total internal energy of 
the gas at the beginning of the deceleration phase, respec-
tively, and c is the ratio of specific heats [we used c = 5/3 in 
Eq. (6)]. The relation (6) is satisfied only approximately since 
it does not take into account the pressure increase due to a 
deposition. Such an effect is important, however, only near 
stagnation. Using the limit Ek & Ei, the maximum pressure 
takes the form

	 ,p
p V

E1
3m

d
d

k
3 2

5 2

= f p 	 (7)

where .V R4 3d d
3= r  Equation (7) shows that to achieve the 

hot-spot ignition (high pressure) we must minimize, for a 
given kinetic energy, the gas pressure and radius Rd at the 
beginning of shell deceleration (when the reflected shock 
starts interacting with the shell). The next section will explain 
how such a minimization is achieved in a direct-drive igni-
tion target.

Direct-Drive Ignition Target Design
High density and convergence ratio requirements put a limi-

tation on the maximum entropy increase in the shell during an 
implosion. Let us assume that the pressure increases from its 
initial value p0 inside the shell to the ablation pressure pa at the 
maximum laser intensity. The density t is at its maximum when 
the shell entropy increase is zero (Ds = 0) during the compres-
sion (adiabatic implosion); ,p pa

s c
0 0

1 p=t t -Dc e` j  where 
cp is the specific heat at constant pressure and t0 is the initial 
density. It is not feasible, however, to drive a perfectly adiabatic 
implosion. Shock waves, radiation preheat, hot-electron pre-
heat, and others increase the entropy during the shell compres-
sion. We can minimize the hydrodynamic part in the entropy 
change, nevertheless, by accurately timing all hydrodynamic 
waves launched into the target during the laser drive. The shell 
entropy is commonly characterized by the adiabat a = p/pF, 
which is defined as the ratio of the shell pressure p to the Fermi-
degenerate pressure (mainly because of electrons) pF calculated 
at the shell density. The Fermi pressure of an electron gas has 
the form pF = nt5/3, where ,Z m m3 5 i

2 2 3 2 5 3 5 3
= 'n r^ h  

m and mi are electron and ion masses, respectively, ' is the 
Planck constant, and Z is the ion charge. For fully ionized DT, 

. .2 15 Mbar g cm3 5 3
=n ` j: D  Since the shell entropy during 

an implosion is a crucial parameter, the target design in ICF 
is characterized by the adiabat value. For example, an “a = 
3 design” means that the pressure inside the shell during the 
implosion in such a design is three times larger than the Fermi-
degenerate pressure of the fully ionized DT.

Next we consider the simplest direct-drive target design, 
which consists of a spherical DT-ice shell filled with DT gas. 
The main fuel in the shell is kept at cryogenic temperatures 
(~18 K) to maximize the fuel mass and minimize the shell 
entropy. The initial shell thickness is D0 and the inner shell 
radius is R0 & D0. The target is driven by a laser pulse that 
consists of three distinct regions: a low-intensity foot, a tran-
sition region, and the main drive [see Fig. 106.23(a)]. The 
main parameters of the laser pulse are the foot length t0, end 
of the rise time tr , end of the pulse tend, foot power P0, and 
maximum power Pmax. During the foot, a shock wave (SW1) 
launched at the beginning of the pulse propagates through 
the shell. The adiabat of the post-shock material depends on 
the shock strength, which, in turn, is a function of the laser 
intensity. Thus, the foot power P0 is chosen to set the post-
shock material on a desired adiabat a. Analytical models1,4 
predict that the drive pressure and the laser intensity I are 
related as ,p I40Mbar L15

2 3
= m] `g j  where I15 is measured in  

1015 W/cm2 and mL is the laser wavelength measured in 
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microns. Substituting p 1
5 3

= ant  into the latter equation 
shows that the laser intensity scales with a in a DT shell driven 
by a mL = 0.351 nm laser as I12 = 4a3/2, where the intensity is 
measured in TW/cm2 and the post-shock density is t1 - 4tDT = 
1 g/cm3 in the strong-shock limit. The 3/2 power law does not 
take into account an intensity dependence in the laser absorp-
tion. When the latter is included (with the help of numerical 
simulations), the required laser intensity becomes I12 = 7a5/4. 
Using this result, we obtain a relation between the foot power 
and the shell adiabat; .p R A90 1 1TW0 0

2
0

2 5 4= + a] `g j  Next, 
as the laser intensity increases during the transition time, a 
compression wave (CW) is launched into the shell. To prevent 
an adiabat increase, such a wave should not turn into a strong 
shock inside the shell. This determines the intensity slope in the 
transition region. To maintain an adiabatic compression during 
the rise time, one can use Kidder’s solution5 for the drive pres-
sure. This gives the power history during the transition time

	 ,P
t T

P

1 c
2

=
-

~

t

` j; E 	 (8)

where Tc and Pt are normalization coefficients determined from 
matching P with P0 at t = t0 and P = Pmax at t = tr. Numerical 
simulations show that moderate variations in ~ (2 < ~ < 7) do 
not significantly affect the shell adiabat. Since there are limi-
tations on the maximum power imposed by both instabilities 
because of the laser–plasma interaction and damage threshold 
issues, the laser power cannot follow Eq. (8) at all times. Thus, 
we assume that the laser power becomes flat after time tr when 
P reaches the peak power Pmax [see Fig. 106.23(a)]. 

Next, we consider what determines the values of t0 and tr. 
The CW, as any linear sound wave in hydrodynamics, travels 
with the local sound speed and eventually catches up with the 
SW1. After coalescence, both the shock strength and the adia-
bat of the post-shock material increase. Minimizing the shell 
adiabat, we must prevent the CW and SW1 coalescence inside 
the shell. This sets the minimum value of t0. Conversely, if t0 
is too large, the SW1 and CW will be well separated in time. 
As the SW1 breaks out at the shell’s rear surface, the surface 
starts to expand, launching a rarefaction wave (RW) toward 
the ablation front. The RW establishes some velocity, pressure, 
and density gradients in its tail. Since the CW and RW travel in 
opposite directions, they meet inside the shell. At this instant, 
the CW starts to propagate along the hydrodynamic gradients 
established by the RW. It is well known in hydrodynamics 
that a sound wave traveling along a decreasing density turns 
into a shock sooner than a sound wave traveling through a 
uniform or increasing density. As the CW turns into a shock, 

the latter will excessively increase the shell entropy, reducing 
the shell convergence ratio. The foot duration t0 can be related 
to the shell adiabat a and the initial shell thickness D0. Using 
Hugoniot jump conditions across the shock, one can easily 
obtain the shock velocity; neglecting spherical convergence 
effects, ,U p p p1 2s 1 0 1 0= +& c t^ _h i  where p0 and p1 are 
the initial and post-shock pressure, respectively. The SW1 
transit time through the shell becomes .t Us0sh = D  The CW 
travels through the shock-compressed shell with a thickness 

,c 0 0 1= t tD D  where t0 and t1 are the initial and post-shock 
density, respectively. The CW propagation time is ,t cc 1cw = D  
where .pc1 1 1= c t  Thus, the foot length takes the form t0 = 
tsh – tcw. Using expressions for the shock velocity and the 
adiabat yields the following equations for t0 and tsh:

	 .t 0 016ns
m

0
0

=
a

nD
]

^
g

h
	

and	 (9)

	 . ,t 0 03ns
m0

sh =
a

nD
]

^
g

h
	

where c = 5/3. Similar to t0, the rise time tr is also determined 
by avoiding an additional strong-shock formation. The transi-
tion region cannot be too short; the CW otherwise turns into 
a shock. The time tr also cannot be too large. This is due to 
the formation of a second shock wave (SW2) inside the shell. 
It is easy to show that an adjustment wave (AW) is formed as 
the leading edge of the RW breaks out at the ablation front. 
Each fluid element inside the RW is accelerated according 
to xv .t pd d =- t2  At the head of the RW, t is equal to 
the shell density compressed by the SW1 and CW. When the 
leading edge reaches the ablation front, the density suddenly 
drops, creating a large gradient in the acceleration of fluid 
elements. This forms a local excess in the pressure that starts 
to propagate in the form of a compression (adjustment) wave 
along a decreasing density profile of the RW tail. As mentioned 
earlier, the AW traveling along a decreasing density turns into 
a shock inside the shell.6 Thus the SW2 is formed even for a 
constant-intensity laser pulse. 

The formation of the AW can also be shown by comparing the 
following density profiles: In the first case, the profile is created 
by a rarefaction wave traveling across a uniform-density foil. For 
the second profile, we take a solution of the motion equation for 
an accelerated foil. The solution for a rarefaction wave profile 
can be found using a self-similar analysis.7 Calculated at the 
breakout time of the leading edge, the density becomes 
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	 ,
d

x d
a1

1

1
3

=
+

t t f p 	 (10)

where x is the position in the frame of reference moving with 
the ablation front (x 0=  at the ablation front), c = 5/3, and d1 is 
defined as t(–d1) = 0. Conversely, during the shell acceleration, 
the density profile can be found by solving Newton’s equation

	 .g
x
p

=
2

2
t 	 (11)

Assuming that the entropy is uniform across the entire shell, 
the pressure is related to the density as p = nat5/3, and the 
solution of Eq. (11) takes the form

	 ,p p
d
x1a
2

5 2
= +d n 	 (12)

where .d p g5 2a2
3 5 3 5 2 5= n a  Then, the adiabatic relation 

t = (p/na)3/5 gives 

	 .
d

x d
a2

2

2
3 2

=
+

t t f p 	 (13)

The comparison of Eqs. (10) and (13), keeping the same mass for 
the two profiles, gives the relation between the shell thicknesses 

	 .d p
p

d
8
5

a

a
2

2

1
3 5

1= e o 	 (14)

Since pa1 # pa2 (the shell is accelerated during the main pulse 
where the intensity reaches the maximum value), we conclude 
that the shell during the acceleration should be more compact 
than that produced by a rarefaction wave; d2 < d1. This is pos-
sible only if a compression wave is launched into the shell at 
the beginning of the acceleration. 

Even though the SW2 cannot be avoided, its strength and 
effect on target performance can be minimized by appropri-
ately choosing tr. An intensity rise prior to the leading edge 
of the RW breakout at the ablation front helps to steepen the 
density profile, reducing the AW strength. If tr is too large and 
the SW2 formation occurs during the drive-pressure rise, the 
SW2 will be too strong, raising the pressure in the vapor. Thus, 
tr must be between the SW1 breakout at the rear surface and the 
leading edge of the RW breakout at the ablation front (in other 

words, the laser must reach the peak power while the leading 
edge of RW is inside the shell). This concludes the pulse-shape 
specification for a simple direct-drive ignition design.

Next, we determine the optimum target radius R0 and shell 
thickness D0 for a given laser energy. The following effects must 
be considered: After the SW1 breaks out at the back of the shell, 
a transmitted shock is formed in the vapor. This shock reaches 
the center, reflects, and eventually interacts with the incoming 
shell. During the reflected-shock propagation through the shell, 
the shell decelerates (deceleration phase of an implosion). If R0 
is too large, the laser is turned off well before the beginning of 
the deceleration phase. The shell then coasts inward between 
the end of the drive pulse and beginning of deceleration. Both 
the front and back surfaces of the shell expand, in the frame 
of reference moving with the main fuel, during the coasting 
phase, reducing the shell density. To maximize the density, the 
duration of the coasting phase must be minimized. This sets an 
upper limit on R0. In the opposite case, when R0 is too small, 
the reflected shock interacts with the shell while the laser pulse 
is still on. The pressure inside the shell in this case increases 
above the drive-pressure value and the shell acceleration there-
fore goes to zero, preventing an effective transfer of the laser 
absorbed energy into the kinetic energy of the shell. Thus, the 
end of the pulse in an optimized design should occur after the 
main shock reflection from the target center, but before the 
beginning of the deceleration phase.

Accounting for the optimization arguments listed earlier, 
we plot the shell radius and initial aspect ratio A R0 0 0= D  
versus the incident laser energy in Fig. 106.23(b), keeping 
the maximum laser intensity at Imax = 1015 W/cm2 and the 
implosion velocity at vimp = 4.5 # 107 cm/s. Calculations 
show that the target dimensions do not have a strong depen-
dence on the shell adiabat. The shell radius is fitted well with 
a 1/3-power law . . .R E0 06 0 1MJL0

1 3= ] g7 A  The shell thick-
ness, on the other hand, has a stronger energy dependence; 

. . .E0 012 0 1MJ .
L0

1 2 6
=D ] g8 B  A deviation from the EL

1 3 scal-
ing in D0 (which is expected from a simple EL ~ D3 argument, 
where D is a scale length of the problem) is due to a scale-length 
dependence in the laser absorption (the smaller the target, the 
steeper the density scale length, and, therefore, the smaller 
absorption fraction). This results in an increased initial aspect 
ratio for the lower laser energies, as shown in Fig. 106.23(b). 

Using the obtained target dimensions and laser pulse shapes, 
the gain curves and the maximum shell tR can be calculated 
with a one-dimensional hydrocode. These are shown in 
Fig. 106.24. Figure 106.24(a) indicates that the designs with the 
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shell adiabat up to a = 6 are expected to ignite on the National 
Ignition Facility with the incident laser energy EL = 1.5 MJ. 

Stability
Hydrodynamic instabilities put severe constraints on target 

designs because they limit the maximum convergence ratio and 
temperature of the hot spot.1,8 The dominant hydrodynamic 
instability in an ICF implosion is the Rayleigh–Taylor (RT) 
instability. The RT instability inevitably occurs in systems 
where the heavier fluid is accelerated by the lighter fluid.9 Such 
conditions arise during the shell compression in ICF implosions 
where the heavier shell material is accelerated by the lighter 
blowoff plasma. The RT instability growth amplifies the shell 
distortions seeded by initial surface roughness and laser non-
uniformities (laser “imprint”). If allowed to grow to substantial 
amplitudes, the shell nonuniformities reduce the shell tR and 
the neutron yield. Fortunately for ICF implosions, the thermal 
conduction that drives the ablation process creates several 
stabilizing effects that reduce both the nonuniformity seeding 
and the RT growth rates.10,11 Seeding due to the laser nonuni-
formity is determined by how quickly the plasma atmosphere 
is created around the imploding shell. The laser irradiation is 
absorbed at some distance from the cold shell. The larger this 
distance (the conduction zone), the larger the smoothing effect 

of the thermal conductivity within the conduction zone and the 
smaller the laser imprint. The RT modes are also stabilized by 
the thermal conductivity that drives the mass ablation of the 
shell material. The ablation process is characterized by the 
ablation velocity Va, which is defined as the ratio of the mass 
ablation rate to the shell density .V ma sh= to  The larger the 
value of the ablation velocity, the larger the ablative stabiliza-
tion. Taking thermal smoothing and ablative stabilization into 
account, one can make a general statement that the higher the 
initial intensity of the drive laser pulse (larger P0), the smaller 
the nonuniformities and the more stable the implosion. Indeed, 
the higher intensity tends to create the conduction zone in a 
shorter time, reducing the laser imprint. In addition, the ini-
tial shock launched by the higher-intensity pulse is stronger, 
resulting in higher shell adiabat. This reduces the shell density, 
increasing the ablation velocity. Furthermore, a lower density 
leads to an increase in the shell thickness and a reduction in the 
perturbation feedthrough from the ablation front to the shell’s 
rear surface (which becomes unstable during the deceleration 
phase of the implosion). There is a price to pay, however, for 
the greater stability. As the stronger shock propagates through 
the shell, it places the shell material on a higher adiabat. This 
leads to a reduction in target gain and shell tR, as shown in 
Fig. 106.24. A common practice in designing direct-drive tar-
gets is to find the delicate balance between a reduction in the 
target performance due to an increase in the adiabat and the 
increase in shell stability. 

In optimizing the target design, one can take into consid-
eration that the RT modes are surface modes peaked at the 
ablation surface of the shell. To reduce the instability growth, 
it is therefore sufficient to raise the adiabat only at the outer 
region of the shell, which ablates during the implosion. If the 
inner portion of the shell is kept on a lower adiabat, the shell and 
vapor compressibility will not be reduced during the final stage 
of implosion and the neutron yields will be unaffected by this 
selective adiabat increase (adiabat shaping). The shell adiabat 
is shaped by launching a shock, whose strength decreases as it 
propagates through the shell.12 This places an adiabat gradient 
directed toward the ablation front. A time variation in the shock 
strength is imposed by replacing the foot with an intensity 
picket in front of the main-drive pulse. The picket launches 
a strong shock that propagates through the shell. As the laser 
intensity drops at the end of the picket, the shocked material 
starts to expand and a rarefaction wave is launched toward the 
shock. After the rarefaction and the shock coalesce, the shock 
strength decays, reducing the adiabat of the shock-compressed 
material. Implementing the adiabat shaping to the direct-drive 
ignition target designs shows a significant improvement in shell 
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Isodensity contours of the (a) standard and (b) picket OMEGA a = 3 
target designs.

stability without compromising the target gain. This is illus-
trated in Fig. 106.25, where two target designs with (a) a foot 
and (b) an intensity picket in front of the main drive are shown 
at the end of the acceleration phase. The isodensity contours are 
obtained using the two-dimensional hydrocode ORCHID.13 An 
improvement in the shell stability increases our confidence in 
the success of the direct-drive ignition campaign on NIF.
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Introduction 
Ignition and high gain in inertial confinement fusion (ICF)1–3 
requires an understanding of how the choice of materials 
affects implosion dynamics. ICF ignition targets are typically 
spherical capsules with an outer shell made of plastic or beryl-
lium, a cryogenic layer of deuterium–tritium (DT) ice, and 
gaseous DT at the center. The direct-drive approach to ICF4 

implodes the target by direct illumination using multiple laser 
beams. Laser ablation of the capsule’s outer surface drives the 
remaining payload inward, compressing and heating it to a state 
where nuclear fusion can occur.

Surrogate materials or configurations provide a convenient 
test bed to study different aspects of ignition designs.5,6 These 
surrogates are chosen to best mimic the implosion character-
istics of the original design. For example, although ignition 
designs use an equal mole DT mixture, pure D2 is commonly 
used as a surrogate. The different mass densities, however, 
can cause a difference in implosion dynamics (in particular 
through the Atwood number, which differs by a factor of 2 at 
the fuel–shell interface during the deceleration phase7).

To explore the effects of fill composition on the implosion 
dynamics of surrogate fuels, a series of experiments using 
different ratios of D2 and 3He was performed. Evaluation of 
surrogate materials is best done when the materials are chosen 
to be as nearly hydrodynamically equivalent as possible. D and 
3He have a special property in which they have the same value 
of (1 + Z)/A, allowing mixtures of D2 and 3He to be chosen 
such that the mass density and the total particle density upon 
full ionization are identical. This results in the same Atwood 
number (affecting hydrodynamic instabilities2,7) and the same 
equation of state (EOS).

An additional advantage of these surrogate targets is that 
products from the D-D nuclear reaction can be measured for 
all mixtures, whereas measuring the D-D products from a DT 
implosion has proven difficult for ignition-relevant implosions 
because of the large background of D-T neutrons. A final advan-
tage of D2 and 3He mixtures is their emission of D-3He protons 

Tests of the Hydrodynamic Equivalence of Direct-Drive 
Implosions with Different D2 and 3He Mixtures

that have been extensively used to diagnose ICF implosions on 
OMEGA.8–10 Experimental Setup (p. 90) is a description of 
the setup and diagnostics used in the experiments. Expected 
Scaling (p. 92) describes the yield scaling expected of hydrody-
namically equivalent implosions. Experimental Observations 
(p. 93) describes the results observed in the experiments as well 
as comparisons to the expected scaling and 1-D radiation-hydro-
dynamic simulations. The Discussion (p. 97) details possible 
explanations, and a Summary is given on p. 99.

Experimental Setup
Direct-drive implosions were conducted on OMEGA,11 with 

60 beams of frequency-tripled (351-nm) UV light in a 1-ns 
square pulse and a total energy of 23 kJ. SG4 phase plates12 and 
2-D, 1-THz bandwidth smoothing by spectral dispersion of the 
laser beam were used;13 the beam-to-beam energy imbalance 
was typically between 2% and 4% rms. The spherical targets 
were CH-shell capsules with diameters between 860 nm and 
880 nm; a wall thickness of 15, 20, 24, or 27 nm; and a flash 
coating of about 0.1-nm aluminum.

The gaseous fill of the capsules was composed of mixtures of 
D2 and 3He such that the atomic composition varied from pure 
D to nearly pure 3He. Two classes of fill pressure were used, low 
(equivalent to 3-atm D2) and high (equivalent to 15-atm D2), 
with predicted convergence ratios of 37 and 14, respectively. 
The mixtures within each class are considered hydrodynami-
cally equivalent in that they have the same mass density (and 
therefore the same Atwood number during the deceleration 
phase) and, upon full ionization (above a few electron volts), 
the same total particle density and EOS (ideal monatomic).

Capsule fills are hydrodynamically equivalent if the fill pres-
sures of D2 (X atm) and 3He (W atm) are chosen to obey

	 ,X W X
4
3

0= = 	 (1)

where X0 is the hydrodynamically equivalent pure-D2 fill pres-
sure, which is equal to either 3 atm or 15 atm in this article. The 
deuterium ion fraction by atom fD scales with X and X0 as
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Since there are only two components to the fill gas, Hef =3  1 – fD.

Two standard gas mixtures were used to fill targets of all types: 
pure D2 (fD = 1.0) and a D2-3He mixture with a 1:1 atomic ratio 
(fD = 0.5). A series of shots with different mixtures of D2 and 3He 
was undertaken for the 20- and 24-nm-thick, high-pressure cap-
sules. In addition to the premixed fD = 1.0 and 0.5 compositions, 
compositions with fD = 0.07, 0.27, and 0.78 were used.14

The error in the fill composition for the “standard” ( fD = 0.5) 
D2-3He mixture is about 1% of fD, since it comes premixed. 
Fill composition errors for the other composition ratios, which 
must be mixed to order, are also small—less than 3% (Ref. 15) 
of fD. This error estimate includes uncertainties in the original 
fill pressure as well as uncertainties in the leak rates of D2 and 
3He through the storage cell and through the target shell as it 
is handled before shot time. The total fill pressure is known to 
better than 10% and is independent of the fill composition.15

The following primary nuclear reactions occur in implosions 
of targets filled with mixtures of D2 and 3He:
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where the number in parentheses is the mean birth energy of the 
second product. Figure 106.26 shows the temperature depen-

dence of the thermal reactivities of the D-3He reaction and the n 
branch of the D-D reaction, as determined by Bosch and Hale.16 
The branching probability of the n and p branches of the D-D 
reaction are nearly equal over the temperatures of interest.

The principle diagnostics for this work were neutron time-
of-flight (nTOF) scintillators17 to measure the neutron branch 
of the D-D reaction and multiple wedged-range-filter (WRF) 
proton spectrometers8 to measure the protons from the D-3He 
reaction. The nTOF detectors measure neutron yield and DD 
burn-averaged ion temperature determined from the Doppler 
broadening of the neutron signal.

The WRF spectrometers measure the D3He proton spectrum 
with high resolution (~100 keV). Transient magnetic fields18 
in the implosion corona can redistribute the initially isotropic 
proton flux emitted by the capsule by 20% rms (typical).8 The 
average of the multiple (2 to 7) spectrometers is used to obtain 
an estimate of the total yield. The mean downshift of the D3He 
protons from their birth energy of 14.7 MeV is used to infer 
the areal density (tR) of the imploded capsule averaged over 
the D3He proton production.8

An alternative measurement of the burn-averaged ion tempera-
ture is given by the “ratio method.”19 The ratio of primary yields 
can be used to infer the ion temperature using the thermal reactivi-
ties (Fig. 106.26) and the fuel composition. The ratio of DD-n to 
D3He reactivities changes by more than three decades from 1 keV 
to 10 keV, giving a determination of temperature that is not highly 
sensitive to the exact yields. Differences in burn duration or burn 
volume of the two constituent reactions result in only minor correc-
tions to the inferred temperature (for example, see the very similar 
burn histories for DD-n and D3He compression in Fig. 106.27). 
This correction is small mainly because both reactions are domi-
nated by the high-temperature region near the center.

Temporal diagnostics of the nuclear products include the neu-
tron temporal diagnostic (NTD)20 for measuring the DD‑n burn 
history and the proton temporal diagnostic (PTD) for measur-
ing the D3He burn history.21,9 The D3He burn history typically 
exhibits two periods of proton emission:22 The first is the “shock 
burn,” which occurs after the first convergence of the shock, near 
the end of the coasting phase, and before the capsule has fully 
compressed. About 300 ps later is the “compression burn” (see 
Fig. 106.27), which occurs during the deceleration and stagnation 
phases. Spectral measurements of the emitted D3He protons from 
such capsules can often be decomposed into such “shock” and 
“compression” components because of the different areal densi-
ties they pass through while escaping the capsule (~10 mg/cm2 
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Figure 106.26
DD-n and D3He thermal reactivities as a function of ion temperature.



Tests of the Hydrodynamic Equivalence of Direct-Drive Implosions

LLE Review, Volume 10692

at shock and ~60 mg/cm2 during compression). Because of the 
much weaker temperature dependence of the DD-n reactivity, 
the contribution of the high-temperature, low-density shock burn 
phase to the total yield is much lower than for D3He (typically 
0.5% to 1% rather than 5% to 20%).

One-dimensional radiation-hydrodynamic simulations of 
these implosions were done using the code LILAC23 with a flux 
limiter of 0.06. Composition scaling simulations were run by 
changing the initial fill composition while using the same target 
and laser conditions. To obtain yields of both reactions using 
compositions of fD = 0.0 and 1.0, the results of those simulations 
were post-processed as having a trace of the minority species.

Expected Scaling
The nuclear yield is the spatial and temporal integral of the 

product of reactant densities times the temperature-dependent 
thermal reactivity of the nuclear reaction under consideration;
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where Yn and Yp are the D-D neutron and D-3He proton yields, 
nD and 

He
n3  are the number densities of D and 3He, and GvvH 

is the local thermal reactivity averaged over a Maxwellian ion 
velocity distribution with temperature Ti. The particle densities 
and ion temperature will, in general, be functions of position 
and time. The factor of 0.5 in the DD-n yield accounts for the 
double-counting of identical reactants. 

For the hydrodynamically equivalent mixtures of D2 and 
3He considered here and using the relation ni = t/Amp =  

,f m3 pD-t ^ h  the yields can be re-expressed in terms of fD; 

	

v

v

,
,

,
,

Y
f

f

m

r t
d rdt

Y
f

f f

m

r t
d rdt

3 2

3

1

n
p

p
p

2 2

2
3

2 2

2
3

D

D

D

D D

=
-

=
-

- t

t
v

v

nDD

D He

-

3

2

)

)

_

_

_

_ _

i

i

i

i i

	 (5)

where mp is the proton mass and t is the mass density. The factor 
f3 2
D-^ h  is equal to A2 and adjusts for the slightly different ion 

number densities of D2 and 3He plasmas at equal mass density. 
The advantage of this form is that the dependence on the fill 
composition that determines the difference between hydrody-
namically equivalent targets is taken out of the integral.

Figure 106.28 shows the predicted scaling of the D-D neutron 
and D-3He proton yields as a function of fill composition for 
hydrodynamically equivalent fuels. Although the character of 
the composition scaling is very different for the different nuclear 
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Figure 106.28
Yield dependence of the DD-n and D3He reactions on the D fraction by atom (fD).

E14403JRC

0.0
0.0

0.2

0.4

R
el

at
iv

e 
yi

el
d

0.6

0.8

1.0

0.5

fD

1.0

DD-n

D3He



Tests of the Hydrodynamic Equivalence of Direct-Drive Implosions

LLE Review, Volume 106 93

reactions, both curves are independent of the implosion dynamics, 
so the composition contribution to the yield can be factored out.

All subsequent yields in this article will be scaled according 
to Eq. (6) unless otherwise noted;
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where Yn
u  and Yp

u  denote the scaled DD-n and D3He yields, 
respectively.

Experimental Observations
The hydrodynamic equivalence of D2 and 3He mixtures is 

most clearly demonstrated by measurements of implosion timing. 
The time of peak neutron emission (DD-n bang time) as well as 
the duration of the neutron emission (characterized by the full 
width at half maximum as measured by the NTD) are indepen-
dent of fD. In addition, the time of peak proton emission during 
the compression phase (D3He compression bang time) and the 
duration of proton emission (characterized by the FWHM of the 
compression peak as measured by PTD) are also independent of 
fD. Figure 106.29 plots the bang time and burn duration of both 
nuclear products as a function of fD for both 20- and 24‑nm-thick 
CH shells. Bang times and burn durations of the two nuclear 
products are also in good agreement with each other, an example 
of which can be seen fully in Fig. 106.27.

The measured yield of these hydrodynamically equivalent 
implosions deviates from the anticipated scaling shown in 
Fig. 106.28. The deviation of the scaled DD-n and D3He com-
pression yields (Yn

u  and Yp c-
u ) for 20- and 24-nm CH shells with 

high-pressure fills is shown in Fig. 106.30. The yields have been 
scaled to the fill composition according to Eq. (6) and, in addi-
tion, have been normalized to the yield at fD = 0.5 to emphasize 
the composition scaling for different measurements. Yields from 
targets with D-rich and 3He-rich fuels are typically twice as high 
as yields from targets with fD = 0.5. This trend is seen for both 
DD-n and D3He yields and for both 20- and 24-nm shells.24

This observed deviation is not seen in 1-D simulations 
(dashed line in Fig. 106.30), which instead more nearly fol-
lows the hydrodynamically equivalent scaling with only minor 
deviations. Table 106.VIII shows the absolute yields of the 
normalization points at fD = 0.5 as observed experimentally 

Figure 106.29
Nuclear bang time and burn duration as a function of fill composition for 
implosions with (a) 20 nm and (b) 24 nm of CH. Open diamonds and solid 
squares are the times of the half maximum of the peak emission of the D-3He 
protons and DD-neutrons, respectively.
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and as calculated by LILAC as well as the absolute DD-n yield 
at fD = 1.0. The DD-n experimental yield over calculated yield 
(YOC) is 21% for fD = 0.5 and 42% or 48% for fD = 1.0. 

A comparison of the YOC for DD-n and D3He on shots with 
fD = 0.5 illustrates the utility of simultaneous measurement of 
two nuclear reactions. As shown in Table 106.VIII, the D3He 
compression YOC is about 35% compared to the DD-n YOC of 
21%. The difference in the YOC’s for the two nuclear reactions 
is due to their probing the deviation between the simulated and 
actual implosion in different ways as a result of their different 
temperature sensitivities.
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Scaled DD-n and D3He compression yields for high-pressure (X0 = 15 atm) fills of shells with 20 and 24 nm of CH. (a) ,Yn

u  20 nm; (b) ,Yp c-
u  20 nm;  

(c)  ,Yn
u  24 nm; (d) ,Yp c-

u  24 nm. All yields have been scaled to fill composition according to Eq. (6) and normalized to the yields at fD = 0.5. True hydrodynamically 
equivalent implosions would scale to the same yield (solid line). 1-D simulations with LILAC (open squares, dashed line) deviate slightly from hydrodynamic 
equivalence but not nearly as much as experimental measurements (solid diamonds). The diamonds are the average yield and standard deviation from similar 
capsules. The 20-nm plots show data reduced from a total of 42 shots, and the 24-nm plots show data reduced from a total of 24 shots.

Table 106.VIII:	 Absolute (unscaled) compression yields of DD-n for 
fD = 1.0 and 0.5 shots and D3He for fD = 0.5 shots as observed 
experimentally and as calculated by LILAC. The experimen-
tal yield over calculated yield (YOC) is also shown.

fD = 1.0 fD = 0.5

Shell Type Yn (# 1010) Yn (# 1010) Yp – c (# 108)

20-nm CH Observed 18.7 1.29 6.28

20-nm CH Calculated 44.6 6.29 18.4

20-nm CH YOC 42.0% 20.5% 34.1%

24-nm CH Observed 9.0 0.58 1.46

24-nm CH Calculated 18.7 2.80 4.22

24-nm CH YOC 48.1% 20.7% 34.6%
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The “factor of 2” deviation of the yield scaling seen in these 
20- and 24-nm CH shell, high-pressure composition campaigns 
has also been seen over a diverse set of target configurations. 
Targets with 15-, 20-, 24-, and 27-nm-thick CH shells and 
with both high and low fill pressures were filled with the two 
standard compositions; fD = 1.0 and 0.5. Implosions of targets 
with both composition types emit DD-neutrons, and therefore 
a comparison of Yn

u  for like implosions with different composi-
tions was done. Figure 106.31 shows the ratio of scaled yields 

. .Y f Y f1 0 0 5n nD D= =u u_ _i i for these implosions. The points 
at 15 atm and at 20 and 24 nm are the same as the points at 
fD = 1.0 in Figs. 106.30(a) and 106.30(c). Data reduced from 
118 shots predominantly gives a ratio greater than two where 
a ratio of 1 is anticipated for all capsule types.

The observed ion temperatures are not sufficient to explain 
the observed yield deviation. The mean ion temperature was 
measured using two methods: nTOF Doppler broadening and 
the yield ratio method. The nTOF does not show a trend in the 
ion temperature, whereas the ion temperature from the ratio 
method suggests increasing temperatures for higher D content 
fuels (see Fig. 106.32). Post-processing of 1-D LILAC simula-
tions gives burn-averaged temperatures that are not strongly 
dependent on fill composition. Areal density measurements 

Figure 106.32
Ion temperature as a function of fill composition, as deter-
mined by the nTOF for high-pressure fills of (a) 20-nm and 
(c) 24-nm shells and using the ratio method for (b) 20 nm 
and (d) 24 nm. The diamonds are the average and standard 
deviation of experimental observations. The squares and 
dashed lines are 1-D LILAC. 

Figure 106.31
The ratio of measured Yn

u  for fD = 1.0 shots over Yn
u  for fD = 0.5 shots. The ratio 

anticipated by the scaling in Fig. 106.28 is 1 (horizontal dashed line) for all 
target parameters. The points are the ratio of scaled average yields, and the 
errors are the quadrature sum of the standard deviations of the mean of the 
two fill compositions. The plot shows data reduced from 118 shots.
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using the downshift of primary D3He protons (D-3He fuels) or 
secondary D3He protons (pure D2 fuel) show a lower value at 
compression time for fD = 0.5 (for 24-nm shells, Fig. 106.33), 
suggesting slightly less compression for those shots. 

A similar deviation from the anticipated scaling is also seen 
for the D3He shock yield ,Yp s-

u` j  which is emitted about 300 ps 
earlier than the compression yield and is produced under very 
different conditions before the start of the deceleration phase and 
the onset of turbulent mixing22 at temperatures twice as high as 

Figure 106.34
D3He shock results for 24-nm CH capsules. (a) Scaled shock yield and (b) shock-yield-averaged tR as a function of fill composition. The solid line is hydrodynami-
cally equivalent scaling. The squares and dotted line are 1-D LILAC. Diamonds are the average and standard error of experimental observations.

Figure 106.33
Inferred compression burn averaged tR as a function of fill composition for high-pressure fills of (a) 20-nm-thick and (b) 24-nm-thick shells. The diamonds are the 
average and standard deviation of experimental observations. The squares and dotted lines are 1-D LILAC. For each plot, the higher tR corresponds to more compres-
sion since all targets started with the same shell thickness.

that at compression time and at mass densities less than 10% of 
those at compression time. Figure 106.34 shows the scaled D3He 
shock yield and the shock-yield-averaged tR for implosions with 
24-nm CH shells. The results at shock time are reminiscent of 
the results at compression time with a lower scaled yield and tR 
for the fD = 0.5 shots than for D-rich or 3He-rich mixtures.

A summary of results from figures in this section is listed 
in Table 106.IX for different mixtures of high-pressure fills in 
shells with 20 and 24 nm of CH. 
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Discussion
A closer look at the possibility of a measurement error is 

certainly warranted when observations deviate so far from the 
scaling derived from simple principles as well as from computer 
simulations. The individual measurement error on a given shot 
is about 10% for both DD-n and D3He yields; however, the shot-
to-shot yield variation for nominally identical shots is closer to 
20% rms. Averaging the results from many like shots reduces 
the standard deviation of the mean considerably, in most cases 
below 10%. Systematic yield uncertainties in the diagnostics 
are unlikely to cause the yield scaling. The yield measurements 
for the two nuclear reactions use different diagnostics, using 
different principles, yet measured the same deviation. 

The deviation in the yield scaling from Eq. (4) must then be 
explained through the differences in composition, temperature, 
density, burn volume, or burn duration of the target during the 
implosion. According to temporal measurements of nuclear 
burn histories, the implosion timing does not depend on the 
fill composition. Uncertainty in the composition is at most a 
couple of percent, which is not enough to affect the yields by 
a factor of 2. In addition, composition errors affect the DD-n 
and D3He yield scaling in different ways (Fig. 106.28), yet the 
same deviation is seen for both.

The observed trend of the ratio-inferred ion temperature 
could be part of the story because of the strong dependence of 
the thermal reactivities of both reactions at the temperatures 
of interest. The DD-n and D3He reactivities scale approxi-
mately as Ti

4 and Ti
7 near Ti = 3 keV. A linear fit through the 

observed ratio-inferred Ti in Fig. 106.32(d) was used to adjust 

the hydrodynamically equivalent Yn
u  scaling. The solid curve 

in Fig. 106.35(a) plots this Ti ratio yield scaling against the 
observed yields from Fig. 106.30(c). This corrected scaling 
looks better for D-rich fuels but deviates further than the uncor-
rected hydrodynamically equivalent scaling from the observed 
yields for 3He-rich fuels. Since there was no clear trend in the 
nTOF-derived temperatures, a similar yield scaling fit was not 
done using the nTOF temperatures.

The two remaining factors of fuel density and burn vol-
ume are related to the compression of the capsule, which can 
be inferred by measurements of tR. A simple model of the 
implosion that assumes that the shell temperature and shell 
aspect ratio at bang time does not depend on fill composition 
determines that the yield scales approximately as (tR)3. The 
open circles in Fig. 106.35(b) plot this tR yield scaling against 
the observed yields from Fig. 106.30(c). Higher tR’s were 
observed for high and low D concentrations compared to the 
50/50 mixture. The shape predicted from the (tR)3 scaling is 
in qualitative agreement with the measurements, though it does 
not show quite as strong a scaling.

Although additional measurements suggest that some com-
bination of ion temperature and density might be sufficient to 
explain the observed yield deviation, these factors must come 
from some physical mechanism, a number of which will be 
explored below.

The deviation from the assumed hydrodynamic equivalence 
is unlikely to be explained by 2-D or 3-D hydrodynamic effects, 
including hydrodynamic instabilities and turbulent mixing that 

Table 106.IX:	 D fraction by atom, number of shots averaged, DD-n, D3He compression and shock yields (scaled by fill 
composition and normalized to fD = 0.5), ion temperature, areal density, and DD bang time for high-pres-
sure fills for two different shell thicknesses.

Shell fD Number of 
shots

Yn
u Yp c-

u Yp s-
u Ti nTOF 

(keV)
Ti ratio 
(keV)

tR  
(mg/cm2)

tbang  
(ns)

CH[20] 1.00 22 2.32 – – 4.1 – 64 1.73

CH[20] 0.78 5 2.10 2.15 0.77 4.0 3.4 49 1.65

CH[20] 0.50 8 1.00 1.00 1.00 4.4 3.4 54 1.72

CH[20] 0.28 4 1.43 0.77 0.85 4.7 2.8 53 1.73

CH[20] 0.07 3 1.98 0.93 1.23 4.6 2.7 57 –

CH[24] 1.00 10 2.48 – – 3.6 – 72 1.91

CH[24] 0.78 2 1.73 2.22 1.71 3.3 3.0 62 1.83

CH[24] 0.50 9 1.00 1.00 1.00 3.9 2.7 58 1.87

CH[24] 0.07 3 2.38 1.65 2.84 3.3 2.4 64 –
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would reduce the burn volume and truncate the burn duration. 
A similar trend was experimentally observed over a wide range 
of physical situations in which 2-D hydrodynamic effects would 
likely have behaved very differently. Implosions with thicker 
shells are considered to be more hydrodynamically stable,25 
yet the same yield trend is seen for 20- and 24-nm shells with 
a high fill pressure. Implosions with a low fill pressure are con-
sidered less hydrodynamically stable, yet the yield trend is the 
same as for the high fill pressure (Fig. 106.31). A similar trend 
is also seen for D3He shock burn measurements, despite the 
fact that it has been shown that there is no atomic-level mixing 
in the burn region at shock time.22 Thus, pure hydrodynamics 
cannot explain the observed differences.

A wealth of data seems to exclude pure hydrodynamic 
differences between these mixtures as the mechanism for the 
observed variation in their yields (as it should be since they 
were chosen to be hydrodynamically equivalent). The devia-
tion from hydrodynamic equivalence is likely to be due to the 
microscopic details of the mixture. It may have something to 
do with the variation in the average Z in the fuel, which varies 
from 1 (pure D2) to nearly 2 (3He rich), the difference in ion 
masses or a subtlety in the statistical treatment of mixtures.

Bremsstrahlung radiation scales as ~ ,T Z Ae
2 1 2 3 2t  which 

for these mixtures differs by a factor of 3.6 from pure D2 (low) 

to pure 3He, assuming the same density and temperature. A 
factor of 3 difference in the radiated power may then trigger 
differences in the absorption in the CH and initiate changes in 
the implosion dynamics. However, the yield discrepancy trend 
is about the same for cases with significantly different radiative 
properties, such as for low-pressure and high-pressure fills as 
well as at both shock and compression time. The difference 
in density in these scenarios radically affects the efficiency 
of bremsstrahlung radiation. In addition, the yield deviation is 
not monotonic with the D fraction, so bremsstrahlung radiation 
seems unlikely as the sole mechanism.

Thermal conduction in these dynamic implosions can be 
difficult to calculate because of nonequilibrium conditions and 
other nonlocal effects. To get a sense of the scaling, however, 
consider the Spitzer–Harm electron thermal conduction26
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Figure 106.35
Measured (solid diamonds) DD-n yields as a function of fD for 24-nm shells with high pressure from Fig. 106.30(c). In these plots, the hydrodynamically 
equivalent scaling has been adjusted to take into account the effects of measured ion temperature and areal density on the yield. (a) The solid line is a Ti- 
corrected scaling curve, based on a linear fit to the experimental Ti ratios in Fig. 106.32(d). (b) The open circles and connecting line include a tR correction 
based on the measured tR values shown in Fig. 106.33(b).
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Ignoring the Coulomb logarithm variation, pure D2 has a 32% 
higher classical conductivity than pure 3He and is 17% higher 
than the standard D2-3He mixture (using “average” ions). Ion 
thermal conduction has a similar form, but with a much stron-
ger Z dependence.27 Ion conduction is relatively small when 
the ion and electron temperatures are equal but can become 
important when the ion temperature is higher, such as for shock 
heating. But for both types of thermal conduction, the trend is 
again monotonic with a D fraction.

Shock heating initially puts most energy into heating the 
ions, with more energy going to heavier ions.28 Equal-density 
mixtures of D2 and 3He will absorb the same total amount of 
energy from a shock front, but mixtures with a higher con-
centration of 3He will have a higher initial ion temperature 
due to the higher average ion mass (and corresponding lower 
ion density). A slight difference in this initial state of the gas 
might, after compression, be enough to change the dynamics 
and the resulting nuclear yields. The compression condition 
will be quite a bit different for the different implosion types 
(high and low pressure, thin and thick shells), yet the same 
deviation is seen in many cases. It is also difficult to explain 
the nonmonotonic trend with this picture.

It is possible that there is stratification of the ion species 
during the deceleration phase. The scaled performance of the 
“pure” fuels seems to be greatest, so perhaps the mixture of 
different species is important. During the deceleration phase, 
the 3He concentration might be slightly enhanced near the 
center. The hot center will then have a lower nuclear yield due 
to scarcer D ions. In this picture, though, the 3He-rich fuels 
should also have a reduced yield, so the nonmonotonic trend 
is again a problem. 

The plausibility of stratification can be considered using 
simple arguments. Because of the high density during the 
compression phase, any concentration enhancement will have 
to come through a difference in diffusion of the D and 3He 
ions. With plasma parameters typical of the fill early in the 
compression burn (4 keV, 3 g/cc), it is found that the time it 
takes even one particle to diffuse across the capsule is very 
much longer than the implosion time.

Kinetic effects could play an important role in the observed 
yield scaling. A non-Maxwellian velocity distribution could 
significantly alter nuclear production, particularly at the time of 
shock collapse, where the distribution is far from Maxwellian. 
It has also been suggested that yield degradation could result 
from the loss of ions in the tail of the distribution, which 

normally dominate the nuclear production. The longer mean 
free paths of the ions in the tail may allow them to escape the 
fuel region if the tR < 10 mg/cm2 (Ref. 29). It is not sufficient, 
though, that kinetic effects only change the nuclear production; 
a kinetic effect must change the nuclear production nonmono-
tonically with the D fraction and by a factor of 2 between pure 
and mixed D and 3He. 

Many processes used to explain the observed yield scaling 
have been considered here but no single mechanism is sufficient 
to explain the trend. 

Summary
In summary, experimental observations of the scaling 

of nuclear yields from implosions with hydrodynamically 
equivalent mixtures of D2 and 3He deviate from the scaling 
determined using a simple consideration of composition ratios 
as well as from a scaling based on 1-D radiation-hydrodynamic 
simulations. This deviation is particularly puzzling since the 
trend is not monotonic with the D fraction; the scaled D3He 
yield is lower than the scaled yields on both the D2-rich and 
3He-rich sides. 

The same scaling deviation is observed in diverse physical 
situations, including implosions of targets with initial fill pres-
sures of 3 and 15 atm and target shell thicknesses of 15, 20, 24, 
and 27 nm of CH. A similar yield scaling deviation is observed 
for both DD-n and D3He yields despite the drastically different 
dependence of their yields on composition and temperature. 
Overall, a similar scaling deviation is seen for both the shock 
and compression components of the D3He yield, corresponding 
to times separated by several hundred picoseconds and reflect-
ing very different plasma conditions.

It has been shown that measurements of the burn-averaged 
ion temperature, using two different methods, are insufficient 
to explain the entire yield scaling deviation. Errors in the initial 
fill composition of the D2 and 3He mixtures and differences in 
the implosion timing have also been excluded. Measurements 
of the burn-averaged areal density tR suggest that D2 and 3He 
mixtures with a fD near 0.5 might experience less compression, 
resulting in a lower yield. 

A number of possible mechanisms that may cause the 
scaling are considered, but no dominant mechanism has been 
identified. Differences in the radiative and transport properties 
of different D2 and 3He mixtures are included in 1-D simula-
tions, but apparently do not have as great an effect on the yield 
as what was observed. Hydrodynamic instabilities in 2-D and 
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3-D appear to be ruled out. The initial gas state set by the 
converging shock, ion species stratification, and kinetic effects 
were also considered.

This study raises some concern as to the near equivalence 
of D2 as a DT fuel surrogate for studying implosion dynamics. 
Even when the mass density of the D2 and 3He mixtures is the 
same, we see discrepancies in the yield although it is not clear 
what mechanism causes the discrepancy and whether it is due 
to a difference in the average Z, ion masses, or transport proper-
ties of mixed materials. To explore such issues, further scrutiny 
of the ion conductivity and its effects on implosion dynamics 
is underway, which may be an important factor because of its 
strong Z dependence. 

An investigation of the yield scaling at constant Z could 
be accomplished by using different fuel mixtures, including 
mixtures of D and T, and an extension of this study with mix-
tures of D2, 3He, and either H2 or 4He. Experiments are being 
actively planned that would vary the D and T mixture with 
the intention of simultaneously measuring the absolute yield 
of both DT and DD,30 the results of which will have direct 
relevance for ignition target fills and will take us a step closer 
to understanding the present conundrum.
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Introduction
In single-photon sources (SPS’s) based on single-emitter 
fluorescence, a laser beam is focused into an area containing 
a low concentration of single emitters so that only one emit-
ter becomes excited. The single emitter produces a single 
photon at a time.1–4 There are various known methods for 
the production of single photons at definite time intervals, 
which are based on a single atom,5,6 a single trapped ion,7 
a single molecule,8–10 a single color center in diamond,11 
or the Coulomb-blockade effect in a micropin junction with 
quantum well as the active layer.12–14 Tremendous progress 
has been made in the realization of SPS’s based on excitonic 
emission from single heterostructured semiconductor quan-
tum dots excited by pulsed laser light (see Refs. 1 and 3). In 
heterostructured quantum-dot SPS’s,15–28 microcavities have 
been used for spontaneous emission enhancement in the form 
of a whispering-gallery-mode resonator (turnstile device), 1-D 
photonic band gap, 3-D pillar microcavity, and 2-D photonic 
crystals. A weakness of heterostructured quantum-dot SPS’s is 
that they operate only at liquid-helium temperatures. In addi-
tion, they are not readily tunable. To date, three approaches 
have been suggested for room-temperature SPS’s: single  
molecules,8–10,29–37 colloidal semiconductor quantum dots 
(nanocrystals),38,39 and color centers in diamond.11,40–43 The 
color-center source suffers from the challenge that it is not easy 
to couple out the photons and that the spectral bandwidth of 
the light is typically quite large (~120 nm). 

Both single molecules and colloidal semiconductor nanocrys-
tals dissolved in a proper solvent can be embedded in photonic 
crystals to circumvent the deficiencies that plague the other sys-
tems. Colloidal semiconductor nanocrystals dissolved in PMMA 
were placed inside a 2-D photonic crystal cavity.44 The nanocrystal 
emission at room temperature mapped out the cavity resonances 
and was enhanced relative to the bulk emission. A planar cavity 
was recently used to control the single-dye molecule fluorescence 
spectra and decay rate.45 The primary problems with using fluores-
cent dyes and colloidal semiconductor nanocrystals in cavities are 
the emitters bleaching and blinking, nontunability of the source, 
and nondeterministic polarization of photons.

Deterministically Polarized Fluorescence from Uniaxially Aligned 
Single-Dye Molecules

Our solution is based on a new material concept using single-
emitter excitation in specially prepared liquid crystal hosts, 
which can exist both as monomers (fluid media) and oligomers 
or polymers. The advantages of using liquid crystal hosts are 
that they may be self-assembled in structures with photonic 
band-gap properties, and, at the same time, such a host can 
protect the emitters from bleaching. This source is a room-tem-
perature alternative to cryogenic SPS’s based on semiconductor 
heterostructures. In addition, the liquid crystal host provides both 
polarization purity and tunability of the source. Recent advances 
in liquid crystal technology, especially in the fabrication of 
electric-field/temperature-controlled 1-D, 2-D, and 3-D photonic 
crystal structures and the infiltration of photonic crystals with 
liquid crystals, can be used in SPS preparation with properties 
that other SPS methods failed to provide.

Recently we reported a first demonstration of dye-fluorescence 
antibunching in liquid crystal hosts35–37 that is evidence of the 
single-photon nature of the source. One-dimensional (Fig. 106.36) 
and two-dimensional (Fig. 106.37) photonic crystal structures 
were prepared.35–37,46 One-dimensional photonic band-gap struc-
tures in cholesteric liquid crystals possess an additional advantage 
over conventional 1-D photonic crystals. Because the refractive 
index n varies gradually rather than abruptly in cholesterics, there 
are no losses into the waveguide modes, which, in the case of con-
ventional 1-D photonic crystals, arise from total internal reflection 
at the border between two consecutive layers with a different n. 
These waveguide losses can reach ~20%.

In addition, we observed a significant diminishing of dye 
bleaching by special preparation of liquid crystals; dye mol-
ecules did not bleach for periods of more than one hour under 
cw excitation.35–37 (The first impressive experiments on avoid-
ing dye bleaching in the hosts have been reported in Refs. 9 and 
30. In Ref. 9, single terrylene-dye molecules in a p-terphenyl 
molecular crystal host did not bleach during several hours of 
pulsed, several-megahertz, pulse-repetition-rate excitation).

This article highlights another advantage of liquid-crystal 
hosts—deterministically polarized fluorescence from single-
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dye molecules.47–49 Single molecules of DiIC18(3) dye were 
embedded in a planar-aligned, glassy, nematic liquid crystal 
host and were aligned by liquid crystal molecules. 

Experimental Setup
Single-molecule fluorescence microscopy was carried out 

on a Witec alpha-SNOM device in confocal transmission 
mode. Figure 106.38 shows the schematic of this experiment. 
The dye-doped liquid crystal sample was placed in the focal 
plane of a 1.4 numerical aperture, oil-immersion microscope 
objective. The sample was attached to a piezoelectric, XYZ 
translation stage. Light emitted by the sample was collected 
by a confocal setup using a 1.25 numerical aperture, oil-
immersion objective with an aperture in the form of an optical 

fiber. The cw, spatially filtered (through a single-mode fiber), 
532-nm, diode-pumped, Nd:YAG laser output excited single 
molecules. In focus, the intensities used were of the order of 
several kW/cm2. 

For polarized fluorescence measurements, we used a 50/50 
polarizing beam splitter cube (as opposed to our antibunching 
correlation measurements,35–37 in which a nonpolarizing beam 
splitter was used) with the confocal microscope apertures in 
the form of a 100-nm-core optical fiber placed in each arm of 
the beam splitter’s output (Fig. 106.38). Residual transmitted 
excitation light was removed by two consecutive dielectric 
interference filters, yielding a combined rejection of better than 
6 orders of magnitude at 532 nm. 
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Figure 106.36
Perspective view of the AFM topographical image of a 1-D photonic band 
gap, planar-aligned, glassy, cholesteric liquid crystal.
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Figure 106.37
Near-field optical image of a 2-D photonic crystal self-assembly of a glassy 
cholesteric liquid crystal (5-nm # 5-nm scan).
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Experimental setup.
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Photons in the two arms were detected by identical cooled 
avalanche photodiode modules (APD) in single-photon–count-
ing Geiger mode (Perkin Elmer SPCM AQR-14). 

Experimental Results: Deterministically Polarized 
Single-Molecule Fluorescence 

For these experiments, we used DiIC18(3) dye (Fig. 106.39) 
in planar-aligned, glassy, nematic liquid crystal hosts50 with 
a concentration of ~10–8 M. The nematic liquid crystal state 
of this material, which exists at elevated temperatures, is pre-
served at room temperature by slowly cooling the liquid crystal 
to the glassy state with frozen nematic order. We prepared 
~100-nm-thick films of this glassy, nematic liquid crystal that 
was doped with dye molecules that were aligned deterministi-
cally through photoalignment using Staralign LPP coating and 
linearly polarized UV light. This new alignment technique 
prevents material contamination by particulates. We succeeded 
in the preparation of such an alignment over areas exceeding 
10 mm # 10 mm (Refs. 47–49).

Figure 106.40 shows images of single-molecule fluorescence 
for polarization components (a) perpendicular and (b) parallel 
to the alignment direction under 532-nm cw excitation. These 
two components in the sample plane have been separated with 
a polarizing beam splitter cube (Fig. 106.38). Figure 106.40 
clearly shows that for this sample, the polarization direction 
of the fluorescence of single molecules is predominantly in 
the direction perpendicular to the alignment of liquid crys-
tal molecules. It is important that the background levels of 
Figs. 106.40(a) and 106.40(b) are the same (~10 counts/pixel 
or ~640 counts/s). The single-molecule fluorescence signal at 
maximum exceeds this background by up to 15 times.

The pola r izat ion an isot ropy is  def ined here as 
,I I I Ipar perp par perp= - +t ` `j j  where Ipar and Iperp are fluo-

rescence intensities for polarization components parallel and 
perpendicular to the alignment direction.51 Processing the 
images in Fig. 106.40 shows that from a total of 38 molecules, 
31 molecules have a negative t value (Fig. 106.41). The same 
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Figure 106.40
Confocal fluorescence microscopy images of DiIC18(3) single-molecule 
fluorescence in a planar-aligned, glassy, nematic liquid crystal host (10-nm 
# 10-nm scan): (a) polarization perpendicular to the alignment direction and 
(b) parallel polarization.
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Figure 106.39
Molecular structure of DiIC18(3) dye.
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sign of the polarization anisotropy was obtained in spectro-
fluorimeter measurements for a sample with a high (~0.5%) 
by weight concentration of the same dye in a planar-aligned, 
glassy, nematic liquid crystal layer that is ~4.1-nm thick 
[Fig. 106.42(a)]. Figure 106.42(b) shows circular polarized 
fluorescence from a planar-aligned, glassy, chiral-nematic 
(cholesteric) liquid crystal layer that is ~4.1-nm thick and has 
a 0.5% by weight concentration of DiIC18(3) dye.

This predominance of “perpendicular” polarization in 
Figs. 106.40, 106.41, and 106.42(a) can be explained by the 
DiIC18(3)’s molecular structure (Fig. 106.39). The two alkyl 
chains likely orient themselves parallel to the rod-like liquid 
crystal molecules, but the emitting/absorbing dipoles that are 
nearly parallel to the bridge (perpendicular to alkyl chains) 
will be directed perpendicular to the liquid crystal alignment. 
DiIC18(3) molecules orient in the same manner in cell mem-

branes.52,53 It should be noted that in Ref. 54, single terrylene 
dye molecules were uniaxially oriented in rubbed polyethylene; 
however, this paper did not provide the results on deterministi-
cally polarized fluorescence of single molecules. 

Note that the images in Fig. 106.40 were taken by raster scan-
ning the sample relative to the stationary, focused laser beam. 
The scan direction was from left to right, line by line, from top 
to bottom. The size of the bright features is defined by the point-
spread function of the focused laser beam. These images not only 
contain information about the spatial position of the fluorescent 
molecules, but also about the changes of their fluorescence in 
time. Dark horizontal stripes and bright semicircles instead of 
circles represent the blinking and bleaching of the molecules in 
time. Blinking and bleaching are a common single-molecule 
phenomenon and convincing evidence of the single-photon 
nature of the source. The explanation of the nature of the long-
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Figure 106.41
A histogram of the polarization anisotropy of 38 
molecules of DiIC18(3) dye in a planar-aligned, 
glassy, nematic liquid crystal host.
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Figure 106.42
Spectrofluorimeter measurements of a polarized fluorescence of DiIC18(3) dye doped in planar-aligned, glassy, liquid crystal hosts under excitation with a  
nonpolarized, 532-nm light. (a) Fluorescence spectra in a nematic host for different linear polarizations. (b) Fluorescence spectra in a cholesteric host for 
circular polarization of different handedness.
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time blinking from milliseconds to several seconds remains a 
subject of debate in the literature (see, e.g., Ref. 55). 

The maximum count rate of single-molecule images was 
approximately 10 kcounts/s (~160 counts/pixel with ~4 s per 
line scan, 256 pixels per line) with a fluorescence molecule 
lifetime of approximately several nanoseconds. Note that the 
detector dark counts were fewer than 100 counts/s.

Seven molecules in Figs. 106.40 and 106.41 have either positive 
or zero anisotropy. These molecules can be either a small amount 
of impurities in the Staralign photoalignment agent, which have 
not been bleached even after the UV irradiation of Staralign-coated 
slips, or impurities of the glassy oligomer host.56 Figure 106.43(a) 
shows single-molecule fluorescence images of the Staralign pho-
toalignment agent before UV irradiation. The single-molecule 
fluorescence microscopy method is very sensitive to material 
impurities. We sometimes observed single-molecule fluorescence 
from the impurities in glassy LC oligomers [Fig. 106.43(b)] even 
when a chromatographic analysis did not detect them. For this 
reason, the Polyimide and Nylon 6/6 thin films usually used for 
buffing alignment were not utilized in our experiments because 
of the finding that they possess a higher fluorescence count rate 
than single molecules of fluorescence dyes. 
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Figure 106.43
Parasitic fluorescence from single-molecule impurities in the Staralign photo-
alignment agent without (a) UV treatment and (b) undoped oligomer material.

Conclusions 
This article shows the advantages of using liquid crystals as 

the hosts for single-photon sources; deterministically polarized 
fluorescence from single emitters embedded in liquid crystal 
hosts was demonstrated for the first time at room temperature. 
Single-dye molecules were deterministically aligned by liquid 
crystal molecules in one direction and produced deterministi-
cally linearly polarized single photons. 

Circularly polarized single photons with deterministic hand-
edness [see, e.g., Fig. 160.42(b) for a high dye concentration] 
can be produced efficiently using 1-D photonic band gaps in 
cholesteric liquid crystals matching the dye-fluorescence band. 
We hope to increase SPS efficiency in cholesteric liquid crystal, 
1-D photonic-band-gap structures from the current 4% to at 
least 40% (see Ref. 35) to narrow the fluorescence bandwidth 
(to ~1 to 10 nm) and decrease the fluorescent lifetime from a 
few nanoseconds to the hundreds of picoseconds necessary for 
high-speed communications. One-dimensional photonic band-
gap structures in cholesteric liquid crystals, 2-D/3-D photonic 
crystals in holographic polymer-dispersed liquid crystals,57 a 
3-D photonic crystal structure of a liquid crystal blue phase,58 
and photonic crystals/microstructured fibers infiltrated with 
liquid crystals59,60 may be prepared for this purpose. By using 
various fluorescence emitters [dye molecules, colloidal semi-
conductor nanocrystals (dots and rods), carbon nanotubes, and 
rare-earth ions], it will be possible to extend the working region 
of the source from the visible to communication wavelengths 
(1.3 and 1.55 nm). 
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Practical quantum cryptography (QC) systems require ultrafast 
and high-quantum-efficiency (QE) single-photon detectors 
(SPD’s)1 with precise timing characteristics2 and sufficiently 
low dark counts. For fiber-optic QC systems, SPD’s working 
at the standard near-infrared (NIR) telecommunication wave-
lengths, namely 1.3 nm and/or 1.55 nm, with counting rates 
well above 10 MHz are required. In this wavelength range, 
the most popular InGaAs avalanche photodiodes have limited 
applicability because of their very large dark counts and sig-
nificant afterpulsing.

We have already reported on our development of novel 
superconducting SPD’s (SSPD’s) based on nanostructured NbN 
superconducting meanders maintained at temperatures far 
below the NbN critical temperature Tc.

3–5 The physics of the 
SSPD operation principle have been explained within a phe-
nomenological, hot-spot formation photoresponse model.6,7 

The purpose of this article is to present the design and perfor-
mance of a system of two integrated single-photon detectors based 
on two fiber-coupled SSPD’s. Our two-channel system is designed 
for implementation in the telecommunication wavelength QC as 
well as for antibunching-type correlation studies of NIR photons 
emitted by quantum dots. Contrary to previous designs of fiber-
coupled superconducting photon detectors, which required either 
room-temperature8 or cryogenic9 fiber positioning and adjustment, 
we developed a permanent optical-fiber coupling, which allows 
multiple thermal cycling of our detectors, robust performance, 
and room-temperature–like operation.

Figure 106.44 presents schematics of a complete cryogenic 
construction of our detectors. The insert is placed and sealed 
inside a standard liquid helium transport dewar. Two NbN 
SSPD’s are glued on the bottom flange insert, as shown in 
Fig. 106.44(a), with the photon input and electrical output 
provided via a single- or multimode fiber and a semirigid 
coaxial cable, respectively. The SSPD nanostructures under 
study were fabricated according to a technological procedure 
described in detail in Ref. 10. We used 10-nm # 10-nm2 NbN 
superconducting meander-type structures with 4-nm-thick, 

Fiber-Coupled Single-Photon Detectors Based on NbN 
Superconducting Nanostructures for Practical Quantum 

Cryptography and Photon-Correlation Studies

120‑nm-wide stripes and a 0.6 filling factor (stripe width to 
stripe width plus separation ratio). The implemented devices 
were characterized by the critical current density of 2 to  
6 MA/cm2 at 4.2 K and Tc . 10 K.
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Figure 106.44
Schematic of the two-channel, single-photon detector operating in a helium 
transport dewar. (a) Cryogenic end plate with two detectors pigtailed to fibers 
and the electrical output SMA connectors and cryogenic semirigid cables. 
(b) Cross section of the fiber detector’s mechanical holding structure with a 
fiber positioning photoresist ring.

For accurate coupling between the SSPD and the fiber, we 
used a specially designed micromechanical photoresist ring 
placed directly over the SSPD. The 30-nm-thick coupling 
rings were fabricated using a photolithography process and 
positioned over the NbN meander with an accuracy of #1 nm 
using the meander’s original alignment marks.11 A cross sec-
tion of the photoresist ring and the fiber attachment mechanical 
support (two bridge-like aluminum holders) is presented in 
Fig. 106.44(b). Outside the dewar, as indicated in Fig. 106.44, 
each electrical channel was connected through a broadband 
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(0.08 to 26 GHz) bias-tee to a constant-voltage biasing circuit 
and a two-stage amplifier with 62-dB total gain and 0.05- to 
4-GHz bandwidth. Optical fibers were equipped with standard 
FC-type connectors. The transport dewar, filled with 60 liters 
of helium, allowed for over 2 months of uninterrupted opera-
tion of our detectors.

We have so far fabricated a total of ten detectors (five inte-
grated pairs) of which eight were coupled with single-mode 
fibers and two with multimode fibers. The basic qualification of 
the detector performance was the measurement of the system 
QE (SQE)3,12,13 using highly attenuated, 40-ps-wide, 1540-nm-
wavelength, 1-MHz repetition rate pulses from a semiconductor 
laser. The photon flux was precisely calibrated at the room-tem-
perature fiber input (FC connector) and was the measure of the 
number of photons per optical pulse incident on the SSPD.

The detection probabilities (DP’s) of several of our devices 
versus the number of photons per pulse delivered by the fiber to 
the NbN structure are presented in Fig. 106.45. The measure-
ments were performed for the bias current Ib = 0.95 IC, where 
IC is the SSPD critical current at 4.2 K. The behavior observed 

in Fig. 106.45 is in very good agreement with our previous 
observations.3–6 At low-incident photon fluxes, our experi-
mental data show the linear DP dependence, demonstrating 
the single-photon detection mechanism.6 At high-light power 
levels, we observe DP saturation at the 100% level as virtually 
all laser pulses are counted. We define the SQE of our detectors 
by taking the DP value at the photon flux level corresponding 
to an average of one photon per pulse.

The SQE values for our best, average, and worst detectors 
are collected in Table 106.X with the device QE (DQE) values 
measured for the 1550-nm wavelength immediately after the 
SSPD fabrication. Taking the SQE/DQE ratio for each device, 
we have estimated and listed (see Table 106.X) the coupling 
factor K between the SSPD structure and the fiber. Simple 
calculations show (see Ref. 11) that the maximum K $ 0.9 can 
be achieved when the fiber detectors’ vertical separation is 
<20 nm. However, K decreases rapidly with increasing hori-
zontal misalignment and, for deviations $8 nm K, drops below 
0.1. Table 106.X demonstrates that only device #11 exhibits a 
relatively large K = 0.333 factor while the “average” K is only 
0.03, suggesting significant misalignment in the horizontal 
plane. Since the photoresist ring anchoring the fiber was 
positioned with 1-nm precision, we suspect that the observed 
low K values have their origin in an uncontrolled fiber tilting, 
resulting in an angled front surface of the fiber pigtailed to the 
detector. Thicker photoresist rings with tighter control of the 
inner circle diameter should significantly improve K.

Table 106.X:	 Device and system QE values for single-mode, 12-nm 
core diameter, fiber-coupled NbN SSPD detectors.

Detector # DQE (%) SQE (%) Coupling factor K

11 1.0 0.33 0.333

2 2.1 0.06 0.029

17 6.4 0.21 0.033

6 2.0 0.001 0.0005

15 2.1 0.0004 0.0002

The reason for very low K values in devices #6 and #15 are 
apparently microcracks of the fiber core, which are likely to 
happen during the very first cooling cycle of the detector. The 
latter seems to be supported by the fact that in all our devices 
K remained unchanged after the initial one or two thermal 
cycles (300 K to 4.2 K and back) and the fatal detector fail-
ures were typically observed during/after the first cooldown. 
Postmortem mechanical inspection showed the fiber cracks in 
the damaged detectors. 
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Figure 106.45
Photoresponse detection probability dependencies of the tested fiber-coupled 
NbN SSPD’s on an average number of photons of the 1540-nm wavelength 
per pulse illuminating the detectors. For comparison purposes, the SQE value 
of the multimode fiber device #3 has been adjusted by taking into account 
the actual number of photons reaching the SSPD area. The thin vertical line 
indicates the 1 photon/pulse flux and corresponds to the SQE definition.
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The performance of detectors equipped with multimode 
(50-nm core diameter) fibers was not as good as expected (see, 
e.g., device #3 in Fig. 106.45) and the corresponding SQE and 
K values were rather low. The photon beam profile in the core 
of a multimode fiber has a Gaussian distribution; thus, even in 
case of optimum alignment, only ~10% of the power from the 
fiber reaches our 100 nm2 SSPD. It is clear that larger area 
(e.g., 10 # 20 nm2 or even 20 # 20 nm2) SSPD’s and fibers 
with reduced core diameters are needed to make the multimode 
fiber devices practical. 

The dark count measurements performed on our detectors 
with the fiber room-temperature input blocked and biased at 
Ib = 0.95 IC resulted in 2 (device #6) to 90 (device #11) counts 
per second, clearly depending on the detector’s K factor. The 
observed dark counts are significantly higher than that mea-
sured in our earlier free-space NbN detectors.3 The apparent 
reason is the 300-K thermal background radiation picked by 
the fiber’s room-temperature end. 

The SSPD’s used to fabricate our fiber-coupled detectors 
were large-area meanders to maximize K. As recently docu-
mented,14,15 such structures exhibit large kinetic inductance, 
which limits their photoresponse temporal characteristics. In 
our time-domain measurements, we used 5-GHz-bandwidth, 
single-shot and 50-GHz-bandwidth, sampling oscilloscopes 
for capturing transient waveforms and for jitter studies, respec-
tively. Figure 106.46 shows a photoresponse signal (dotted line) 
of one of our detectors. The measured transient is characterized 

by a 250-ps rise time, 5-ns fall time, and a full width at half 
maximum (FWHM) equal to about 2.5 ns. We compared the 
measured pulse shape with numerical simulations (solid line) 
based on a model developed in Ref. 15 and confirmed that the 
kinetic inductance was responsible for a nanosecond-wide 
photoresponse of large-area SSPD’s.

The experimental jitter profile (not shown) had a Gaussian 
shape and exhibited a FWHM of 35 to 37 ps for detectors 
with single-mode fibers. We note that the jitter measured in 
the fiber-coupled detectors is two times longer than the 18-ps 
value reported earlier for free-space–coupled SSPD’s.3 The 
large kinetic inductance of the SSPD’s may contribute to the 
jitter increase, although we believe that the excess jitter is due 
to such extrinsic elements as the laser-diode jitter and relatively 
long (>1 m) fiber and electrical cables. 

Finally, we used our integrated, two-detector system in 
cross-correlation–type experiments. A train of 500-fs-wide 
(stretched by the fiber) pulses from a Ti:sapphire laser with a 
940-nm wavelength and an 82-MHz repetition rate was split 
by a 50/50 beam splitter and directed simultaneously to the 
two detectors. Next, the signal from each detector was sent 
to a discriminator and fed to a start/stop-type correlator. The 
detector with a low SQE of 0.005% worked as a start device, 
while our best (#11) detector provided the stop signal. The 
resulting experimental second-order correlation function is 
shown in Fig. 106.47. The correlation signal is very clean and 
exhibits a FWHM of 390 ps, which can be regarded as the 
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figure of merit of the complete detection system (amplifiers, 
discriminator, correlator, cables, terminators, and detectors) 
since the incident optical pulses are negligibly short. We note 
that, despite a relatively long (few nanosecond in duration) 
response times of our detectors, the correlation pulses are sub-
nanosecond. The latter, we believe, is due to the very low jitter 
and the short (250-ps) photoresponse rise time of the SSPD’s 
and demonstrates the ability of our fiber-coupled detectors to 
successfully perform antibunching-type correlations observed 
in photons emitted by true single-photon sources such as single 
quantum dots.16

In conclusion, we have fabricated and tested fiber-based, 
single-photon detectors with a SQE of 0.3% at the 1550-nm 
telecommunication wavelength and fiber-coupling factor of 
up to 33%. The integrated two-detector arrangements can be 
placed inside a standard helium dewar and, from the operator’s 
point of view, can be regarded as a room-temperature system. 
Our detectors are intended as practical devices for fiber-based 
QC systems since, despite their relatively low SQE, they are 
characterized by a counting rate above 200 MHz, jitter below 
40 ps, and dark-count rates below 100 Hz. We have also dem-
onstrated that the system cross-correlation time of two detectors 
counting femtosecond optical pulses is as low as 390 ps, mak-
ing our fiber-coupled SSPD’s very attractive for time-resolved, 
antibunching-type studies of single-photon sources. Our current 
research focuses on an improvement of the SQE and we expect 
to reach the 3% to 5% level because of the increase in DQE of 
our SSPD’s and the achievement of reproducible K values of 
30% or more. Very-large-area meander structures and devices 
coupled to quarter-wave resonators will be also implemented, 
especially in detectors with multimode fibers.
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Introduction
The development of an ideal series of dyes for liquid crystal (LC) 
device applications represents a formidable synthesis challenge 
for chemists. To be considered useful for applications in LC 
devices, the class of dyes under consideration must have (1) a 
high solubility in the host matrix; (2) good long-term chemical, 
thermal, and optical stability; (3) low impact on the LC order 
parameter; (4) a large molar absorptivity; (5) low electrical con-
ductivity; (6) large dichroic ratio; and (7) a mmax located in the 
region of interest that can be tuned to some extent by relatively 
simple modifications in molecular structure. Dyes that possess 
all or nearly all of these properties are, for the most part, read-
ily available for visible-region applications because of the large 
market for information display applications, which has provided 

Transition Metal Dithiolene Near-IR Dyes and Their Applications 
in Liquid Crystal Devices

incentive for the synthesis of a large number of highly suitable 
compounds. In comparison, the total range of dyes that are suit-
able for applications in the near-IR region is limited to around 
ten chemical classes. The majority of these dyes were designed 
for laser applications such as Q‑switching and are either ionic or 
highly polar in nature and, thus, only soluble in polar solvents 
(e.g., acetone and methanol). Their solubility in LC hosts is very 
poor (around 0.01 to 0.05 wt%), which limits their potential 
absorption efficiency in an LC device to an optical density (OD) 
of <0.1 for a 25-nm material path length. Table 106.XI compares 
the physicochemical properties, solubility, and absorption char-
acteristics of the currently known classes of near-IR absorbing 
dyes. Only five dye classes are soluble in nonpolar solvents and 
thus could be expected to show reasonable solubility in an LC 

Table 106.XI:  The properties of near-IR dyes evaluated as potential guest–host dopants for LC devices.

Dye class Species mmax range 
(nm)

Solvents Solubility in 
LC hosts (wt%)

Cyanine Organic cationic 735 to 1100 Polar (acetone, 
methanol)

0.01 to 0.05 
(Q‑switch 5)

Azulenium Organic cationic 728 Polar (acetone, 
methanol)

—

Pyrilium/ 
thiapyrilium

Organic cationic 748 to 879 Polar (acetone, 
methanol)

—

Iminium Organic cationic 725 to 1090 Polar (acetone, 
methanol)

—

Squarilium/ 
croconium

Organic cationic 700 to 845 Polar (acetone, 
methanol)

—

Transition metal 
dithiolenes

Organometallic (zerovalent  
or anionic)

600 to 1600 Nonpolar (hexane, 
toluene)

10

Quinones/ 
anthraquinones

Organic zerovalent 748 to 810 Nonpolar (hexane, 
toluene)

2 to 3

Phthalocyanines Organometallic zerovalent 630 to 830 Nonpolar (hexane, 
toluene)

—

Azo Organic or organometallic 
zerovalent

700 to 900 Nonpolar (hexane, 
toluene)

2 to 3

Indoanilines Organic zerovalent 660 to 800 Nonpolar (hexane, 
toluene)

—
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host. Transition metal dithiolenes stand out as the most promising 
and interesting candidate of this group. They are highly soluble 
in nonpolar solvents (including LC hosts), their wavelength 
range spans from 600 nm in the visible to 1600 nm in the near 
IR (the latter wavelength is of special importance in military and 
telecommunications applications), and they possess excellent 
thermal and photochemical stability.

Interest in transition metal dithiolenes and their properties 
has been steadily increasing in recent years. They have been 
investigated as passive infrared absorbers for thermal imaging, 
photography, lithography, and electrophotography;1 Q‑switch-
ing–saturable absorbers for lasers,2 optical limiters, and, in all-
optical switching,3,4 “unimolecular metals” exhibiting metal-like 
conductivity down to 0.6 K;5 a “redox switch” for the binding 
and release of simple aliphatic olefins;6 and as guest–host dyes 
for LC electro-optic devices for near-IR applications.7,8 Earlier 
work by Muller–Westerhoff9 and Ohta10 established that these 
materials can possess numerous different stable LC phases 
depending on the structure of the terminal functional groups. 
This attribute was shown to be important for applications in LC 
guest–host systems since the presence of LC mesomorphism 
allows higher dye concentrations to be added to the LC host 
without substantially reducing its order parameter.7,8

In this article we present an overview of the physical and opti-
cal properties of transition metal dithiolene complexes that make 
them of special interest for near-IR applications in LC devices 
and discuss in detail our past and present research efforts in the 
design, synthesis, and characterization of both nonchiral and 
enantiomerically enriched forms of these interesting series of 
materials. The latter compounds are of special interest for device 
applications because of their low melting points (below room 
temperature in many cases) and ability to induce chirality in a 
nematic LC host when added as a dye dopant. As such, they could 
provide two separate modes of tunability when introduced into a 
liquid crystal material: (1) an electronic absorption mode that is 
tunable by alteration of the molecular structure through synthesis 
and (2) a selective reflection mode that is tunable by composition 
(concentration of the chiral dye in the host), electric field, and 
temperature. Some specific application examples for transition 

metal dithiolenes as near-IR dyes in LC electro-optical devices 
are also given. We conclude by presenting our most recent results 
that demonstrate the capability of computational chemistry to 
predict, prior to synthesis, both the near-IR electronic absorbance 
spectra and the helical twisting power (HTP) of transition metal 
dithiolenes as a function of molecular structure.

Properties of Transition Metal Dithiolenes 
Transition metal dithiolene complexes11,12 in which the cen-

tral metal is in a zerovalent state (oxidation number = 0) exhibit 
strong absorption bands in the 600- to 1600-nm region of the 
spectrum and are highly soluble in nonpolar organic solvents 
(e.g., toluene and hexane) as well as LC materials. The central 
metal can be any transition metal capable of forming square 
planar complexes, but complexes based on nickel, palladium, and 
platinum are the most common. Figure 106.48 shows the generic 
molecular structure of the transition metal dithiolene core.

The strong near-IR absorption maximum observed in transi-
tion metal dithiolenes is a function of both extensive electron 
delocalization about the dithiolene ring system and the interac-
tion of this delocalized system with available d‑orbitals on the 
central metal (Fig. 106.49).13 This interaction can be described 
using the linear combination of the atomic orbitals–molecular 
orbital (LCAO–MO) theory in which the atomic orbitals of the 
individual atoms are combined to form a series of lower-energy 
“bonding” and higher-energy “antibonding” molecular orbit-
als. The absorption of photons of sufficient energy results in 
the promotion of electrons from occupied (bonding) molecular 
orbitals to unoccupied (antibonding) molecular orbitals. The 
lowest-energy transition, and thus the one that occurs at the lon-
gest wavelength, is the transition between the highest occupied 
molecular orbital (HOMO) and the lowest unoccupied molecu-
lar orbital (LUMO) and is referred to as the “band gap.” This 
HOMO–LUMO transition is the one responsible for the strong 
near-IR absorption in the transition metal ditholenes.11,13 A 
secondary electronic transition of weaker energy also occurs in 
the visible region between 500 and 600 nm in these materials. A 
change in the oxidation state of the metal eliminates the near-IR 
absorption, greatly strengthens absorption in the visible region, 
and renders the complexes soluble only in polar solvents. Substi-
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Figure 106.48
The general molecular structure of transition metal dithiolenes. The 
physical properties of the complex are determined by the nature of 
the terminal functional groups, designated as X.
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tution of the central metal with a different zerovalent transition 
metal also produces changes in the near-IR mmax. Platinum and 
palladium complexes show a 20- to 30-nm hypsochromic (blue) 
shift and bathochromic (red) shift, respectively, as compared to 
nickel complexes with the same ligand structure.

S

S

H

H

S

S

H

H
M

+ Electron poor

– Electron rich

G4948aJRC

Figure 106.49
Ground-state charge distribution map of the nickel dithiolene core. The sulfur 
and nickel atoms are the most electron-rich areas in the molecule. 

The nature of the functional groups attached to the metal 
dithiolene core has a large effect on both the position of the 
electronic absorption maximum and the solubility of the dye 
in the host matrix. Conventional wisdom teaches that the best 
way to shift the electronic absorption maximum to longer wave-
lengths is to maximize the extent of electron delocalization by 
utilizing aromatic ring structures with an extensive r-delocal-
ization capability (phenyl, naphthyl, and anthracenyl) either as 
functional groups or incorporated within the central core of 

the molecule. Although effective, this approach has the dual 
disadvantage of increasing the melting point of the complex 
while decreasing its solubility. Counterintuitively, we found 
that thioether groups bonded directly to the dithiolene core 
not only shift the near-IR absorption of the complex to longer 
wavelengths but also enhance their solubility in LC hosts. 
As a direct result of this finding, we focused our attention on 
preparing new transition metal dithiolene complexes based on 
thioether terminal groups. Because platinum dithiolene com-
plexes absorb at shorter wavelengths and palladium complexes 
have proven to be very difficult to synthesize and isolate in a 
form pure enough for device applications, we continued to use 
nickel as the central metal of choice for these new materials.

Absorbance Dichroism
Transition metal dithiolenes are excellent candidates for near-

IR guest–host devices because of their high molar absorptivity 
(>30,000), remarkable thermal and photochemical stability, 
and high solubility in LC hosts as compared to other near-IR 
dyes. Figure 106.50 (top) shows the field-induced dichroism of 
a mixture of 1% of the nematic liquid crystalline metal complex 
“BisBuSDNi” in the nematic LC K-15 measured in a 24‑nm-
thick, antiparallel-rubbed cell with (1) no field applied and (2) a 
10-V, 100-KHz square wave applied to switch the cell into the 
homeotropic orientation. The drop in absorbance indicates 
positive dichroism; the contrast ratio at 860 nm is 5:1. An OD 
of 2.4 is easily achievable in the off state, and OD’s of 3.5 have 
been measured in similar cells at higher dye concentrations.7

Figure 106.50
(a) Change in absorbance with 
applied voltage for a 1% concentra-
tion of “BisBuSDNi” in a 24‑nm-
thick, antiparallel-rubbed cell. An 
OD of 3.5 at 860 nm is achiev-
able at higher dye concentrations. 
(b) Field-induced dichroic behavior 
of a mixture of nine thioalkyl-sub-
stituted nickel dithiolene dyes in 
Merck E7. Increasing the number 
of terminal substituents from two 
to four and altering their structure 
changes the sign of the dichroism 
from positive to negative.
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Changes in molecular structure can cause substantial 
changes in both the position of the dye mmax and the nature 
of the field-induced dichroism. Figure 106.50 (bottom) shows 
the field-induced behavior of a mixture of nine thioalkyl-sub-
stituted nickel dithiolene dyes in Merck E7. The total dye con-
centration was 3.2%, and the cell path length was 10 nm. This 
new series of dyes shows a small degree of negative dichroism, 
whereas the materials synthesized previously showed only 
positive dichroism. 

Solubility in an LC Host
Solubility testing of thioalkyl-substituted nickel dithiolene 

dyes in the LC host E7 (Merck) was conducted at selected con-
centrations between 0.3 wt% to 1 wt% along with several phe-
nyl-substituted nickel dithiolenes as reference compounds. Each 
dye was dissolved into 2 ml of the host by heating the host/dye 
mixture to 100°C with stirring for several hours. Upon cooling, 
each sample was filtered through a 0.45-nm Teflon membrane 
filter to remove any insoluble material. All samples were checked 
daily, both visually and by microscopic inspection at 100# 
magnification, for evidence of dye precipitation. For samples 
that showed precipitation, new mixtures were prepared at lower 
concentrations until a stable dye concentration was achieved.

Computational chemistry methods were employed in a par-
allel and complementary effort to aid in predicting the appro-
priate functional group combinations that would yield materials 
with the desired solubility and spectroscopic parameters.14 
Because limitations in the computational methods precluded 
solubility calculations in either anisotropic solvents or solvent 
systems composed of mixtures of compounds, Merck CB-15,  

an isotropic chiral cyanobiphenyl compound, was used to 
establish qualitative solubility trends. 

The solubility of a given solute in a solvent can be approxi-
mated by calculating its solvation energy and comparing this 
value with the bonding, or “reorganization,” energy. The solva-
tion energy DGsolv is defined as15

	

,

G G G G

G G G

covsolv elec disp

vib lib other

= + +

+ + +

D D D D

D D D

	 (1)

where DGsolv is the solvation energy, DGelec is the electrostatic 
solute–solvent interaction, DGcov is the energy to form a sol-
ute-shaped cavity, DGdisp is the London and van der Waals 
interactions, DGvib is the change in vibrational energy due to 
damping, DGlib is the conversion of rotations and translations 
to librations, and DGother is the solvent enthalpic and entropic 
structure (PV term, etc.). The value DGsolv can be used as a 
qualitative indicator of general solubility of the dye solutes in 
the same host with a larger positive value generally indicating 
a greater solubility in the solvent host matrix. Table 106.XII 
gives a compilation of melting points, near-IR absorbance, and 
solubility (calculated versus experimental results) for a series of 
substituted nickel dithiolene complexes with substituted phenyl 
and alkylthio terminal groups. General trends that can be drawn 
from the data in Table 106.XII are, that as the terminal groups 
are changed from substituted phenyl to alkylthio, (1) the melting 
points of the complexes drop drastically, (2) the near-IR mmax of 
the complexes are shifted substantially to longer wavelengths, 

Table 106.XII:	 Comparison of melting points, near-IR absorbance maxima, and solubility data (both calculated and experimental) for 
a series of phenyl-substituted and alkylthio-substituted nickel dithiolene dyes in Merck CB-15 and E7 hosts. A larger 
positive value for DGsolv indicates higher solubility.
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(°C)

mmax in E7 
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DGsolv Solubility limit 
(wt%)

–SC8H17 73 1020 1.0 –7.6725 0.50

–SC7H15 81.5 1020 0.5 to 1.0 –7.7164 0.50

–SC4H9 101 1020 0.5 to 1.0 –7.7190 0.50

–PhC4H9 228 to 230 910 0.3 to 0.5 –14.4373 0.50

–PhN(CH3)2 280 to 283 1056 0.3 to 0.5 –17.4080 0.05

–PhOC9H19 184 to 189 970 0.1 to 0.3 –21.6724 0.30

–PhOC4H9 246 to 248 970 0.1 to 0.3 –21.6950 0.30
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nickel (0) complexes. Modifications to the 
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substantially improved yields of product.

and (3) the solubility of the complexes in both CB-15 and E7 
(both calculated and experimental) increases. 

Materials Synthesis
The synthesis of nickel dithiolene dyes and their precur-

sor ligands was conducted using modifications of literature 
methods and have been reported elsewhere. Three basic 
methods have been employed, depending on the degree of 
substitution desired in the complex and its overall sym-
metry. Mesogenic nickel dithiolenes were synthesized by a 

modification7 of an earlier three-step procedure reported by  
Mueller–Westerhoff et al.,9,11 as shown in Fig. 106.51. 
Although relatively simple, this method has some disadvan-
tages in that the products are difficult to separate from the tarry 
by-products formed from phosphorous pentasulfide and, as a 
result, the yield of purified product is very low (5% to 15%). A 
second method that is useful for the preparation of alkylthio-
substituted nickel dithiolenes is based on literature methods 
reported by Wainwright and Underhill,16 N. Svenstrup et al.,17 
and A. Charlton et al.,18 as shown in Fig. 106.52. The method 
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Synthesis scheme for chiral transition metal dithiolenes incorporating a flexible spacer between the terminal groups and the dithiolene core.

is applicable to both chiral and nonchiral terminal groups. For 
nonchiral terminal groups, yields of the complexes ranged 
from 27% to 68%, while yields of complexes with bulkier, 
enantiomerically enriched terminal groups were substantially 
lower (5%–10%). A third method allows the insertion of a flex-
ible alkyl spacer ranging from 2 to 9 carbons between the thio 
group attached to the dithiolene core and an enantiomerically 
enriched chiral terminal group based on nonracemic carboxylic 
acids or alcohols, as shown in Fig. 106.53. The large, flexible, 
and bulky terminal groups make them somewhat difficult to 
isolate and purify. Currently, the overall yields for these materi-
als are quite low, ranging from a few percent up to around 15% 
for materials with shorter alkyl spacer groups.

Enantiomerically Enriched Nickel Dithiolene Complexes
Table 106.XIII gives the generic structure and physical 

properties, respectively, of these nickel dithiolene complexes 
with enantiomerically enriched terminal groups. The most 
remarkable feature of this series of chiral materials is how 
rapidly and dramatically their melting points decrease as the 
length and breadth of the terminal groups increase. With the 
exception of the S-(+)-2-methylbutylthioether derivative, all of 
the other materials are liquids at room temperature. 

Another interesting attribute of these new chiral metal 
dithiolenes is that they are capable of inducing a chiral nematic 
phase when added to a nematic LC host. Figure 106.54 shows 

Figure 106.54
Chirality transfer to an LC host by doping with a chiral nickel dithiolene 
complex. (a) Pure Merck E7 and (b) Merck E7 containing 0.5% of the S-(+)-2 
methylbutyltioether-substituted nickel dithiolene.
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Table 106.XIII:  Physical properties of the new chiral nickel dithiolene complexes.

photomicrographs under crossed polarizers of a sample of 
Merck E7 before and after doping with 0.5% of the S-(+)-2 
methylbutylthioether-substituted nickel dithiolene. The fin-
gerprint texture generated in the doped sample (helical pitch, 
length = 80 nm) is clear evidence that the chirality of the metal 
complex has been transferred to the LC host. 

Device Applications 
Transition metal dithiolenes have many possible commercial, 

military, and scientific applications in LC electro-optical devices 
for the near-IR region. Their high solubility in LC hosts, capability 
of exhibiting mesomorphism, excellent thermal and photochemi-
cal stability, dichroic capability, and broad wavelength range have 
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Figure 106.55
A schematic representation of the liquid crystal point diffraction interfere-
ometer (LCPDI) device.

made them of interest for use in LC devices for near-IR optical 
modulation, switching, nonlinear optics, and sensor protection.14 
In addition to these applications, nonchiral nickel dithiolenes 
have been extensively investigated as a component of the liquid 
crystal point diffraction interferometer (LCPDI), a phase-shifting, 
common-beam-path interferometer that uses an LC electro-optic 
device as the modulation element.19,20 Because both the object 
and reference beams follow the same path, the LCPDI is relatively 
insensitive to the mechanical vibrations, temperature fluctuations, 
and air turbulence that plague conventional phase-shifting inter-
ferometers. The LC host used in the LCPDI must be doped with 
a dye to compensate for differences in the cross sectional area of 
the sample and reference beams to ensure good fringe contrast 
(Fig. 106.55). Ideally, the dye should have as low a dichroism as 
possible to maintain constant interference fringe contrast with 
applied voltage. The LCPDI is being investigated as a beamline 
diagnostic for the 60‑beam, 40‑TW, 1054-nm OMEGA Laser 
System used in the Department of Energy’s inertial confinement 
fusion research at the Laboratory for Laser Energetics. The large 
physical size and the need for vibration isolation make conven-
tional near-IR phase-shifting interferometers impractical for these 
characterization activities since each of the 60 beams would have 
to be propagated a long distance across free space to reach the 
interferometer table. To date, transition metal dithiolenes are the 
only class of near-IR dyes that have the necessary combination of 
physical properties suitable for a near-IR LCPDI device.

The addition of chirality to the dithiolene core now opens 
new application possibilities. Since these new materials are non-

centrosymmetric, they may exhibit interesting nonlinear optical 
properties, either on their own in the liquid state or as a dopant in 
a suitable host. The demonstrated induction of chirality in nematic 
phases by doping with a chiral nickel dithiolene suggests the pos-
sibility of devices for sensor protection in the near IR that have 
two modes of tunability: one mode through the absorbance of the 
nickel dithiolene dye (tunable by synthesis) and a second tunable 
mode employing selective reflection wavelength shifting induced 
by electric field or temperature changes (see i.e., Fig. 106.56). 
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Figure 106.56
Device concept for sensor protection in the near 
IR based on chiral nickel dithiolene dyes. The 
device has two modes of tunability: one mode 
through the absorbance of the nickel dithiolene 
dye (tunable by synthesis) and a second tunable 
mode employing selective reflection wavelength 
shifting induced by electric field or temperature 
changes. Selective reflection occurs when the 
incident wavelength m equals the product of the 
average refractive index of the LC material and 
its pitch length P.
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Computational Chemistry Modeling of Nickel 
Dithiolene Systems

Advances in the science of computational chemistry over the 
past 20 years, the widespread availability and increasing ease 
of use of computational chemistry software, and an exponential 
reduction in the cost and size of extremely powerful computer 
hardware now make some degree of computational predictive 
capability for physical properties (e.g., solubility, electronic 
and vibrational spectra, reactivity, molecular configuration, 
and chirality) within the reach of nearly every laboratory that 
is involved in new materials research and development. Previ-
ously and out of necessity, researchers would have to follow an 
empirical approach of synthesizing, isolating, characterizing, 
and purifying hundreds of different compounds to establish 
structure–property relationships that could be used to further 
direct the design and development effort toward the desired 
goal. Of these hundreds of compounds synthesized, only a 
handful would have the necessary combination of physical 
characteristics to be deemed worthy of further study and 
development. Such a process is not only time consuming, labor 
intensive (weeks to months to completely synthesize and char-
acterize each compound), and costly, but can also be highly 
frustrating for organic chemists engaged in the synthesis of 
new materials—especially for those with limited resources. 
Modern hardware and user-friendly software now make it pos-
sible to model new compounds and their physical properties 
with remarkable accuracy within a few hours or days, which 
only a few years ago would have taken from weeks to months 
of work to achieve the same results.

Nowhere has there been more evidence of the predictive 
capability of computational chemistry than in the pharmaceuti-
cal industry, where computational molecular design techniques 
have been used to great advantage for a number of years in 
the rapid development of new drugs with enhanced biological 
activity and specificity at lower cost. More recently, computa-
tional chemical methods have been applied to the molecular 
engineering and design of liquid crystal materials for use both 
in the multibillion dollar information display industry and the 
optoelectronic, photonics, military, and life sciences sectors. 
In all of these examples, the vast majority of the target mate-
rials systems consist of organic molecules composed mainly 
of carbon, hydrogen, and nitrogen in combination with a few 
other elements (e.g., sulfur, fluorine, and phosphorous). The 
state of the art in computational chemistry modeling in these 
materials is well developed, and computational algorithms and 
procedures are well defined in a large body of existing litera-
ture. The application of computational chemistry techniques to 
transition metal organometallics and particularly the transition 

metal dithiolenes, represents a substantial challenge mainly for 
several reasons that include (1) the lack of previous research 
activity in the area from which to draw direction from, (2) the 
extremely small number of parameter files (basis sets) that 
can adequately account for the unique nature of the coordi-
nate-covalent bonds that are formed in these materials, (3) the 
intensive computational resources required to accomplish the 
calculations, and (4) the scarcity of computational chemistry 
software capable of modeling organometallic systems. In what 
follows, we describe the computational modeling methodol-
ogy that we have developed and applied to nickel dithiolene 
systems to predict, prior to synthesis, properties that include 
(a) the near-IR electronic absorbance spectra and (b) the heli-
cal twisting power (HTP) of the nickel dithiolene complex in 
a host medium for enantiomerically enriched materials. This 
effort is believed to be the first time that such calculations of 
this nature have been attempted in nickel dithiolene systems or 
in any other transition metal organometallic complex. 

1.	 Modeling of Electronic Transitions States and Near-IR 
Absorbance Spectra
The process of modeling electronic absorbance spectra is 

composed of three key steps. 

•	 The free energy of the molecular structure with respect to 
its conformation is minimized. 

Molecular mechanics calculations employing Newtonian 
mechanics and empirical force fields are used to generate a 
particular molecular conformation that represents an energy-
minimized state with respect to bond angles, electrostatic 
repulsions, and steric factors. This energy-minimized structure 
represents an approximate equilibrium conformation that must 
be further refined using quantum mechanical methods. 

•	 The electron distribution in the molecule is determined, 
and the available electronic energy levels and excited states 
are calculated. 

Either semiempirical or ab initio quantum mechanical 
methods can be used for this task. Semiempirical methods use 
some approximations and are employed when a certain degree 
of computational accuracy can be sacrificed in exchange for 
reduced computational resources and run time. Ab initio meth-
ods provide a much more detailed and accurate description of 
the quantum mechanical aspects of a molecular structure but do 
so at a cost of increased computational resource requirements 
and time. The substantially improved accuracy of ab initio 
calculations made them the preferred method for modeling the 
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exceedingly complex electronic distribution and excited-state 
transitions found in nickel dithiolenes. 

Ab initio calculations are based on a detailed description of 
the quantum mechanical aspects of a molecular structure using 
the Schrödinger equation, defined as 

	 ,H Eop =W W 	 (2)

where Hop is defined as the Hamiltonian operator, W as the 
wave function of the system, and E as the energy of the system. 
The Hamiltonian of the system represents its kinetic and poten-
tial energy. In a three-dimensional system, the Hamiltonian 
operator is defined as

	 ,H
m
h
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where h is Planck’s constant divided by 2r and m is the mass of 
an electron. The terms x, y, and z are the Cartesian coordinates 
of an electron with respect to the nucleus, while U refers to the 
potential energy of the system.21

A wave function is a mathematical expression that describes 
the wave nature of an electron after certain restrictions are 
placed on it by basis sets, which give specific information on 
the electronic structure and orbitals of the atoms as well as 
describing the path and behavior of electrons. The wave func-
tion expression is a group of Gaussian-type orbital equations 
for which the generic equation is

	 ,Nx y z el m n r
=W

-a 2
	￼ (4)

where x, y, and z are the Cartesian coordinates; l, m, and n are 
positive integer values that describe the angular momentum of 
the orbital, r is the distance to the center of the atom, N is the 
normalization constant, and a represents the orbital exponent 
of the Gaussian function. 

Because the Schrödinger equation cannot be solved directly 
for a many-electron system, various approximation methods 
can be used to make it solvable. The Hartree–Fock method 
uses three approximations to estimate the many-electron wave 
function; these include (1) the Born–Oppenheimer approxima-
tion (assumes that all nuclei are motionless with respect to the 
electron), (2) the linear combination of atomic orbitals (LCAO) 
approximation (assumes that electron orbitals may be expressed 
as one-electron basis functions centered on each atom), and 

(3) the Hartree–Fock approximation (which assumes that the 
sum of all single-electron calculations of a molecule is the same 
as the multi-electron calculation of the molecule). Because of 
inaccuracies associated with the Hartree–Fock approximation, 
the entire Hartree–Fock computational method becomes less 
accurate with increasing molecular size.22

Unlike the Hartree–Fock method, which uses an exact  
Hamiltonian with approximate wave functions written in 
terms of a product of one-electron functions, the density func-
tion theory (DFT) method replaces the many-electron wave 
function with electronic density as the basic quantity.23 The 
DFT method is widely employed in the field of computational 
chemistry and is considered to be a good method to use with 
transition metal complexes.

•	 Calculation of the allowable ground-state to excited-state 
transitions that are responsible for the electronic absor-
bance spectrum.

The expected excited-state electronic transitions are deter-
mined by including the configuration interaction (CI) model in 
the ab initio quantum mechanical calculations. The CI model 
is derived from Hartree–Fock calculations that are expanded to 
incorporate electronic excitation and changing shell levels. 

Because there was no single software package capable of 
handling all of the computational tasks, a total of four separate 
software packages running on two different computing plat-
forms were required. Molecular mechanics computations were 
conducted using Spartan 4 (Wavefunction, Inc.) on a 2-Ghz, 
dual-processor Intel XEON server. Ab inito and electronic 
spectra calculations were conducted using the open-source 
computational package GAMESS (General Atomic and Molec-
ular Electronic Structure System) from Iowa State University 
on a SGI Altix Server using sixteen 2.5-GHz Itanium 2 proces-
sors. Input-to-output file format conversions from Spartan to 
GAMESS were accomplished using Open Babel (www.source-
forge.net), while the final spectral output from GAMESS was 
processed, displayed, and plotted using the WebMO graphical 
user interface (http://webmo.net/index.html). 

Specifying the appropriate conditions to conduct the 
ab inito calculations using GAMESS proved to be extremely 
challenging. Parameter options and appropriate basis sets for 
the calculations must be selected and specified properly to 
achieve valid results. For relatively small organic molecules 
there is existing literature to guide the selection of appropriate 
options and parameter sets, but in the case of nickel dithiolenes 
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there is no pre-existing body of literature from which to draw 
guidance. The proper calculation conditions were determined 
through a combination of (1) an extensive study of the general 
literature on ab inito molecular modeling theory, (2) review 
of the handful of existing references on ab inito modeling in 
unrelated transition metals and their complexes, and (3) testing 
the selected modeling parameters and conditions by means of 
an iterative trial and error process. The calculation options that 
were ultimately selected and used in testing the model and its 
application to new nickel dithiolene systems are

•	 SCFTYP (self-consistent field wave function): Specifies the 
basic calculation type that is used. For our work, the restricted 
Hartree–Fock24 (RHF) and density functional theory25 
(DFT) options were used. The RHF method was ultimately 
chosen for the final calculations because (1) it was found to 
be more accurate than the DFT method in initial test trials, 
and (2) since the CI calculations required to calculate the 
absorbance spectra are based on the RHF calculations, they 
cannot be run concurrently with the DFT option. 

•	 CITYP (configuration interaction model type): Includes 
and specifies CI models in the ab initio calculations for 
electronic spectra calculations.

•	 BASIS and GBASIS: Specifies the type of basis set used for 
the calculation and what type of basis set function to choose, 
respectively. The minimal basis sets (GBASIS = STO) and 
split-valence basis sets (GBASIS = N31) were chosen initially 
because they were one of the few basis sets that were capable 
of producing accurate calculations for the electronic structure 
of nickel dithiolenes. The minimal basis set used was STO‑3G 
(Refs. 26 and 27) with three Gaussian functions. Split-valence 
basis sets used were 6-31G with six Gaussian functions, and 
6‑31G(d) (Ref. 28) with both six Gaussian functions and func-
tions that included d‑orbital calculations. The split-valence 
basis sets proved to be more accurate because they correctly 
predicted that valence electrons do most of the bonding. The 
6-31G(d) basis set specifies the inclusion of d-orbitals in the 
calculations, thus increasing their accuracy. 

•	 SCF and DIRSCF: Specifies whether the self-consistent field 
wave function will be calculated directly or indirectly.29 
Hartree–Fock calculations make use of a large number of 
two-electron repulsion integrals that are stored and retrieved 
from hard disk storage. The direct SCF calculation re-evalu-
ates the integrals directly without storing to disk during 
each Hartree–Fock iteration, which dramatically speeds up 
processing time.

•	 CIS and NSTATE: Specifies the method for determining 
the electronic structure30 and how many different peaks in 
the electronic spectrum should be selected for the calcula-
tions, respectively. The optimal value for NSTATE was 10, 
as lower values would generate inaccurate results while 
higher values would significantly increase calculation times 
without any significant gain in accuracy.

•	 DAMP: Aids in allowing the system to converge to an energy 
minimum state during SCF calculations.31,32 Ab initio cal-
culations were found to fail consistently in nickel dithiolene 
systems unless this option was added. 

The accuracy of the computational method was tested by 
modeling a series of nickel dithiolenes reported previously in 
the literature by Mueller–Westerhoff et al.,13 calculating the 
expected near-IR absorbance spectrum and comparing the 
resultant values to the literature data in several different sol-
vents (Table 106.XIV). A Pearson correlation r (a measure of 
the fit of a least squares linear regression through the data set) 
between the calculated and experimental near-IR absorbance 
data was determined for the compounds in Table 106.XIV. The 
correlation coefficient R2 describes the proportion of the points 
that can be accounted for by the linear regression. For the near-
IR absorbance data in Table 106.XIV, a correlation coefficient 

Table 106.XIV:	 Calculated and experimental near-IR peak absorbance 
data for a series of nickel dithiolene compounds previ-
ously prepared and reported in the literature.
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of 0.910117443 was obtained, which represents an excellent 
correlation between calculated and experimental results for 
a majority of the compounds modeled, considering that the 
theoretical model assumes that the molecule is not solvated 
(i.e., in a vacuum). The excellent correlation is strong evidence 
of the predictive capability of the computational method and 
validates its use in predicting electronic transition states in 
nickel dithiolene systems that have yet to be synthesized.

Table 106.XV shows the results obtained when the new 
computational method was applied to a series of yet-to-be 
synthesized nickel dithiolene systems with ligands of varying 
structure. The goal of this exercise was to be able to establish 
structure–property relationships that could be used in the 
design of new materials with an advantageous combina-
tion of physical and optical properties (high host solubility, 
large absorbance oscillator strength, and control of the peak 
absorbance maximum) through ligand selection. One nickel 
dithiolene complex with C6 alkyl terminal groups that has been 
previously prepared is also included in the table as a reference. 
One significant trend that can be observed on examination of 
the table is that the near-IR peak wavelength is red-shifted when 

sulfur-containing groups are bonded directly to the dithiolene 
core, whereas for phenyl groups the near-IR maximum is blue-
shifted. This observed trend is somewhat counterintuitive as 
it is normally accepted that the addition of aromatic groups in 
conjugation with another aromatic structure generally shifts the 
absorbance maximum of the molecule to longer wavelengths 
than do alkoxy or thioakyl groups because of resonance sta-
bilization (the energy gap between electron levels is reduced, 
thus allowing electronic-state transitions to occur at a lower 
energy and longer wavelengths). Clearly, the d-orbitals on 
the sulfur-containing terminal groups are providing a greater 
degree of resonance stabilization in this case than the phenyl 
groups. The nature of this stabilization is not yet understood 
and will be investigated in the future.

A serious limitation of the current modeling method is that 
GAMESS appears to be unable to produce accurate electronic 
spectral data for nitrogen-containing compounds. Computa-
tional failures were routinely encountered in every attempt to 
model nitrogen-containing nickel dithiolene structures. The 
same results were obtained in attempts to model even very 
simple, classical nitrogen-containing organic compounds. The 
source of the problem at this point is still unresolved, but it 
appears to be a basic functional issue with GAMESS itself and 
not with our specific computational methodology or parameter 
files. An investigation of this issue is ongoing.

2.	 Modeling of Chirality and HTP
In an effort to gain a better understanding of the relationship 

between absolute molecular configuration and optical rotation 
direction, there has been increasing interest in representing chi-
rality in a more quantitative, mathematical manner. It is some-
what surprising that the computational prediction strategy so 
successfully exploited by the pharmaceutical industry has only 
been applied very recently to the prediction of “chiroptical” 
properties of LC systems for advanced optical and photonics 
applications. The earliest reported activity in this area was by 
Lisetski et al.,33–35 who used atomic coordinates determined 
either experimentally by x-ray diffraction or computationally 
from molecular models to calculate the HTP for a series of 
cholesteryl esters. 

More recently, chirality has been determined computation-
ally using two different approaches that are innately different in 
their level of development, ease of use, and efficiency. The first 
of these methods, explored in 1995 by Zabrodsky et al.,32,36 
attempts to find the absolute distance between the correspond-
ing atoms of the two configurations of a chiral molecule if they 
were to be superimposed over one another. One disadvantage 

Table 106.XV:	 Predicted electronic spectral maxima for a series 
of candidate nickel dithiolene compounds that have 
yet to be synthesized. The first entry in the table is 
a compound that has been synthesized and included 
for reference.
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of this method is that it is extremely computationally intensive 
because of the large number of iterations required to arrive at 
solutions that are meaningful. 

In 1995 Osipov et al.,37 building on the work of Listeski 
et al,33–35 proposed a second, simpler method based on the 
calculation of a “figure of merit” for chirality that they termed 
the chirality index (G0). Recently, Solymosi et al.38 improved 
upon the chirality index by introducing a scaling factor that 
allows comparison between molecules with different numbers 
of atoms. This scaled chirality index (G0S) is used to find the 
contributions of individual atoms and atom groups to the over-
all (global) chirality of the molecule. This scaled chirality index 
is useful even in its abstract form; any asymmetry, if it exists, 
will be revealed by the nonzero value of G0S. A symmetrical 
molecule returns a chirality index value of zero in nearly every 
case. Promising correlations between G0S and important appli-
cations properties such as circular dichroism (CD) and the HTP 
of a chiral dopant in a liquid crystal host also have been shown 
by Neal et al.,39 and Osipov and Kuball.40

The scaled chirality index can be used to compare mol-
ecules of different sizes and is constructed to be maximized 
for a molecule with a strong steric stress and to vanish for any 
molecule that contains the point symmetry element Sn (a rota-
tion-reflection axis), which would preclude chiral behavior. 
The chirality index is also capable of predicting the sign of 
the optical activity. 

The numerical expression for the scaled chirality index is
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where rij values are the atomic radii of the atoms contained 
in the chiral group upon which the chirality calculations are 
conducted and wi, wj, wk, and wl are values that represent the 
weighting factors of the individual atoms i thru l. We used this 
numerical expression to develop a multiplatform, multithreaded 
computational program to efficiently compute the chirality 
index for molecules of up to 250 atoms within minutes on most 
high-performance computer systems. Initial computations were 
performed on a SGI Origin 2000 server (sixteen 400‑MHz 

processors) running SGI IRIX 6.5, which would typically 
complete a chirality index calculation for a molecule with 
200 atoms in approximately 4 h. The same code recompiled to 
run on a SGI Altix server (sixteen 2.5-GHz Itanium 2 proces-
sors) running Red Hat Enterprise Linux Release 3 computed 
the chirality index for the same compound with 200 atoms in 
approximately 5 min. 

Finally, using the scaled chirality index, it is possible to 
determine the contributions of each atom to G0S using
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where A is a specific atom in a molecule. Knowledge of the indi-
vidual atom contributions can help to identify which molecular 
substructures or terminal groups have the greatest influence on 
the overall chirality of the molecule. 

The HTP of a chiral material is essentially a measure of its 
ability to rotate incident linearly polarized light as a function 
of its concentration (if it is dissolved in a LC host material) or 
as a function of path length (if it is pure LC material). The HTP 
(bM) is defined mathematically as

	 ,pc rWM
1=b -

_ i 	￼ (7)

where p is the pitch length of the chiral medium39 (the distance 
needed for polarized light to rotate 360° through the medium), 
cW is the weight concentration, and r is the enantiomeric purity 
of the chiral material. As Eq. (7) shows, a material with a large 
HTP will be more effective at rotating plane-polarized light 
at much lower concentrations (or shorter path lengths) than a 
material with a small HTP. Materials with a large HTP are 
also more desirable because they can be used in much lower 
concentrations to achieve an equivalent optical effect, which 
not only reduces materials and device costs (chiral materials 
are usually the most expensive component of an LC mixture), 
but also avoids potential solubility and miscibility problems 
that occur when higher concentrations of chiral dopants with 
a small HTP are used.
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Recent work by Neal et al.39 shows a good correlation 
between HTP and G0S. The correlation between G0S and HTP 
has also been validated by the research of Osipov and Kuball,40 
which lays the foundation for the relationship between CD 
and HTP. Circular dichroism is observed when an optically 
active material absorbs left- and right-hand circular polarized 
light differently as a function of wavelength. The correlation 
between G0S and HTP was shown to be applicable only to rigid 
molecular systems.39

For flexible molecules, the scaled chirality index only 
accounts for one of many possible conformational isomers 
(“conformer”) of a molecule. Thus, in molecules with a high 
degree of rotational freedom, a new method has been developed 
to account for a large number of conformers. This method 
defines a complex chirality parameter |0 based on the Con-
noly41 surface of a chiral molecule. This parameter, which can 
be computed very rapidly, has been used most effectively in 
conjunction with a Monte Carlo simulation.42 In the simulation, 
a molecule is moved stepwise into millions of different confor-
mations and the parameter is calculated for each conformer. 
Through this computationally intensive method, the prediction 
of HTP has been extended to flexible molecules in a limited 
number of cases.43

In the bulk of the previous literature on scaled chirality 
index calculations, the weight factor (wi) is set to 1.0 to cre-
ate a uniform density distribution. When using this method, 
it has been shown through the analysis of individual atom 
contributions that the main contributors to G0S are (1) atoms 
located at points of steric stress and (2) atoms located a large 
distance from the molecular core (these are most frequently 
hydrogen atoms). Only one other weighting method has ever 
been applied. Solymosi et al.44 set the weight of each atom 
equal to its van der Waals volume in their study of ferroelec-
tric LC systems. This weighting method took into account the 
effect of excluded volume and was appropriate for use in the 
prediction of spontaneous polarization.

Our approach substituted the atomic mass into the calcula-
tion as the weight (wi = atomic mass), as first suggested by 
Solymosi et al.38 To our knowledge, we were the first to use 
atomic mass as the weighting factor for the chirality index.41 
We hypothesized that the application of atomic mass would 
negate the effects of distance from the molecular core and 
enhance the effects of steric stress. Because the atoms at the 
greatest distance from the core are usually hydrogen and 
those at points of steric stress are carbon and/or other heavier 
elements, appropriate weighting was expected to enhance the 

accuracy of the chirality index and lead to a greater predictive 
power for important properties like HTP. 

Briefly stated, the calculation of the scaled chirality index 
involves a series of five steps: (1) The desired molecular 
structure is created and energy minimized using conventional 
molecular mechanics computational software. (2) All possible 
groups of four neighboring atoms within the molecule are 
selected and used to form the corners of a tetrahedral sym-
metry element. (3) The edge lengths of each tetrahedron are 
calculated and put into the chirality index equation to compute 
the chirality for a given tetrahedral element. (4) Summing all 
tetrahedral element contributions to the chirality gives the 
overall chirality index (no contributions from symmetric tet-
rahedra). (5) A scaling factor is applied to compensate for the 
variation in the number of tetrahedral symmetry elements as 
a function of molecular size. In our case, the actual mass of 
each atom in every tetrahedral element is taken into account, 
yielding the weighted, scaled chiral index G0SW.

The effectiveness of the new weighted, scaled chirality index 
calculation was tested by calculating the HTP for six well-
known rigid and flexible chiral molecular systems (binaphthol 
derivatives, helicenes, chiral steroid esters, phenylpropanoic 
acid derivatives, and mono- and bis-aminoanthraquinones 
with chiral substituents)41 and comparing the calculated data 
to experimental HTP data from the literature.45–52 A Pearson 
correlation of the calculated HTP data to the experimental 
HTP data was determined for each molecular system and as a 
global correlation for all systems. The Pearson correlation r is 
a measure of the fit of a least squares linear regression through 
the data set. Likewise, the correlation coefficient R2 describes 
the proportion of the points that can be accounted for by the 
linear regression. For rigid molecular systems, the overall cor-
relation was very strong for both the unweighted and weighted 
chirality indices, as shown by the linear regression fit for the 
plots of the chiral indices versus the experimental HTP data 
in Fig. 106.57.41 Although these molecules are all relatively 
rigid, the most flexible molecules within the systems appear 
to have the poorest correlation to experimental HTP data. A 
close examination of individual atom contributions reveals the 
benefits that the weighting system was expected to provide: the 
hydrogen atoms are not large contributors and the effects of 
steric stress are pronounced. The use of atomic mass predicts 
HTP more accurately when the experimental HTP is higher 
than 100 nm–1. In the case of the flexible systems, although 
the overall correlations were not as strong (as was expected 
to be the case from previous work by Neal et al.),39 the use 
of atomic mass to weight the chirality index did enhance the 
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quality of the correlation between calculated and experimental 
results significantly.41

With the effectiveness of the new chirality index method 
now established, we applied it to the calculation of weighted 
and scaled chirality indices for the enantiomerically enriched 

nickel dithiolenes described previously in Enantiomerically 
Enriched Nickel Dithiolene Complexes (p. 117) and shown in  
Table 106.XIII. This chirality index data was then used to 
calculate the theoretical HTP for each chiral metal complex.41 
The results of these calculations, along with available experi-
mental HTP data, are shown in Table 106.XVI. Each X group 
can contain 1 to 3 chiral centers for a total of 4 to 12 chiral 
centers in each molecule. The rigid correlation was used both 
for the first two compounds where there was no spacer group 
(n = 0) and for all compounds with n # 6, while the flexible 
correlation was used for compounds with n > 6. For the mate-
rials with spacer groups, their low melting points made their 
purification very difficult and, as a result, sufficient quantities 
of high-purity materials were not available for experimental 
determination of the HTP.

Comparison of the calculated HTP values for the com-
pounds in Table 106.XVI that contain a spacer group predicts 
that for materials with the same terminal X group, the HTP is 
expected to decrease with increasing spacer length. When the 
flexible spacer length is nine, the calculated HTP values are 
all generally the same. There is also good agreement between 
the calculated and experimental values for HTP in the two 
compounds with no spacer group, which, to a very limited 
extent, verifies the predictive capability of the approach. A 
full assessment of the predictive capabilities of the weighted, 
scaled chirality index requires isolation and purification, in 
sufficient quantities, of the remaining chiral nickel dithiolenes 
in Table 106.XVI for experimental HTP studies. This effort is 
currently in progress.

Because G0S can fluctuate dramatically on the basis of 
the lowest energy state of the energy-minimized conformer, 

G6945JR

Terminal Experimental Experimental Calculated
 group solvent wavelength wavelength
   (nm) (nm)

 X = H Hexane 720 720.91

 X = CH3 CHCl3 774 843.08

 X = CF3 Pentane 715 775.05

 X = S-C4H9 CHCl3 1104 1012.31

 X = C6H5 CHCl3 866 845.19

 X = 2-napthyl CHCl3 905 993.08

 X1, X4 = H CH2Cl2 805 857.78
 X2, X3 = C6, H5

S S

S S

M

X

X

X

X
M = Ni
X = Terminal groups

Table 106.XVI:  The chiral X groups and helical twisting power data for a series of nickel dithiolene IR dyes.

Figure 106.57 
The weighted (a) and unweighted (b) scaled chiral indices of all 32 rigid 
molecules plotted against the experimental helical twisting power data. A 
linear regression is used to determine the strength of the correlation. The 
R2 value of the weighted index (0.82) is slightly stronger than that of the 
unweighted index (0.81).
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extreme care must be taken when attempting to use the chiral-
ity index as a global predictor for HTP. The high dependence 
of G0S on the minimum conformer energy state also accounts 
for the poor correlation of the scaled chirality index for flex-
ible molecules. In this case, the computed energy-minimized 
conformer structure may not completely represent the actual 
conformer structure (or structures) that would be most likely 
to occur in nature. A better method for the prediction of HTP 
would take into account the many possible conformational 
geometries of a given molecule when computing the chirality 
through the use of Monte Carlo simulations. 

Another limitation of the scaled chirality index method in its 
present form is that it is capable of accounting for factors such 
as temperature or dopant/host interactions only in nematic LC 
hosts. An improved chirality index that can incorporate both of 
these factors for other LC hosts would allow for a more accurate 
correlation, including global correlations between different 
molecular systems.53 If the weighted, scaled chirality index 
method can be combined with a Monte Carlo simulation of 
geometric conformers (currently limited by processor speed), 
this enhanced chirality index could significantly increase the 
efficiency of chiral materials development. The latter point is 
the focus of our current and ongoing investigations. 

Summary
Transition metal dithiolenes offer exciting new research 

opportunities in both materials chemistry and device applica-
tions. These new dyes are highly soluble in LC hosts, possess 
excellent thermal and photochemical stability, have structure-
dependent dichroism, and can show LC mesomorphism on 
their own with the proper terminal functional groups. These 
properties, combined with their broad wavelength range, are 
all valuable attributes for near-IR LC device applications. 
The addition of enantiomerically enriched terminal groups 
to the dithiolene core results in a novel family of near-IR 
dyes that have low melting points (in many cases well below 
room temperature) and can induce both chirality and optical 
absorption when added to a nematic LC material. This new 
class of “liquid chiral dyes” is expected to give rise to a host 
of application possibilities in areas such as nonlinear optics 
and sensor protection.

The application of computational chemistry techniques to 
transition metal dithiolenes as described in this work repre-
sents a substantial technical achievement, given the lack of 
previous research activity in modeling transition metal organic 
complexes in general. The computational modeling methodol-
ogy that we have developed was successfully applied to nickel 

dithiolene systems in the prediction of both the near-IR elec-
tronic absorbance spectra and (for enantiomerically enriched 
materials) the helical twisting power in a host medium. These 
calculations represent what we believe to be the first of this type 
attempted for nickel dithiolene systems, or, for that matter, in 
any other transition metal organometallic complex. With these 
new computational techniques now in hand, the concept of 
designing and predicting, prior to synthesis, which structural 
elements will provide the most promising new transition metal 
dithiolene complexes for optical and photonics applications 
now becomes a very realistic objective. 
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