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Introduction
In direct-drive inertial confinement fusion (ICF) experiments, 
laser beams directly illuminate a spherical capsule to drive 
an implosion. The capsule compression transfers the kinetic 
energy of the converging shell into the internal energy of the 
fuel, triggering fusion reactions in the hot dense core.1 The 
laser energy that drives the implosion is absorbed in the plasma 
corona and conducted to the ablation front of the target by 
electron thermal transport, resulting into ablation of the shell 
and its corresponding acceleration caused by the rocket effect.2

Laser beams crossing in the coronal plasma can drive the 
stimulated Brillouin scattering (SBS) instability, which can 
redirect a significant fraction of the incident energy out of 
the plasma.3 Cross-beam energy transfer (CBET) is seeded 
SBS facilitated by ion-acoustic waves driven by the beating 
of two electromagnetic waves in a plasma.4 Depending on the 
amplitude of the driven ion-acoustic wave, energy is transferred 
from one electromagnetic (pump) wave to another (seed) wave. 
In direct-drive fusion experiments, outgoing rays that have 
refracted around the target beat with incoming rays from other 
beams to transfer significant energy out of the plasma before 
it can be absorbed. In simulations of direct-drive implosions, 
where individual beam intensities remain low (I < 1014 W/cm2), 
the amplitudes of the ion-acoustic waves are small. Neverthe-
less, significant energy transfer results from the net effect of 
many beam crossings throughout the coronal plasma.5–7

The existence of CBET was first demonstrated by experi-
ments using planar targets.8,9 In indirect-drive ICF experiments, 
this mechanism was used to transfer kilojoules of laser energy 
from the polar to the equatorial drive of an imploding target to 
improve capsule symmetry,10–12 but uncertain plasma condi-
tions and the large amplitude of the ion-acoustic waves driven by 
high single-beam intensities (I + 1015 W/cm2) have challenged 
the ability to obtain an accurate predictive model.11–13 These 
experiments additionally identified the ability of CBET to rotate 
the polarization of the beams, suggesting that polarization rota-
tion should be included when modeling systems with multiple 
CBET regions.14,15 Direct-drive experiments used scattered-
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light spectra and shell-trajectory measurements to demonstrate 
the existence of CBET5 and estimate its level.6,16,17

This article presents measurements of CBET’s effect on 
coupling laser energy to the ablation front of a target by com-
paring its effect on the mass ablation rate and ablation-front 
trajectory in low- and high-CBET regions in the same implo-
sion. A polar-direct-drive configuration18 was used, in which 
a ring of beams encircling the equator was dropped and the 
remaining beams were repointed toward the equator, reducing 
detrimental CBET at the poles while enhancing it at the equa-
tor.19,20 This combination of low- and high-CBET conditions 
in the same target implosion made it possible to determine the 
effects of CBET on hydrodynamic coupling (Fig. 146.1). The 
simultaneous measurements of the angularly resolved mass 
ablation rates and shell trajectories determine the kinetic energy 
of the implosion by providing the instantaneous mass of the 
target and the ablation-front velocity.

Two-dimensional DRACO21 hydrodynamic simulations 
performed with an implicit Schurtz–Nicolai–Busquet (iSNB) 
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Figure 146.1
The polar-direct-drive laser configuration results in greater power transferred 
by cross-beam energy transfer (CBET) at the target equator compared to 
the pole (black curve). The consequent difference in ablation pressure (red 
dashed–dotted curve) was calculated from 2-D DRACO simulations with and 
without the CBET model for the highest-intensity polar-direct-drive OMEGA 
experiments (t = 0.8 ns).
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thermal-transport model,22 but without a CBET model, 
reproduced the measured trajectories at the pole of the target, 
verifying that the coupling physics is well modeled when 
CBET effects are negligible. These simulations, however, 
overpredicted the velocity of the shell and ablation rate at the 
equator. By including a 3-D ray-based CBET model adapted 
from 1-D plane-wave equations developed by Randall4 in the 
hydrodynamic simulations, the simulated equatorial trajecto-
ries agreed better with measurements, while having a minimal 
impact on the polar trajectory. However, the simulations still 
overpredicted the drive at the equator.

The geometric ray-propagation model used in DRACO 
transports energy while neglecting diffraction effects that pro-
duce small-scale structures (temporal and spatial). The CBET 
model requires knowledge of the cumulative background pump 
intensity distributed over the propagation angle and wavelength, 
which is computed by accumulating the ray-energy path-length 
product and weighting the sum by the cell volume to capture 
the relevant hydrodynamic scale.23 Diffraction may vary the 
energy transfer above or below the average value computed 
using this ray model if there is a nonlinear CBET response, but 
the net effect is uncertain given the small spatial and temporal 
interaction scales involved. DRACO’s ray model does not cur-
rently track polarization, but the net effect should be captured 
by assuming an even mixture, given the even distribution of 
polarization states generated by the polarization smoothing24 

processes on OMEGA.The correct formulation of the net 
response of polarization, which depends on the ray-interaction 
angles, is under investigation and may partially account for 
the overestimated shell kinetic energy. When a multiplier on 
the CBET gain was added to the model, excellent agreement 
between the measured and simulated mass ablation rates and 
shell trajectories was obtained at all angles. These measure-
ments were performed on OMEGA25 and at the National Igni-
tion Facility (NIF)26 to access a wide range of laser intensities, 
plasma conditions, and laser-beam geometries. The need for 
the CBET multiplier in all the tested configurations suggests 
that additional physics effects, such as diffraction, polarization 
effects, or shortcomings of extending the Randall model to 
3-D, should be explored to explain the difference in observed 
and predicted drives.

Experimental Setup
1. Target and Laser Configuration

a. Isolating CBET.  Experiments were performed on 
OMEGA25 using forty 351-nm laser beams with equal ener-
gies, arranged in the polar-direct-drive configuration, with 
three rings of beams around each pole of the target chamber. 

The beams were repointed toward the target equator by 5° for 
the two inner rings of beams and 20° for the outer ring at each 
pole, using the angle definitions and pointing description from 
Ref. 27. The beam profiles were shaped with distributed phase 
plates28 that provided second-order super-Gaussian laser spots 
on target (1/e radius of 183 nm). Two-dimensional smoothing 
by spectral dispersion (SSD)29 and polarization smoothing24 
were used to treat the laser-intensity profiles. The laser pulses 
consisted of a 0.7-ns foot, ramping up to a 0.6-ns square pulse 
that drove the target to its final velocity (Fig. 146.2). The 
total energy on target was varied among 8.1!0.2 kJ (I . 7 # 
1014 W/cm2, where I is the peak overlapped intensity defined 
as the maximum power during the laser pulse divided by 
the initial surface area of the target), 11.8!0.1 kJ (I . 10 #  
1014 W/cm2), and 16.0!0.1 kJ (I . 14 # 1014 W/cm2). The 
targets were 19.6!0.3-nm-thick spherical CH shells. They 
were coated with 2.4!0.2, 1.6!0.2, and 0.6!0.2-nm layers of 
Si, with outer diameters of 639 nm, known to !1 nm with a 
variation between experiments of !4 nm. The density of the 
Si coating was 2.1!0.2 g/cm3 but had a significantly smaller 
variation (<0.2 g/cm3) within a particular target batch. Each 
experimental configuration discussed here used targets from a 
single batch, so the density variation for a particular configura-
tion was negligible.
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Figure 146.2
The laser pulse shapes are shown for the OMEGA (green dashed–dotted 
curve) and NIF (black solid curve) experiments.

b. Scaling to ignition conditions.  Experiments were per-
formed on the NIF using 192 laser beams (with one beam 
missing on the 2.5-nm Si experiment) in the indirect-drive 
configuration, with the polar-direct-drive beam-pointing design 
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and ring energies described in Ref. 30. This pointing design 
produced a round CH implosion in simulations when CBET 
was considered without a gain multiplier. The total laser energy 
was 660 kJ, giving a peak overlapped intensity on target of 
+8 # 1014 W/cm2.

The laser pulse was similar in shape to the OMEGA pulse 
but extended over 8 ns (Fig. 146.2). Targets were 90!2-nm-
thick CH shells with Si coatings of 2.5!0.1 nm and 5!0.1 nm 
and outer diameters of 2314!2 nm. The density of the Si coat-
ing was reported as 2.1!0.2 g/cm3.

c. Symmetric direct drive on OMEGA.  Symmetric direct-
drive experiments were performed on OMEGA using all 
60 laser beams centered on the target. The same beam-smooth-
ing methods, phase plates, pulse shape, total energies, and 
intensities were used as in the polar-direct-drive experiments. 
The targets were also similar to those used in the polar-direct-
drive experiments, with 20.1!0.3-nm-thick CH shells having 
a variation between targets of !0.8 nm and Si thicknesses of 
2.4!0.2, 1.4!0.2, and 0.7!0.2 nm. Outer diameters had an 
average value of 637 nm, measured to !2 nm, and a variation 
between targets of !11 nm. The density of the Si coating was 
reported as 2.1!0.2 g/cm3.

2. Self-Emission Diagnostic
a. Configuration of the x-ray framing camera.  The x-ray 

self-emission was measured using four-strip x-ray framing cam-
eras.31,32 Two-dimensional images of the coronal x rays were 
formed using arrays of pinholes (8-nm diameter for OMEGA, 
25-nm diameter for the NIF), placed to give 6# magnifications 
on OMEGA and 2# on the NIF. The +50-ps time-gated images 
(+100 ps for the NIF) were taken throughout the implosion, with 
absolute timing known to !10 ps and the interstrip timing of 
+250 ps known to !3 ps (Ref. 33). Five filters were used for the 
images throughout the course of the experiments: (1) 25 nm of 
Be, (2) 250 nm of Be, (3) 25 nm of Be with 23 nm of Saran, 
(4) 25 nm of Be with 50 nm of Kapton, and (5) 25 nm of Be 
with 75 nm of Kapton. Different filters were used to optimize 
imaging of the ablation front and the interface between the Si 
and CH in the corona. The 25-nm Be filter (blocking x rays 
<1 keV) was found to optimally image the CH ablation front 
late in time because of the lower ablation-front temperature. 
The 250-nm Be filter (blocking x rays <2 keV) was optimized 
to image the Si/CH interface as it expanded away from the 
ablation front because of the higher temperature in the corona. 
The combination of Be and Saran (blocking x rays <1.6 keV) 
provided a good compromise between the two. The Be and 
Kapton filters (blocking x rays <2 keV) were used on the NIF 

for the first three strips on each camera. Only 25 nm of Be 
was used for the last strip in each camera to measure the CH 
ablation-front position. Images were taken from the equator 
and pole for all of the polar-direct-drive experiments, so that 
both the variation in ablation rate and ablation-front trajectory 
with polar angle and the azimuthal symmetry of the implosion 
could be observed. Both configurations on OMEGA experi-
ments had two equatorial cameras offset by 11° in polar angle 
from the equator and one camera on the pole to measure the 
azimuthal symmetry. The NIF experiments had one camera on 
the equator and one on the pole.

b. Trajectory measurements.  X-ray self-emission images 
of Si-coated CH target implosions were used to determine 
the mass ablation rate of Si and the ablation-front trajectory 
of the target.34,35 While the laser is on, the coronal plasma 
around the target is continually heated and emits soft x rays. 
The x-ray intensity that is line integrated through the target is 
imaged through a pinhole onto a time-gating diagnostic plane. 
Figure 146.3 shows the x-ray self-emission technique at a time 
shortly after the laser burned through the Si layer of the target, 
when the corona consists of an outer Si plasma and an inner 
CH plasma surrounding the unablated target.

Figure 146.3(b) shows the simulated x-ray intensity profile 
at the diagnostic plane when two distinct features are observed. 
Moving from the outside of the plasma toward the target center, 
an increase in x-ray intensity is observed as the line-integrated 
distance through the Si plasma increases. A rapid drop in 
intensity occurs at the interface between the Si and CH as the 
lower-emitting CH quickly dominates the integrated x-ray 
emission region (outer feature). The intensity again increases 
with further progress toward the center of the target until the 
ablation front is reached. At the ablation front, the emission 
quickly drops because the shell is optically thick (inner fea-
ture). These two features observed in the radial intensity at the 
diagnostic plane are used to track the positions of the Si/CH 
interface and ablation front.35

Figure 146.4 shows measured x-ray self-emission images and 
their respective intensity profiles at three different times for a 
symmetrically illuminated implosion. In the symmetric images, 
these profiles are angularly averaged around 360° of the image 
to obtain a measurement accurate to <1 nm for both the inner 
gradient (ablation-front radius) and outer peak locations (Si/CH 
interface position). In angularly resolved images, the profiles at 
the pole and equator are each averaged over 40° (20° at each 
pole or each side of the equator). The instrument function of 
the x-ray diagnostic (defined predominantly by the pinhole size) 
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Figure 146.3
(a) Line-integrated x-ray self-emission from the target is imaged through a pinhole and filter (transmits >1 keV) onto an +50-ps time-gated microchannel plate. 
(b) Comparison of the calculated radial x-ray intensity profile measured at the diagnostic plane (black solid curve) with the simulated target-density profile in 
the cold shell (gray solid curve), in the CH plasma (purple dotted curve), and in the Si plasma (blue solid curve). Two peaks in the emission correspond to the 
positions of the Si/CH interface in the coronal plasma (black dashed–dotted line) and the ablation front of the imploding shell (green dashed line). No instru-
ment function is included in the x-ray intensity profile calculation to illustrate the steep gradients at the ablation surface and Si/CH interface.

Figure 146.4
Self-emission x-ray images, taken (a) before and [(b),(c)] at two different times shortly after the laser burns through the Si layer, are shown with their correspond-
ing averaged radial profiles. The positions of the measured ablation front (green dashed line) and the Si/CH interface (black dashed–dotted line) are included.
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introduced a small systematic shift (+2 nm) between the posi-
tion of the inner gradient and the actual position of the ablation 
front.35 This shift was determined by post-processing simula-

tions with Spect3D36 and convolving with the instrument func-
tion to calculate self-emission images. The shifts are known to 
!1 nm for the ablation front and !2 nm for the Si/CH interface.
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c. Measurements of mass ablation rate.  The average mass 
ablation rate of the Si from the start of the laser pulse to the Si 
burnthrough time is determined by dividing the total ablated 
mass (calculated from the initial Si mass) by the time it took 
the laser to burn through the Si layer. The time-resolved mass 
ablation rate was determined by varying the thickness of the Si 
outer layer to determine the time-averaged mass ablation rate 
at different times during the implosion.

To determine the burnthrough time in each experiment, 
the measured Si/CH interface and ablation-front positions 
from the series of images taken for a particular implosion 
were plotted to generate the ablation-front and Si/CH interface 
trajectories. The burnthrough time of the Si layer corresponds 
to the time when the Si/CH interface trajectory separates 
from the ablation-front trajectory. To accurately determine the 
burnthrough time, a range of simulations was performed, vary-
ing the CBET multiplier. The simulation that simultaneously 
reproduced both measured trajectories was used to determine 
the Si burnthrough times around the target. The accuracy of the 
measurement corresponds to the variation in the burnthrough 
time for the simulated trajectories that are within the error bars 
of the experimental measurements.

The Si/CH interface trajectory is sensitive to the initial Si 
mass. For all experiments in a given target batch, the optimum 
Si density used in the simulations was determined by finding the 
density that minimized the differences between the simulated 
and measured interface trajectories at the pole. The density 
was varied within the measurement uncertainties (see Isolating 
CBET, below). The absolute error in the mass largely results 
from the uncertainty in density. This inaccuracy in the calculated 

mass could mask uncertainties in the equation of state, opacity, 
and thermal-transport models, but tests show that these effects 
primarily act symmetrically. Any changes in the models that 
affect the trajectories symmetrically must be offset by changes in 
another symmetric coupling model—not the CBET model—to 
maintain agreement with the measured polar trajectories.

Experiments 
1. Isolating CBET

To measure the effects of CBET in direct-drive experiments 
on OMEGA, a laser configuration was used in which a ring of 
beams around the equator was turned off and the remaining 
beams were repointed toward the equator. This configuration 
limits the intensity of the refracted outgoing light that interacts 
with incoming polar beams, significantly reducing CBET at 
the pole. The repointing increases the flux of unabsorbed light 
propagating through the equatorial coronal plasma, which 
enhances CBET at the equator (Fig. 146.1). The implosions 
were designed to have nearly uniform drive around the target 
when CBET was not taken into consideration, so differences 
in measured drive between the pole and equator are attributed 
to CBET.

Figure 146.5 shows x-ray self-emission images taken from 
the equator after the laser burns through the Si layer. The 
intensity features visible in the images show the positions of 
the ablation front and Si/CH interface, which form two con-
centric ellipses with opposite ellipticity. The ablation-front 
ellipses show larger shell radii at the equator compared to the 
pole, demonstrating that the ablation pressure is lower at the 
equator compared to the pole. The smaller separations between 
the Si/CH interface and ablation-front ellipses at the equator, 
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Figure 146.5
X-ray images taken after the burnthrough of a thin Si layer at (a) t = 0.7, (b) 0.8, and (c) 0.9 ns in an experiment having the highest intensity (14 # 1014 W/cm2) 
are shown. The images indicate earlier burnthrough at the poles of the target (top and bottom of images) than at the equator. The increased separation of the 
Si/CH interface (dotted line) and ablation front (solid line) at the poles implies a greater time of expansion for the Si from the ablation front. This increased 
drive results in a smaller ablation-front radius measured at the pole than at the equator.
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compared to the pole, indicate that the laser burned through 
the Si later at the equator. The expansion of the Si/CH interface 
away from the target and compression of the ablation front as 
a function of time can be seen through the series of images.

Figure 146.6 shows the ablation-front and interface trajecto-
ries used to determine the Si burnthrough times, i.e., the time 
that each trajectory pair separated with values of 0.59!0.04 ns 
for the equator and 0.52!0.04 ns for the pole. The later burn-
through time at the equator, compared to the pole, agrees 
with the lower mass ablation rate at the equator suggested 
by the individual images. The measured ablation-front radii 
of 140!2 nm for the equator and 111!2 nm for the pole at 

1.49!0.01 ns indicate a lower average ablation pressure at the 
equator compared to the pole, which leads to a slower velocity.

a. Comparison with hydrodynamic simulations.  Fig-
ure 146.6 shows good agreement between the trajectory 
measurements at the pole and polar trajectories taken from 
DRACO21 simulations that did not include CBET. This agree-
ment at the pole suggests that the coupling physics is well 
modeled when CBET effects are small. Calculated trajectories 
at the equator are very similar to those calculated at the pole, 
which suggests that without CBET, the implosion would be 
symmetric. However, the measured equatorial trajectories 
show later burnthrough and a larger final radius than were 
calculated, indicating that the CBET significantly reduced the 
drive at this location.

A 3-D ray-based model23 adapted from the 1-D Randall 
plane-wave equations4 was implemented in DRACO. Fig-
ure 146.6 shows that simulations run with this model calculate 
a preferential decrease in drive at the equator, bringing simula-
tions into better agreement with measurements. The addition 
of this CBET model results in small changes in the calculated 
polar trajectories at early times, verifying that CBET is negli-
gible at the pole until the target radius is K250 nm (+0.9 ns). 
An increased effect of CBET at the pole is observed at this 
point because of an increase in the SBS seeds from rays that 
were previously shadowed by the target and an increase in the 
incident laser power (Fig. 146.2). Even late in time, however, 
the ablation-front trajectories calculated without CBET are in 
reasonable agreement with the measurements.

The trajectories at the equator are slowed to a greater degree 
than at the poles, indicating that CBET has a stronger effect 
at this location. The simulated Si burnthrough time is still 
too early and the ablation-front trajectory still too fast, how-
ever, to agree with the measurements. To estimate the CBET 
modification required to bring simulations into agreement with 
measurements, a multiplier ( fCBET) was incorporated into the 
CBET gain length:
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given by Eq. (18) in Ref. 4, where all other parameters are 
defined within the reference.
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Figure 146.6
Measured Si/CH interface (blue circles) and ablation-front (blue squares) 
trajectories from three cameras are plotted for the (a) pole and (b) equator 
for the highest-intensity OMEGA polar-drive experiment with a 2.4-nm 
layer of Si. Error bars for the radius measurements are smaller than the data 
points (!2 nm for the ablation-front measurements and !4 nm for the Si/
CH interface measurements). Simulations performed with no CBET model 
(red dashed–dotted curve), the standard CBET model (blue solid curve), and 
the CBET model with the best-fitting gain multiplier (green dotted curve; 
fCBET = 2.7) are shown. The time that the laser burned through the Si in each 
simulation is marked with a dashed line of the corresponding color. Good 
agreement between the measurements and all models was obtained at the 
pole where CBET was minimal.



IsolatIng and QuantIfyIng Cross-Beam energy transfer In dIreCt-drIve ImplosIons

LLE Review, Volume 146 63

Figure 146.6 shows that excellent agreement with the mea-
surements was obtained when a multiplier of 2.6!0.3 was used. 
To determine the optimal multiplier, a |2 analysis was used 
to minimize the differences between measured and simulated 
trajectories (Fig. 146.7), where
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and ri is the measured position, x(ti) is the simulated radius, ri
v  is 

the uncertainty in the experimental measurement (!2 nm for the 
ablation-front location and !4 nm for the Si/CH interface posi-
tion), and N is the total number of points measured. The error bar 
on the multiplier was determined from the uncertainty in absolute 
timing (!10 ps)—shifting the experimental image timing relative 

to the simulation gives an error bar on the multiplier of !0.4 ps 
for high intensities to !0.6 ps for each low-intensity experiment.

All of the simulations described here were performed using 
the code DRACO with the iSNB nonlocal thermal-transport 
model,22 SESAME equation-of-state tables,37 and collisional-
radiative opacity tables.38 The polar angle’s dependence on the 
laser energy deposition, hydrodynamic efficiency, and thermal 
conduction is generated by the polar-direct-drive configuration, 
which invokes lateral thermal transport.

b. Intensity and Si-thickness scalings.  Figure 146.7 shows 
measurements of the polar and equatorial trajectories for the 
2.4-nm Si experiment at three intensities. For each intensity, 
simulations without CBET agreed well with experimental mea-
surements at the pole, showing that the simulations reproduce 
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are plotted (green dashed lines). The |2 minimization analyses are plotted for (g) I = 14 # 1014 W/cm2, (h) 10 # 1014 W/cm2, and (i) 7 # 1014 W/cm2 to determine 
the optimal multiplier and error bars. For the highest intensity, the |2 values are shown for the optimal timing (green triangles), –10 ps (blue diamonds), and 
+10 ps (red squares). The possible error in the CBET multiplier is determined from the shift in the location of the minimum |2 with the uncertainty in the timing.
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the hydrodynamic coupling when CBET is negligible, but the 
ablation rate and ablation-front velocity are overpredicted at 
the equator. With the introduction of the CBET model using 
the optimized multiplier, excellent agreement at both the 
pole and equator was found for each intensity. The optimized 
values of 2.8!0.5, 3.1!0.5, and 3.9!1.0 were determined 
for this configuration with overlap intensities of I = 14 #  
1014 W/cm2, 10 # 1014 W/cm2, and 7 # 1014 W/cm2, respectively. 
As the intensity decreases, the |2 curve broadens because of 
the smaller effect of CBET at lower intensities.

Figure 146.8 shows the mass-ablation-rate measurements at 
the pole and the equator for the highest laser-intensity experi-
ments. The experiments were performed using three differ-
ent thicknesses of the Si outer layer (0.6, 1.6, and 2.4 nm) to 
evaluate the average mass ablation rate of the Si at different 
times during the implosion. For three intensities, good agree-
ment between simulated and experimental burnthrough times 
verifies the simulated time-resolved mass ablation rates taken 
when the optimal intensity multiplier was used.

2. Scaling to Ignition Conditions
Figure 146.9 shows the trajectory results from direct-drive 

experiments performed on the NIF to access ignition-relevant 
conditions (Table 146.I). The images taken during the NIF 

Figure 146.9
The measured ablation-front positions (blue squares) are compared with simulations (green dotted curves) for targets with [(a),(b)] 2.5 nm and [(c),(d)] 5 nm 
of Si at the [(a),(c)] pole and [(b),(d)] equator.

Figure 146.8
Ablated Si mass as a function of the measured burnthrough time at the pole (red 
triangles) and equator (blue squares) for a laser intensity of 14 # 1014 W/cm2 is 
compared with simulations (dotted curve: 0.6 nm; dashed curve: 1.6 nm; and 
solid curve: 2.4 nm) using the optimal multipliers. The small shot-to-shot varia-
tions in the simulated ablation rate result from minor variations in the laser pulse 
and target size. Absolute error bars are shown for the Si mass. The relative error 
in mass (shown on the sample point in the lower right corner) is reduced because 
the density can be considered to be the same for all targets in a given batch.
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of 2, which has been shown for similar NIF experiments that 
used CH shells.39 To mitigate the effects of shell decompression 
on the ablation-front trajectories, the experiments were limited 

to early times. Large perturbations at the ablation front can 
expand the ablation-front surface away from the shell’s center 
of mass.39 In the OMEGA experiments, the 2-D SSD limits 
the imprint, and perturbations were shown to have minimal 
impact on the trajectories.35 At both facilities the radiation from 
the Si layer reduced the Rayleigh–Taylor (RT) growth, but on 
the NIF, the RT growth caused by high levels of laser imprint 
occurred in spite of the smoothing effects; this mixed the Si and 
CH at the interface, reducing the contrast of the outer interface 
peak in the x-ray images. As a result, the ability to measure the  
Si/CH interface trajectory on the NIF was limited.

3. Symmetric Direct Drive on OMEGA
Figure 146.10 shows the trajectory results for symmetric 

direct-drive experiments on OMEGA. A CBET gain multiplier 

Table 146.I: Comparison of the laser energy (EL), electron tempera-
ture at the quarter-critical surface (Te), density scale 
length (Ln), and overlap intensity at the quarter-critical 
surface (Iqc) near the end of the laser pulse for OMEGA 
and NIF polar-direct-drive experiments.

Parameter OMEGA NIF Ignition

EL 24 kJ 660 kJ 1500 kJ

Te 2.7 keV 2.9 keV 4 keV

Ln 150 nm 350 nm 500 nm

Iqc 5 # 1014 W/cm2 3 # 1014 W/cm2 1015 W/cm2

Figure 146.10
Comparison of the measured ablation-front (blue squares) and Si/CH interface (blue circles) positions with simulated trajectories (green dotted curve) for 
[(a)–(c)] I = 7 # 1014 W/cm2; [(d),(e)] 10 # 1014 W/cm2; and [(f)–(h)] 14 # 1014 W/cm2 for targets with Si thicknesses of [(a),(f)] 0.7 nm; [(b),(d),(g)] 1.6 nm; and 
[(c),(e),(h)] 2.6 nm. The Si burnthrough times are plotted in the figure (green dashed lines).
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of 2 was found to reproduce the trajectories and burnthrough 
times (mass ablation rates) for all combinations of laser inten-
sity and Si thickness tested.

Conclusions
The CBET physics in direct-drive implosions was analyzed 

using simultaneous 2-D Si mass-ablation-rate and ablation-
front-trajectory measurements. A polar-direct-drive configura-
tion was employed, where beams were removed from the equa-
tor of a symmetrically illuminated target and the remaining 
beams were repointed toward the equator. This configuration 
suppressed CBET at the pole, while enhancing its effects at 
the equator. Implosion trajectories simulated without CBET 
were in good agreement with the measured polar trajectories 
for all conditions tested. This suggests that the other coupling 
physics is well modeled at the pole when CBET is small. The 
calculated mass ablation rates and ablation-front trajectories 
are in excellent agreement with the measurements at the pole 
and the equator when a 3-D ray-based CBET model is included 
in the simulations with a CBET gain multiplier. These mea-
surements were performed on both OMEGA and the NIF to 
access a wide range of laser intensities, plasma conditions, and 
laser-beam geometries. The multiplier was necessary for all 
laser conditions, and the optimal multiplier for each configu-
ration is shown in Fig. 146.11. The multiplier is constant for 
symmetric OMEGA experiments and decreases with increas-
ing intensity in OMEGA polar-direct-drive implosions. The 
presence of the CBET gain multiplier required to match the 
data in all of the configurations tested suggests that additional 
physics effects should be explored, such as intensity variations 
caused by diffraction, polarization effects, or shortcomings of 

extending the 1-D Randall model to 3-D. The variation in the 
CBET multiplier in the polar-drive configuration, while it is 
constant in the symmetric configuration, suggests that addi-
tional physics may be affecting the polar-drive implosions. For 
example, the beams pointed toward the equator may experience 
increased CBET because of their increased interaction length. 
This increased transfer may saturate at high laser intensities, 
resulting in a decreasing CBET multiplier. Another candidate 
for further exploration is the effect of lateral thermal transport 
on the plasma conditions since the polar-drive configuration 
experiences lateral temperature gradients that do not exist in a 
symmetric configuration and the plasma conditions affect the 
level of energy transfer.
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