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ABSTRACT 

Tunneling in quantum well structures has been a subject of 

considerable interest in semiconductor physics in recent years. 

Few time-domain experiments, however, have been brought to 

bear on the questions of the mechanisms or time-dependence of 

tunneling. We have developed techniques for the measurement of 

picosecond and femtosecond optical spectra, and applied them for 

the first time to the study of tunneling in quantum well 

structures. 

We have developed a novel dye oscillator and amplifier to 

generate optical pulses of 100-fs duration at the 15-pJ level with 

a repetition rate of 1 kHz. These pulses were used to generate a 

white-light continuum, which enabled us to perform optical 

absorption spectroscopy over the visible and near-infrared 

regions of the spectrum with a time resolution of about 100 fs. 

We have also developed an experimental setup for time-resolved 

photoluminescence appropriate for GaAs quantum well studies, 

utilizing a picosecond near-infrared dye laser in conjunction with 

a synchroscan streak camera. 

Using time-resolved photoluminescence, we have studied 

the tunneling escape rate of electrons from a quantum well 

through a thin barrier into a continuum, and its dependence on 

barrier height and width, and on an applied electric field. The 



observed rates are well-described by a straightforward 

semiclassical theory. 

We have investigated the problem of tunneling between 

coupled quantum wells using both time-resolved luminescence 

and absorption spectroscopy. We have directly observed in 

luminescence the buildup of a "charge-transfer" state via electron 

and hole tunneling in opposite directions, and the dependence of 

this charge transfer on an electric field. At moderate fields (2.5 x 

104 Vlcm), the charge transfer occur faster than 20 ps, indicating 

an unexpectedly fast hole tunneling rate. The time-resolved 

absorption experiments measure the time electrons initially 

excited into one quantum well require to tunnel into a second 

well. The experiments, performed at room temperature, indicate 

the possibility of vary fast ( ~ 3 0 0  fs) tunneling into the second 

well. These experiments were the first ultrafast optical 

measurements of carrier dynamics in coupled quantum well 

systems. 
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CHAPTER I 

INTRODUCTION 

I.A. Historical Overview and  Motivation 

Tunneling is an old and time-honored subject in condensed- 

matter physics. The first interpretation of an experimental 

phenomenon in terms of tunneling was given by Fowler and 

Nordheim in 1928 in their explanation of field-induced electron 

emission from cold metals.' Since then many physical systems, 

both naturally occurring and man-made, have been observed to 

display tunneling. A comprehensive review of the state of the 

understanding of tunneling in solids as of 1969 is given in 

Burstein and Lundqvist.2 Of particular interest were tunneling in 

metal-insulator-metal junc tions,3 superconductors, and interband 

tunneling in semiconductors. The latter process is principally 

manifested in the tunnel diode, which was introduced by Esaki in 

1957 .4  Tunneling is also important in studies of excitation 

transfer in chemical and biological systems,s and of hopping 

transport in disordered solids.6 

In 1969 Esaki and Tsu7 proposed that ultrathin layers of 

semiconductors with different bandgaps could be grown 

epitaxially in a repeated structure to produce a "superlattice." The 

motivating idea was to construct a structure that would exhibit 



resonant tunneling, negative differential resistance (NDR), and 

ultimately, Bloch oscillations.8 The principal requirement of such 

structures is that the layers must be thin enough that the 

potential (i .e.  the band edge) is modulated on a length scale 

comparable to the de Broglie wavelength of a band electron; this 

allows the electrons to be confined in a "quantum well" (QW). 

Furthermore the "heterostructure" interface, i .e.  the boundary 

between the two semiconductor layers, must be smooth on an 

atomic scale for the effects of confinement to be clearly seen. The 

proposal of Esaki and Tsu gave great impetus to the development 

of crystal growth techniques that could satisfy these stringent 

requirements. The most successful of these to date has been 

molecular beam epitaxy (MBE),9 though many other techniques 

have been developed to grow semiconductor microstructures. 

MBE enables one to grow the crystal atomic layer by layer, and 

thus control the heterostructure parameters with high precision. 

The most commonly studied system has been the GaAs/A1,Gal- 

,As lattice-matched system, though considerable progress has 

been made in recent years on lattice-mismatched (strained) 

systems10 and on other 111-V and 11-VI compounds.~l A generic 

GaAsIAlGaAs superlattice structure is shown in Fig. 1 . 1 .  

The first observations of NDR in heterostructures were by 

Esaki et. al.12 in 1972 in a superlattice and by Chang, Esaki, and 

T s u l 3  in 1974 in a double-barrier structure. The NDR was 

interpreted in terms of transport of electrons through the 



Figure 1 .I. Typical multiple-quantum well structure. Plotted are 
the conduction band (CB) and valence band (VB) 
edges vs. growth direction z. The shaded area 
indicates the forbidden gap. Typically the well 
regions are GaAs, and the barrier regions AlGaAs. 

confined state between the barriers. Further evidence that 

electrons are confined in QW's was provided in 1974 by Dingle e t .  

aZ.14 in a seminal experiment that showed by optical means that 

the electron energies in a QW are quantized. Thus as MBE 

technology developed, interest in properties of low-dimensional 

systems in semiconductors burgeoned. The great advantages of 

semiconductor heterostructures are that to a very good 

approximation the transport of carriers in the growth direction 

can be described as one-dimensional, and if the carriers are 

strongly confined in the QW, the motion in the plane 

perpendicular to the growth direction is two-dimensional. 



The study of systems of reduced dimensionality has been 

one of the most fruitful areas of research in solid state physics in 

recent years. The confinement of carriers in quasi-two- 

dimensional structures has led to discoveries of the integral15 and 

fractional16 quantum Hall effects. The optical properties of QW's 

are of both fundamental and practical interest.17 The enhanced 

excitonic binding energy in quasi-2D systems has led to many 

interesting studies of the linear,la nonlinear,l9 and electric-field- 

d e p e n d  e n  t 2 o  optical properties of QW's. The electric-field- 

dependent properties are particularly interesting for applications 

to optical modulators21J2 and devices for optical bistability.23 QW 

lasers are of great interest because of their tunability and 

generally superior operating characteristics to conventional laser 

diodes .*4-26 The extremely high mobilities27 obtainable with 2-D 

electron and hole gases have made possible the design of whole 

new classes of high speed electronic devices.28 

All of the structures mentioned above derive their 

properties from the confinement of carriers in one dimension. 

Considerable effort is currently being directed at further reducing 

the dimensionality, as many interesting effects are expected in 1- 

D "quantum wires" and 0-D "quantum dots."29-31 

For tunneling studies, superlattices have yet to live up to 

their promise; Bloch oscillations have never been observed in 

these structures, although recent experiments have observed 

some miniband transport.32933 However, the double-barrier diode 



(DBD) has proved to be very successful. Since the first 

observation of NDR in these structures in 1974,13 a tremendous 

volume of work has developed, made possible in large part by the 

rapid progress in the ability to grow very high quality structures 

by MBE. Room-temperature NDR is now routinely observed, and 

DBD's have demonstrated oscillations up to 56 GHz34 and detecting 

and mixing up to 2.5 THz.35 (Further discussion of previous 

experimental and theoretical work on DBD's is given in section 

1II.A.) 

Despite the volume of work on resonant tunneling structures 

to date, there are still many unanswered questions regarding the 

nature of the transport through multiple-barrier structures, and 

particularly regarding the time-dependence. Yet at the time the 

work presented here was begun, there were no time-domain 

studies of tunneling in semiconductor heterostructures. One 

reason such studies were not considered is that tunneling can be 

very fast, so the appropriate experimental probes had to be 

developed. 

Concurrent with the development of epitaxial growth 

technology and the study of low-dimensional semiconductor 

physics has been rapid progress in the field of ultrafast optics. 

Reviews of the field of ultrashort optical pulse generation and 

measurement techniques are given in refs. 36-42. The last fifteen 

years have witnessed the development of many new laser 

oscillators and amplifiers capable of generating picosecond or 



subpicosecond pulses over much of the visible and near-infrared 

spectrum. With the development of oscillators capable of 

generating pulses as short as 27 fs,43 and of pulse compression 

techniques enabling generation of pulses as short as 6 fs,44 

experiments with extraordinarily high time resolution may now 

be performed. 

The principal experimental techniques used in the work 

presented here were picosecond time-resolved photoluminescence 

using a synchroscan streak camera and subpicosecond absorption 

spectroscopy. The use of a synchronously pumped dye laser in 

conjunction with a streak camera, where the laser and streak 

camera deflection plate sweep voltage are phase-locked (hence 

the term "synchroscan"), was first reported by Adams, Sibbett, 

and Bradley45 in 1978. The generation of a subpicosecond white 

light continuum pulse, making possible spectroscopic 

measurements on a 100-fs time scale, was first reported by Fork 

et. al. 46  in 1983. The first amplifiers capable of producing 

subpicosecond pulses with sufficient energy to produce a useful 

continuum at kHz repetition rates were developed in 1984.47948 

Thus in the last few years, the time became ripe to apply ultrafast 

optical techniques to the study of tunneling in semiconductor QW 

structures. 

The work presented in this thesis represents a first attempt 

to perform a time-domain study of tunneling in QW's. There have 

been a few studies published concurrently with this work, but on 



structures significantly different from those considered here, and 

generally at lower time resolution. 

The outline of this thesis is as follows. In the remainder of 

this chapter I review the electronic structure of QW's, and discuss 

those optical properties necessary for understanding the 

experiments presented here. Then I will give a brief overview of 

previous work on time-resolved optical studies of carrier 

dynamics in GaAsIAlGaAs QW's. Finally, I will briefly discuss 

tunneling studies in the GaAsIAlGaAs system that have been 

performed to date. In the second chapter I will describe the 

lasers and experimental apparatus developed to perform the 

experiments reported here. In the third chapter, I present the 

results of experiments which measured the rate at which 

electrons escape from a QW through a thin barrier in the presence 

of an electric field. This experiment is particularly relevant for 

the complete understanding of DBD structures. In the fourth 

chapter, I discuss the double-well problem, and the application of 

time-resolved photoluminescence and absorption spectroscopy to 

the direct observation of tunneling in coupled-well systems. 

Finally, in the fifth chapter, I summarize the experimental 

conclusions of this dissertation, and suggest directions for future 

work. 



I.B. GaAslAlGaAs Quantum Well Structures 

I.B.1. Bandgap Engineering 

As I mentioned in the previous section, if one can grow 

layered crystals so that the potential seen by the carriers is 

modulated on the scale of the de Broglie wavelength (or shorter), 

many new physical phenomena can be observed. In particular, 

the dimensionality of the system can be reduced. 

In the GaAs/A1,Gal-,As system, this works as follows. GaAs 

is a direct-gap semiconductor, with the fundamental gap at zone 

center (r symmetry point), and lattice constant 5.2 A. The band 

structure of GaAs is shown in Fig. 1.2. As aluminum is added to 

form the ternary compound A1,Ga  AS, the r bandgap increases 

approximately as20 

Since the bandgap increases with x, the desired bandgap 

modulation can be obtained by successively growing thin layers of 

AlGaAs with different aluminum composition x. In the AlGaAs 

system, this is possible since the lattice constant of A1,Gal.,As is 

very close to that of GaAs for all x (0 5 x I 1). In other 

semiconductor systems, where the lattices may not be so closely 

matched, the layered crystal may still be grown if the layers are 
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Figure 1.2. GaAs band structure near the fundamental gap. (From 
ref. 89). 

thin enough. In this case, the strain due to the lattice mismatch is 

coherently taken up in the crystal, and high quality material with 

good interface quality can be grown.10 An example of such a 

system is GaAs/GaAs,P ,,. A generic layered heterostructure was 

shown in Fig. 1.1; what is plotted is the r edge vs. growth direction 

2. 

I.B.2. Electronic Structure 

In this section I describe in simple terms the structure of 

the electronic states of QW's. A review of the detailed calculation 

of electronic states in QW's is given by Bastard and Brum.49 For 



the lowest energy states in QW's it is a good approximation to 

consider only the r states of the host crystal.49 In the envelope 

function approximation, the total electron wavefunction can be 

written as 

where n is the band index, u is the Bloch wavefunction of the bulk 

crystal, k is the momentum in the plane of the layers, p=xe,+yey, 

and @ is the envelope function in the growth direction. The Bloch 

functions ( i . e .  the rapidly varying part of the wavefunction) 

therefore determine the effective masses, interband p matrix 

elements, and the band structure in the QW plane. The band 

structure in the plane is very close to that of the bulk for the 

electrons. For the holes the situation is much more complicated, 

and the light and heavy-hole states are strongly mixed. (In-depth 

discussions of the valence-band structure in the QW plane are 

given in refs. 17 and 49). 

In the growth direction, the band structure is determined to 

a good approximation by assuming bulk r Bloch functions in the 

well and barrier regions, in which case the problem reduces to the 

textbook square-well problem for the envelope functions @ ( z ) ,  

with the appropriate effective masses in the well and barrier 

regions. 1 take the effective masses to beso 



where me is the bare electron mass and x is the aluminum 

composition. It is important to note that the well and barrier 

masses are different, so the boundary conditions on + are that + 
and ( l /m*)d+/dz be continuous at the interfaces (from the 

conservation of probability current density). 

Application of these boundary conditions yields implicit 

equations for the wavevectors of the odd and even states 

a n d  

respectively. Here m, (mb) is the mass in the well (barrier), and 

similarly for the wavevectors: 



The equations are solved numerically for the k's, which then give 

the energies E. 

The remaining variable is the well depth V. The total band 

offset, which is the sum of the conduction and valence band 

offsets, was given in eqn. (1) above. The depths of the electron 

and hole wells are then determined by the ratio of the conduction 

to the valence band offset. The band offset ratio has been a point 

of controversy for some time now. The first optical measurements 

of Dingle14 indicated that the conduction to valence band offset 

ratio is 85:15. Since then many measurements, both electrical and 

optical, have been made in an attempt to determine the band 

offset ratio. Most recent experiments indicate a ratio consistent 

with that of Wang et.al.,Sl who reported 0.62(+0.05):0.38(+0.02). 

For the states where the carriers are confined to the wells 

(and if the wells of a multiple-QW structure are sufficiently well- 

separated that superlattice miniband formation can be ignored), 

the system is effectively two-dimensional. In this case the 

density of states for the electrons or holes is given by 

where m* is the relevant effective mass. Hence at each QW 



subband the density of states steps to a constant value, as shown 

in Fig. 1.3. 

Figure 1.3. Density of states (in units of m*l~fr2) vs. energy. 

In optical experiments, of course, electron-hole pairs are 

generated by absorption of light. The Coulomb interaction 

between the electrons and holes cannot be ignored. At low 

temperatures and carrier densities, the electrons and holes bind 

into excitons. At higher temperatures and densities, excitons 

quickly ionize (as will be discussed in chapter IV), but the 

electron and hole motion is still strongly correlated. The exciton 

problem for bulk GaAs has been treated in detail by Baldereschi 

and Lipari.52 The binding energy of the Is exciton state is 4 meV, 

and the Bohr radius is 150 A. If the electrons and holes are 

confined to precisely two dimensions, then the exciton problem is 

analytically solvable; the solution has been given by Shinada and 



Sugano.53 The result is that the binding energy of the 1s state 

increases to 4x the 3-D binding energy, and the Bohr radius 

decreases by 114. 

Of course, in real QW systems, the electrons and holes are 

confined in layers of nonzero thickness, with finite barrier height 

V. Thus the system is more properly described as quasi-two- 

dimensional. The exciton problem in this case cannot be solved 

exactly. Most solutions therefore have taken a variational 

approach. The Hamiltonian in cylindrical coordinates is54.20 

where the transformation to the center-of-mass coordinates in the 

plane has been made, and the center-of-mass kinetic energy term 

has been dropped. In this expression me (mh) is the electron 

(hole) effective mass in the growth direction z, and 

is the reduced effective mass in the QW plane. V, and Vh are the 

conduction and valence band square-well potentials, respectively. 

Of course, there are two different excitons to be considered, the 

heavy and light hole excitons. 



The most complete solution has probably been given by 

Greene, Bajaj, and Phelps.54 They use a trial wavefunction of the 

form 

u (r) = Q(zJ %(%) g (r) , ( 11) 

where the 9's are the electron and hole square well wavefunctions, 

and g is an appropriately chosen function which is used to 

variationally minimize the energy. Their results for the binding 

energy are shown in Fig. 1.4. The most important conclusions are 

first, that the binding energy is between the 3-D value of 4 meV 

and the 2-D value of 16 meV, and second, because the well depth 

is finite, the binding energy reaches a maximum value for a well 

width of about 50 A. For much wider wells, the effect of the 

square well confining potential decreases, and the binding energy 

approaches the 3-D result. For narrower wells, the effect of the 

confining potential is again reduced, since in this case the single- 

particle wavefunctions have substantial amplitude in the barrier 

region; thus the exciton binding energy approaches the binding 

energy for bulk A1xGal-xAs in the limit of very narrow wells. 

The electronic structure of QW's in the presence of an 

electric field has also been a subject of great interest. A thorough 

study has been performed by Miller et. a1.20 Useful reviews may 

also be found in Chemla et. aZ.,55 and Bastard and Brum.20 Again, 

for the finite square well, the problem is not exactly solvable. 

Many methods have been applied to calculate the electronic states 

of a QW in an electric field. The most important result is that the 
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Figure 1.4. Calculated exciton ground state (Is) binding energy vs. 
well width L, for both infinite and finite bamer heights 
corresponding to A1 compositions x=0.15 and 0.3. 
(From ref. 54). 



electron and hole levels shift to lower energies, so that the optical 

absorption edge shifts to the red. For optical experiments, 

however, one must consider the exciton interaction, and this is 

important because in the presence of an electric field, the 

electrons and holes are spatially separated and hence the binding 

energy decreases. This tends to cancel the red shift of the 

continuum edge. Both effects of the field must be included in the 

calculation. Miller et. al.20 have performed such a calculation, and 

found good agreement with optical absorption experiments (Fig. 

1.5). Sha56 has repeated the calculation for the very narrow wells 

Figure 1.5. Quantum well exciton absorption peak positions vs. 
electric field. The solid lines are the calculated shifts 
assuming a conduction to valence band offset ratio of 
57:43, and the dotted lines are the calculated shifts for 
a ratio of 85:15. (From ref. 20). 



used in some of the experiments of this thesis (samples A and B 

described in section IV.A), and found the net shift to be quite 

small (a few meV, with the exciton binding energy shift 

essentially negligible). This is expected since for narrow wells the 

energy levels and binding energies cannot shift by much due to 

the strong spatial confinement of the wavefunctions. 

I.B.3. Optical Properties 

The optical properties of QW's are of great interest both for 

fundamental investigations of QW physics, and for useful 

applications to optical and opto-electronic devices such as QW 

lasers and modulators. A comprehensive review of the optical 

properties of QW's has been given by Weisbuch.17 

Photoluminescence (PL) is the simplest and most commonly 

used optical probe of QW's, mainly due to the ease of performing 

the experiments and the high quantum efficiency of QW 

luminescence. Another reason such experiments are useful is that 

the luminescence appears in high quality samples at cryogenic 

temperatures as a single strong line, which has been shown to 

originate from free excitons.17 At higher temperatures free 

carrier recombination is also possible, and has been investigated 

by a number of groups,s7-59 but for the work described in this 

thesis, all the PL experiments are at low temperature (6K), and 

therefore monitor exciton luminescence. 



The amount of information obtainable with just PL 

experiments is rather limited, however. The exciton origin (i. e. 

the QW continuum edge minus the binding' energy) can be 

obtained from the peak of the PL spectrum. The spectral 

lineshape, though, is still not well understood, although the 

linewidth has been used as an indication of interface quality.60 

Considerably more information can be obtained from the 

absorption spectrum, which directly probes the density of states 

of the QW structure. For interband (i.e. continuum) transitions, 

the linear absorption coefficient a is proportional to I M ,, 1 2g(E), 

where Mcv is the interband p matrix element, and g is the joint 

density of states given by55 

where 0 is the Heaviside step function, Eo is the continuum edge 

energy, and pll is the in-plane reduced mass defined above. Thus 

the basic form of the absorption spectrum is a series of steps 

corresponding to the confined QW energy levels. 

At each continuum edge, however, the exciton effects 

radically alter the spectrum. The linear absorption coefficient for 

an exciton in state n is given by61.62 

where B is a constant (which includes the square of the interband 



dipole matrix element), and U,(O) is the amplitude of the exciton 

envelope wavefunction at the origin (i.e. the probability density 

for the electron and hole to be in the same unit cell). For the form 

of U given in eqn. ( l l ) ,  Miller et. al.22 have shown that 

where 1 and q are the quantum numbers for the square well 

electron and hole levels, respectively, and n is the exciton 

principal quantum number. 

This results in strong absorption peaks below the continuum 

edge corresponding to bound exciton states, and an enhancement 

of the above-gap absorption due to the unbound states. The 1s 

exciton peak dominates, so the absorption spectrum generally 

shows two peaks, corresponding to the heavy and light hole 1s 

excitons, at each continuum step; this is clearly visible in the 

absorption spectrum shown in Fig. 1.6. It is also important to note 

that the enhanced exciton binding energy (combined with the 

reduced thermal broadening in 2-DI9) allows the exciton peaks to 

be clearly observable even at room temperature. 

A large number of studies have been performed of the 

linear absorption spectra (or alternatively, luminescence 

excitation spectra) to investigate the electronic and excitonic 

states of QW's. Of particular interest recently have been the states 

in the presence of an electric field.20 For fields parallel to the QW 

plane, the results are essentially the same as for the 3-D case, 
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Figure 1.6. Absorption spectrum of a multiple-quantum well 

structure at room temperature, with well width of 100 

A. (From ref. 19) 

where the exciton peak rapidly broadens and disappears due to 

field-induced ionization. For fields perpendicular to the plane, 

however, the situation is much more interesting. In this case the 

QW confinement prevents the exciton ionization up to very high 

fields (55105 V/cm); hence substantial (25 meV) red shifts in the 

absorption edge can be observed before the exciton broadens and 

disappears. This is known as the quantum-confined Stark 

effect.63 (The shift of the edge vs. field was shown in Fig. 1.5). 

Miller has taken advantage of this field-induced shift to produce 

optical modulators and novel bistable devices called SEED'S ("self- 

electrooptic effect devicesW).23 



In this thesis I am not so much concerned with the linear 

absorption, but rather with the nonlinear absorption, since the 

intention is to use absorption as a probe of QW populations. The 

basic idea is that carriers will block interband transitions as 

Here a0 is the absorption coefficient without carriers present, and 

f, (fh) is the distribution function of the electrons (holes). Thus 

absorption spectroscopy directly probes carrier distribution 

functions. The situation is somewhat complicated by the fact that 

the position of the continuum edge lowers in energy as the carrier 

density increases. This is a many-body effect that is referred to 

as bandgap renormalization.64.65 Furthermore, the presence of 

carriers screens the Coulomb interaction, thus reducing the exciton 

oscillator strength. This bleaching of the absorption profile via 

screening of the exciton occurs at much lower carrier densities 

than the saturation of the interband absorption. The precise 

mechanisms of the absorption saturation are discussed by Chemla, 

Miller, and Schmitt-Rink.19.66 How this nonlinear absorption may 

be used to probe QW carrier populations is further discussed in 

chapter IV, section C.1. 



I.C. Time-Resolved Optical Studies o f  GaAsIAlGaAs 

Quantum Wells 

In this section I give an overview of previous applications of 

time-resolved optical spectroscopy to the study of carrier 

dynamics in QW's. All of the experiments described in this section 

were performed to probe the dynamics of carriers within isolated 

QW's. I will discuss experiments that probe transport 

perpendicular to the QW planes in the next section. 

Time-resolved PL has been used to determine the 

recombination time of free carriers in photoexcited QW's.57-59 

Decay times of a few ns are typically observed, depending on the 

temperature, carrier density, and well width. Carrier trapping and 

trap saturation have been shown to be important processes 

contributing to the density dependence of the decay rate.67168 

Time-resolved PL has also been used to investigate recombination 

at low temperatures, where the luminescence is excit0nic.69~70 

Recombination times of about 350-800 ps, depending on the well 

width, are observed. The faster recombination of QW excitons 

compared to that for bulk GaAs (= 1 ns) is attributed to the 

enhanced confinement of the exciton in the quasi-2-D QW. Time- 

resolved PL has also been used to investigate exciton transport 

dynamics in the QW plane.71 I believe it is important to note that 

(to my knowledge), there have still been no careful experiments 



performed to understand the rise time of QW. excitonic 

luminescence. 

Thermalization and cooling of hot camers in QW's have been 

a subjects of considerable interest in the last few years.72-74 

Time-resolved PL has been used to probe the time dependence of 

hot luminescence from photoexcited QWrs.75,76 Cooling rates of 

hot carriers may be directly determined this way, but the results 

depend strongly on the initial carrier temperature ( i . e .  on the 

pump laser wavelength) and injected carrier density. Time- 

resolved absorption spectroscopy has also been used to probe the 

picosecond and femtosecond dynamics of hot carriers,77 and the 

use of short (100 fs) optical pulses has enabled the generation and 

observation of nonthermal carrier distributions.78 The basic 

picture of carrier relaxation in QW's that emerges from these 

studies is as follows. A short optical pulse generates a nonthermal 

carrier distribution corresponding to the pulse spectrum, as the 

conduction and valence band states coupled by the optical pulse 

are filled. Within about 200 fs (depending on the carrier density 

and initial excess energy), the electron and hole distributions have 

thermalized, principally by carrier-carrier scattering. These 

distributions are described by temperatures that are (for most 

experiments) higher than the lattice temperature, so the carriers 

subsequently cool by interaction with the lattice phonons. The 

observed cooling rates vary widely, but are typically in the 10'0 

s-1 range. Carrier thermalization and cooling are complicated 



physical processes, and their understanding is still a very active 

field of research. 

The above-discussed experiments on carrier cooling all 

assume a single subband in the QW ( i . e .  they measure 

intrasubband relaxation). Seilmeir e t .  al .79 have used time- 

resolved infrared spectroscopy to directly measure the 

intersubband relaxation rate in an n-doped QW. They found the 

n=2 to n=l subband relaxation time to be about 10 ps at room 

temperature.  

Several interesting experiments have probed the dynamics 

of resonantly and virtually created excitons. Knox e t .  al.80 

resonantly pumped the exciton origin of a room-temperature 

multiple-QW structure with 100-fs optical pulses, and found that 

the screening of the exciton by other excitons is about twice as 

efficient as the screening by free carriers. Hence the ionization of 

the exciton, which at room temperature occurs in about 300 fs, 

was directly observed as an overshoot in the differential 

absorption spectrum. (I will discuss this further in chapter IV.) 

Mysyrowicz e t .  al.81 and Von Lehmen et .  al.82 pumped multiple- 

QW structures below the exciton absorption, and found that the 

excitonic absorption peak shifts to the blue with a temporal 

dependence following the excitation pulse envelope. The 

dependence of the blue shift on the detuning of the pump from 

the exciton resonance and on the intensity of the pump indicated 

that the effect was due to an ac-Stark effect on the ground state of 



the exciton. The ac-Stark effect is a well-known phenomenon in 

atomic physics, and is due to the "dressing" of the atomic levels by 

the laser pump field.83 Schmitt-Rink and Chemla84 have shown 

how the ac-Stark effect in a semiconductor may be interpreted as 

being due to the generation of "virtual" excitons by the 

nonresonant pump beam. The field of coherent optical 

interactions with semiconductors is still quite young, and promises 

to be of great interest for both fundamental studies and practical 

applications of QW's. 

I.D. Tunneling Studies of QW Structures 

In this section I briefly describe previous work investigating 

tunneling processes in QW's. As I mentioned previously, several 

studies performed concurrently with the work presented in this 

thesis have begun to address the question of the time-dependence 

of tunneling and perpendicular transport using time-domain 

optical techniques. Tsuchiya et .  al.85 used time-resolved PL to 

observe tunneling in a DBD structure with thin AlAs barriers, and 

found that for sufficiently thin barriers, the observed rate was 

reasonably close to the value calculated with a simple theory 

similar to the one I present in chapter 111. Whitaker er. al.86 used 

electro-optic sampling to measure the switching time of a DBD. 

Tada er. al.87 have investigated electron tunneling in a coupled- 

QW structure using time-resolved PL, however there are several 



significant differences between their experiment and those 

reported here. The most significant differences are that the time 

resolution of their system was only 300 ps, so the tunneling was 

not clearly resolved, and that their sample was not designed to 

allow the application of an electric field. Furthermore, they do not 

display the full time-resolved spectrum. 

Time-resolved PL has also been applied to the study of 

perpendicular transport in superlattice structures. Masumoto e t .  

al.88 have investigated the tunneling of electrons from the QW's of 

a multiple-QW structure (which may be thought of as a weakly- 

coupled superlattice). Deveaud et. a1.32.33 have investigated 

perpendicular transport in strongly and weakly coupled 

superlattices, and found evidence that for sufficiently strong 

coupling (i.e. for narrow barriers) the transport does take place as 

Bloch transport through the superlattice miniband. 

As I mentioned in the introduction to this chapter, most 

studies of tunneling in QW structures have investigated the tunnel 

current. The vast majority of tunneling studies in QW's have been 

concerned with the DBD structure, which is interesting from both 

fundamental and practical points of view due to the large NDR 

such structures exhibit. I conclude this introductory chapter with 

a description of the origin of the NDR. 

The conduction band of a typical DBD structure is shown i n  

Fig. 1.7. The GaAs continuum regions on each side of the double 

barrier are n-doped to about 1018 cm-3 (the Fermi sea of electrons 



ES 

I I I I N o  voltage bias 

x I l l  
0 I 

: ! S ' . ' : I  
' 1 %  3 s I 0  

I U I U  101 0 

quantum well 

E F ~ " " '  
Voltage, V2 

t z  Z J  

Figure 1.7. Double-barrier diode structure and operation. The 
peak tunneling current occurs at a bias of V1, and the 
minimum at V2. EF denotes the Fermi level in the 
continuum regions. (From ref. 88). 



is indicated by the hatched regions of Fig. 1.7); these serve as the 

emitter and collector contact electrodes. Under flat-band 

conditions and at low bias voltages the confined QW state is above 

the Fermi level of the continuum region. Hence the electron wave 

is evanescent in the entire barrier/QW region, and the tunneling 

probability is small, leading to a small current through the diode 

at low bias. When the applied bias V1 is sufficient that the bottom 

of the emitter conduction band is aligned with the confined QW 

state, a resonant probability amplitude can build up inside the 

well (since the wavevector of the incident electron is now real 

inside the well). This greatly enhances the tunneling probability 

through the double barrier and leads to a large current at V1. As 

the bias is increased further (V2), the QW level drops below the 

emitter band edge, and electrons can no longer tunnel into the 

well while still conserving their momentum parallel to the QW 

plane ( i . e .  the electron wave is again evanescent). Hence the 

tunneling current drops, leading to the NDR. As the bias is 

increased fur.ther, the current slowly increases as the barrier 

height to the incident electrons effectively lowers. 

Of course, the tunneling in real DBD's is much more 

complicated, particularly since the above description ignores all 

scattering processes that can occur. The precise dynamics of the 

tunneling in these structures is still an open question. I give a 

further discussion of this question and a complete set of 

references at the beginning of chapter 111. 
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CHAPTER I1 

EXPERIMENTAL DEVELOPMENT 

The experiments discussed in this thesis are of two kinds: 

time-resolved photoluminescence spectroscopy and time-resolved 

absorption spectroscopy. The former is useful to investigate 

dynamical processes in the temporal range 20 ps - 1 ns. The 

latter is capable of giving a time resolution of less than 100 fs. In 

this chapter I describe in detail the experimental apparatus used 

to take the data presented in chapters I11 and IV. Needless to 

say, the major proportion of an experimental thesis consists of the 

development and refinement of experimental equipment and 

techniques. Indeed the laser developed for the femtosecond 

absorption spectroscopy in our laboratory was of a novel design, 

which has since been duplicated in several laboratories around 

the world. However, in this chapter I will discuss only the final 

setup used to perform the experiments described in this thesis, 

and will not discuss the innumerable studies and permutations of 

dye lasers and amplifiers which culminated in the femtosecond 

absorption spectroscopy setup presented here. Many details of 

the early experimental development in our laboratory can be 

found in the dissertations of J.D. Kafka,' I.N. Duling,2 and T. Sizer.3 



1I.A. Time-Resolved Photoluminescence 

II.A.l. Laser Oscillator 

The dye laser used in the time-resolved photoluminescence 

(PL) experiments was of a standard design. The pump source was 

a cw mode-locked Nd:YAG laser (Quantronix model 116, mounted 

on a Super-Invar slab for high thermal and mechanical stability). 

The Nd:YAG laser was acousto-optically mode-locked with a 50 

MHz RF source, and the laser repetition rate was 100 MHz. 

Typical output parameters were 7-watt average power, 80-ps 

pulse width, and 1% peak-to-peak power fluctuations. The output 

was frequency-doubled in a 5mm KTP crystal, giving an average 

green power of 0.8-1.0 watt. As was first shown by Sizer et.a1.,4 

the frequency-doubled cw mode-locked Nd:YAG laser is a nearly 

ideal pump source for picosecond dye lasers because of its high 

stability, short pulse width, and, as I will discuss later, it makes 

possible high gain synchronous amplification of short pulses. 

The dye laser cavity was a standard folded astigmatically 

compensated design,s with cavity length equal to that of the 

Nd:YAG pump laser, so the repetition rate was also 100 MHz. The 

laser setup is shown in Fig. 2.1. Laser dyes LDS 721 or LDS 698 

(Pyridine 1) were used depending on the desired pump 

wavelength. The laser was tuned with a single-plate birefringent 

filter (Lyot) and (if necessary to force the laser to operate at a 
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Figure 2.1. Synchronously pumped near-infrared dye laser used 
for time-resolved photoluminescence studies. 



single wavelength near the edge of its tuning range), a 5 p m  

uncoated pellicle. The output power and pulse width depended of 

course on the laser wavelength and tuning elements in the cavity. 

What is important for the PL experiments, however, is that the 

pulse width was always shorter than the 20 ps time resolution of 

the streak camera, and the output power generally had to be kept 

lower than about 60 mW to avoid the generation of satellite 

pulses. 

II.A.2 Cryogenics 

The PL experiments were always carried out with the 

sample held at 6K. This was required for two reasons: (i) low 

temperatures were required for the PL signal level to be strong 

enough to be detectable by the streak camera detection system 

with reasonable signal integration times, and (ii), I wanted to 

avoid as much as possible complications that arise at higher 

temperatures, such as phonon effects and the effects due to broad 

carrier distribution functions. 

The cryostat was a TRI Research model RCllO flow cryostat. 

The sample was held in vacuum on an oxygen-free copper cold 

finger. Electrical vacuum feedthroughs were provided so that a 

bias voltage could be applied to the sample. A calibrated silicon 

diode (Cryocal model DT-500) was used to monitor the 



temperature of the cold finger near the sample; for all the 

experiments reported here the temperature was 6K. 

The laser beam was focussed onto the sample surface, 

usually with a 152 mm focal length lens. The spot size of the 

pump beam at focus was measured by scanning a 12.5 pm pinhole 

across the beam at the same position as the sample. The pinhole 

was scanned using a computer-controlled stepper with 1 pm 

resolution. The light passing through the pinhole was detected 

with a PIN diode, integrated on an AID converter, and stored in 

the computer. (A description of the data acquisition software may 

be found in ref. 6). The spot diameter was typically 30-60 p m ,  

though the error in the measurement was about -5%, +40%, due 

primarily to the difficulty of positioning the pinhole at precisely 

the location of the sample in the cryostat. 

II.A.3. Time-Integrated PL Spectroscopy 

Luminescence from the sample was collected by an f3 lens. 

For time-integrated (cw) PL spectroscopy, the luminescence was 

imaged through a .32m grating monochromator with 300 l/mm 

grating (Instruments SA model HR320) onto an optical 

multichannel analyzer (OMA). The OMA detector head was an 

EG&G PAR model 1420R, which is an intensified 1024-element 

diode array with extended red sensitivity. The OMA was 

controlled using an EG&G model 1461 controller interfaced to the 



PDP-11 computer via a direct-memory-access (DMA) board. A 

shutter in the pump beam was used to enable subtraction of 

background noise from the spectrum. The spectral resolution of 

the system was 7 A (1.3 meV), and the spectral range covered on 

a single spectrum was 2160 A (365 meV). 

II.A.4. Time-Resolved PL Spectroscopy 

The PL spectroscopy system is shown in Fig. 2.2. A mirror 

on a kinematic mount was used so that the PL could be directed to 

either the OMA for cw spectroscopy, or the streak camera for 

time-resolved studies. The streak camera was a Hamamatsu 

model C1587 with model MI955 synchroscan drive unit. The 

output of a PIN photodiode monitoring the output of the Nd:YAG 

laser oscillator was amplified, and this 100 MHz RF was used to 

drive the deflection plates of the synchroscan streak camera. 

Thus the PL signal arriving at the streak camera photocathode at 

100 MHz was synchronized to the voltage driving the deflection 

plates (hence the term "synchroscan"). The jitter between the 

deflection plate voltage and the dye laser output is the principal 

limitation on the time resolution of the streak camera system. For 

typical signal integration times (1 second to a few minutes) this 

jitter limits the time resolution to about 20 ps. 

The photocathode was an extended-red S-1 type, which 

covers the spectral region 300-1500 nm. The streak camera 
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Figure 2.2. Photoluminescence spectroscopy system. The dye 
laser pump beam is focussed on the sample as shown by 
the dotted line. The dashed line indicates a mirror on a 
kinematic mount. The optical beam path through the 
streak camera monochromator is detailed to show how 
the luminescence is dispersed across the entrance slit of 
the streak camera. 



images the output of the photocathode onto a detector, and this 

imaging capability was used to enable us to do time-resolved 

spectroscopy. The luminescence from the sample was dispersed 

through an 0.32m monchromator with 300 llmm grating across 

the entrance slit of the streak camera. A spectral resolution of 

about 3 meV could be achieved, with a total coverage of about 

110 meV on a single spectrum. The streaked image was 

integrated on a two-dimensional intensified SIT detector 

(Hamamatsu model C1000) and stored on floppy disk for later 

analysis. It should be noted that the temporal dispersion of the 

luminescence signal by the grating was only about 0.5 ps over the 

entire detected spectrum, so no correction of the spectra for the 

group-velocity dispersion of the grating was necessary. 

The results of the PL spectroscopy are discussed in chapters 

I11 and 1V.B below. 

1I.B. Subpicosecond Absorption Spectroscopy 

In this section I describe in detail the laser system we have 

developed in our laboratory over the last several years that is 

now capable of performing time-resolved absorption (or 

reflectivity) spectroscopy over the entire visible spectrum with 

100-fs resolution, and with kHz data acquisition rates. Such 

experimental capabilities have been developed only in the last 

few years; a good recent review of the state-of-the-art techniques 



of amplified femtosecond lasers has been provided by Knox.7 I 

will first discuss the laser system components used to generate a 

white-light continuum pulse, and then describe in some detail the 

techniques used to perform pump-probe experiments using these 

short continuum pulses. 

II.B.1. Dye Oscillator 

The first requirement of a short-pulse white-light laser 

system is of course an oscillator capable of producing pulses in the 

100 fs range or shorter. Such pulses can be achieved using pulse- 

compression techniques to generate femtosecond pulses from 

picosecond dye oscillators.8 However, aside from the fact that 

such techniques had not been developed much at the time I began 

work on the dye oscillator, the stability requirements of the short- 

pulse source for the generation of a stable, useful white-light 

continuum are extremely stringent, and the usefulness of this 

technique to generate a stable continuum has yet to be 

demonstrated. Hence the requirement for a femtosecond dye 

oscillator. 

The most widely used source of femtosecond optical pulses 

is the colliding-pulse-mode-locked dye laser (CPM),g which 

typically produces pulses in the 60-100 fs range, although pulses 

as short as 27 fs  have been achieved.10 In its usual ring 

configuration, the CPM is pumped by a cw argon-ion laser. The 



ring contains separate gain and saturable absorber jets. The laser 

operates in its minimum-loss condition, in which there are two 

pulses counterpropagating in the ring which collide in the 

saturable absorber. The pulses interfere in the absorber jet, so 

the absorber is saturated more deeply. This serves to shorten the 

pulses and stabilize the laser ouput. The pulses can be amplified 

by pumping a dye amplifier with nanosecond pulses from a 

frequency-doubled Q-switched Nd:YAG laser11 or from a copper- 

vapor laser.12 

In our laboratory, however, we have taken an alternate 

approach to amplification of ultrashort dye laser pulses, in which 

we pump the dye amplifier with short (e l00  ps) pulses.13-15 

Pumping with short pulses results in an efficient high-gain 

amplifier with good contrast between the amplified pulse and 

amplified spontaneous emission, and also makes the further 

amplification of the white-light continuum straightforward. This 

scheme of amplification requires that the dye oscillator and 

amplifier pump pulses be synchronized to within a few tens of 

picoseconds, hence we term this "synchronous" amplification. 

Synchronous amplification requires that the dye oscillator be 

synchronously pumped. The dye oscillator I describe here is 

synchronously pumped, but has the additional advantage of being 

colliding-pulse mode-locked. I have further discussed the design 

and development of this laser in references 16 and 17. 



A necessary condition for a dye laser to be both 

synchronously pumped and colliding-pulse mode-locked is that 

the critical position of the saturable absorber be unaffected by 

adjustments of the cavity length. The use of an antiresonant ring 

as one end mirror of a linear cavity18 enables this condition to be 

satisfied. An antiresonant ring consists of a 50% splitter and a 

ring to return the beams to the splitter. An incoming pulse from 

the linear part of the cavity is split into two equal parts by the 

50% splitter; when the two pulses recombine on the splitter, they 

interfere so that the entire pulse is returned to the cavity. In fact, 

as Siegman has shown,l8 if the splitter reflectivity is R and the 

transmission T, then the power returned to the cavity is given by 

4RT, and the power coupled out of the cavity is (T-R)2. As 

suggested by Siegmanlg and subsequently demonstrated with Q- 

switched Nd:YAG20 and Nd:Glass21 lasers, colliding-pulse mode- 

locking may be obtained by situating a saturable absorber exactly 

opposite the 50% splitter in the antiresonant ring. Our laser 

represents an extension of this technique to the synchronously- 

pumped, cw mode-locked regime. 

A diagram of the dye laser is shown in Fig. 2.3. The laser 

consists of a four-mirror linear cavity, for which one end mirror is 

a 5% output coupler mounted on a translation stage and the other 

is an antiresonant ring. The gain medium is a 200-pm jet of 

Rhodamine 6G in ethylene glycol, and the saturable absorber is a 

20-pm jet of DODCI (Diethyloxadicarbocyanine Iodide) in ethylene 



Figure 2.3. Synchronously pumped, colliding-pulse mode-locked 
antiresonant ring dye laser. The arrows on the first 
prism indicate how the prism is moved to tune the 
in tracavi ty dispersion. 



glycol. The typical DODCI concentration is 2 x 10-3 M, which 

causes the laser to operate with a central wavelength of 615-618 

nm. 

The dye laser is synchronously pumped at 100 MHz by the 

frequency-doubled output of the cw mode-locked Nd:YAG laser 

described in section II.A.l above. Both the Nd:YAG pump laser 

and the dye laser are mounted on Super-Invar slabs to minimize 

cavity-length fluctuations. The shortest pulses and greatest 

stability are obtained when the cavity lengths are properly 

matched and the Nd:YAG laser cavity length is adjusted so the 

phase jitter of the Nd:YAG output is minimized. Both the pump 

and dye lasers also have end-mirrors mounted on piezo-electric 

transducers to make the required sub-micron cavity length 

adjustments easy and reproducible. When the cavity lengths are 

well matched, the dye laser stability is of the order of the pump 

laser stability, which for frequency-doubled Nd:YAG is about 1 % 

rms.  

The dye cavity mirrors have single-stack high-index 

coatings centered at 620 nm to minimize the effects of unwanted 

temporal dispersion.22 In order to control the dispersion in the 

cavity, four quartz Brewster prisms are situated in the linear part 

of the cavity. As first demonstrated by Fork e t .~ l . 23~10  in a cw- 

pumped CPM laser, the angular dispersion of the prisms 

introduces negative group velocity dispersion (GVD), while the 

prism glass introduces positive GVD. Therefore, by controlling the 



amount of glass in the cavity ( i . e .  by moving one of the prisms in 

or out of the cavity along its axis), one may tune the net GVD of 

the cavity. The dependence of the pulse width on the intracavity 

glass is shown in Fig. 2.4. It should be noted that not only is there 

a sharp minimum in the pulse width but also the pulse shape and 

spectrum differ qualitatively in two different regions of the graph. 

When there is too little glass in the cavity, the pulse has negligible 

wings, the spectrum tails to the yellow, and the time-bandwidth 

product T ~ A ' u  is 0.35. When there is too much glass in the cavity, 

the pulse has broad wings, the spectrum tails to the red, and o p A u  

is 0.5. The minimum pulse width occurs with approximately 50- 

100 p m  less glass than the prism position which yields a 

symmetrical spectrum. This is consistent with a picture of pulse 

shaping where the minimum pulse width occurs when positive 

self-phase modulation (SPM) is balanced by negative GVD to from 

a stable pulse. The dependence of the laser spectrum on the 

intracacity glass is shown in Fig. 2.5. Generally the laser is most 

stable when operated with a slight net negative cavity GVD ( i . e .  

with slightly less glass than that which gives the shortest optical 

pulse). Typically the laser pulse width is about 90 fs (assuming a 

s e c h 2 pulse  shape) ,  determined by background-free 

autocorrelation, but pulse widths as short as 45 fs have been 

obtained. 



100 
-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1.0 

Relative Prism Position (mm) 
(more glass -) 

Figure 2.4. Pulse width o f  the antiresonant ring laser vs.  
intracavity glass.  



Figure 2.5. Pulse autocorrelations and spectra for two different 
laser conditions. Top: net negative intracavity group- 
velocity dispersion (GVD). Bottom: net positive 
intracavity GVD. 



II.B.2 Nd:YAG Regenerative Amplifier 

The pump source for the dye laser amplifier is the 

frequency-doubled output of a Nd:YAG regenerative amplifier. 

The regenerative amplifier is cw-pumped, so that the laser can be 

Q-switched, injected with a short (80 ps) seed pulse, and cavity- 

dumped at a 1 kHz repetition rate. A schematic drawing of the 

amplifier configuration is shown in Fig. 2.6. The basic idea of the 

synchronous dye amplifier is to seed the Nd:YAG regenerative 

amplifier with a pulse from the cw mode-locked Nd:YAG that is 

the pump source for the dye oscillator. This gaurantees that the 

amplifier pump pulse and the dye laser pulse will be strictly 

synchronized. Timing between the pump and signal pulses is then 

simply accomplished with an optical delay line. 

A portion of the 1.06 l m  radiation from the Nd:YAG 

oscillator is injected into an optical fiber. The fiber is used simply 

to transport the beam across the laboratory to the amplifier, and 

to decouple the alignment of the Nd:YAG oscillator and 

regenerative amplifier. After the fiber, a Pockels cell switchout 

selects a single pulse from the 100 MHz train of pulses. This pulse 

is injected into the regenerative amplifier off a 4% reflector. The 

injected pulses are of approximately 100 pJ energy and 80 ps 

duration. 

The regenerative amplifier design is shown in Fig. 2.7. The 

laser head is a Quantronix model 117 with 3 x 104 mm Nd:YAG 
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Figure 2.6. Schematic of the kHz dye laser amplifier system. 
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Figure 2.7. Nd:YAG cw-pumped regenerative amplifier. On top is 
a schematic of the cavity design. Below is the calculated 
beam diameter in the cavity. 
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rod. The thermal lensing of this rod is very strong, and a cavity 

round-trip time of about 12 ns is desirable so that any secondary 

pulses in the cavity due to injection of unwanted pulses from the 

oscillator will be well separated in time from the main pulse. 

Furthermore, ideally the beam in the intracavity Pockels cell 

should be large enough to prevent damage to the Pockels cell 

crystal, and be collimated to enhance the switchout contrast ratio. 

The contrast ratio can be further enhanced by using the thin-film 

polarizers in reflection mode. The laser cavity shown in Fig. 2.7 

satisfies all these requirements.24 

The operation of the regenerative amplifier is as follows. 

The quarter-wave plate in the cavity frustrates the cw lasing and 

rejects any injected light that leaks through the first switchout 

after two round trips. The amplifier is triggered by applying a 

voltage step to the lithium niobate Pockels cell sufficient to 

compensate for the quarter-wave plate. This action not only Q- 

switches the laser but also traps the injected pulse (selected by 

the first switchout) in the cavity. Following approximately 40 

round trips (480 ns), a second voltage step is applied to the 

Pockels cell providing an additional quarter-wave rotation, and 

the pulse is rejected from the cavity. 

The result is that the regenerative amplifier output is 

routinely 1.2 mJ at a repetition rate of up to 1.7 kHz, with a pulse 

width of 80 ps. The repetition rate is limited entirely by the first 

switchout; typically the laser is operated at 1 kHz. The pulse 



energy is limited by the thermal depolarization in the Nd:YAG rod 

combined with the use of high-contrast dielectric polarizers in the 

cavity. Output energy fluctuations are typically less than 2% rms. 

The output of the regenerative amplifier is down-collimated 

by a telescope to a diameter of approximately 500 pm, and is 

frequency-doubled in a 2.5 cm CD*A crystal which is 

temperature-tuned to phase match at 50 OC. The second-harmonic 

energy is 500 pJ per pulse. The second-harmonic is directed by a 

dichroic mirror to the dye amplifier; the remaining fundamental is 

again down-collimated and frequency-doubled in an 8-mm KTP 

(potassium titanyl phosphate) crystal. This second-harmonic, 

which is used to amplify a portion of the white light continuum, 

has an energy of 80 pJ per pulse. 

II.B.3. Dye Amplifier 

The dye amplifier is also displayed in Fig. 2.6. It is 

configured as a standard two-stage, collinearly pumped 

amplif ier .13 The stages are 1 cm in length with flowing dye 

solution. I found the optimum dye solution to be Sulforhodamine 

640 dissolved in a 50150 mixture of methanol and water. This 

dye solution offers the best combination of high gain but low 

amplified spontaneous emission (ASE) level, essentially because 

the ratio of water to methanol can be varied so that the gain 

spectrum of the amplifier dye matches the dye oscillator 



spectrum. (A higher proportion of water, which is a polar solvent, 

produces a gain spectrum which is shifted to the red). The dye 

concentration is about 5 x 10-5 M .  

The spot sizes and relative pump power for each amplifier 

stage were carefully optimized so that the maximum gain could be 

extracted from the amplifier consistent with a minimum of pulse 

broadening due to gain saturation. The optimized amplifier has a 

first stage pumped by 20% of the second-harmonic energy from 

the frequency-doubled Nd:YAG regenerative amplifier. The spot 

size of the pump and oscillator beams is about 150 pm diameter, 

and the gain is typically 1000. The amplified dye beam then 

passes through a 200-pm jet of Malachite Green saturable 

absorber, which serves to absorb the unamplified 100 MHz dye 

pulses and most of the ASE from the first stage. The amplified 

beam suffers a loss of about 2 in the absorber. The second stage 

is pumped by the remaining second-harmonic. The spot size is 

about 1 mm diameter, and the gain is typically 100. Thus 

including the absorber loss the net gain is 5 x lo4,  so since the 

input pulse energy from the oscillator is about 200 pJ, the 

amplified pulse energy is 10 pJ.  (This corresponds to the 

measured average power of 10 mW). The highest pulse energy 1 

have observed with this system without pulse broadening is 15 pJ.  

If pulse width is not a concern, the spot sizes in the two stages can 

be reduced so the amplifier will be driven farther into saturation. 



This can produce amplified pulses with energy in excess of 40 pJ, 

but the pulse then broadens to about 200 fs FWHM. 

The ratio of the amplified short pulse energy to ASE at the 

output of the amplifier is typically 1000:1, though this figure 

varies significantly with the age of the amplifier dye and the 

relative water to methanol content of the solvent. This figure is of 

concern only when a pump-probe experiment is being performed 

where a pump pulse near 615 nm is necessary, in which case the 

effect of the ASE portion of the pump pulse must be considered. 

In all the experiments reported in this thesis, the amplified dye 

pulse was used to generate a white light continuum, from which a 

pump pulse far to the red of 615 nm was selected, so the ASE 

from the amplifier was not an important consideration. 

Aside from avoiding saturation of the amplifier to maintain 

a short dye laser pulse, it is necessary to compensate for the GVD 

of the amplifier chain. This is accomplished by passing the 

oscillator output through a flint (SF-10) prism pair in a double- 

pass configuration before the amplifier chain. The pulse width at 

the output of the amplifier is then easily minimized by adjusting 

the amount of glass the beam travels through in the prism pair (in 

exactly the same fashion as in the dye oscillator). Thus the prism 

pair puts a slight negative chirp on the dye pulse that is exactly 

compensated by the positive GVD of the amplifier chain, and the 

output of the amplifier is typically 90-120 fs. The prism pair is 

placed before the amplifier so that the loss due to reflections and 



scattering in the prisms can be recovered in the amplifier. (If it 

were placed after the amplifier, there would be less energy 

available for the continuum generation). As a further precaution 

against GVD that cannot be compensated with the prism pair, the 

mirrors in the amplifier chain all have single-stack dielectric 

coatings centered at 615 nm. 

The stability of the amplified dye pulse is 3% rms (measured 

by taking a histogram of the pulse energy). It is extremely 

important for the generation of a stable, useful continuum that the 

amplified dye stability be less than or of the order of 3%. 

II.B.4. Continuum Generation and Amplification 

The amplified dye laser pulse is focussed with a 65 mm lens 

onto a 1 mm jet of ethylene glycol. A thick optical-quality jet is 

obtained using a low-pressure flow system with a high-quality 

sapphire nozzle (Precomp model PRElONO15). The focussed 

intensity is about 1013 W/cm2. This intensity for a 100 fs pulse is 

sufficient to produce a white light continuum, which extends over 

the entire visible range.25.26 Apart from the effect of GVD, this 

continuum pulse is as short as the pump pulse, namely 100 fs. 

The spectrum of the continuum peaks strongly at the pump pulse 

wavelength and falls off roughly exponentially to each side, 

though under certain conditions the spectrum shows structure due 

principally to self-phase modulation.27 The position of the dye jet 



relative to focus is critically important for obtaining a smooth, 

unmodulated, stable spectrum. Usually the optimum glycol jet 

position is just beyond focus. The focal length of the pump lens is 

also critical; a longer lens will produce a modulated spectrum 

since the continuum generation will be closer to threshold. A 

shorter lens will produce an intensity that is too high, and the dye 

laser beam will actually atomize the front and back surfaces of the 

glycol jet, and a mist of ethylene glycol will be blown off the 

surfaces. This scatters the laser beam, destroying the beam 

quality and introducing instabilities in the continuum spectrum 

and energy. 

A portion of the white light spectrum used in my 

experiments is shown in Fig. 2.8. (The spectrum is not corrected 

for the responsivity of the OMA detector). This spectrum is an 

integration of 5000 laser shots. When the laser system is running 

properly, the shot-to-shot fluctuations of any given spectral 

portion of the continuum are about 8-12% rms. 

The white light is collimated by a 38-mm achromatic lens 

after the glycol jet. A beamsplitter reflects about 50% of the light 

into the pump arm of the pump-probe setup, as is shown in Fig. 

2.9. A filter selects a 10 nm bandwidth portion of the spectrum. 

This beam is sent through a computer-controlled delay line (1 pm 

resolution), and amplified in a 1 cm dye flow cell. The 80-pJ 

second-harmonic from the second (KTP) frequency-doubling of 

the Nd:YAG regenerative amplifier is used to pump this amplifier. 
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Figure 2.8. Typical white light spectrum over the probe range 
1.4-1.8 eV. An RG780 filter (with transmission edge 
between 1.6 and 1.7 eV) was used to block the intense 
portion of the continuum at higher photon energies. 
(The glitch in the center of the spectrum is due to a dead 
diode in the OMA detector array). 
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Figure 2.9. Schematic of the pump-probe setup. Not shown are 
the pump beam for the continuum amplifier, the neutral 
density filters in the probe beam, or the probe reference 
beam detector. 



A filter after the amplifier is used to block any remaining pump 

light (and, when possible, ASE from the amplifier). The amplified 

continuum energy is typically in the 10-70 nJ range in the 

spectral region of interest in my experiments (690-820 nm). The 

ASE is at least 100 x below the amplified pulse energy. 

The remaining portion of the white light after the splitter is 

attenuated and used as a probe beam. Typically the probe energy 

is below the pump energy by at least 100 x. I discuss how pump- 

probe experiments are performed in the next section. 

II.B.5. Pump-Probe Experiments 

The basic idea of a pump-probe experiment is very simple. 

A short optical pulse is used to pump the sample and induce a 

change in its optical properties, such as its reflectivity or 

absorption spectrum. A much weaker pulse is delayed in time 

and used to probe the change in optical properties of the sample 

due to the pump. The time resolution is obtained by varying the 

time delay between the pump and probe. Since the pump and 

probe pulses are derived from the same source by using a 

beamsplitter, there is no temporal jitter between the pump and 

probe; hence the time resolution is limited only by the optical 

pulse width. 

When a spectral continuum is available for the probe, then 

the change in the entire spectral region of interest due to the 



pump can be accumulated at once by using parallel detection: the 

probe beam after passing through the sample is dispersed through 

a monochromator and integrated on an OMA. Thus we can do 

time-resolved spectroscopy. When the change in optical 

properties due to the pump is small and higher sensitivity is 

required, the OMA may be replaced with a narrow slit and 

photomultiplier or photodiode detector. Then the detection is at a 

single wavelength, but the detectors are fast, so that if the probe 

beam is simultaneously monitored before it goes through the 

sample, energy fluctuations may be normalized out on every 

single laser shot, and a substantial sensitivity increase may be 

obtained. 

The time origin, i . e . ,  the delay line position for which the 

pump and probe beams arrive at the sample at the same time, is 

precisely determined by cross-correlating the pump. pulse with 

the probe pulse. A nonlinear crystal (LiI03) is placed at the same 

position as the sample. The pump and probe beams are aligned so 

they are parallel and about two beam diameters apart. They are 

focussed on the crystal, which is aligned to generate the sum 

frequency of the pump and probe pulses. The sum frequency 

beam is dispersed in a monochromator before being detected by a 

photomultiplier tube. By tuning the monochromator wavelength, 

one may easily select which spectral portion of the probe is to be 

correlated with the pump. The sum frequency signal is detected 

as a function of time delay, the result being the cross-correlation; 



a typical example is given in Fig. 2.10. The FWHM is 180 fs. The 

pump and probe pulse widths are likely very close, so to a good 

approximation the cross-correlation may be deconvolved to get 

the real pulse width in the same fashion as an autocorrelation. 

For sech2 pulse shape, the deconvolution factor is 0.6482.28 so the 

pulse width is 120 fs. 

It is  particularly important when doing time-resolved 

spectroscopy to avoid systematic error due to GVD, since the 

entire probe spectrum must arrive at the sample at the same 

time. If the continuum spectral range of interest is very broad, 

then the temporal shift due to GVD in the glycol jet, lenses, and 

filters between the red and blue portions of the probe spectrum 

can be significant. This temporal shift can be directly measured 

by cross-correlating the probe with the pump over the probe 

spectral range of interest. The result is displayed in Fig. 2.1 1 

(squares). The pulse width of any given portion (of approximately 

10 nm width) of the spectrum is 140 fs, but there is an 

approximately linear chirp that leads to a 500 ps temporal 

dispersion over the 120 nm probe spectrum. 

This dispersion may be corrected by inserting a prism pair 

in double pass arrangement in the probe beam. The white light 

dispersion when quartz prisms are used is shown in Fig. 2.1 1 

(circles). The pulse width for each spectral component is 120 fs 

and the dispersion over the 120 nm bandwidth is 30 fs. 

Unfortunately the quartz prisms are not useful since to obtain the 
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Figure 2.10. Cross-correlation of the 770 nm portion of the probe 
with the 790 pump beam. The correlation width is 180 
fs, which corresponds to a pulse width of 120 fs. 
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Figure 2.11. Temporal dispersion of the white light continuum 
pulse. The squares show the positive linear dispersion of 
the uncompensated continuum. The circles (triangles) 
show the dispersion when quartz (SF-10 flint) prisms are 
used to compensate for the linear chirp of the 
continuum. 



necessary negative chirp, the prisms must be far apart and the 

beams must go through the prisms as close to the tip as posssible. 

However in this case the beam suffers from vignetting (due to the 

several-mm beam diameter), and the probe beam quality is 

destroyed and energy lost. Possibly this problem could be 

overcome by focussing the beam through the prism arrangement, 

with the focal position just beyond the second prism. However, a 

simpler solution is to use flint prisms, which give a much higher 

dispersion. Thus the necessary prism separation is smaller, and 

the vignetting problem is eliminated. The continuum dispersion 

for flint (SF-10) prisms is shown in Fig. 2.1 1 (triangles). The pulse 

width at each spectral component is 110 fs, and the dispersion 

over the 120 nm bandwidth is 100 fs. This dispersion is 

somewhat worse than that for quartz prisms, since the flint 

prisms have a higher quadratic as well as linear dispersion. In 

fact, to show that the minimum achievable dispersion is limited 

by the quadratic dispersion of the prisms, I have fitted the 

dispersion data to parabolas. The result is the dotted curves of 

Fig. 2.11. It is important to note that each time the central probe 

wavelength of interest is changed, it is necessary to adjust the 

amount of glass the beam passes through in the prism pair to 

minimize the continuum dispersion. 

A further consideration in doing pump-probe experiments is 

that the probe beam must be centered on the pump beam at the 

position of the sample. Ideally, the pump beam will be larger 



than the probe so that the pump intensity is roughly constant 

over the area of the probe spot. This is accomplished by down- 

collimating the pump beam after the continuum amplifier. The 

pump and probe spots are then overlapped by putting a small 

(12.5 pm) pinhole adjacent to the sample. The sample is then 

placed precisely at the focus by maximizing the throughput of the 

probe beam through the pinhole; the overlap is then easily 

obtained by aligning the pump through the pinhole. The overlap 

may be verified and the spot sizes measured by scanning the 

pinhole through the beams and detecting the transmitted light 

through the pinhole. For the experiments reported in this thesis, 

the spot sizes were typically a pump diameter of 48 pm and a 

probe diameter of 26 pm. After the alignment and focus are 

optimized, the sample is simply translated into place. 

II.B.6. Data Acquisition 

All the white light time-resolved spectroscopy experiments 

reported in this thesis measured the so-called differential 

absorption of the sample. What is measured is ATIT, where T is 

the transmitted probe energy with no pump beam incident on the 

sample, and AT is the change in transmission due to the pump, i . e . ,  

the transmitted probe with pump incident minus the transmitted 

probe with no pump incident on the sample. 



As I mentioned at the beginning of the previous section, the 

differential absorption spectrum may be accumulated using an 

OMA. The readout of the OMA diode array is synchronized to the 

laser by triggering the readout with a pulse timed to the laser 

amplifier. The kiloHertz trigger from the amplifier timing 

electronics is divided down typically by 50x, so that the OMA will 

integrate 50 laser shots and be read out at 20 Hz. Shutters are 

placed in both pump and probe beams, which may be triggered by 

the OMA controller. The shutter sequence used to accumulate the 

differential absorption spectrum is as follows. Both shutters are 

initially open, and one scan of the transmitted probe is 

accumulated into memory A. The pump shutter is then closed, 

and one scan of the probe is subtracted from A. The probe 

shutter is then closed and a background (dark current) spectrum 

is added to A. The pump shutter is then opened, and any pump 

light that is scattered onto the OMA is subtracted from A. (For 

very high quality samples and large signal levels the last two 

steps are not necessary). The transmitted spectrum without 

pump is then accumulated into memory B. An ignored scan is 

performed between each accumulated scan since a scan readout 

does not completely reset the OMA diode array. The cycle is 

repeated as often as necessary to achieve the desired signal-to- 

noise ratio, Once the data is acquired, it is transferred to the PDP- 

11 computer and memory A is normalized to memory B; the result 

is the AT/T spectrum. 



For reasonable (5-30 min.) integration times, the typical 

minimum AT/T signal observable ( i . e .  for a signal-to-noise ratio of 

one) is about 0.5%. This is limited by continuum fluctuations and 

the cavity-length stability of the dye oscillator. It may be 

possible to improve the sensitivity substantially by stabilizing the 

dye oscillator cavity length with a feedback loop. 

For experiments where it is not necessary to accumulate the 

entire differential absorption spectrum at once, photodiodes or 

photomultipliers may be used to monitor the probe light. For 

these experiments, a portion of the probe is split off before the 

sample and used as a reference beam. Both transmitted probe 

("A") and reference ("B") beams are passed through 

monochromators to select the wavelength of interest, and detected 

with photodetectors. For the experiments reported here, the 

probe energies were so low that photomultipliers with extended 

red multialkali photocathodes (Hamamatsu type R2066) were 

required. For each laser shot, A and B are integrated and digitized 

using a LeCroy 2249W pulsed A D .  The computer acquires A and 

B, checks to see that B is within an acceptable energy range, and 

computes the signal S=(A-B)/B. This yields the differential 

absorption of the sample up to a factor due to the chosen signal 

level of B. The signal S may be calibrated to yield the quantitative 

value of ATIT. 

The attainable sensitivity for these single-wavelength 

experiments is limited by two things. First, the sample surface 



must be of high quality and the probe beam directionality must 

be stable. Otherwise the detectors A and B will not observe 

exactly the same signal and random fluctuations will be 

introduced. (It is also extremely important that the two detectors 

be monitoring exactly the same wavelength portion of the 

spectrum). Secondly, in order to avoid saturating the 

photocathode output, it is necessary to limit the incident photon 

flux. I have found it necessary to limit the flux such that only 

about 625 photoelectrons are emitted from each photocathode for 

each laser shot. Thus the shot noise fluctuations will be about 4%. 

For a reasonable experiment, about 20000 laser shots may be 

accumulated at each data point, so the shot noise limit to the 

sensitivity is about 3 x 10-4. In practice the sensitivity limit is 

about 0.1%. 

The results of the sub-picosecond differential absorption 

spectroscopy are presented in chapter 1V.C. 
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CHAPTER I11 

TUNNELING FROM A SINGLE QUANTUM WELL 

1II.A. Introduction 

In this chapter I describe a set of experiments performed to 

investigate what might be called the "tunneling-out" problem in 

GaAsIAlGaAs quantum well (QW) structures. An electron is 

initially confined in a thin QW, where the well is coupled to a 

continuum through a thin barrier (Fig. 3.1). 

Figure 3.1. Conduction band diagram for the electron tunneling-out 
problem. The electron is initially confined in the QW, 

but decays via tunneling into the bulk GaAs region. 



Hence the QW electronic state is really metastable, since the 

electron can tunnel out of the well into the continuum. This 

tunneling is irreversible, since after the electron escapes from the 

well it relaxes to the band edge of the continuum and hence 

cannot return to the well. The goal, of course, is to determine the 

tunneling decay rate of the electron, and the dependence of this 

rate on the barrier width, height, and an applied electric field. 

The tunneling of the heavy hole may be neglected; its effective 

mass is so large that the tunneling rate is orders of magnitude 

slower than that of the electrons. 

The tunneling-out problem has been around in various 

forms for many years; among the famous manifestations of this 

problem are nuclear alpha decay1 and the cold emission of 

electrons from a metal surface* (the so-called Fowler-Nordheim 

tunneling). The problem has been understood in principle since 

the early days of quantum mechanics; a comprehensive discussion 

of the theory of irreversible tunneling through a barrier has been 

given by Landau and Lifshitz.3 

As I mentioned in chapter one, semiconductor 

heterostructures offer a rich field for the study of tunneling i n  

condensed-matter systems. In the GaAsIAlGaAs system, the 

barrier width may be controlled to monolayer tolerances, and the 

barrier height may be controlled by varying the aluminum 

composition of the AlGaAs barrier. Diode structures may be used 

to study the effects of an electric field. For this study, we have 



tuned the sample parameters so that the tunneling decay time 

falls within a range accessible by the time-resolved 

photoluminescence (PL) system described in the previous chapter. 

Thus we have been able to perform a fairly comprehensive study 

of the tunneling-out problem in QW structures using time-domain 

optical techniques. At the time we commenced this study, no such 

studies had been done. Recently, however, Tsuchiya, e t . a l . ,  

published a similar study4 in which they investigated the 

tunneling escape rate of electrons from a QW through very thin 

AlAs barriers. The principal differences between our study and 

theirs is that we used thicker AlGaAs barriers, where we could 

vary the A1 composition to study the effect of varying the barrier 

height, and our samples had the QW region placed in a diode 

structure so that the effect of an electric field could be studied. 

We also had a single barrier instead of double barrier structure. 

For a double barrier structure, the electron can tunnel out of the 

well in either direction. Thus when an electric field is applied, the 

tunneling rate through one barrier increases, but the rate through 

the other barrier decreases. We used a single barrier structure so 

that the effect of the field on a single barrier could be isolated. 

Aside from the question of principle regarding the nature of 

the tunneling-out problem, there is an additional, practical reason 

for studying this problem. As I discussed in chapter one, the 

semiconductor heterostructure that has attracted the most 

interest for tunneling studies is the double-barrier diode (DBD). 



The operation of this structure was shown in Fig. 3.7 of chapter 

one. This structure is of particular interest for two reasons. First, 

from a practical point of view, because they display negative 

differential resistance (NDR) with large peak-to-valley ratios, 

DBD's are useful for millimeter and submillimeter wave devices, 

such as oscillators and mixers. Oscillations at frequencies up to 56 

GHz have been reported,5-7 and detection and mixing at 

frequencies up to 2.5 THz.8 Secondly, there are outstanding 

questions regarding the quantum-mechanical nature of the 

resonant tunneling in this structure. 

There are two related questions of particular interest. The 

first is, what is the time dependence (or conversely, the frequency 

response) of the tunneling in these structures? Secondly, what is 

the mechanism of the tunneling in real structures, where the 

effects of scattering must be considered? The latter. question is 

relevant both to understanding the time dependence of the 

tunneling and the current-voltage (I-V) characteristic of DBD's. 

Considerable theoretical effort has been directed towards 

answering these questions. The first calculations considered an 

ideal double-barrier structure with no scattering, interface 

disorder, or other mechanism by which the resonant energy level 

in the QW could be broadened. In this case (most thoroughly 

discussed by Ricco and Azbels), the structure is completely 

analogous to a Fabry-Perot etalon, where one need only consider 

the transmission coefficients of each barrier to determine the I-V 



characteristic. The frequency response is determined by the 

requirement that for resonant enhancement of the tunneling, the 

electron probability amplitude must peak in the well. The 

buildup time for this peak is expected to be of the order of the 

resonant state lifetime. 

In a fundamental paper, Luryilo pointed out that the Fabry- 

Perot picture of resonant tunneling fails to account for the 

observed frequency response and I-V characteristics of real DBD's. 

The observed frequency response is much too fast and the I-V 

curves display smaller peak-to-valley ratios than predicted. He 

proposed an additional mechanism for resonant tunneling, namely 

"sequential" tunneling. The Fabry-Perot picture requires that the 

electron wavefunction be coherent over the entire DBD structure. 

However, any scattering process in the well will destroy this 

coherence. Hence the tunneling process may be viewed as a two- 

step process, where the electron tunnels first into the well where 

it is localized by scattering, and then it tunnels out of the well. 

Many authorsll-24 have considered the time dependence of 

resonant tunneling when each of these tunneling mechanisms is 

operating. Capasso et .a l .  ,25 have reviewed the roles of coherent 

and incoherent tunneling in DBD structures. The important thing 

to note here, though, is that in either case, one of the most 

important parameters is the resonance width T, of the confined 

electron state; whether the tunneling proceeds in a coherent or 

sequential fashion depends on the relative magnitude of T, to the 



scattering width of the state T,. The width T, is related to the 

tunneling decay time 71. of the state by the Uncertainty Principle: 

T ~ = ~ I  ITr. Our experiment directly measures in the time domain 

the dependence of this tunneling time and hence the resonance 

width on the applied electric field. 

1II.B. EXPERIMENTAL RESULTS 

III.B.l. Sample St ructure  

The structure of the samples used for this study is shown in 

Fig. 3.2. A single 30 A GaAs QW is bounded on top by a thick (0.2 

pm) A1,Ga  AS barrier, and on the bottom by a thin AlxGal-,A s 

barrier and 0.1-pm thick GaAs region. This undoped structure is 

clad between an 0.1-pm p+ cap layer and a 1-pm n+ buffer layer 

grown on top of the semi-insulating (SI) substrate. It should be 

noted that the photon energy of the luminescence from the QW 

lies below the A1,Gal-,As band edge, so there are no effects due to 

reabsorption of the luminescence from the QW. 

Tunneling is possible only through the thin barrier beneath 

the QW. The barrier width b and A1 composition x were varied to 

study the effect of these on the tunneling rate. In all five samples 

were studied. One set of samples had an A1 composition x of 30%, 

and nominal barrier widths b of 85, 11 1, and 121 A.  A second set 
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Figure 3.2. Sample structure for the tunneling-out experiments. 
The barrier is the layer of width b, and the Al com- 
position x was varied from 30 to 50% (see text). 

had a barrier width b=86 A, and A1 compositions x of nominally 

38% and 50%. A 600-pm diameter mesa was etched down to the 

n+ buffer and ohmic contacts were made on both n+ buffer and p+ 

cap, except a 200-pm diameter hole was left for optical access.26 

The p-i-n diodes were operated in reverse bias. Typical current- 

voltage characteristics are shown in Fig. 3.3, with and without 

laser light incident on the sample. The reverse bias breakdown 

voltage was typically about -4V. 



Figure 3.3. Current-voltage (I-V) characteristic for the sample 
shown in Fig. 3.2. On top is the I-V curve with no light 
incident on the sample. Below is the I-V curve with the 
laser pump beam incident. The horizontal scale is 1 
Vldivision; the vertical scale is  20 pA/div .  



III.B.2. Excitation and Luminescence 

Electron-hole pairs were injected into the QW at t=O by a 

picosecond pulse from a dye laser. The laser system was 

described in section II.A.1. The laser dye was Pyridine 1; the 

laser was tuned so only electron-heavy hole pairs were generated. 

This was to avoid complications due to light hole tunneling 

through the barrier. However, I found that there was no 

difference in the results when light holes were also generated; 

evidently the light hole-heavy hole relaxation time is fast enough 

so the observed PL decay rates are unaffected. 

The samples were held in a cryostat at a temerature of 6 K. 

At this temperature virtually all the electron-hole pairs are bound 

in excitons. The strong exciton luminescence spectrum was 

detected and time-resolved using the setup described in section 

II.A.4. A typical time-resolved PL spectrum is shown in Fig. 3.4. 

The advantage of performing time-resolved spectroscopy is that 

the Stark shift of the PL line with applied electric field can also be 

simultaneously measured, along with the time dependence of the 

luminescence. Furthermore, the scattered pump light is also 

accumulated on the spectrum, so the precise time origin is given. 



Wavelength (A)  

Figure 3.4. Typical time-resolved photoluminescence spectrum. 
On the left is the scattered laser pump light; on the right 
is the luminescence from the quantum well. 



III.B.3. PL Decay Times 

The PL decay rate can be expressed as 

where 'IR is the electron-hole recombination (radiative and 

nonradiative) time, which is of the order of a few hundred 

picoseconds. (The actual value depends on the density of trap 

levels and the injected carrier density). However, the escape time 

'IT is quite independent of those effects and would be equivalent 

to the measured PL decay time if it were much faster than TR. 

The PL decays were therefore fitted with single' exponential 

decays. For decay times much longer than the streak camera 

response time of 20 ps this was done by simply performing a 

least-squares fit on the PL decay at t>20 ps. For decay times close 

to the streak camera resolution, the data was fitted by using a 

simple rate equation model so that the effect of the risetime and 

finite streak camera resolution could be included. The model 

assumes that electrons are generated with a rate g (described by a 

Gaussian pulse with FWHM and time origin determined by the 

measured pump pulse) into the QW conduction band. The 

occupation of the initially populated state is described by nl.  The 



electrons relax to the conduction band origin, where they may 

bind with the holes to form excitons; this state is described by n2. 

(The hole relaxation is assumed to be extremely fast27). Thus the 

combined subband relaxation and exciton formation time are 

included in a rate k,,. The electron tunneling rate is kT and the 

recombination rate is kR. Hence the rate equations are 

The observed luminescence is just proportional to n2. 

The equations were numerically integrated, and the rates 

k,, and kT varied to give a best fit. (The rate kR is too small to be 

important for the case of fast tunneling where the rate equation 

fit is required). An example of the fit is shown in Fig. 3.5, for the 

case of the sample with x=0.3. b=85A at a bias voltage of -1.75V. 

A good fit is obtained for l/ksr=20ps and l/kT=7~=3 1 (+5 )ps. 

The decay times vs. calculated injected carrier density are 

plotted in Fig. 3.6. There was no applied electric field for this 

data. The data show a density-dependent decay time. At low 
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Figure 3.5. Rate equation fit of the luminescence data for the 
sample with A1 composition x=30% and barrier width 
b=85 A, with an applied bias of -1.75 V. The dashed line 
is the laser pulse, the dotted line is the solution for n2 
from the rate equations, and the solid line is the 
experimental data. (The time axis is plotted in units of 
the detector channel number). 
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Figure 3.6. Luminescence decay time vs. injected carrier density. 



density, the decay time for all samples is about 150 ps, except for 

the smallest barrier sample (x=0.3, b=86A), which has a density- 

independent decay time of about 60 ps. For larger barrier 

samples, the decay time increases with density, though this decay 

time seems to saturate at high density. This behavior has been 

observed by other workers28, and is attributed to trap saturation. 

At low injected density, many carriers (probably holes28) fall into 

traps, thus increasing the observed PL decay rate. At high 

density, the traps are filled, so the observed PL decay is due only 

to recombination and tunneling. 

III.B.4. Field Dependence of PL Decay 

The PL decay as a function of the applied bias is shown in 

Figs. 3.7 and 3.8 for the various samples. For the data. in Fig. 3.7, 

the A1 composition x is 30%, and the barrier width is varied. For 

Fig. 3.8 the barrier width is constant and the A1 composition is 

varied to study the effect of changing the barrier height. The 

estimated injected carrier density for these experiments is about 

2 x 1010 cm-2. (The observed PL decay times are somewhat 

longer than observed in the experiment of Fig. 3.6. The 

discrepancy is likely due to the uncertainty in determining the 

laser spot size on the sample, and therefore the precise value of 

the carrier density). 
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Figure 3.7. Luminescence decay time vs. applied bias for different 
barrier widths. The A1 composition x=30%. The barrier 
widths are (a) 121 A, (b) 1 1 1  A, and (c) 86 A. The solid 
lines are the results of the tunneling-out theory 
described in section III.C.3. 
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Figure 3.8. Luminescence decay time vs. applied bias for different 
barrier heights. The barrier width b=86 A (85 A for (c)). 
The A1 compositions x are (a) 50%, (b) 38%, and (c) 30%. 
The dotted line of (a) is simply an aid to the eye; the solid 
lines of (b) and (c) are from the tunneling-out theory of 
section III.C.3. 



The decay time s at zero bias is strongly dependent on the 

barrier width (as reported in Ref. 4) and on the height, as 

expected. Near zero bias, the decrease of s with applied bias is 

weak for samples with large barriers; for the data of Figs. 3.7(a) 

and 3.8(a) the recombination rate dominates at low bias. For 

higher fields the decay time decreases rapidly with applied field 

as the tunneling rate begins to dominate, except for 3.8(a), which 

evidently has such a high barrier that no tunneling is possible. In 

Fig. 3.7 it is apparent that the rate of decrease in tunneling time 

with applied field is higher for samples with wider barriers. The 

reason for this is that as the field increases to tilt the barrier, the 

effective barrier width to the tunneling electron becomes closer 

for different samples. A quantitative theory of the tunneling 

rates is described in section 1II.C. 

III.B.5. PL Stark Shifts 

I mentioned previously that the PL spectroscopy system 

allows the transition energy of the PL to be determined, as well as 

the time dependence. The resulting Stark shifts are shown in Fig. 

3.9. For the sample with x=50%, b=86 A, which shows no evidence 

of tunneling, the Stark shift is to lower energy by a few meV. 

This red shift is typical of previously studied QW structures.29-3' 

However, in all other samples the Stark shift appeared as a small 

blue shift (peaking at about 3 meV for reverse biases in the range 
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Figure 3.9. Stark shifts of the luminescence lines (a) for samples 
with different barrier width, and (b), for samples with 
different height ( i .e.  A1 composition x). The error is about 
f 1 meV. 



1-2V). To my knowledge this is the first observation of a blue 

shift in the PL from a QW with an electric field. I discuss the 

possible origin of this shift in section III.C.4. 

1II.C. THEORETICAL INTERPRETATION 

III.C.l. Electric Field vs. Bias Voltage 

Of course, before any comparison of experiment and theory 

is possible, it is necessary to determine the relation between the 

applied bias voltage and the magnitude of the electric field at the 

location of the QW structure. Sze32 has calculated the electric field 

inside a p-i-n diode. The difficulty with applying this calculation 

to a real MBE-grown AlGaAs p-i-n structure is that the "intrinsic" 

region in fact has a nonzero background p-type doping.33 

Typically this doping will be in the range 1015-1016 cm-3, subject 

to the precise MBE growth conditions. This background doping 

will have a strong effect on the field profile inside the diode. 

Because of the difficulty of determining the doping level in each 

region of the diode independently, it is not clear how to accurately 

and self-consistently determine the field profile.34 To my 

knowledge only Miller et.a1.,35 have attempted to determine the 

field profile, but they have not published the method they used to 

determine the (nonuniform) field. 



We have taken the simplest approach, determining the 

depletion region width w by a capacitance-voltage (C-V) 

measurement,34 and expressing the field simply as F=V/w where 

V is the external applied bias. (We find w is in the range of 4000 

A, so for example the field at -2V bias is about 5 x 104 V/cm). Of 

course this neglects the built-in potential of the diode structure. 

However, as is shown in Miller et.al.,ss the background p doping 

tends to reduce the field in the region near the p-i junction, which 

is where the QW is situated in our samples. Hence our simple 

approach makes a reasonable first approximation to the field. The 

good agreement we find between theory and experiment for the 

tunneling rates provides further confirmation that our approach is 

reasonable. 

III.C.2. Tunneling Time at Zere Field 

In a semiclassical model, the tunneling rate l / ~ ~  can be 

expressed as the product v T  of the frequency v of the electron 

collisions with the barrier and the transmission probability T 

through the barrier. The oscillation frequency of the electron i n  

the well under flat band conditions is 



where E is the electron energy (relative to the band edge), d is the 

well width, and mw is the electron effective mass inside the well. 

For our structure v is 1.3 x 1014 s-1. 

The transmission coefficient T of the barrier is calculated in 

the usual way by matching the wavefunctions and probability 

current across the barrier. The only refinement necessary is that 

because the electron effective mass is different in the barrier 

from that in the well and continuum regions, continuity of 

probability current requires that ( l lm* )(dv/dz) instead of just 

dy/dz be continuous across the boundaries. The expression for T 

under flat band conditions is then 

4r (V - E)E 
T = ( 5 )  

[(r - 1 ) ~  + v ] ~  Sinh2 (id-) + 4r (V - E)E 

where r=mb/mw , and mb (m ,) is the effective mass in the barrier 

(well). The calculated tunneling times for the five samples are 

shown in Table 1, where I have assumed that 65% of the total 

band offset is in the conduction band. 



Table 3.1. Calculated tunneling times for the samples with no 
applied electric field. The results for the set of samples with Al 
composition x = 0.3 and different barrier width b are shown in the 
first column. The results for different Al compositions at fixed b 
are shown in the second column. 

t, ( 4  f T  (PSI x T,(PS) 

III.C.3. Field Dependence of the Tunneling Time 

When an electric field is applied to the tunneling structure, 

both the electron oscillation frequency v and the transmission 

coefficient T will change. For the electric fields we are concerned 

with, v is essentially constant. This is easily shown by calculating 

the oscillation period T in the presence of a field from 

where v(z) is the instantaneous velocity fi k(z)/m. The result for 



the oscillation period is equation (4) above (with T = llv), but 

with a correction term from the field (eFd/E)2/32, which shows 

that even at a field of 105 V/cm the oscillation period changes 

only by 0.2%. 

The transmission coefficient, however, has a very strong 

dependence on the field. Landau and Lifshitz3 show that the 

dependence of the transmission coefficient on the evanescent 

wavevector K of a particle inside a potential barrier is 
b 

Thus we may account for the tilting of the barrier by the electric 

field by writing the tunneling time as 
b 

where c is a constant. I make the approximation that c and E do 

not change appreciably with the electric fields considered here. 

The proportionality constant is obtained by calculating the 

tunneling time at zero bias as described above. 

The results of this calculation are shown as the solid curves 

in Figs. 3.7 and 3.8. I did not plot the result in Fig. 3.8(a), since for 

this high barrier, the tunneling time is always much greater than 

the  recombination ra te ,  consistent  with experimental  

observations. For the curve of Fig. 3.7(c), I used a zero-bias 

tunneling time of 65 ps instead of the calculated value of 17 ps. 



This was because I want to show that the expression (8) properly 

displays the field dependence  of the tunneling time, even if it is 

difficult to calculate the absolute magnitude of the rate accurately. 

The difficulty of calculating the precise values of the 

tunneling time is due to the exponential dependence of the time 

on the effective mass and barrier width and height. Thus small 

uncertainties in the sample parameters will produce very large 

changes in the calculated tunneling time. One might consider 

fitting the data by varying the sample parameters (e.g.,  the 

barrier width), but there are too many degrees of freedom to 

produce a unique fit. Hence I have assumed that the nominal 

sample parameters are correct, and have adjusted only the 

conduction band offset ratio. To illustrate the strong dependence 

of the tunneling time on the band offset ratio, I note the following. 

Suppose the conduction band offset. ratio is in the range 62f 3 % . 
Then the tunneling time for the sample of Fig. 3.8(a) will be 1.3, 

2.1, and 3.2 ns for 59%, 62%, and 63% respectively. The 59% value 

yields results that are inconsistent with experimental 

observations at high applied bias. Using a ratio of 65% produces a 

reasonable fit for all the data except for Fig. 3.7(c). 

III.C.4. Luminescence Blue Shift 

In section III.B.5 I noted that the Stark shift of the PL line 

appears as a blue shift for all structures which display tunneling. 



This is in contrast to the usually observed red shift. Thus the blue 

shift is intimately connected with the tunneling. I believe that 

considerable further experimental and theoretical work will be 

necessary to understand the cause of this shift. Nevertheless, in 

this section I will make a few remarks on its possible origin. 

One possibility is that as the electrons tunnel from the well, 

a dipole field builds up that raises the potential barrier seen by 

the remaining electrons in the well. The higher barrier increases 

the confinement energy of the electrons in the well; hence the 

shift in PL to higher energy. This explanation turns out not to be 

reasonable, since the electrons that have tunneled out of the well 

will be swept away from the barrier region in about a picosecond. 

Thus a dipole field cannot build up. Furthermore, the possibility 

of a transient dipole field can be ruled out, since this would 

produce a dynamic Stark shift, contrary to observations. 

Another possibility is that the shift is due to the holes that 

are left behind in the well. The holes are strongly confined in the 

well. Therefore when most of the photogenerated electrons 

tunnel from the well, the hole lifetime becomes very long since 

there are no electrons with which they may recombine. If the 

lifetime is comparable to or longer than the 10 ns time between 

pump pulses, a substantial positive charge density will build up in  

the well. Thus the QW will behave in a manner very similar to a 

p-doped QW. 



It is well known that free carriers screen the electron-hole 

coulomb interaction, thus reducing the exciton binding energy.36 

In fact, Sanders and Chang37 have calculated the exciton binding 

energy as a function of dopant charge density for p-type 

modulation-doped wells. Such a reduction in binding energy 

would of course produce a blue shift in PL energy. However, a 

competing effect is band-gap renormalization, which shifts the 

band edge to lower energy with increasing density.38 There have 

been some calculations of the optical properties of doped QW's, 

but they have principally concentrated on the absorption 

spectrum.37~39~40 Obviously, further theoretical and experimental 

study is required to determine if the blue shift is in fact a many- 

body effect. 
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CHAPTER IV 

TUNNELING BETWEEN COUPLED QUANTUM WELLS 

In this chapter I describe experiments performed to 

investigate tunneling between weakly coupled quantum wells 

(QW's) using time-resolved optical spectroscopy. As I discussed 

in chapter I, the double-well problem is an old problem in 

quantum mechanics. However, the development of bandgap 

engineering in semiconductors has made it possible to design the 

potential well parameters (widths, depths, and barrier width 

between the two wells), rather than just take what nature 

provides. This has rejuvenated interest in the double-well 

problem from a fundamental point of view.1-3 The study of 

coupled QW's is of practical as well as basic interest, however. 

Some workers4-7 have begun to investigate coupled QW's for use 

as optical modulators, since the absorption edge Stark shift with 

an applied electric field is larger than that of an isolated well for 

the same field strength. The second-order susceptibility of the 

asymmetric coupled QW system has also been calculated and 

proposed for electro-optical applications.9 Most studies have been 

of strongly coupled wells ( i . e . ,  a thin barrier between the wells); 

the work presented here concerns weakly coupled wells. 

The ability to design the potential profile of the double-well 

system has enabled us to solve a long-standing experimental 



problem. The classic formulation of the double-well tunneling 

problem is to suppose that an electron (or other excitation) is 

initially localized in one well at time t=O. The question is how long 

it takes for the electron to tunnel to the other well. The 

experimental difficulty is how to localize the excitation at t=O. As 

I will discuss in section C of this chapter, this problem may be 

solved by using an asymmetric double-well structure, in which a 

photoexcited electron-hole pair may be injected with a short laser 

pulse into just one of the wells. 

In this chapter I first give (in section A) an introduction to 

the double-well problem, and provide a background for the 

interpretation of the experimental results. In section B, I discuss 

experiments using time-resolved photoluminescence (PL) to 

observe tunneling in double-QW's. In section C, I present the 

results of subpicosecond time-resolved absorption spectroscopy 

performed in an attempt to resolve the fast tunneling from an 

initially localized state. 

1V.A Introduction to  the Double-Well Problem 

IV.A.l .  States o f  the System 

If the two QW's are not too strongly coupled, it is possible to 

determine the wavefunctions and energies of the coupled-well 

system from the isolated-well wavefunctions WL and WR (which I 



refer to as the site basis). Tunneling problems are generally 

thought of in the site basis, since one considers the tunneling of a 

particle from one localized state to another. However, the time 

dependence of the total wavefunction is most easily determined in 

the eigenstate basis $ i  of the total Hamiltonian H of the coupled- 

well system because the time dependence of these states is simply 

-iE.t/h I 

Oi (t) = @i e , 

where Ei is the energy of the eigenstate $ i .  The tunneling 

behavior can be determined by simply transforming back to the 

site basis. Thus we must first calculate the eigenfunctions of H 

given the site basis wavefunctions. 

The eigenfunctions of the double-well potential may be 

written as 

so the eigenvalue equation is 



Multiplying by vL* , integrating over all space, and repeating the 

operation with vR* yields 

which must be solved for the eigenvalues E and the mixing 

coefficients c. The integrals are 

where J and K label L and R. In the usual formulation of the 

double-well problem, the SJK integrals are assumed to be zero. In 

this case the eigenvalue equation becomes the familiar 



where V is the tunneling matrix element and EL,R are the isolated 

well eigenvalues. Including the overlap integrals SJK allows the 

nonorthogonality of the site-basis wavefunctions to be included. 

To illustrate the discussion, I will show the calculations for 

one of the samples used in the differential absorption 

spectroscopy experiments (referred to in section 1V.C as sample 

C). The conduction band diagram is shown in Fig. 4.1 for flat band 

conditions ( i . e . ,  with no external electric field). The isolated well 

energies are also given. Calculation of the states using (4) above 

reveals that the 

Figure 4.1. Conduction band diagram for sample C, showing the 
lowest electron energies in each well. 



states are strongly localized in each well, there being less than 

0.03% admixture of the W R  state in the ground state $ 1 ,  and, 

correspondingly, less than 0.03% admixture of WL in $2. 

It is necessary to apply a bias voltage for the electron levels 

of the two wells to be in resonance. In this case, the calculation of 

the states becomes complicated, since the isolated well 

wavefunctions and energies shift with the field as I discussed in 

chapter I. The eigenfunctions and energies can be calculated 

"exactly" by numerical integration of the Schrodinger equation. 

V in t e rg  has done this for two of the experimental samples 

(referred to as A and B); the results are given in section IV.B.2. 

An alternative approach is to solve the problem 

approximately by taking the band edges in the wells and barriers 

to be flat, and simply take up the. voltage difference between the 

wells at the welllbarrier boundaries. The results of such a 

calculation should not be taken too seriously, but the qualitative 

conclusions regarding the field-dependent behavior should be 

reasonably accurate. The results for the energies of the two 

lowest electron states are shown in Fig. 4.2(a). (The n#l states of 

the two isolated wells are ignored). The site probabilities for the 

ground state 1 c ~ l  1 2 and 1 c ~ 1  1 ate shown in Fig. 4.2(b). The most 

important conclusion is that the wells are weakly coupled so that 

the state mixing is small over only a narrow range of the electric 

field. The magnitude of the anticrossing is about 0.2 meV. 
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Figure 4.2. The calculated energies of the two lowest states of 
sample C vs. electric field are shown at the top. Below are the 
corresponding site probabilities 1 c ~ l  1 2 and 1 c ~ 1  I 2 for the 
lower state. 



So far I have discussed the electronic states in the 

conduction band of the double-QW system. However, the 

photoexcitation of the QW injects electron-hole pairs, which 

interact strongly via the Coulomb interaction as I discussed in 

section 1.B.2. The importance of the electron-hole binding for 

tunneling can be seen as follows. Suppose an electron-heavy-hole 

pair is injected into the left well (QW2) of the structure shown in 

Fig. 4.1. The electron may tunnel into QW1, but the heavy hole 

remains in QW2. However, for the electron to tunnel, it must 

overcome the strong potential due to the hole in QW2. In effect, 

what is required is the difference in binding energy between the 

QW2 exciton (electron and hole both in QW2) and the "charge- 

transfer" (CT) exciton, in which the electron is in QW1 while the 

hole is in QW2. The binding energy of the QW2 exciton is about 9 

meV. 

Knox and Shale have calculated the binding energy of the CT 

exciton. The essence of their calculation is to extend the 

Hamiltonian of eqn. (9) of section I.B.2 to include the potentials of 

both wells. A variational approach similar to that described in 

section I.B.2 is used, with the addition that the n=2 state of each 

well is included, the mixing coefficient being a variational 

parameter. This is done to include the "polarization" of the 

wavefunctions due to the electron-hole interaction across the 

barrier. The result for the sample of Fig. 4.1 (sample C) is a 

binding energy ECT = -3.4 meV. The CT transition oscillator 



strength has not been calculated, but is expected to be very small 

due to the small overlap of the electron and hole wavefunctions. 

IV.A.2. Time Development of an Initially Localized State 

Suppose that an electron is initially in the left well (QW2) at 

t=O. The question is, how long does it take to tunnel to the other 

well? To answer this we follow the program outlined above, and 

express WL in terms of the $i.  The most convenient way of doing 

this is to note that normalization of the w and $ wavefunctions 

implies that the $'s can be written as 

o1 = cosa vL + sina vR 

q = -sina vL + cosa vR. 

From this we can see that the inverse transformation is 

~ ( r ~ = c o s a o ~  - s i n a h  

vR = sina o1 + cosa o2 . 



Thus the total wavefunction for an electron that is in state WL at 

t=O is 

-st/% -iE,t* 
cp (z,t) = ( cosa 43 - sina 4 e e 9 

where AE = E2 - El is the eigenstate energy splitting. Thus the 

probability of finding the electron in the right well is trivially 

found to be 

1 . 2  AEt 
p R = ! J ~ ; ~ & ]  = I - ~ s ~  "(1 -WS-1. 

fi 
(1 3) 

(where this time I have neglected the integrals S ~ K ) .  Thus the 

electron oscillates between the two wells with a period 

and amplitude 

2 
A = sin 2a.  

This amplitude is equal to unity only for the completely 

symmetric case. The principal effect of asymmetry is to reduce 

the amplitude of the tunneling oscillations, even if the isolated 



well energies are degenerate. Furthermore, the amplitude is 

significant only near resonance, since only then are the isolated 

well wavefunctions strongly mixed. 

For example, for sample C at zero bias, the oscillation period 

is T = 200 fs, and the amplitude A = 2 x 1 0 - 3 .  At resonance 

(electric field F = 9.5 x 1 0 3  Vlcm) the period is T = 20 ps and the 

amplitude A - 0.8. 

Of course, the above picture of tunneling in the double-well 

system is highly idealized. In the real world, the electrons will 

interact with themselves and with the lattice (through phonons, 

impurities, interface disorder at the QW boundaries, and alloy 

disorder in the barrier region). Thus the effect of scattering on 

the tunneling must be considered. There is a considerable body of 

literature on the problem of tunneling in the presence of 

damping . 1 1-13 The fundamental conclusion is that in the presence 

of scattering, the discrete states of each well are broadened into a 

continuum, which destroys the reversibility of the tunneling. In 

fact, an analogy may be drawn between the tunneling-out 

problem, which considers the irreversible tunneling from a 

discrete state into a continuum of states, and the problem of 

tunneling between sites. In the presence of scattering, the density 

of final states forms a continuum, and the tunneling becomes 

irreversible. This point has been elaborated upon by Knoxll and 

Duke.12 



Another way of stating this conclusion is to say that 

collisions destroy the phase coherence represented by the off- 

diagonal elements of the density matrix p 1 ;! and p 21, so the 

tunneling oscillations are damped. Knoxll has pointed out that 

the observability of the coherent tunneling depends on the 

oscillation period relative to the phase "memory" time. In the 

limit of strong scattering, the tunneling will appear as a rate 

process. In fact, it is such rate processes that are generally 

observed experimentally. To my knowledge there are no time- 

domain experiments which have observed coherent tunneling 

oscillations between spatially separated sites. Of course, the two- 

site coherent tunneling problem is completely analogous to other 

situations in physics, where a coherent superposition of 

eigenstates is prepared at t=O, and quantum interferences appear 

as the system evolves. Two well-studied examples are the 

phenomenon of quantum beats in atomic resonance 

fluorescence,l4~15 and K-meson oscillations in particle physics.16 

Many different scattering mechanisms are possible in QW 

structures. Weisbuchl7 has given an overview of ,the various 

mechanisms and their relative importance. At room temperature, 

the dominant mechanism is polar optical scattering. At low 

temperature, impurity scattering is most important, although the 

scattering rate is also dependent on the carrier density.18 Capasso 

et. al.19 have remarked that a good way to estimate the total 

scattering time is from mobility measurements on modulation- 



doped QW's, since the mobility is related to the average 

momentum relaxation time by 

At T = 300K the mobility is about 7000 cm2/Vs, which 

corresponds to z = 300 fs. For T < 77K, the mobility is greater than 

105 cm2/Vs, so the scattering time is longer than 50 ps. These 

numbers are typical for the density range of 1011 to 1012 cm-2, 

which is the range in which the optical experiments were 

performed. One additional scattering mechanism to which the 

mobility measurements are not very sensitive, but which likely 

will be important for the tunneling experiments, is alloy scattering 

in the barrier region. This scattering rate will depend on the 

sample quality, and is very difficult to estimate. The important 

conclusion is that scattering limits the observability of coherent 

tunneling at room temperature rather severely, but is not a 

limiting factor at cryogenic temperatures. 

A more serious and unavoidable impediment to the 

observation of coherent tunneling may be inhomogeneous 

broadening of the QW energy levels due to well width 

fluctuations. In this case the real coupled-well system cannot be 

described by a unique value of AE. The inhomogeneous 

broadening may be estimated by assuming well-width 

fluctuations of one monolayer. This gives for the 60 A well of Fig. 

4.1 a width of r = 5 meV, which implies the tunneling period must 



be shorter than 100 fs for any coherence to be observed. The 

inhomogeneous broadening will be less of a problem for wider 

wells, but significantly worse for narrower wells. In fact, 

interface quality appears to be the limiting factor in determining 

the observability of coherent tunneling. 

Although the ultimate goal of observing coherent tunneling 

is extremely difficult, the tunneling rate between the wells is 

nevertheless interesting, partly because scattering can not only 

destroy the coherence of the tunneling, it can also induce 

transitions between the QW's. In collision-induced tunneling, an 

electron localized in one well can for example scatter off an 

impurity, or absorb a phonon, and end up in the other well. This 

scattering can be elastic (as in the case of ionized impurity 

scattering), or inelastic (as in the case of phonon-assisted 

tunneling). 

Generally scattering-assisted tunneling is most easily 

thought of in terms of intersubband scattering; the transition rate 

for scattering from subband i to subband f is given by the Golden 

Rule as 

In this equation H' is the interaction Hamiltonian, x is the full 

three-dimensional wavefunction 



A is the sample area, p is the cylindrical radius in the QW plane, f i  

(ff) is the distribution function of electrons in the initial (final) 

subband, and k refers to the momentum parallel to the interface. 

The energy gained or lost by the electron in a collision is given by 

E,,l, which is zero for elastic scattering. The scattering momentum 

wavevector is q .  Once the scattering rate between the subbands 

is known (in both directions), the population flow between the 

two wells may be calculated since one knows the projection of the 

wavefunction on each site. (This is generally rather simple since 

as we have seen the electronic states are strongly localized on 

each site except in a narrow resonance region). 

- This is the procedure followed by Weil and Vinter20 in their 

calculation of LO-phonon-assisted tunneling between coupled 

quantum wells. (The only additional assumption they require is 

that the electron gas is nondegenerate, and thus can be described 

by a Boltzmann distribution). Vinter* has performed the 

calculation for one of our experimental samples (sample A, 

described in section IV.B.2); the results are given in Fig. 4.3. 

These results are for a temperature of 77K; the scattering rate will 

be significantly higher at room temperature (indeed the rate for 

electrons to scatter from the lowest subband to the second 

subband via absorption of a phonon will probably increase by 
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Figure 4.3. Calculated phonon-assisted scattering rates at T=77K 
for the nominal paramters of sample A (which is described in 
detail in section IV.B.2). (ref. 21). 



over two orders of magnitude22). At 6K, all the phonon-assisted 

scattering rates will be negligible. 

A similar calculation of tunneling via ionized impurity 

scattering has been given by Sawaki et. al.23 A third mechanism 

which is expected to be important for intersubband scattering is 

interface roughness scattering,24 but to my knowledge this 

calculation has not been performed for the coupled-well system. 

IV.A.3. Time Development with Initial Excitation in Both 

W e l l s  

In chapter I1 I discussed the two experimental methods we 

have applied to optically time-resolve tunneling, namely 

photoluminescence (PL) and absorption spectroscopy. The latter 

has a time resolution of about 100 fs, and is appropriate for the 

study of tunneling from an initially localized state. However, the 

PL time resolution is limited to about 20 ps. Furthermore, in 

order to monitor the populations of both wells, PL experiments 

require that electron-hole pairs be injected into both wells by the 

laser pump. The pump laser is tuned above the exciton lines of 

both wells so that the scattered laser light will be spectrally 

separated from the QW PL. Therefore the carriers are injected at 

k l l  # 0, and will scatter and thermalize within a few hundred fs 

(which is much shorter than the pump pulse width of a few ps). 

Thus the carriers are injected into both wells with no phase 



coherence between the subbands; hence no coherent tunneling can 

be observed. 

Tunneling between the wells via rate processes can certainly 

occur, however, so the PL experiments can be used to observe 

tunneling. The signatures of tunneling in these experiments are a 

decrease in the decay time of the QW PL lines as the tunneling 

rate increases, and the buildup of a "charge-transfer" state, in 

which the electrons and holes are in different wells. (This occurs 

since as an electric field is applied, the electrons and holes will 

tend to tunnel in opposite directions). The various PL processes 

relevant to tunneling studies are shown schematically in Fig. 4.4. 

IV.A.4.  Concluding Remarks 

The tunneling-out experiments of chapter I11 turned out to 

be (perhaps surprisingly) quite simple. To a good approximation 

the rate could be described by a very simple semiclassical model; 

none of the scattering mechanisms I described in this section had 

to be invoked to understand the results. The coupled-well 

problem, however, is considerably more complicated. The 

simplest theory reveals that the tunneling should be oscillatory, 

but will only occur with significant amplitude when the energy 

levels of the two wells are very close to resonance. However, if 

the two levels are within kT of each other and are weakly 

coupled, population will certainly transfer from one well to the 



Figure 4.4. Photoluminescence processes in double-quantum-well 
structures. The charge-transfer (CT) state luminescence 
comes from recombination of electrons in QW1 and holes in 
QW2. 



other until equilibrium is reached. It is not a simple matter to 

determine a priori what the tunneling rate will be, given the 

number of possible mechanisms (and equally importantly, the 

strong dependence of the tunneling rate on the precise sample 

parameters). Nevertheless, tunneling in double-QW's is well 

worth studying experimentally, partly because the theoretical 

picture is far from obvious. 

1V.B. Photoluminescence Experiments 

In this section I present the results of time-resolved and 

cont inuous (cw) photoluminescence (PL) spectroscopy 

experiments we performed to observe tunneling in asymmetric 

DQW structures. As I mentioned in section II.A.4 earlier, the time 

resolution of the streak-camera PL system is about 20 ps; hence 

one cannot observe coherent resonant tunneling with this system. 

Nevertheless, many interesting tunneling rate processes are 

observable. 

The DQW structures used in this study are of an entirely 

novel design. The two QW's are of different widths, but the A1 

composition of the wider well is adjusted so that under flat band 

conditions the electron energy levels are near resonance, and the 

hole energies are sufficiently different so that the PL energies of 

the two wells are well separated.25 This is possible because the 

heavy hole mass is much larger than the electron mass, so the 



holes sit close to the top of the valence band in each QW. As I will 

discuss below, this makes possible at reasonable electric fields the 

existence of a "charge-transfer" (CT) state, in which the electrons 

and holes are in different wells. In these experiments we have 

directly observed for the first time the buildup of a CT state via 

electron and hole tunneling in opposite directions in asymmetric 

DQW structures. 

B.1. Sample Design 

The samples used for this study were grown by molecular 

beam epitaxy at the central research laboratory of Thomson-CSF 

in Orsay, France. The growth layers are shown schematically in 

Fig. 4.5. 

The nominal growth parameters are as follows. A 74 A 
Al.15Ga.s5As QW (QW1) is coupled to a 34 A GaAs QW (QW2) 

through an A1.45Ga.55As barrier. Two samples were grown for this 

study; sample A has a thin (50A) barrier so the electron states are 

somewhat delocalized over the two wells, and sample B has a 

thick (100A) barrier so the electron states are strongly localized in 

each QW. Twenty-five periods of the DQW structure were grown 

on an n+ GaAs substrate and n+ GaAs buffer layer. The doping 

level was 5 x 1017 cm-3. (A 20-period n+ AlAsIGaAs superlattice 

was used to smooth the substrate surface). A semitransparent A1 

Schottky contact was evaporated on the top surface so that the 
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Figure 4.5. Double QW sample structure for PL studies. The 
nominal growth parameters in A are given. For sample A the 
barrier width b is 50A; for sample B b=100A. 



effect of an electric field applied along the growth direction could 

be studied. 

B.2. Electronic States 

The electron and hole states for the above-described DQW 

system have been calculated by B. Vinter.26 He obtained the exact 

wavefunctions and energies by numerically integrating the 

Schrodinger equation for the coupled well system, rather than 

starting with the localized states as a basis. The band diagram 

and results for the wavefunctions for sample A are shown in Fig. 

4.6, both under flat band conditions and with an applied electric 

field (reverse bias). The band offset ratio was assumed to be 

0.62:0.38. Under flat band conditions the hole states are strongly 

localized in each well (due to their heavy mass), but the electrons 

are somewhat delocalized as expected. With a moderate applied 

electric field, the electron states become localized in each QW. For 

sample B the electrons are always strongly localized. 

The energy levels vs. applied field are shown in Fig. 4.7. 

The strong level repulsion near resonance due to the coupling of 

the wells is quite apparent for sample A. Unfortunately, the PL 

transition energies predicted by this calculation do not agree very 

well with the observed values (7038A for QW1 and 7160A for 

QW2 at 6 degrees K). Therefore we have had to revise the sample 

growth parameters in order to fit the observed PL spectra. If we 



Figure 4 .6 .  Band diagram and calculated electron and hole states 
for sample A (43 A barrier), (a) with no electric field, and (b), 
with an electric field of 30 kV/cm. Similar results are obtained 
for sample B,  with the important difference that the electron 
states are strongly localized in each QW. 
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Figure 4.7. Energy levels vs. electric field for sample A.  The 
levels are very similar for sample B, but with a much smaller 
anticrossing. It should be noted that at zero applied bias 
voltage, the internal field of the Schottky diode is  about 8.2 
kV/cm.  



assume that the AlAs growth rate RA1 was as desired, then the PL 

energies can be fit by varying the GaAs growth rate RGa. The 

thickness of each AlGaAs layer is then given by (RAl+RGa)t, where t 

is the growth time for that layer. The A1 composition x is given by 

x=RAI/(RAI+RG~) 

By varying the GaAs growth rate, we determined values of the QW 

widths and A1 compositions that gave a reasonable fit to the PL 

energies. The results were that QW2 is only 26A wide, the barrier 

is 43A (86A) for sample A (B) with x=.45, and QW1 is 50A wide 

with x=.15. 

B.3. Experimental Setup 

The samples were held in a cryostat at a temperature of 6K. 

The laser and time-resolved PL setup have been described in 

detail in section 1I.A. The laser dye used was Pyridine 1; the laser 

was tuned with a single-plate birefringent filter (Lyot) and an 

uncoated 5 pm pellicle to 6947A, so electron-hole pairs were 

generated in both wells at t=O. For the time-resolved experiments 

discussed here, I estimate that each laser pulse injected a pair 

density of approximately 1011 cm-2 in each well. (This results in a 

band-filling in the conduction band of 3 meV and in the valence 

band of 0.4 meV). The resulting PL was dispersed by an 0.32m 

monochromator with a 300-l/mm grating across the entrance slit 

of the synchroscan streak camera. The streaked image was 



integrated on a 2-D SIT detector, allowing us to obtain PL spectra 

with a spectral resolution of about 3 meV and a temporal 

resolution of 22 ps (i.e. the FWHM of the dye laser output). 

The time-integrated PL spectra presented here were 

obtained at Thomson-CSF using a separate system with sub-meV 

spectral resolution. CW PL spectra are shown for both samples 

with zero bias voltage in Fig. 4.8. For sample B the 0 1  and 0 2  

transitions are about the same magnitude, but for sample A, the 

o 1 intensity is much smaller than for 0 2 ,  indicating stronger 

tunneling processes for this sample as will be discussed below. 

B.4.  Experimental Results 

Time-resolved spectra for sample B (thick barrier) are 

shown in Figs. 4.9 and 4.10 for reverse bias voltages from 0 to 

-6V. The spectra show the scattered pump light (defining the 

time origin) and two PL lines corresponding to recombination 

within each of the two wells. (The small peaks just after the 

pump pulse at approximately the same wavelength are due to an 

unavoidable spurious reflection of the laser onto the streak 

camera and should be ignored. Also it should be noted that the 

absolute intensities cannot be compared for different plots). The 

high energy PL line corresponds to the QW1 transition, and the 

lower energy line to QW2. The PL rise and decay times change 

very little with applied bias, as is shown in Fig. 4.1 1 .  The Stark 
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Figure 4.8. Time-integrated (cw) PL spectra for samples A (solid) 
and B (dashed line) with zero applied bias at a temperature of 
6K. 
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Figure 4.9. Time-resolved PL spectra of sample B for (a) zero 
applied bias and (b), -2V reverse bias. 
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Figure 4.10. Time-resolved PL spectra of sample B for (a) -4V and 
(b), -6V bias. 
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Figure 4.1 1. Rise times (10-90%) and decay times ( l / e  single 
exponential fit) for the two PL lines of sample B.  



shift of the PL peaks, plotted in Fig. 4.12, is observed to be a few 

meV to the red as expected.27 

In the cw PL spectra shown in Fig. 4.13, however, we 

observe a third PL peak which shifts strongly and approximately 

linearly towards the red with applied bias. In the narrow barrier 

sample (A) this peak appears even more clearly in the cw spectra 

(Fig. 4.14), and presents a stronger Stark shift. The origin of this 

peak can be elucidated by examining the time-resolved PL spectra 

for the thin barrier sample; the line comes from radiative 

recombination between electrons in QW1 and holes in QW2, which 

I refer to as the charge-transfer (CT) state. 

A selection of the time-resolved PL spectra vs. applied bias 

is shown in Figs. 4.15-17 for sample A. At low bias one sees the 

scattered pump light and two PL lines corresponding to the ol and 

o l + o c ~  transitions of Fig. 4.6. It should be noted that at zero bias 

the PL of QW2 and the CT state have the same transition energy. 

As the electric field is increased, the ol and o c ~  lines separate and 

OCT is strongly Stark shifted to lower energy. This PL has a long 

lifetime that in fact approaches or exceeds the 10 ns time interval 

between pump pulses and the synchroscan sweep cycle time; 

hence the PL signal that appears roughly constant vs. time on the 

streaked spectrum. (This is clearly seen as a signal at "t<O"). 

The Stark shifts of the three PL lines vs. bias are shown in 

Fig 4.18. For bias voltages less than about -3V the 02 and o c  T 

lines are not well separated. The 02 wavelength was determined 



7 B I A S  VOLTAGE 

Figure 4.12. Stark shifts of the two PL lines of sample B. 
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Figure 4.13. CW PL spectra of sample B at different applied 
voltages. 
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Figure 4.14. CW PL spectra of sample A at different applied 
voltages.  
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Figure 4.15. Time-resolved PL spectra of sample A for (a) 
applied bias, and (b), -2V reverse bias. 
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Figure 4.16. Time-resolved PL spectra of sample A for (a) -3V. 
and (b), -4V. 



6855 6942 7029 7116 7203 7290 I 

wave l e n g t h  

6855 6942 7029 7116 7203 
.Y 0 

7290 
wavelength 

Figure 4.17. Time-resolved PL spectra of sample A for (a) -5V, 
and (b), -6V. 
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Figure 4.18. Stark shifts of the three lines observed in the time- 
resolved PL spectra of sample A. 



by the peak position near t=O, and the o c ~  wavelength by the 

peak position at "t<O" except where this component did not 

appear, in which case the position at t-600 ps was used. The ol 

and 0 2  lines show a shift of a few meV typical of an exciton 

confined in a QW. The Stark shift of the o c ~  line, however, is 

much stronger, and is approximately linear with applied bias. The 

strong red shift and long decay time indicate that this PL in fact is 

the result of recombination of electrons and holes in the CT state. 

The CT state is built up by electrons tunneling from QW2 to QW1 

and holes tunneling from QW1 to QW2. The long lifetime is the 

result of the small overlap of the electron and hole wavefunctions, 

but the CT luminescence is nevertheless observable due to the 

nearly complete charge separation that takes place. This explains 

why the CT luminescence is observable in the cw PL spectra but 

not in the' time-resolved spectra for sample B. In this case the 

charge separation is not so strong due to the much slower electron 

and hole tunneling rates between the wells, so although the long- 

lived radiative recombination is observed as a line in the cw PL 

spectrum, the instantaneous intensity is low and therefore 

extremely weak on the time-resolved spectrum. 

One further observation confirms that the origin of the 

strongly red-shifted PL line is from the CT state. The Stark shift 

of this line is dynamic, since as the carriers recombine the 

screening of the applied electric field by the CT state is reduced 

and the red shift increases. This is most easily observed by 



comparing the CT wavelength just after the pump pulse with the 

CT PL wavelength at a very long delay time (which in practice is 

done by observing the PL at ''t<OW on the synchroscan streak 

image). This is only reliable in the range 2-4V, where the CT 

lifetime is not so long that the principal part of the signal at t=O is 

in fact due to PL emitted at t>>O. 

I mentioned previously that the CT state can have a lifetime 

that can exceed the pump pulse period. As a consequence a d.c. 

charge can build up in the wells (this is most dramatically 

apparent in Fig. 4.17, where all the CT luminescence signal comes 

from these steady-state separated electron-hole pairs). This 

charge screens the applied field, thus reducing the observed CT 

Stark shift. Since the CT Stark shift effectively gives the average 

electric field in the DQW region, the separated charge density can 

be estimated by comparing the observed PL Stark shift to the 

calculated electric field in the Schottky diode without the presence 

of charge carriers. We can then estimate an effective lifetime z for 

the separated carriers from n=gz where g is the generation rate. 

This procedure is accurate for cw experiments, and yields 

good approximate results for the time-resolved experiments since 

the lifetime z is comparable to or longer than the pump pulse 

period of 10 ns. I make the simplifying assumption that complete 

charge separation takes place after each pump pulse; this is 

reasonable for sample A, particularly at voltages greater than 

about -3V, but is not reasonable for sample B. Since the 



separation between the QW's is much less than the laser pump 

diameter, to a very good approximation the electric field due to 

the separated charges may be calculated by assuming infinite 

sheets of charge with areal charge density o. This screening field 

is then 

E = ~ / E E ~ ,  

where E is the dielectric constant of GaAs. For example, a pair 

density of 101 cm-2 will give a field of 1.5~104 V/cm. The 

effective cw generation rate for the time-resolved experiments 

described above was 1019 cm-2s-1. The Schottky barrier height of 

the A1 contact on the GaAs surface is 0.8 eV,2* and the not- 

intentionally-doped region of sample A is nominally 9710A; thus 

the built-in electric field in the DQW region is approximately 

8 . 2 ~  103 V/cm. To a good approximation (i.e. ignoring barrier- 

lowering) the total field under reverse bias is just the sum of the 

built-in field and the applied field. The results for the carrier 

density and CT state lifetime for the time-resolved experiments 

on sample A are given in table 4.1; also given is the band-filling 

due to the d.c. charge buildup for both electrons and holes. 

The lifetimes are surprisingly short. A separate experiment 

was performed to investigate the dependence of the CT state 

lifetime on the injected carrier density. Table 4.2 shows the 

results for the average separated charge densities n and CT 

lifetime z vs. injected carrier density ni (i.e. the electron-hole pair 

density injected by a single laser pulse). The bias voltage for this 



Table 4.1. Separated charge densities, CT state lifetime, and 
conduction and valence band filling for sample A 
time-resolved experiments at various reverse bias 
voltages. 

Bias V o l m  am-3 Lm &,~- Ak&~.l!EU 

data was -6V, so the charge separation should be complete. 

(There is a discrepancy between the results of this experiment 

and the results presented in Table 4.1 for the lifetime at an 

injected carrier density of 1011 cm-2; this is most likely due to 

error in determining the pump laser spot size precisely at the 

location of the cryostat in the sample, resulting in an error in 

calculating the injected carrier density). 

Apparently there is a strong dependence of the lifetime on 

the injected carrier density, but the average separated charge 

density depends only weakly on the initial injected density. This 

indicates that the observed short lifetime may be due to band- 

filling. This notion is supported by cw PL experiments performed 



Table 4.2. Average separated charge densities and CT state 
lifetime vs. injected charge density for sample A, -6 V 
bias. 

at Thomson-CSF,29 where a strong dependence of the lifetime on 

the pump intensity was also observed: for sample A at -3V bias 

and 300 W/cm-2 pump intensity z is 20 ns, but at 3 W/cm-2 .s is 

1.2 ps. 

A more refined analysis treating the charged QW's in a self- 

consistent manner would be required to elucidate the processes 

that determine the lifetime 2 ,  which it must be noted is not 

necessarily the radiative lifetime for the CT transition. 

The decay rates for sample A of the 611 and 0 2  lines vs. bias 

are also extremely difficult to interpret. The 0 1  decay rate vs. 

applied bias is plotted in Fig. 4.19. I have not plotted the 0 2  

decay rate, since at low bias the situation is complicated by the 
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Figure 4.19. Decay time of the ol PL line vs. applied bias for 
sample A. 



fact that the 0 2  and o c ~  lines are very close in energy, and 

therefore are indistinguishable on the PL spectra (see Figs. 4.15 

and 4.16). The difficulty of defining a decay rate for the 0 2  line 

except at high bias is clearly shown in Fig. 4.20, where I have 

plotted the data of Figs. 4,16(a) and 4.17(a) in a different way, so 

that the time dependence of the different spectral components 

may easily be seen. It is obvious that the measured decay time 

would depend entirely on the spectral window around 0 2  selected. 

At high bias, where the 0 2  and o c ~  lines are well separated and 

the 0 2  rate can be well-defined, the observed 0 2  decay rate is 

limited by the streak camera response. 

From Fig. 4.6, the simplest interpretation of the rates is that 

the 0 1  line decays with the hole tunneling rate from QW1 to QW2, 

and the 0 2  line decays with the electron tunneling rate from QW2 

to QW1 (in addition, of course, to the recombination contribution 

to the total decay rates). The 0 2  decay is always very fast, 

because the barrier is thin and the electron mass is low, and at 

low bias the electron wavefunction extends over both wells. The 

01 decay is at low bias longer than the recombination decay rate, 

but rapidly increases with electric field, until by -3.5V bias the 

observed decay is limited by the streak camera response time. 

An approximation to the rate for a carrier to tunnel from 

one QW to another may be obtained by applying the theory 

developed in section III.C.3 for the tunneling-out problem. A 

slight modification of the calculation of the transmission 
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Figure 4.20. Time-resolved PL spectra of sample A at (a), -3V and 
(b), -5V bias plotted to show the time-dependence of the 
different spectral components. 



coefficients at zero field is necessary due to the misalignment of 

the band edges of the two QW's; Fig. 4.21 shows the relevant band 

diagram. The transmission coefficient at zero field for tunneling 

from region I to region I11 is given by 

where m is the effective mass in region I, mb the effective mass in 

the barrier, mg the effective mass in region 111, and the ki are the 

wavevectors in the three regions (k2 being the evanescent 

wavevector in the barrier). For the heavy holes tunneling from 

QW1 to QW2 the k's are 



Figure 4.21. Band diagram for the tunneling-out theory applied to 
the DQW problem. 



For the electrons tunneling from QW2 to QW1 the k's are 

The results for the tunneling rates vs. electric field for a 43 

A barrier, assuming a conduction to valence band offset ratio of 

62:38, are shown in Figs. 4.22 and 4.23. The electron tunneling 

rate is much faster than the streak camera response, and so will 

not be resolved, which is consistent with the experimental results 

(remembering that at low bias 0 2  and o c ~  are indistinguishable). 

The hole tunneling rate, however, is always much slower than the 

recombination rate (which is a few hundred ps); thus an 

interpretation of the ol decay as the hole tunneling rate requires 

an anomalously fast decay. 

The results for the electron tunneling for the 86 A barrier 

are shown in Fig. 4.24. These calculated rates appear to be too 

fast to be consistent with the experimental observations. If the 

tunneling time at high bias were as short as 50 ps, then a 
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Figure 4.22. Calculated electron Q W 2 a  QW 1 tunneling times for 
sample A using the tunneling-out theory of section III.C.3. 
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Figure 4.23. Calculated heavy hole QW 1 *QW2 tunneling times for 
sample A using the tunneling-out theory. 
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Figure 4.24. Calculated electron Q W 2 a  QW 1 tunneling times for 
sample B using the tunneling-out theory. 



substantial charge separation would occur (due to the fact that the 

holes injected by the laser into QW2 remain there, but most of the 

electrons would tunnel to QW1 before recombination in QW2 could 

occur). Hence the 0 2  PL intensity would decrease substantially, 

and a large Stark-shifted component at o c ~  would appear. This is 

contrary to experimental observations (see Fig. 4.13). 

From the above argument it is tempting to conclude that the 

electron tunneling-out theory does not apply. Before one jumps to 

this conclusion, however, it is worth repeating the caution that the 

calculated tunneling rate is an extremely steep function of the 

assumed barrier height and width. For example, if the barrier is 

100 A thick, the electron tunneling time would be 1 ns at zero 

field, and would become equal to the PL decay rate only at a field 

of 6 x 104 Vlcm. This field was not attained experimentally (due 

to the screening of the field by the separated charges. Thus the 

extreme sensitivity of the theory to the growth parameters (and 

assumed band offset ratio) makes it difficult to conclude to what 

extent the tunneling-out theory may apply. 

It should also be noted that since the laser injects population 

into both wells, the bands become filled, and the tunneling rate 

decreases since the density of available final states decreases by 

Pauli exclusion. The tunneling-out theory completely ignores this 

effect. 

The results for the hole tunneling for the 86 A barrier are 

not displayed. In this case the hole tunneling time is never faster 



than a few hundred ps  even at high bias; hence the hole tunneling 

may be ignored. 

Returning to the problem of interpreting the time-resolved 

PL spectra of sample A, it should be noted that the electrons are 

injected into the QW's with a small excess kinetic energy. They 

will therefore be warmer than the lattice. It follows that as long 

as the electron levels in the two QW's are within a few kTe of each 

other, where Te is the electron temperature, then the observed 

decay of the 0 2  line (in fact, the evolution of the 0 2  + o c ~  combined 

lineshape) will depend on both the tunneling rate and the electron 

cooling rate in the coupled QW system. Polland et.al.30 have 

shown that for single QW's under experimental conditions 

otherwise very similar to ours, the electron temperature 

immediately after injection is a few hundred degrees K (i.e., kTe is 

a few tens of meV). After about 150 ps, kT, is about 3.5 meV, and 

the electron gas cools with a time constant of several hundred ps. 

When one also includes the effect of the band-filling due to charge 

buildup in the QW's, it becomes clear that electrons in QW1 can be 

thermally excited into QW2 over a bias range of several volts, 

consistent with experimental observation. The fact that the 

energy resolution of the time-resolved PL system is about 3 meV 

further complicates the interpretation of the time-dependent 0 2  + 
OCT combined lineshape. 

A further difficulty with the above interpretation of the 01 

and 0 2  PL decay rates as hole and electron tunneling, respectively, 



is that it cannot account for the low intensity of the ol line unless 

the hole tunneling has a component that is faster than the streak 

camera response time of 20 ps. If there were no such fast 

component, then in fact the ol line would dominate the time- 

resolved spectra, since the population of QW2 would be depleted 

by electron tunneling, but all the holes would remain in QW1 (at 

low bias); hence the instantaneous intensity of ol would be much 

greater than the OCT line, which is not what we observe. It is 

straightforward to show by a simple rate equation analysis that a 

hole tunneling time of about 36 ps is required to explain the 

relative intensities of the PL lines in the cw and time-resolved 

data (with the assumption that the hole tunneling rate is 

independent of the hole momentum in the plane of the QW). This 

tunneling rate is several orders of magnitude greater than the 

simple theoretical estimate given by the tunneling-out theory. 

Of course, another interpretation of the relative intensities is 

that since the QW1 recombination is in A1.15Ga.85As, which is 

lower quality material than GaAs, there may be a nonradiative 

contribution to the decay which dominates. Possibly there are 

many hole traps, so there are few holes in QW1 with which the 

electrons may recombine. Another possibility is that the 

nonradiative recombination rate is so fast in QW1 that the 

electrons and holes recombine faster than the transfer time of 

electrons from QW2. The principal difficulty with this 

interpretation is that for sample B, which was grown in the MBE 



run immediately successive to sample A under identical 

conditions, the 0 1  and 0 2  lines have roughly equal intensities. It is 

unfortunately not possible to determine whether the low ol 

intensity for sample A is due to fast hole tunneling or 

nonradiative decay on the basis of PL experiments; the only 

unambiguous way to settle the issue would be to have a third 

sample with barrier width between that for sample A and for 

sample B, so that a trend in relative PL intensities could be clearly 

observed. 

What is clear, however, is that at high fields the decay of 

both 0 1  and 0 2  PL components is streak-camera limited, and 

therefore we can conclude that at least at high fields the tunneling 

is fast (less than 20 ps) for both electrons and holes. The 

tunneling-out theory cannot account for the fast observed hole 

tunneling rate. 



1V.C. Subpicosecond Absorption Experiments 

IV.C.1. Introduction 

As I mentioned in the previous section, the time resolution 

of the PL system is limited to about 20 ps, and therefore any fast 

component to the tunneling would be unobservable. Furthermore, 

in order to see luminescence from both wells and thereby monitor 

their time-dependent populations, it is necessary to pump both 

wells with the excitation pulse. Therefore the initial state of the 

double well system is delocalized over both wells, and it is not 

possible to observe coherent tunneling. Furthermore, the 

tunneling rate of carriers from one well to another will be 

modified by the presence of carriers already present in the second 

well, which reduce the number of available states for tunneling by 

the Pauli exclusion principle. Hence the tunneling rate from an 

initially localized state is still interesting, even if scattering makes 

the observation of coherent tunneling impossible. With 

absorption spectroscopy it is possible to monitor the population of 

each well without requiring that electrons and holes both be 

present in each well. We have therefore performed experiments 

using the subpicosecond absorption spectroscopy methods 

described in chapter 2 in an attempt to observe the fast tunneling 

from one quantum well to another. 



The experimental parameter used to  monitor the 

populations of each QW is the differential absorption spectrum. 

The transmission Tp of the sample with pump beam incident is 

first acquired, and the transmission without the pump Tnp  is 

acquired and subtracted. This difference signal is then normalized 

to the transmission Trip. Thus the result of the experiment is the 

change in the absorption spectrum due to the pump beam, 

normalized to remove the effects of a nonuniform probe spectrum. 

The differential absorption spectrum is also susceptible to a 

straightforward interpretation if the injected carrier density is not 

too high. As I mentioned in chapter I section I.B.3, the two 

contributions to the absorption spectrum are the exciton lines and 

the band-to-band (continuum) absorption. The density 

dependence of the exciton contribution to the absorption 

coefficient has been shown by Chemla and Miller31 to be 

a = a,, - aehN 

where a,, is the exciton absorption coefficient with no carriers 

present, b e h  is the nonlinear absorption cross section, and N is the 

carrier density. This expression is valid if the density is not so 

high that the exciton absorption is completely saturated. The 

continuum absorption coefficient in the presence of carriers 



where f, (fh) is the electron (hole) distribution function. As 

discussed in section I.B.3, the bandgap renormalization must be 

taken into account, which shifts the edge of the continuum 

absorption coefficient ao. Thus if the density is not too high, the 

differential absorption spectrum is 

for each quantum well. The nonlinear cross sections for the heavy 

and light hole excitons are a e h h  and a e l h  respectively. The 

continuum absorption coefficients with and without pump are 

described separately as sop and u p  so that the band edge shift 

may be included. The important thing to notice about equation 

(4) is that the differential absorption signal in the vicinity of the 

exciton lines gives the carrier density in the well, particularly at 

low enough density where the continuum contribution may be 

ignored. (This is possible since it has been shown31 that the 

exciton lines begin to saturate at a density approximately 100x 



lower than the threshold for continuum saturation at room 

temperature) .  

There is one further complication that must be considered 

when the pump beam resonantly generates excitons. Knox et. al.33 

have shown that the nonlinear cross section for saturation of the 

exciton absorption due to the presence of other excitons is twice 

the cross section for the absorption saturation due to free carriers. 

Furthermore, at room temperature, the resonantly generated 

excitons ionize in about 300 fs due to scattering by the lattice 

phonons. These effects must all be considered in the 

interpretation of the double-well spectra. 

In this section I will describe the results of subpicosecond 

differential absorption experiments on asymmetric coupled QW's, 

and discuss to what extent the experiments indicate tunneling 

between the wells. First I will discuss the preparation of samples 

suitable for optical absorption experiments. Then I will discuss 

experiments performed on the samples A and B described in 

section B of this chapter. In these experiments, the experimental 

conditions were similar to those of the time-resolved PL 

experiments described in section B. The sample was held at low 

temperature, and both wells were excited by the pump beam. 

The goal was of course to look for a fast component to the 

tunneling which could not be observed with the PL system. I will 

then describe experiments performed at room temperature, 

where the pump laser excited only one well, in an attempt to 



observe tunneling from an initially localized state in a coupled QW 

structure as described above. I will conclude with suggestions for 

further experiments that could clarify and improve on the results 

presented here. 

IV.C.2. Sample Preparation 

Because GaAs is opaque to the QW interband transitions, the 

GaAs substrate was removed by selective etching. For samples A 

and B, a large portion of the substrate was first removed by 

grinding and polishing with a series of successively finer-grained 

abrasive papers, with water used as a lubricant. The final sample 

thickness after grinding was about 100 pm. The samples were 

placed epitaxial-side down on a microscope slide and cemented 

with uv cement. In order to minimize the strain on the etched 

thin film, the substrate was coated with photoresist (Shipley 

13505) except for a small (1 mm) hole. The resist after baking 

served to block the chemical etch solution quite effectively. A 

solution of hydrogen peroxide J ammonium hydroxide was 

prepared with a volume ratio of 25:l to yield a pH of 8.4. A 

stream of the etch solution was directed onto the exposed portion 

of the GaAs substrate. The etch rate was approximately 5 

pmlminute. The AlAsJGaAs ( ~ o A J ~ o A )  superlattice (SL) buffer 

served as an etch stop. The etch stop was not entirely effective. 



and the solution did etch away portions of the sample into the QW 

region. However, the etch stop did function satisfactorily over 

100-200 p m  regions on the edge of the exposed sample. 

(Unfortunately, an approximately 2000-A thick GaAs region 

remained between the etch stop layer and the QW region, due to 

an error in the MBE growth of the samples. This layer absorbed 

some of the pump light, but did not seem to adversely affect the 

data presented here.) Ideally, at this point the sample would 

have been coated on both sides by an anti-reflection coating, but 

this was not done due to time constraints. As I mentioned above, 

there were no contacts on the sample for application of an 

external field. 

A third sample, which I will refer to as sample C, was 

designed as a p-i-n structure, in an attempt to study the tunneling 

via optical absorption versus an applied electric field. 

Furthermore, the QW's in this sample are much wider (QW1 = 

ZOOA, QW2 = 60A). and the absorption edges of the two wells are 

separated by about 47 meV. This is important because the 

bandwidth of the 150-fs pump pulse is about 30 meV, and it is 

essential to avoid accidental direct excitation of QW1 when looking 

for tunneling from a state initially localized in QW2. For samples 

A and B, the absorption edges are separated by only about 22 

meV, making it more difficult to avoid direct excitation of QW1. 

The layer structure of sample C is shown in Fig. 4.25. The 

processed p-i-n diode structure suitable for optical absorption 
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Figure 4.25. Growth sequence of double-quantum-well sample C. 
The Al.4Ga.bAs (290A) I GaAs (IoA) superlattice serves 
as an etch stop for the selective etching of the substrate. 



experiments is shown in Fig. 4.26. The sample was grown and 

fabricated at Cornell University by Xiao Song. The mesa diameter 

is 600 p m ,  with a 200-pm hole for optical access. The 

A 1 .4G aa6As/GaAs superlattice (SL) served as the etch stop. The 

back side has an n-type ohmic contact, which was used as the 

ground plane. The top side has a p-type ohmic contact, which was 

connected to a thin bias wire with silver paint. The reverse bias 

breakdown voltage at room temperature is -10V. 

IV.C.3. Initial Excitation in Both Wells 

The PL experiments described in section 1V.B. indicated the 

possibility of a fast tunneling component for sample A even at low 

applied electric field. At high electric field, the electron and hole 

tunneling leading to the CT state are faster than the time 

resolution of the PL experimental system. Unfortunately, samples 

A and B could not be prepared for optical absorption 

measurements with an applied electric field, so the investigation 

described here is limited to the zero-field case. The goal, of 

course, is to resolve any tunneling component shorter than the PL 

time resolution. 

The samples were held in the cryostat as before at a 

temperature of 6 K. The etched thin film was aligned over a small 

hole in the cold finger to allow passage of the laser pump and 
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Figure 4.26. Cross section of the p-i-n diode structure used for 
optical absorption experiments. 



probe beams. The time-resolved differential absorption spectra 

were acquired as described in section 1I.B. A 10-nm bandpass 

filter was used to select the pump at 690 nm (1.8 eV) from the 

white light continuum. At this excitation energy, free electron- 

hole pairs are created in both wells. I estimate the injected carrier 

density to be 6 x 1011 cm-2. 

The transmissivity spectra for sample B with and without 

pump are shown in Fig. 4.27. The first peak corresponds to the 

QW2 heavy-hole (HH) exciton transition, and the central peak to 

the QW1 HH exciton transition. The third peak contains the QW1 

and QW2 light-hole (LH) transitions. (The two peaks are 

separated by only 4 meV, which is less than the linewidth of the 

third peak). The pump energy (1.5 nJ) was such that the exciton 

lines are saturated, but the continuum makes no contribution to 

the differential spectrum. The transmissivity under strong 

pumping conditions (pump energy 15 nJ), where the continuum is 

also saturated, is shown in Fig. 4.28. 

Differential absorption spectra for the first 1 ps after the 

pump pulse are shown in Fig. 4.29 for sample A and Fig. 4.30 for 

sample B. In both cases all three peaks show a simple rise with 

the pump pulse to a constant value. A fast tunneling component 

would appear as a decay in peak 1 or 2, accompanied by a rise on 

the other. No such behavior is observed for either sample on the 

1-ps time scale. The explanation for this is straightforward. A 

carrier density of 6 x 1011 cm-2 results in a band-filling in the 
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Figure 4.27. Transmissivity spectra for sample B (86 A barrier). 
The solid line shows the transmissivity without pump, 
the dotted line with 1.5 nJ pump incident on the sample. 



Figure 4.28. Transmissivity spectra of sample B with 15 nJ pump 
(dotted line) compared to unpumped spectrum (solid 
line). 
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Figure 4.29. Differential absorption spectra for sample A (43 A 
barrier) with 1.8 nJ pump at 1.8 eV. The spectra are at 
time delays from 0 to 1 ps in 100-fs steps (t=O is the 
bottom curve). The sample temperature is 6K. 
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Figure 4.30. Differential absorption spectra for sample B with 1.5 
nJ pump at 1.8 eV. The spectra are at time delays from - 

300 fs to 1 ps in 100-fs steps (t=-300 fs is the bottom 
curve). The sample temperature is 6 K .  



conduction band of 18 meV in QW1 and 21 meV in QW2. 

However, the electron states of the two wells are separated by 

only about 5 meV. Hence any tunneling between the two wells is 

completely blocked by the exclusion principle. The experiment 

should of course be performed again at a lower density (1 10  1 1 

c m - *  ) however this will require some improvement in the 

stability of the white light source so that a good signal-to-noise 

ratio can be obtained with reasonable integration times. (Each 

spectrum in the displayed figures required about 2.5 minutes 

integration time). 

Differential absorption spectra are shown for longer probe 

delay times in Figs. 4.31 (sample A) and 4.32 (sample B). In both 

cases the area of the central peak (QW1 HH) decreases as the area 

of the QW2 HH peak increases, the rise and fall time constants 

being the same (250 ps) for both samples. The rates are most 

likely determined by the carrier cooling rate rather than the 

tunneling time. 

IV.C.4. Initial Excitation in One Well 

In order to localize the initial excitation in QW2, the pump 

wavelength is tuned to the QW2 heavy-hole (HH) exciton 

transition. Of course, it is possible to excite the CT exciton (QW2 

HH, QW1 electron) as discussed in section 1V.A. However, the 

oscillator strength of this transition is expected to be completely 
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Figure 4.31. Differential absorption spectra for sample A under 
same conditions as Fig. 4.29. The probe pulse delays are. 
from bottom to top, 1 ,  5, 10, 15, 20, 40, and 80 ps. 



Figure 4.32.  Differential absorption spectra for sample B under 
same conditions as Fig. 4.30. The probe pulse delays are, 
from bottom to top, 1 ,  5, 10, 15, 20, 40, and 80  ps. 



negligible compared to the strength of the QW2 exciton. This 

serves to localize the initial excitation, assuming that the pump 

spectrum is not so large that it overlaps the QW1 HH exciton 

transition. 

The expected temporal behavior of the different exciton 

peaks in the differential spectrum is as follows. Heavy hole 

excitons are resonantly created in QW2, and hence the QW2 HH 

peak should rise with the integral of the pump pulse as the QW2 

HH exciton transition bleaches. Because the excitons are 

resonantly created, the effective carrier temperature is zero at 

time zero.3 The excitons will interact with the lattice, which for 

the experiments reported in this section is at room temperature. 

The lattice phonons will ionize the excitons in about 300 fs.3 Since 

excitons bleach the excitonic absorption more efficiently than free 

carriers,34 the QW2 HH exciton peak in the differential absorption 

spectrum will decrease with time to a constant value, determined 

by the screening of the exciton by free carriers. (At T=300K, 

virtually all the excitons are ionized, and only free electrons and 

holes exist).35 The QW2 light hole (LH) exciton peak in the 

differential absorption spectrum will show a rise as free carriers 

are generated by the ionization of the heavy-hole exciton. 

The two QW's are only weakly coupled, so that the 

appearance of a signal in the differential absorption spectrum at 

the QW1 HH exciton peak must be associated with carriers in QW1. 

Hence the modulation of this peak gives the population of QW1 



due to tunneling from QW2 (in the absence of direct excitation of 

QW1). Of course, if the QW1 HH rise is slower than the 300-fs 

exciton ionization time, it is possible to unambiguously assign the 

rise to tunneling from QW2 to QW1. If, however, the tunneling is 

comparable to or faster than the ionization time, the 

interpretation of the QW1 rise time becomes difficult. If the 

tunneling is due to free electron tunneling and is very fast, then 

the QW1 HH peak will rise with the QW2 HH ionization time. The 

same is true if the phonon-assisted tunneling is fast at 300K; in 

this case the limiting factor is the heating of the carriers from 

exciton ionization via phonon scattering, rather than the interwell 

scattering. If a QW1 HH rise time is observed that is faster than 

the QW2 exciton ionization, there are several possible 

explanations. First, and most optimistically, the electron could be 

tunneling resonantly. (More precisely, the QW2 HH exciton 

transfers to the CT exciton). Secondly, some scattering process 

other than LO-phonon scattering could be responsible for the 

tunneling. Finally, the possibility of direct excitation must be 

considered. 

Differential absorption spectra are shown in Fig. 4.33 for 

sample B at t=O and +500 fs, along with the excitation pulse 

spectrum. The injected carrier density was about 1012 cm-2. The 

pump wavelength was selected to be resonant with the QW2 HH 

exciton transition at 1.65 eV. At t=O, the QW2 HH transition 

dominates the differential absorption spectrum. At t=+500 fs, 
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Figure 4.33. The bottom curve is the pump spectrum for the 
single-well-excitation experiments on samples A and B 
at room temperature. The middle curve is the 
differential absorption spectrum of sample B at time 
zero. The top curve is the differential spectrum at a 
probe delay of 500 fs. The spectra are offset for ease of 
viewing. 



however, the three peaks observed in the previous experiment of 

section IV.C.3 are apparent. The peaks are, from red to blue, QW2 

HH, QW1 HH, QW2 LH, and QW1 LH (the latter two being within a 

linewidth and therefore indistinguishable). The lines are not so 

well separated as in the experiment at 6K described in the 

previous section, as the lines are broader. There are several 

possible contributions to the observed broad width. The exciton 

transition is resonantly pumped by an intense pulse. Hence the 

linewidth may be larger due to saturation broadening, and there 

may be a contribution to the differential absorption from band- 

filling. The thermal broadening is expected to be about 4 meV.35 

The time-resolved differential absorption spectra are shown 

for sample B (86 A barrier) for the temporal range -300 fs to +1 

ps in Fig. 4.34. In order to deduce the temporal behavior of each 

spectral peak, it is necessary to determine the area under each 

peak. I have used 3 Gaussians to fit the spectra. (The fit was 

performed visually. This was deemed sufficient since the 

fluctuations of the spectral intensities were limited by the 

stability of the white light source, so the accuracy of a least- 

squares optimized fit would be superfluous, even misleading). 

Other workers have generally found Gaussian lineshapes for the 

exciton lines at room temperature, although the physical reason 

for this is not yet fully understood.35 Using 3 Gaussians to fit the 

differential absorption data amounts to an assumption that the 

signal is entirely due to modulation of the exciton absorption lines, 



Figure 4.34. Differential absorption spectra for sample B pumped 
at 1.65 eV for the temporal range -300 fs to 1 ps (from 
bottom to top) in 100-fs steps. 



and that there is no contribution from the interband continuum 

transitions. A fit including the continuum transitions of both wells 

can indeed be performed, however doing so introduces eight new 

free parameters into the fit: the bandgap renormalization, quasi- 

chemical potential, effective carrier temperature, and the 

broadening of the continuum edge for each well. I have therefore 

assumed that to first approximation, the areas using a 3-Gaussian 

fit will give the well populations. 

The results of the fitted peak areas are shown in Fig. 4.35. 

(The results are scaled to their maximum values). The QW2 HH 

transition rises approximately with the integral of the laser pulse, 

and decays to a constant value by 400 fs. The peculiar flat- 

topped shape I attribute to fluctuations in the white light source 

spectrum and intensity. Clearly the data is too noisy to draw any 

quantitative conclusions from it, such as the exciton ionization 

time, though qualitatively the data behaves as expected. The QW2 

LH transition rises more slowly, and is consistent with an 

ionization time of about 400 fs. 

The behavior of the QW1 HH transition is quite surprising. 

The rise of this peak is approximately as fast as the QW2 HH 

transition. As I discussed above, this indicates either direct 

excitation or fast tunneling. For direct excitation, one would 

expect the QW1 HH peak to behave in qualitatively the same 

fashion as QW2 HH, namely an overshoot at early times due to 

resonant generation followed by ionization of the QW1 HH 
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Figure 4.35. Time dependence of the peak areas for sample B 
pumped at 1.65 eV. The results are scaled to the 
maximum area for each peak in the time window -300 fs 
to 1 ps. The solid line is the QW2 heavy-hole (HH) 
exciton transition. The dashed line is the QW2 light-hole 
(LH) exciton transition. The dotted line is the QWl HH 
transition. 



excitons. The QW1 HH peak seems to display a simple rise, 

however, with no decay obvious above the noise. Hence the fast 

rise may be due to a fast (incoherent) tunneling process, or is an 

artifact of the simple fitting procedure. To determine conclusively 

the origin of the short risetime will require a more complete set of 

experiments, in which the pump is tuned somewhat further to the 

red to rule out the possibility of direct excitation. For samples A 

and B, the transition origins of QW1 and QW2 are too close (22 

meV) to allow the pump spectrum to be centered on the QW2 HH 

transition without some direct excitation of QW1. Furthermore, 

the experiments must be done at lower excitation density to rule 

out the continuum contribution to the differential absorption 

spectrum. If the experiments were performed at a series of 

densities, along with an improvement in the signal-to-noise ratio 

by a factor of three or four, it would be possible to perform a 

more sophisticated fit to the spectra which would include the 

continuum contributions and yield reliable values for the well 

populations. From the present experiments done at a single 

excitation density (and with the present level of white light 

fluctuations) it is not possible to perform a meaningful fit of the 

spectra including the continuum of both wells. It is only possible 

to say that the data indicate the possibility of a very fast (e l00 fs) 

tunneling of electrons from QW2 to QW1 for sample A. 

The differential absorption spectra at longer (up to 20 ps) 

show no significant changes above the noise. 



Differential absorption spectra for sample A (43 A barrier) 

are shown in Fig. 4.36 for t=-300 fs to +1 ps. Qualitatively, one 

sees that the second peak (corresponding to the QW1 HH 

transition) displays a qualitatively different behavior near t=O 

from that of sample B. This is borne out by the results of the 3- 

Gaussian fit shown in Fig. 4.37. The QW2 HH transition behaves as 

expected, showing a rise that looks more like the integral of the 

pump pulse than the data for sample B exhibit. The decay of the 

QW2 HH line occurs in about 300 to 400 fs. The QW2 LH 

transition displays a rise of about 400 fs, consistent with the 

interpretation provided by experiments on single QW's that the 

rise is due to ionization of the QW2 HH exciton. The QW1 HH 

transition behaves precisely as expected for direct excitation of 

QW1. The exciton peaks for sample A are all shifted about 10 

meV to the red of the corresponding transitions of sample B 

(probably due to a slight change of the MBE growth parameters 

between runs). This shift is apparently enough to result in direct 

excitation of QW1. Thus it is impossible to make any statements 

regarding the tunneling in this sample; the experiments must be 

performed again with the pump tuned further to the red. 

For sample C, the transition energies of ,the two QW's are 

well separated (47 meV), so it is possible to resonantly pump the 

QW2 HH exciton transition with no danger of directly exciting the 

QW1 HH transition. I estimate the injected carrier density to be 5 

x 1011 cm-2. A typical differential absorption spectrum is shown 
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Figure 4.36. Differential absorption spectra for sample A pumped 
at 1.65 eV for the temporal range -300 fs to 1 ps (from 
bottom to top) in 100-fs steps. 
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Figure 4.37. Time dependence of the peak areas for sample A 
pumped at 1.65 eV. The results are scaled to the 
maximum area for each peak in the time window -300 fs  
to 1 ps. The solid line is the QW2 heavy-hole (HH) 
exciton transition. The dashed line is the QW2 light-hole 
(LH) exciton transition. The dotted line is the QW1 HH 
transition. 



in Fig. 4.38 for t=+500 fs. From red to blue, the peaks are QW2 HH 

exciton, QW2 LH exciton, and QW1 HH and LH exciton (these are 

within a linewidth of each other). 

The single-particle n=l electron state of QW2 is below that 

of QW1 by 18 meV at zero bias. Of course, as I discussed in 

section IV.A, the Coulomb interaction of the electrons and holes 

must be considered because the heavy holes are strongly confined 

to QW2, and thus for an electron to tunnel from QW2 to QW1, it 

must overcome the difference in binding energy between the QW2 

HH exciton and the CT exciton. This difference in binding energy 

is about 6 meV. Hence the relevant energy splitting between the 

two QW energies is 24 meV. At this large splitting, the mixing of 

the two isolated QW states will be very small, and thus the 

amplitude of the resonant tunneling will be negligible. Hence at 

low bias any signal that appears at the QW1 transition most likely 

results from phonon-assisted tunneling. As the bias voltage is 

increased, the states should become closer to resonance, and the 

resonant tunneling component should increase. At room 

temperature, the phonon-assisted tunneling rate will probably 

also increase,20 as will any elastic-scattering-assisted tunneling, so 

the total tunneling rate will increase as the levels approach 

resonance. 

Differential absorption spectra for sample C at 0 V applied 

bias (and room temperature) are shown in Fig. 39 for t=-300 fs to 

+500 fs and at +1 ps. The QW2 HH peak shows an overshoot near 
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Figure 4.38. Differential absorption spectrum of sample C (solid 
line). The delay time is t=500 fs. Three Gaussians are 
used to fit the spectrum (dashed line). 



1.45 1.55 1.60 I . 65  

ENERGY (eV) 

Figure 4.39. Differential absorption spectra for sample C with 0 V 
applied bias. The delay times are -300 fs to +500 fs; the 
top curve is at t= 1 ps. 



t=O, whereas the QW2 LH and QW1 peaks show a simple rise. A 

fit of the spectra using 3 Gaussians to determine the areas under 

the three peaks yields the results of Fig. 4.40. The QW2 HH peak 

shows the characteristic fast rise with 300-fs decay for the 

resonant generation and ionization of the heavy-hole exciton. The 

behavior of the QW2 LH peak is consistent with a fast scattering- 

assisted tunneling process, since the rise of this transition is 

obviously limited by the QW2 HH exciton ionization. 

An example of the 3-Gaussian fit is shown in Fig. 4.38. The 

fit is reasonable, except for the blue side of the QW2 HH line and 

the spectral region to the red of the QW2 HH line. The poor fit to 

the red side is due to fluctuations of the white light source (i.e. the 

broad bump around 1.48 eV is an artifact which varies randomly 

from spectrum to spectrum). The poor fit on the blue side of the 

QW2 HH peak is due to a tail on the high energy side of the 

spectrum which makes the line asymmetric. This could be due to 

a contribution to the spectrum from the QW2 continuum. 1 have 

fitted the spectrum including this contribution, and this yields a 

reasonable fit to the QW2 HH line. However, doing so introduces 

four additional free parameters (the continuum amplitude, quasi- 

chemical potential, effective electron temperature, and broadening 

of the continuum edge), and with so many free parameters the 

results of such a fit cannot be taken too seriously. Nevertheless 1 

believe the fitted areas of the QW1 peak shown in Fig. 4.40 

properly display the temporal behavior of the QW1 population. 
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Figure 4.40. Time dependence of the peak areas for sample C 
pumped at 1.51 eV, and 0 V applied bias. The results 
are scaled to the maximum area for each peak in the 
time window -300 fs to 1 ps. The solid line is the QW2 
heavy-hole (HH) exciton transition. The dashed line is 
the QW2 light-hole (LH) exciton transition. The dotted 
line is the QW1 HH transition. 



Differential absorption spectra for sample C with a -9V 

applied bias are shown in Fig. 4.41. The behavior is not 

substantially different from the OV results. The QW2 HH line is 

noticeably more asymmetric, with a longer tail to the blue. This 

could be due to nonuniform electric fields over the multiple-QW 

structure. Another possibility is that is some flaw in the sample 

construction so that there is a component of the electric field 

parallel to the QW layers. This would cause very rapid field 

ionization of the resonantly generated excitons.36 The fitted peak 

areas are shown in Fig. 4.42. Both the QW2 LH and QW1 

transitions display a faster rise than in the OV case. This would 

be consistent with a rapid ionization of the exciton. 

The most surprising result is that the exciton lines shift by 

only a very small amount (about 2 meV) even at a very high 

applied bias. From previous studies of single QW's in an electric 

field, one would expect the lines to shift by about 10 meV.36 This 

indicates that in fact very little of the expected electric field 

actually appears across the QW region. I performed a study of the 

field dependence of the differential spectra in an attempt to see if 

there was any resonance behavior, in which the tunneling would 

be efficient in only a limited range of the applied field. Spectra 

were acquired in 0.2V steps from 0 to -2.2V, and in 0.5V steps 

from 0 to -8V bias. No resonance behavior was observed; the 

spectra are quite independent of the applied bias. Three different 
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Figure 4.41. Differential absorption spectra for sample C with -9 
V applied bias. The delay times are -300 fs to +500 fs; 
the top curve is at t= 1 ps. 
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Figure 4.42. Time dependence of the peak areas for sample C 
pumped at 1.51 eV, and -9 V applied bias. The results 
are scaled to the maximum area for each peak in the 
time window -300 fs to 1 ps. The solid line is the QW2 
heavy-hole (HH) exciton transition. The dashed line is 
the QW2 light-hole (LH) exciton transition. The dotted 
line is the QW1 HH transition. 



p-i-n diodes on the sample wafer were studied, but none 

displayed any field dependence. 

Differential spectra were acquired at delay times up to 100 

ps with and without bias to determine if there is a slow tunneling 

component, however no long time dependence was observed. 

In conclusion, the experiments on sample C indicate the 

possibility of a rapid tunneling component. However, no strong 

conclusions can be made regarding the nature of this tunneling on 

the basis of the experiments presented here, which were 

performed at a single excitation density and temperature. 

Because of the large separation between the n=l electron energies 

of the two QW's under flat band conditions, the tunneling should 

be energetically impossible at low temperatures. A conclusive 

experiment to prove or disprove the tunneling origin of the QW1 

peak would be to do the experiment at low temperatures. The 

experiment should also be performed at different excitation 

densities to test the validity of the fitting procedure, or ultimately 

to make a more sophisticated fitting procedure including the 

continuum contributions possible. 
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CHAPTER V 

CONCLUSION 

V.A. Summary and Suggestions for Future Work 

A major portion of this work was concerned with the 

development of new experimental techniques for picosecond and 

femtosecond spectroscopy. At the time this work was begun, 

generation of a white light continuum had been demonstrated in 

our laboratory at a 10 Hz repetition rate.' The amplified dye laser 

pulse used to generate the continuum, however, had a pulsewidth 

of 300 fs with large wings, and the white light continuum was 

rather unstable. In this thesis I have described the development 

of a system that provides a very stable continuum at a 1 kHz 

repetition rate, enabling us to perform spectroscopy with a 

sensitivity of up to 1 part in 103. Furthermore, the amplified 

pulsewidth is 100 fs, which was achieved by the development of a 

synchronously pumped, colliding-pulse mode-locked dye laser, 

and through careful control of amplifier dispersion and saturation. 

Development of a new Nd:YAG regenerative amplifier based on a 

Quantronix 117 laser head has made it possible to amplify 100-fs 

dye laser pulses to the 15 pJ level without pulse broadening. 

The femtosecond white light spectroscopy system is now a 

useful tool of research, but of course many improvements are 



possible. Particularly fruitful would be improvements in the long- 

term stability of the dye oscillator and a higher amplifier 

repetition rate. These would enable a higher sensitivity to be 

obtainable for reasonable integration times. This is particularly 

important because most time-resolved absorption experiments on 

semiconductor systems require higher injected carrier densities 

than one generally would like to have. In the long term, the 

replacement of dye laser systems with all-solid-state short pulse 

lasers, and the development of short-pulse lasers (and ultimately 

a continuum source) in the 1-pm region of the spectrum would be 

most interesting. 

In chapter I11 I described time-resolved photoluminescence 

experiments which probed the tunneling-out problem in detail, 

including the dependence of the tunneling rate on the barrier 

thickness and height and on an applied electric field. We found 

reasonable agreement with a straightforward semiclassical theory 

of tunneling. We also observed a novel blue shift of the 

luminescence peak with applied electric field. The origin of this 

shift remains something of a mystery, which could possibly be 

solved by further experiments probing the injected carrier 

density dependence and by a high-resolution analysis of the 

luminescence spectral lineshape. 

Chapter IV was devoted to an investigation of the double- 

well tunneling problem. Using time-resolved photoluminescence, 

we directly observed the buildup of a "charge-transfer" state via 



electron and hole tunneling in opposite directions. This state was 

manifested by a large (up to 25 meV) Stark shift and long (of 

order 10 ns) decay time. At the highest fields obtained in this 

experiment (a modest 2.5 x 104 Vlcm), the charge separation 

occurred in a time faster than the time resolution of the 

experimental system (20 ps), which implies a hole tunneling rate 

that is much faster than one would estimate from the simple 

tunneling-out theory. 

The time-resolved photoluminescence experiments on 

coupled QW's required that the laser pump both wells in order to 

monitor the well populations. Thus in order to study tunneling 

from an initially localized state it was necessary to perform 

absorption spectroscopy, and to design a novel asymmetric 

double-QW structure that allowed the electron levels to be close in 

energy, while keeping the absorption edges of the two wells 

sufficiently well separated that a short laser pulse would localize 

the initial excitation. Our experiments represent the first attempt 

to study carrier dynamics and tunneling in coupled QW structures 

with subpicosecond time resolution. 

For samples A and B (described in section I V B l ) ,  the 

excitonic states of the two wells were so close that when the short 

pump laser pulse was tuned to the narrow-well resonance, the 

laser spectrum overlapped to some extent the wide well 

resonance, thus generating an undesired population in the wide 

well. This was particularly apparent for sample A, making it 



impossible to draw any conclusions about tunneling for that 

sample. It is not clear that there was any significant resonant 

excitation of the wide well for sample B (since no overshoot in the 

differential absorption due to exciton ionization was observed). 

Thus the results indicate the poss ibi l i ty  of very fast (<I00 fs) 

tunneling from the state initially localized in the narrow well. For 

sample C (described in section IV.C.2), there was no danger of 

accidental resonant pumping of the wide well. In this case we 

found that the wide well population rose with the exciton 

ionization time, indicating the possibility of fast tunneling 

(possibly phonon-assisted) into the wide well. 

There are a number of obvious extensions of the work 

presented here on tunneling ih coupled QW's that would be of 

considerable interest. First, samples A and B were designed so 

that the anticrossing of the electron levels could be observed. 

However, the actual sample dimensions were not as desired due to 

MBE difficulties in the growth, preventing the observation of the 

resonance. New samples should be grown and another attempt 

made at observing the anticrossing. Higher time resolution (such 

as can be obtained using the frequency up-conversion techniques 

described by Deveaud and Shah2.3) would also be quite useful. 

For the absorption experiments, it would be particularly useful to 

perform the experiments again at low temperatures. The 

temperature dependence would confirm or deny the possibility of 

phonon-assisted tunneling in these structures. This would be of 



great interest, since to my knowledge there have been no time- 

resolved observations of phonon-assisted tunneling. Finally, the 

elusive goal of observing coherent, reversible tunneling between 

coupled wells remains. 
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