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ABSTRACT

Measurements have been made of the x-ray continuum
produced by plasmas irradiated with 0.35 and 1.05 um laser

light over an intensity range of 5:1013 to 2x1015

W/cmz.
From the x-ray continuum, which was measured over a range of
1.5 to 300 keV, both the temperature of and fractional ener-
gy in any supra-thermal electron distributions can be
obtained. The measurements show the presence of a very high
temperature (20-60 keV) electron distribution with either
0.35 or 1.05 um irradiation. This component, which |is
attributed to the presence of the two-plasmon decay insta-
bility, is observed above an intensity of approximately 1014
W/cm2 at 1.05 um and contains less than 0.1% of the incident
laser energy. With 0.35 um irradiation, the intensity at
which this component is observed is approximately a factor
of 3 higher. At 1.05 um, this very high temperature compo-
nent appears in addition to a third, 2 to 7 keV, component

attributed to resonance absorption.
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CHAPTER 1

INTRODUCTION

A problem of concern in 1laser fusion experiments is
target preheating by fast electrons. These electrons depo-
sit their energy throughout the target, heating the core,
which makes compression difficult, and heating the tamper,
causing it to explode rather than ablate, reducing the effi-

ciency with which it compresses the core.

At the commonly used laser driver wavelengths of 1.05
and 10.6 am, fast electrons are generated primarily by
breaking of plasma waves created by resonance absorption of
the driver at the critical surface. Since the critical den-
sity is proportional to (l/k)z, shorter wavelength drivers
are desirable, as more of the driver energy can then be
depleted by collisional absorption (inverse bremsstrahlung)
before reaching the critical density. While suitable short
wavelength lasers do not exist, 1.05 um lasers can be effi-
ciently frequency tripledl'2 to produce a 0.35 uam output
wavelength. This is sufficiently short that absorption of

the driver is mainly through inverse bremsstrahlung.3

Parametric instabilities occurring in the wunderdense
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4,5

plasma may also produce fast electrons and the signatures

of these instabilitiés have been observed with various
wavelength dl:ivexrs.s-8 Fast electrons produced by these
instabilities have been observed in underdense plasmas in
interactions with 1longer wavelength laser:s.g-11 They have
also been observed in solid target interaction experiments
at 1.05 um in a short pulse high intensity regime.12 Fast
electron production by these instabilities is of consider-
able interest since, with resonance absorption absent, they
are the leading potentiai source of fast electrons with

short wavelength drivers.

In order to study fast electron generation under condi-
tions of interest in laser fusion experiments, we have
measured the x-ray contiﬁuum spectrum emitted from laser
plasmas produced from solid targets. .The continuum spec-
trum, produced by bremsstrahlung, provides a means of
determining the mean energy (temperature) and total energy
of electron distributions within the plasma. Measurements
have been made on plasmas produced from planar targets with
single beam 1.05 and 0.35 pw irradiation and from spherical
targets with 24 beam 1.05 ym irradiation. Measurements were

013 15 W/cmz.

made over an intensity range of 5xl to 2x10
0.35 um experiments were performed at pulse lengths of
approximately 0.5 and 1 ns, while the 1.05 am experimehts

were done with approximate 1 ns pulse lengths.
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With either 1.05 or 0.35 um irradiation, a very high
energy (20-60 keV) electron distribution is observed. This
high energy component, which we attribute to the presence of
the two plasmon (2«&) instability, is observed at 1,05 um
above an intensity of approximately 101‘ W/cm2 and appears
to saturate above about 2x101‘ W/cmz. At 0.35 um these
values are approximately a factor of 3 higher. At 0.35 um
the super-hot temperature is found to scale roughly as 11/3,
while at 1.05 um the data are inconclusive. The super-hot
temperature 1is on the order of a factor of 2 higher at 1.05
um than at 0.35 um. The energy in the super-hot component

is found to be less than 0.1% of the incident laser energy.

At 1.05 um, the super-hot component appears in addition
to the expected resonance absorption hot electron component.

1/3

The expected I scaling of Ty with intensity is observed

and both TH and the electron fraction EH/EABS are consistent
with previously measured values.13'14 This provides consid-

erable confidence that the measurements are correct.
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CHAPTER 11

THEORY

The processes generally believed responsible for fast
electron production have in common the production of elec-
tron plasma waves. If they are sufficiently 1large in
amplitude, these waves can produce fast electrons either by
electron trapping or wavebreaking. 1In this section an over-
view of the these processes will be presented. 1In addition,
a discussion of electron energy loss is given, since this
process 1is crucial to interpretation of the x-ray continuum

spectra.

A. RESONANCE ABSORPTION

An important effect with longer wavelength laser
drivers is resonance absorption. This occurs when the laser
is incident on the plasma with a component of its electric
vector along the density gradient. This component then
resonantly drives electron plasma oscillations at the criti-
cal surface. The plasma oscillations, which are effectively
undamped, grow in amplitude until overtaking occurs and the

wave breaks. This results in the production of fast elec-
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trons emitted down the density gradient. It is this process
which is generally believed responsible for the production

of the "hot" electron component seen in experiments with

longer wavelength drivers.

The geometry for resonance absorption is illustrated in
figure 1II-1. The EM wave is incident on the plasma at
non-normal incidence, with a component of its electric vec-
tor in the plane of incidence. The dispersion relation for

the EM wave is:

w02 - wp2+k2c2 (1)

2 = 4wnee2/me. Hence, the index of refraction is

n = (l-u%zﬁwoz)-l/z. This is less than 1, so the wave will

where W

refract out of the plasma as illustrated. The turning point
density can be obtained by noting that ky = kosino is con-
stant, which from equation (1) gives Ny, = nccoszo, where §

is the angle of incidence.

The EM wave does not vanish inside the ¢turning point,
but is evanescent. In order to maximize coupling to the
critical surface, the turning point needs to be close to
critical, which implies small angles of incidence. A com-

peting effect is that E,“E sinf, thus favoring large

0
angles of incidence. The optimum angle of incidence can be
determined analytically for certain fixed density profiles.
However, in numerical simulations, density profile steepen-

ing is found to occur near the critical surface which
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broadens the range of angles over which coupling is effec-

tive.l5

That portion of E, which makes it to ecritical then
resonantly drives electron plasma oscillations. These
oscillations are effectively undamped, and grow in amplitude
until non-linear saturations occurs, e.g. wavebreaking.
The large electric fields produced accelerate electrons
which enter the resonant region down the density gradient

and also result in density profile steepening near

critical.13717

16,17

Numerical simulations indicate that the electrons

produced through resonance absorption have an approximately

Maxwellian distribution with TH scaling approximately as

(102)1/3, Ref. 16 finds:
- 2.1/3. 1/3
Ty ~ 7(13%) /3,
while ref. 17 finds:

2,0.39., 1/4
'rH & 13(IX) 'rc

where A is the laser wavelength in um, I is the laser inten-

15

sity in units of 10 W/cm2 and Tae the background plasma

temperature, and T, are in keV.

H

B. 2&£ AND RAMAN INSTABILITIES

The 2ub and Raman instabilities can occur at n_ = nc/4-

Raman can also occur at n < nc/4, but at n, = nc/4 it is
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absolute and has a lower threshold. Both these instabili-
ties produce electron plasma waves with very high phase
velocities and thus can potentially generate very fast elec-
trons. It is to these instabilities, in particular Zab,
that the "super hot" electron component observed in these

experiments is attributed.

In Zub, the incident EM wave decays into two electron
plasma waves, From the frequency matching condition
ub = w1+aa it will be seen that the two electron plasma
waves have a frequency of approximately ab/z. The 2w_ ins-

p
tability can occur whenlB:

(Vo/Ve)zkoL >3
where Vo is the jitter velocity of the electrons in the pump
field, Ve is the electron thermal velocity and L is the
plasma density scale length. The factor 3, which appears in
(2) is found in ref. 18 to depend weakly on the plasma con-

ditions through a parameter ve4/v°2c2.

In the Raman instability, the incident EM wave decays
into a plasma wave and an EM wave of lower frequency. At
n, = nc/4, both the plasma wave and Raman scattered wave
have a frequency of approximately wb/z. This instability
can occur when19:

' 3/2
(Vo/ve) koL >1 ,

Since both the Zwb and Raman instabilities produce

electron plasma waves, there exists the potential for fast
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electron production. Whether produced by wavebreaking or
trapping, the temperature of the electrons would be expected

to be crudely:

2
TSH ~ m.v, /2
where m, is the electron mass and ) is the phase velocity

of the plasma wave. The dispersion relation for the plasma

wave is:

2

w? = wp2+3k2v 2

e L
Combining (5) with (1) and the k matching condition,

vy = c/\/3 is obtained for 2wp.

Numerical simulations indicate the these instabilities
generate electron distributions that are approximately
M;xwellian.4 It is also found in ref. 4 that profile
steepening occurs near nc/4 which in part serves to saturate
the instabilities. This is in contrast to resonance absorp-
tion where profile steepening enhances the coupling rather

than limiting it. The temperature of the super hot distri-

bution produced is found in simulationszo to scale as

Tsn o (Ik2)1/3. Because of its 1lower threshold, the Z“b
should appear before Raman. In addition, numerical simula-
tions® indicate that 2«; probably dominates Raman at

n, = nc/c.
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C. ELECTRON ENERGY LOSS

The utility of the x-ray continuum measurements lies in
the fact that it is possible to extract from the x-ray spec-
trum both the temperatures and the energy content of the
electron distributions which produced the spectrum. That
the slope of the x-ray continuum is proportional to the
electron temperature has been known for a long time. The
fact that the total energy in a fast electron distribution
may also be obtained from the continuum was a result
obtained by Brueckner21 in 1977. Because of the importance
of this result to the interpretation of the measurements
described in this thesis, some of the key features of
Brueckner's paper will be reproduced here. Where equations
given here reproduce those in ref. 21, the original eguation

numbers will appear in square brackets..

The radiation emitted by an electron as it slows down

is given by:
2 2 2

d"e e e
rad _ 8 _,2 s 1 [1](6)
dhv dx 3 2 ni'ﬁc mc§ € Grad

€rad is the energy radiated by the electron, x is the path
length, 2 the ion charge, ny the ion density, and the phy-
sics is hidden in the factor Grad' a slowly varying function
of ¢, the electron energy, and hv. Then the spectrum pro-

duced by the electron in slowing down is:
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2 hv.2
de d“e d”e ax
rad d
—_—= J.———EE— dx = ] —zrad de (7)

dhv dhv dx e dhv dx de
)

where the upper limit in the last integral results from the
fact that an electron cannot radiate at a frequency Vv if its

energy is less than hv.

In the absence of losses to fast ions, the electrons
lose energy primarily through collisions so the factor dx/dc

in equation (7) will be determined by the collisional energy

loss rate. This is:

de 2n 4
(ax>coll € Pe,p1 " L)
where ne,pl is the density of the cold electrons in which

the fast electron is slowing down and f2nA is the Coulomb

logarithm. Using (8) in (7) we obtain:

Eo 2
rad _ _i_ez 1 ] Grad(e'hv) <z7>
2

LnA 2

de [71(9)
hv
where in replacing ne,pl with Zni it has been assumed that
the fast electron density is small compared to the back-
ground plasma density in the regions where the electrons

lose most of their energy.

Equation (9) provides the spectrum produced by a single
electron. The total spectrum is obtained by integrating (9)
over the distribution of fast electrons. If the electron

distribution is represented as:



= €o 1
N(Eo) NO (E_ e E—-
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[131(10)

where, if n = 1/2 the distribution is Maxwellian, the total

spectrum becomes:

dE _ 4 2 1 <22
dhv ~ 371 Hc 2 <25 Efast In(hv)
mc
where:
Efast = .f: N(eo) deo = N, (n+1)! Eg
and
1 de Srag(e/hv)

In(hv) = T+l ! j e £nA
hv

(=) e deo
f ef

y Im €o n -(ED/Cf)
€
It is useful to express all energies in equation
terms of €ee With this change In(hv) becomes:
1 j Grad(x,hv/ef;x)

(n+1)! lnAl + inx
hv/ef €f

In(hv) =

oo
x (S x" e dx,.) dx
% 0 0

where G ag DAYy be approximated by:

-X
x, l-e X, +X
Ay = oL 1
Grad(albl A) x _xl ln ~
l-e Xy™x
172 = A/(a-b)1/2

X = A/a x
\ 1l

[14](1)

[15]1(12)

(12)

[2]

in

(13)
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The parameter A in equation (13) is equal to:

2 1/2
= 2n2e_  m - 1/2
A= SR () 0.733 z/e 1/ [16]

In addition to the dependence of In(hv) on A, there is
an additional dependence on ¢ because of the Coulomb logar-
ithm. This dependence is slow, so tnA may be replaced with
an average value, e.g. replace &n(x) with g¢n(l) = 0 in equa-

tion (13).

Using equation (13), Brueckner's figures 1 and 2 can be
easily reproduced, which has been done in figures 1I-2 and
I1I-3. The apparent difference in appearance between figure
I1-3 and Brueckner's figure 2 is caused by the fact that in
figure 11-3, In(hv) ¢nA has been plotted as a function of
hv/ef rather than of hv/e. Note also that the curves have
been plotted only for n = 0 and 1. The dashed lines show
the extrapolations back to h\)/cf = 0 of the straight line

portions of each curve.

Figures II-2 and 1I-3 illustrate a number of features
of the predicted spectrum, dE/dhv, First, for hv greater
than about Egr the spectrum is exponential, Second, the
spectrum is gquite insensitive to the value of A. Third,

there is a moderate sensitivity of the spectrum to n.

In order for this model to be useful, the predicted and

measured dE/dhv must agree over some reasonable range of hv.
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As will be discussed later, the experimental data will be

fit using:

E % ~hv/T,
any = :E:DH e J
j=1

where the '1‘j are determined by hv's greater than, or on the
order of Tj' Thus, for each component, there 1is the
required correspondence with the model. Referring to figure
I1I-3 and measuring the slope of the straight line portion of
the curves, it can be determined that Tj will differ from g
by about 10% if n = 0 or 1 while if n = 0.5, Ty= g
Equation (11), may be rewritten as:

e2 1 <Zz> 1

dE
hc mcl <2 ok Efast (In(o) nh)

dhv

= 2
hv=0 T
where 1.(0) ¢nA  is determined by extrapolating the straight
line portion of the curves back to hv = 0 as shown by the

dashed lines in figure I1I-3. So, Ej may be determined f£from

N. using:
j using

LnA <Z>

E, = 10 .2

N, ————— (14)
J J 3.9x10"" <z%>

where a Maxwellian electron distribution, n = 0.5, has been
assumed with I, ¢(0) £nA = 2.5. Because n is unknown in the
experiments, there is an uncertainty in In(O) enA . For
example IO(O) ¢nA = 1.9 and 11(0) gnA = 3, The factor A

is given by:
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eT
_2p _ 13
A -E%" — 7.6x10

D .’rTe

where ¢ and T are in keV and n, in cm™3

In summary, equation (14) provides a simple means of
determining the the energy in a fast electron distribution
from an experimentally measured exponential x-ray spectrum.
The result depends only weakly on the plasma conditions
through the Coulomb logarithm. It is also fairly insensi-
tive to the details of the actual electron distribution as

long as the distribution is basically exponential.
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CHAPTER III

X-RAY DETECTORS

The simplest method of determining the x-ray spectrum,
dE/dhv, is to measure it at several points over the range of
interest. A simple spline can then be used to approximate
dE/dhv over the measured range. To utilize this method, the
x-ray detectors must have a narrow passband and their
response must be uniform throughout the passband. A detec-
tor system meeting these requirements over the spectral
range of interest is the filter-fluorescer.22 However, this
type of detector was estimated to lack sufficient sensitivi-
ty for use on the GDL experiments. Because of this, the
simpler and more sensitive K-edge detector design was used
in these experiments. These detectors provide a localized,
but not truely narrowband response. This requires that the
spectrum be obtained from the data through a special unfold-
ing procedure, which is described in the next chapter. The
following sections cover the details of K-edge filtered
detectors in general and the particular detectors used in
these experiments. Also, filter-fluorescers and the diffi-

culty in their use will be described.
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It should be noted that throughout ¢this thesis, the
symbol ©0 and term cross section will be used to refer to
what is more properly called a mass absorption coefficient.

The two are related by:

Oya = 0N,/ (Aw 1024

MA
where Ova is the x-ray mass absorption coefficient in
cmz/gm, 0 is the x-ray absorption cross section in

barns/atom, NA is Avogadro's number and Aw 1is the atomic
weight of the absorbing material. The subscript MA has been
dropped throughout. When the mass absorption coefficient is

used, absorber "thicknesses"™ are specified in gm/cmz.

A. K-EDGE FILTERED DETECTORS

Unlike the case in the visible, narrow band x-ray
filters do not exist over the energy range of interest here
(1 to 300 keV). However, the total x-ray interaction cross
section for a material, for example zinc figure III-1l, exhi-
bits discontinuities or absorption edges in addition to a
fall-off approximately proportional to E-Z.S. These edges,
due to photoelectric absorption, occur at the energies
required to remove an electron from one of the inner shells
of the atom and are named for the corresponding shell (K, L,
M, etc.). The cross sections for other materials exhibit

the same general behavior with the location of a given edge

shifting to higher energy with increasing 2z.
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Figure III-l. Total x-ray interaction cross section
of Zinc.
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The transmission of a layer of material is given by
exp(-o(hv)X), where X 1is the thickness of the material in

2 and o(hy) is its cross section'cmz/gm. So by choos-

gm/cm
ing an appropriate thickness of material, a transmission
function can be obtained which exhibits a local maximum just
below the K-edge energy and a local minimum just above the
K-edge energy. Well beyond the K-edge, the transmission
increases to 100%. This is illustrated in figure I1III-2 for

2 2 *

1.8x10 “ gm/cm® of zinc.

If x-rays are detected by absorbing them in a material
of a suitable thickness, with a K-edge energy somewhat below
the K-edge energy of a filter of the type just described, a
response function similar to that shown in figure III-4 can
be obtained. This response is given by:

-0_(hv)X -0_(hv)X
e T Fii-e D D, (1)

The first term in the product is the filter transmission
function, already shown in figure III-2, and the second term
represents the relative detector efficiency, shown in figure
III-3. The detector system response function thus obtained
is very nearly ideél. being both narrow and relatively con-
stant over the passband.

* X-ray 2§ross-sections were generally obtained from
Veigele. These were convieniently available on LQE'S cbpC
Cyber 175 computer. The tables of McMaster, et al. were
used for some calculations since these include convienient
polynomial approximations to the cross sections. The two
tables typically differ by less than 10%.
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Figure III-2. Transmission of a 0.025 mm
Zinc filter.
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The expression (1) assumes that if an x-ray interacts
in the detector it loses all of its energy in the detector.
In fact, the two processes principally responsible for fhe
total cross section 1in the energy range of interest here,
generally result in a transfer of energy to both electrons
and 1lower energy photons. These photons may escape the
detector, resulting in incomplete recovery of the incident
photon energy. Whether the secondary photons escape the
detector depends on their energy, and hence the particular
interaction process, and the detector geometry. The x-ray
interaction processes of interest here aie photoelectric

absorption and Compton scattering.

Photoelectric absorption is the dominant interaction
mechanism at low incident x-ray energies. It occurs when an
x-ray is absorbed by ejecting a bound electron from an atom.
The kinetic energy of the photoelectron is equal to the
energy of the absorbed x-ray less the binding energy of the
electron to the atom. The kinetic energy of the photoelec-
tron is absorbed within the material through ionization.
Recovery of the binding energy depends on the process
through which the excited atom relaxes: it may emit an
Auger electron, in which case the binding energy is reco-
vered or it may fluoresce, with the fluorescent photon

either escaping or being reabsorbed.

The probability of photoelectric absorption is enhanced
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when the incident photon has an energy which just exceeds
the binding energy of an electron in the atom, thus causing
the distinctive discontinuities in the cross section previ-
ously mentioned. When an atom fluoresces, the fluorescent
photon has an energy slightly less than the edge energy of
the shell from which the photoelectron was ejected, hence
materials are relatively transparent to their own fluores-
cent radiation, so even for the case of a semi-infinite

material a fraction (see Appendix C):

o_(hv) o_(hv) o, (hv') O (hv)
% ( P - R Tz in(l+ B S )) (2)
oT(hv) oT(hv) oT(hv')

of the fluorescent photons produced will escape the front of
the material, where op is the photoelectric cross section,
O the total cross section, hv the incident photon energy
and h»' the fluorescent photon energy. For Nal, this frac-
tion is of order 0.25 for hv just above the K-edge energy of

iodine, but falls off at higher energies.

Compton scattering, thg scattering of a photon by a
free or loosely bound electron, is important at higher inci-
dent photon energies. The energy 1lost to the electron
depends on the scattering angle and from kinematic arguments

the energy of the scattered photon is:

hv
hv

2
m
eC

hv' =

1+ (1~ cosb)
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where 8 is the scattering angle of the photon.25 A Compton
scattered photon can thus lose from none (0 angle scatter-
ing) to all (multiple scatterings followed by photoelectric
absorption) of its energy in the detector. Making the
detector large helps ensure complete absorption. The prob-
lem of indefinite energy loss from Compton scattering can be
avoided entirely by working with a detector where photoelec-
tric absorption dominates Compton scattering over the energy
range of interest., This is the case with the idealized
K~edge detector previously described. 1In non-ideal cases,
choice of a detector with suitably high 2 is desirable,
since the photoelectric absorption cross section increases

as z4 whereas the Compton scattering cross section is

approximately constant .26

In practice few materials make suitable detectors,
since there must be some way of measuring the energy depo-
sited in the material. Materials which permit this include
semi-conductors, in which case~the number of charge carriers
produced by the x-rays in the material is measured, and
scintillators, in which the scintillations produced are
measured. Because of the limited choice of detector materi-
als the idealized response shown in figure I1I-4 can
generally not be obtained. We consider now the detectors
and filtering actually used and the response functions actu-

ally obtained.
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B. SILICON PIN DETECTORS

Silicon PIN detectors are three layer diodes consisting
of a thin N-type layer, an intrinsic layer of variable
thickness and a P-type backing. These diodes are used for
the 1low energy (1.5 to 20 keV) channels since their low 2
and thin sensitive layer make them insensitive to high ener-
gy x-rays. The diodes are reversed biased and x-rays
absorbed in the intrinsic layer produce electron hole pairs,
resulting in a current in the external circuit. Normally,
x-rays reach the I-type layer by passing through the N-type
layer, which, since it already has free carriers, acts only
as an x-ray attenuator. So it would be expected that the

response of a PIN diode would be given by:

_ -0, : (hy) -0..(h»)X
4.51x107° e °1 x“(1-e 51 I,  (pc/kev)

where xN and xI are the thicknesses of the N and I type

layers respectively and i(hv) is the absorption cross sec-

%
tion for silicon. The number 4.51x10 > is the charge of an
electron divided by the energy required to produce an elec-
tron hole pair‘ in silicon. It has been verified
experimentally that (3) provides an accurate model of the
PIN diode response function, although it was also found that
the manufacturer's specification of dead and active layer

thickness was not always accu:ate.27

How this affects the
expected signal is described in Appendix B. The active

layer thickness of the diodes is sufficient to ensure
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absorption of most of the fluorescence photons from photoe-
lectric absorption, but thin enough so that Compton

scattering is unimportant.

The filter and diode parameters used in these experi-
ments are shown in Tables V-1 and V-4. Some of the

resulting response functions are shown in figures v-3(a-c).

C. NaI SCINTILLATORS

For the high energy channels (20 to 156 keV) where PIN
diodes are insensitive, scintillators are used as detectors.
A scintillator is a material which converts part of the
energy lost by a particle or x-ray traveling through it to
visible emission. This visible emission is then detected,
generally with a photomultiplier, resulting in a signal pro-
portional to the energy 1lost in the scintillator. For
x-rays, Nal scintillators are preferred, both because the
high 2 of the material provides a large photoelectric cross
section and because Nal yields a 1large relative pulse

height. 28

Assuming that an x-ray which interacts in the crystal
loses all of its energy in the crystal, the response func-

tion for an Nal scintillator coupled to a PMT is given by:

“ONa1 (M) Xya1

C (l-e ) (pc/keV)
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where the constant C depends on the photomultiplier used and
the 1light coupling of the scintillator to the PMT. This
constant was determined for each of the PMT-scintillators
used here using nuclear sources and the procedure described
in Appendix A. The assumption of total energy loss is rea-
sonably good here, since the intermediate energy systems are
sensitive where the photoeiecttic effect dominates the cross

section and the high energy systems utilize large crystals.

The filter and detector parameters used in these exper-
iments are shown in Tables V-1 and V-4. Some of the

resulting response functions are shown in figures v-5(a-d).

D. FILTER-FLUORESCERS

A modification of the K-edge filtered detector 1is the

filter-fluorescet,22

illustrated schematically in figure
I11I-5. The prefilter, with a K-edge somewhat above the
K-edge of the fluorescer, and fluorescer form the idealized
K-edge detector system previously discussed. However, rath-_
er than detecting the energy deposited in the fluorescer
directly, the fluorescence photons which escape the £flu-
orescer are measured. The post filter, of the same material
as the fluorescer, is used to attenuate Compton scattered

photons from the fluorescer while transmitting most of the

fluorescence photons. The properties of the detector have
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FILTER FLUORESCER

hy

\
YA 7049,

DETECTOR m

POST FILTER

Figure I1I-5. Filter-fluorescer geometry. The K-edge
of the filter is slightly above the K-edge of the
fluorescer. The post filter is the same material as
the fluorescer and is used to attenuate scattered
X-rays.
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very little impact on the shape of the response of the sys-
tem; it is only required that it be efficient at detecting

fluorescence photons.

While, referring to equation (2), a substantial frac-
tion of the fluorescence photons produced in the fluorescer
escape the front of the fluorescer, in practical geometries
it is only possible for the detector to intercept a small
portion of the 27 solid angle. For example, with a 25 mnm
minor diameter fluorescer, a 25 mm diameter detector could
reasonably be placed 50 mm from the center of the flu-
orescer. For this case about 3% of the approximately 25% of
the fluorescence photons escaping the fluorescer would be
collected, so that a filter-fluorescer would have about 1%
of'the sensitivity of a similarly filtered K-edge system.
Based on experience with the K-edge systems, such a low sen-
sitivity would yield a marginal signal in the case of
moderate energy (20-30 keV) channels and an unusable signal

at high energies in the case of the GDL experiments.

The low sensitivity of the filter-fluorescer system
also requires that considerable care be exercised in their
' design and construction to prevent either direct or scat-
tered x-rays from the target or stray fluorescence from the
assembly surrounding the fluorescer from reaching the detec-
tor, since any of these sources could result in a signal

which could exceed the desired fluorescence signal. Because
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of these difficulties and their 1low sensitivity, it was

decided not to implement filter-fluorescer detectors.
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CHAPTER 1V
DATA REDUCTION AND ERROR ANALYSIS

A. SPECTRAL UNFOLDING

I1f the K-edge detectors were reasonably narrowband
(Ahv << hv) and had a reasonably flat response, then the sig-
nal from each detector would be proportional to
AE = dE/dhv Ahv, Hence we would have a measurement of
AE/Ahv =.dE/dhv at several values of hv determined by the
detectors. By using a suitable interpolation method an
approximation to dE/dh» could be obtained over the measured

energy range.

As is apparent from the plots of the detector sensitiv-
ities in figures V-3(a-c) and vV-5(a-d), the detector
responses are neither flat nor narrow. 1I1f dE/dhv decreases
sufficiently rapidly with increasing hv, the effective
response of a detector becomes narrow, but still remains

non-uniform as illustrated in figure 1IV-l.

Since the measurement is inherently an integral one,

that is the signal from each detector is given by:

- [ dE
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K-EDGE DETECTOR RESPONSE
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Figure IV-1l. The response of a K-edge filtered
diode. At 1 keV an effectively narrowband response
is obtained (dashed curve).
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a method of specifying dE/dhv globally is required. One
simple means of doing this is to use a multi-group approach,
dividing the spectrum up into bins, with dE/dhv = constant
in each bin. The magnitude of dE/dhv in each bin would be

determined by minimizing the sum square error:
580 = ¥ (0;-q;)%/0,? (2)
1

The maximum number of bins that could be used would be equal
to the number of detectors in use, in which case 8SQ = 0

would always be obtained.

Several difficulties exist with this scheme. One is
that the partitioning of the spectrum into bins is complete-
ly arbitrary and a different solution will be obtainedb for
each choice of partitioning. Another difficulty is that
spectra specified in this manner are cumbersome to compare,
either with each other, since the energy in each group must
be compared for each spectrum, or with theory, which often

provides the spectrum in terms of electron temperatures.

It would be preferable to be able to specify the spec-
trum with a family of functions of hv and some small number
of parameters. If the functions are choosen on the basis of
the physics of the radiation, the totally arbitrary nature
of the multi-group method is avoided. In addition the
parameters would correspond to identifiable physics, making

interpretation of the data simpler. Keeping the number of
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parameters small makes comparison of spectra simpler, we

have chosen to use this approach, using functions of the

form:
K =-hv/T
TADDLIE -
j=1

where Tj and Nj are the parameters used to minimize 8SQ in

equation (l). This particular choice of functional form is
motivated by the fact that the bremsstrahlung radiation from
a Maxwellian electron distribution is given by=29

dE

=hv/T

T_ nn; e (4)

If the electron distribution actually consists of ‘'K Maxwel-
lians, then the parameter Tj in equation (3) represents the
temperature of the corresponding component. Since the meas-
urement is both time and space integrated and the actual
electron distribution is not known, the Tj should be only

loosely interpreted as representing the actual electron tem-

peratures.

The multi-Maxwellian model may appear to be overly

restrictive. However, numerical simulations of resonance

17 5 and 2w instabilities4

p
electron distributions which are approximately Maxwellian.

absorption®" and the Raman predict
Purthermore, we £ind that the x-ray spectra predicted by the
hydrodynamic code SAGE, which incorporates a phenomenologi-

cal hot electron source, can be reasonably approximated with
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a two Maxwellian model. This indicates that, despite time
and space averaging, distinct electron distributions produce
distinct x-ray components. Finally, we find that, for a

suitable choice of K, good fits to the data are obtained.

To obtain a feel for the functional form of the spec-
trum, it is wuseful to plot it on a semi-log scale as in
figure IV-2. Equation (3) then appears as a series of
straight line segments, each segment corresponding to one of
the terms in the sum. The hv = 0 intercept of each segment
corresponds to the parameter Nj. -1/Tj is proportional to
the slope of each segment. While the energy radiated by a
given component is NjTj' recall that by using Brueckner's
model, the energy in the corresponding electron distribution

is simply proportional to Nj.

B. LEAST SQUARE REDUCTION

One of the problems with the model of equation (3) is
that it 1is non-linear in the parameters. 1In the linear
case, least square regression reduces to a matrix inversion
and a unique solution is obtained. 1In the non-linear case a
solution must generally be obtained using an iterative
method and there may exist multiple solutions. For our
model, if one solution is found there are K! trivially dif-

ferent solutions corresponding to the permutations of the
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Figure IV-2. When plotted on a semi-log scale
the multi-Maxwellian spectrum appears as a series
of straight line segments. The slope of each
segment is proportional to 1/T and the hv = 0
intercept is determined by N.
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indexes. 1In addition, there may be multiple local minima in
the SSQ, so care must be exercised to ensure that the itera-

tive method finds the best solution.

Data reduction is accomplished with the FORTRAN V
program MAXSPEC, running on LLE's CDC Cyber 175 computer.
At the heart of this program is the IMSL routine 2zXSsQ,
which uses ®"a finite difference, Levenberg-Marquardt
routine” to solve the non-linear least sgquare probiem.30 To
reduce the computational load on 2XSSQ and increase the sta-
bility of the solut}on, we have utilized the fact that the

model is linear in Nj and fit these parameters using conven-

tional linear least square techniques.

The estimate of the error in the measured data caused
by the uncertainty in filter foil thickness, causes an addi-
tional complication in the reduction précedure. This is
because the effect of foil thickness error on the data is a
function of the measured x-ray spectrunm, Thus, the
appropriate data weighting is a function of the solution,
and in order to obtain an unbiased solution, the weights and

the parameters Tj and Nj must be obtained self-consistently.

To this end the re@uction procedure works as follows:
1. Input an initial guess for the Tj' Toj'
2. Call zZXsSQ. For any choice of Tj the residuals (Qi_qi)
are provided to ZXSSQ by subroutine RESIDF. The residuals

are weighted, but the error due to €filter thickness is
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ignored. RESIDF computes the Nj on the basis of a linear
least square fit using the supplied Tj. Starting at TOj'
ZXSSQ iterates until its convergence criteria are satisfied
and returns the solution le.

3. Call 2xS8sQ again, with le as initial parameter esti-
mates. This time the residuals are supplied by subroutine
RESID, which includes in the weighting factors the filter
thickness errors. The Nj are still obtained by linear least
squares, but the procedure must be repeated reweighting each
time\ until the Nj and weights are self-consistent.
Convergence of the Nj is considered obtained when on succes-
sive iterations the weights differ by less than 1 in 1010.
This exceptional accuracy is required to ensure that ZXSSQ
is not "confused®™ by artificially introduced roughness in
the residuals. 2ZXSSQ iterates until its convergence criter-
ja are satisfied and returns the solution T,.

Step 2 is included to avoid excessive computation should the

initial guess of the parameters T j be very far off. RESIDF

0
is a much simpler and much faster subroutine than RESID and
in most cases the solution obtained in step 2 will be very
close to the self-consistent solution, minimizing the number

of calls to RESID.

The filter thickness error contribution to the error in

the data is computed using:
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a © K -hV/Tj
bay = ET(S R (V) ) N e ) aX
F 0 :
The derivative can be performed analytically, but the
integrals must be performed numerically. It will be noted
that the Nj can be removed from within the integrals, so for

fixed Tj the error is a function of the Nj only, thus the

integrals need be computed only once for each call to RESID.

C. ERROR ANALYSIS

Having obtained estimates of the parameters Tj and Nj'
it 1is useful to have some idea of their expected variabili-
ty. Unfortunately, because the spectral model is non-linear
in the Tj's, the usual results used in linear least squares*
analysis to obtain individual and joint confidence intervals
for the parameters do not apply. While it is possible to
obtain a "correct™ 3joint confidence interval in the
non-linear case, its actual confidence level will only be
approximate. It is always possible to linearize the problem
about best fit and then apply the results of the linear
theory. If the errors are sufficiently small, then the con-
fidence intervals obtained will approximate those of the
original non-linear problem. Although the errors encoun-

‘Thesslresults are covered in numerous texts. Draper and
Smith is particularly useful since it provides a discus-
sion of non-linear least square fitting.
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tered in these experiments are not particularly small,
linearization has been used anyway, since there is no rea-

sonable alternative.

The least square ©problem involves minimizing
§SQ = W(Q-q) (W(Q-q))', where g is a vector of observations,
Q is a vector of predicted values of the observations and W
is a diagonal weight matrix. If the model is linear, then
Q = XP where P is a vector of parameters to be estimated and

X is a matrix describing the predictor variables for each

observation. Then the solution 20 which minimizes 8SQ is

1 1

By = (g'g.lg)- g'g.lg, where V © = W'W is a matrix with

diagonal elements equal to the reciprocal of the variance of

the corresponding element of g. The matrix (X'V 1x)~! is
the variance covariance matrix. 1Its diagonal elements are

the variances of the coresponding element of P, while the

0
off diagonal elements provide the covariances.

If the gj are uncorrelated then the individual confi-
dence intervals of the gj provide a reasonable estimate of
the joint confidence region. The correlation coefficient
£ij - cov(gi.gj)/(var(gi)var(gj))1/2 can be obtained from
the variance covariance matrix. It ranges from -1 to 1 with
a value of 0 implying that P, and gj are uncorrelated. If,
however, 21 and gj are strongly correlated, then the indivi-
dual confidence intervals will be misleading. In this case,

the joint confidence region should be used. The situation
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is illustrated in figure 1IV-3.

In these experiments, using the multi-Maxwellian spec-
tral model, the linearized variance covariance matrix shows
that Ti and Ni have a strong negative correlation. This is
not surprising, since refering to an example spectrum, fig-
ure IV-4, it is apparent that if, for example, T2 is
increased, the corresponding intercept Nz will necessarily
decrease. The different temperature components which com-
prise the spectrum are, however, largely uncorrelated.
Notwithstanding the previous comment on the use of individu-
al confidence intervals under these circumstances, the error
bars placed on the parameter estimates here are obtained on
an individual basis. This is mainly because it is impracti-

cal to present a joint confidence region for any spectrum

with K > 1.

In light of the foregoing, the following points should

be kept in mind regarding the error bars placed on Tj and
Nj:

l) the error bars on Tj and Nj are approximate and obtained
by 1linearizing about the best fit obtained as described in
the previous secgion,

2) the error bars given are plus or minus one standard devi-
ation,

3) Tj and Nj have a strong negative correlation so that an

increase in Tj will result in a decrease in Nj.
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D. SOURCES OF ERROR

The weights W,; required by the weighted fitting pro-
cedure and to obtain the confidence intervals for the gi
require that the variances, g;, of the data g, be known. If
proper repeat measurements are available then these can be
obtained from the data or if the model can be assumed cor-
rect they can be obtained from the residual error in the
fit. Neither of these approaches is satisfactory here,
since true repeat measurements cannot be obtained and the
assumption that there is no lack of fit would be optimistic.

For these reasons, the variances of the g; have been

estimated.

The error in g; can be attributed to four main sources:
uncertainty in the thickness of the filter foils, uncertain-
ty in the ca;ibration of the detectors, uncertainty in the
solid angle subtended by the detectors, and noise. Since,
once installed, the detectors remain unaltered, the first
three of these errors are to a certain degree systematic.
However, from detector to detector these errors are at least
approximately random and uncorrelated and so will contribute
to the residual error. Only the noise error varies from
shot to shot. For this reason, it is to be expected that
the scatter in the data obtained under nominally identical

conditions will be smaller than the error bars would imply.

Foil thickness error and 8olid angle error can be



Page 45

estimated quite simply, since they involve only the measure-
ment of lengths or, in the case of the foils, mass.
Calibration error is discussed in Appendix A and B. Noise
error is somewhat difficult to determine. It has basically
been assumed to be small compared to the calibration and
foil thickness errors and so not a major contributor to the

total error.

For a weighted least square fit the quantity

SSQm /(p-2K), refered to as x2 since in the linear case it

in
has a_x2 distribution, has an expectation value of one if
there is no lack of fit and the variances of the q; are cor-
rect. In principle x2 provides an indication of the quality
of fit, Since in these experiments the variances are not
accurately known, xz is primarily useful when comparing the
quality of fit between shots or when choosing the number of
Maxwellians, K, to use. The most useful method of judging

quality of fit is to plot the data as shown in figures
Vv-7(a-c) and V-8(a-c).

These plots require some explanation. The solid curve
is the representation of the multi-Maxwellian spectrum
obtained by the non-linear fitting program MAXSPEC. Since
the response functions of the detectors are not generally
narrow there is, in the strict sense, no way to locate ghe

data on a plot of this type. This has been done anyway by
plotting the data from detector i at:
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(h\)i" —_—

where the frequency vi' is chosen such that half of Qi is
produced by x-ray photons with energy less than hvi'. This
is illustrated in figure IV-5, where the insets show the
spectrally weighted responses of two detectors and the vert-
ical dashed lines are at hv,', This method of plotting the
data makes it relatively easy to find a saturated detector
or determine if the number of Maxwellians, K, is too small.
However, because hvi' is a function of the fitted spectrum,
it must be remembered that it is not possible to simply

"draw" alternative curves through the plotted points.
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TWO TEMPERATURE X-RAY SPECTRUM
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Figure IV-5. X-ray spectrum showing how data

is plotted. The insets show the effective response
of two channels. The vertical dashed lines _ _
indicate the energy at which the data is plotted.
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CHAPTER V

EXPERIMENT

The x-ray continuum measurements described were a part
of a larger effort to investigate coronal physics or the
physics of laser plasma interactions under conditions of
interest to laser fusion experiments. This effort commenced
when it was demonstrated, using the GDL laser, that a 1.05
um laser could be efficiently frequency tripled to a
wavelength of 0.35 um. The coronal physics program on GDL
was intended to ascertain if converting a multiple beam
laser system to 0.35 pgm to do further laser fusion studies

would be worthwhile.

During the course of the 0.35 pym experiments, one of
the frequency conversion crystals was damaged and had to be
removed from the system for repairs. Rather than let the
laser system lie idle, it was decided to perform experiments
at 1.05 uym. Previous x-ray continuum measurements done at
LLE at this wavelength had produced indifferent results, in
part because 80 many x-rays were produced that the detectors
saturated. However, the intensity on target would now be

considerably lower, reducing the chance that saturation
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would be a problem. Because of the limited time available
and very different x-ray signals, most of the data obtained
was a total 1loss, but several shots could actually be
reduced. The results were sufficiently interesting that

additional 1.05 gm experiments were later performed on GDL.

At the conclusion of the GDL coronal physics program it
was realised that a comparable study had never been done on
the 24 beam OMEGA system. Since it was now anticipated that
at least six beams of this system would be converted to 0.35
pm, it seemed desirable to repeat the experiments on OMEGA
in order to provide a reference data base for future 0.35 um

experiments,

A. GDL EXPERIMENTS

GDL is a single beam frequency tripled Nd-glass laser.
It has been described in detail by Seka et al..32 The target
area layout is illustrated in figure vV-1l. All of these
experiments utilized planar plastic (CH) targets with the
beam impinging on the target at near normal incidence.
Targets were large, effectively of infinite mass. The
intensity on target was varied by changing focal spot size
and laser energy. Focal spot diameters ranged from approxi-

mately 100 to 300 m. Laser energy ranged from 20 to 40

Joules. Pulse lengths were either 0.5 or 0.9 ns.
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The silicon PIN diodes were mounted in two lead colli-
mated and shielded arrays, one positioning the diodes 11 cm
from the target, the other 43 cm from the target. Both
arrays utilize thin berylium foils to assure a light tight
assembly. Magnets mounted in front of the filter foils min-
imize foil fluorescence caused by electron impact with the
foils. The diodes used in these experiments were all (Quan-
trad model 025-PIN-125, having a nominal 25 mmz area with
dead and active layer thicknesses specified at 0.75 and 125
pm respectively. The diode arrays are shown schematically
in figures V-2 a and b. The filtering for each PIN channel
is shown in Table V-1, Several of the corresponding

response functions are plotted in figures V-3(a-c).

For these experiments six filtered Nal scintillator
detectors were used. Four of these were NEI model
6/1A-1.5/1HG detectors consisting of 0.1 mm thick by 1 inch
diameter Nal crystals integrally mounted to EMI model
9843KB/FL photomultpliers. These detectors were mounted in
a collimator array fastened to the target chamber. The
array was 45 degrees from the laser axis and faced the rear
of the target. The cast lead collimators extended into the
chamber with the K-edge filters mounted on the target end.
The detectors were mounted outside the chamber, separated
from the vacuum by a 1 mm aluminum window. Lead apertufes
could be placed in the collimators when required to prevent

detector saturation. The assembly is illustrated in figure
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/////// ////////////// ' (b)

Figure V-2. Schematic illustrati of GDL PIN diode
collimator assemblies. (a) placed the diodes as close
to the target as possible and was used for the higher
energy channels. (b) placed the diodes further from
the target and was used for low energy channels.
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The remaining two detectors were Harshaw model 8s8/2
detectors consisting of 2 inch thick by 2 inch diameter NaIl
crystals integrally mounted to RCA model 6342A photomulti-
pliers. These detectors were mounted outside the tank and
were shielded, but uncollimated. These detectors viewed the
target through either a 1/2 inch thick aluminum port or the
1/4 inch thick steel tank wall.

The filtering used for the various NalI scintillator
detectors 1is shown in Table V-1. Several of the response

functions are plotted in figures V-5(a-d).

The signals from the detectors were acquired with
LeCroy 2249w gated_integrating analog to digital converters.
These were interfaced to a Digital Equipment Corp. (DEC)
LSI-11/2 computer through CAMAC. LeCroy 8302 CAMAC readable
hex attenuators and fixed attenuators were incorporated as
required to prevent A/D saturation. The typical configura-
tion is illustrated in figure V-6. Acquisition software was
written in the FORTH programming language running under the

RT-11 operating system. Oscilloscope monitoring was used to

check for saturated or noisy signals.

Since the GDL 0.35 um experiments were the first of the
x-ray continuum measurements described in this thesis, they

were repeated several times as improvements such as the
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addition of additional detectors and optimized filter selec-
tion were made. During this period much was 1learned about
optimizing the detector system through the choice of filters
and filter thickness. This is covered in detail in Appendix

E.

The results of the last series of 0.35 um GDL experi-
ments are shown in Table V-2 and the fits to the data
obtained on several of these shots are shown plotted in fig-
ures V-7 (a-c). Note that results obtained with both 0.5 and
1 ns pulse lengths are shown. Although in this data there
appears to be a slight pulse length dependence, previously
obtained results indicate that this effect is probably due
to an uncertainty in the intensity. Slight changes in the
divergence of the laser beam occuring between series of
shots resulted in slight shifts in laser focal position and

the resulting shift in intensity calibration.

A limited number of experiments were performed in
planar geometry at 1.05 um on the GDL system by removing the
frequency conversion crystals. These results are given in
Table V-3. The high variability in these results probably
results from the fact that when GDL is operated at 1.05 gum

there is no laser prepulse suppression.
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Pigure V-7. Fits to data
from several of the 0.35 um
GDL shots. Shot parameters
may be found in Table V-2.
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B. OMEGA EXPERIMENTS

The OMEGA laser system is a 24 beam Nd-glass laser. It
has been described in detail by Bunkenberg et al..33 For
these experiments the 24 beams were focused tangentially,
eight target radii behind target center, to provide a high
degree of illumination uniformity. The targets used were
solid plastic (CH) spheres, The intensity on target was
varied by changing the incident laser energy and the target
diameter; targets of 200, 400 and 600 um nominal diameter
were used. The laser pulse length was 0.9 ns. Energy on

target ranged from 300 to 1900 Joules.

The PIN detectors were mounted inside the target
chamber, 35 inches from the target. The design of the
detector array was similar to that used for the GDL experi-
ments and illustrated in figure V-2a. The diodes were
Quantrad model 025-PIN-250, having a nominal 25 mm2 area
with dead and active layer thicknesses specified at 0.75 and
250 um respectively. The filtering used is shown in Table

V-4 .

Three of the NEI 6/1A-1.5/1HG 1 mm thick Nal scintilla-
tor detectors used in the GDL experiments were again used
for these experiments. A Harshaw model S5SHBIM detector con-
sisting of a 1 mm thick by 1.25 inch diameter Nal crys£a1
integrally mounted to an RCA model 6199 photomuléiplier was

also used. These 1 mm thick Nal detectors were mounted in
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24 inch long cylindrical lead collimators constructed of 1/8
inch lead sheet wrapped to a total wall thickness of 5/8
inch. The collimators were mounted to guide rails suspended
from the target chamber and surrounding structures. This
permitted the distance of the detectors to the target to be
easily changed while maintaining collimator pointing. The
detectors viewed the target through 1 mm aluminum vacuum
windows. The K-edge filters were mounted on the front of
the collimators. Lead plugs with 1/2 inch diameter aper-
tures could be placed the the collimators when necessary to

prevent PMT saturation.

The 2 inch thick Harshaw 8S8/2 Nal detectors used for
the GDL experiments were also used for these experiments.
They were again lead shielded, but essentially uncollimated.
These detectors were simply placed on the equatorial person-
nel platform and viewed the target through a 1/2 inch thick

aluminum port.

The signals from the detectors were acquired with
essentially the same hardware and setup previously described
for the GDL experiments and shown in figure V-6. The acqui-
sition computer was in this case a DEC PDP-11/23. The
acquisition software was written in FORTRAN and ran under
the control of the OMEGA experimental operations control
program and the RSX-11/M operating system. Signals were

again monitored with oscilloscopes to check for noise or
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detector saturation.,

More than 120 shots were taken in this experimental
series. Most of these were diagnostic shakedown:shots which
were utilized to set detector to target distance, check
detector calibration and saturation levels, set gate timing,
check for noise, etc.; 24 shots could be usefully reduced.
The results of these are shown in Table V-5 and several fits

are plotted in figures V-8(a-c).
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Figure V-8. Fits to data
from several of the 1.05 um
OMEGA shots. Shot parameters
may be found in Table V-5.
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CHAPTER VI

DISCUSSION

The data presented in Tables V-2 and V-5 has been plot-
ted, along with relevant data from other sources, in figures
VI-1l to VI-6. 1In a few cases, poorly determined data from
low intensity shots has been omitted from the plots.
Perhaps the most evident feature of the data, best illus-
trated by comparing the fits shown in figures v-7(a-c) and
v-8(a-c), is that the 0.35 ym data can be fit using a two
temperature model, while the 1.05 ym data require a three
temperature model. The three temperatureé observed at 1.05
ym will be referred to as cold, hot and super-hot. The
super-hot component can be attributed to the production of
very fast electrons by parametric instabilities occuring
near nc/4. The hot component corresponds to fast electron
production by resonance absorption. This component is not

observed in the 0.35 ym experiments.

In the following sections, the hot and super-hot compo-
nents will be considered in detail. The cold component,
produced by the overdense plasma, remains essentially con-

stant in temperature over the measured intensity range and
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-

will not be further mentioned. Because of their high varia-
bility, the planar GDL 1.05 um results have not been
plotted. Inspection of Tables V-3 and V-5 shows-them to be
in general agreement with the spherical OMEGA 1.05 um
results. This indicates, that for this measurement,

geometrical effects are not important.

A, THE BOT SPECTRAL COMPONENT

The temperature of the hot component measured on the
OMEGA 1.05 um experiments is plotted as a function of inci-

dent intensity in figure VI-la. The temperature scales with

1/3

intensity approximately as I except at the highest inten-

sities. This is primarily a target expansion effect.

Spatially resolved measurements of harmonic emission from

t34 and numerical results obtained with the hydro-

35

the targe
dynamic code SAGE indicate that the critical surface is
located approximately 55 um from the jinitial target surface
at the peak of the laser pulse. This reduces the effective
intensity by factors of 2.6, 1.6 and 1.4 for 200, 400 and
600 um targets respectively. The data are replotted in fig-
ure VI-lb with this intensity correction. With this
correction, an  approximate 11/3 scaling is observed
throughout the measured range. The intensity corrected dﬁta

is in good agreement with previous experimental work13 and

scaling obtained from numerical simulation of resonance
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absorption.16

The energy in the hot electron component, as determined
from NB using Brueckner's model, relative to ene?gy absorbed
is shown in figure VI-2a along with the measured absorption
of the incident laser. Again, the data is replotted in fig~
ure VI-2b with the intensity <correction for target
expansion, The energy in the hot electron component is
somewhat higher than expected. For example, ref. 14 meas-

1

~ 0.34 at 10

ures EH/EAB 3 W/cmz. For comparison, the hot

S
electron fraction predicted by SAGE is also plotted, where
in the calculation 15% of the energy reaching the critical
surface was deposited in fast electrons. Clearly these
points can be shifted by changing the fractional dump at
critical; 15% represents a figure which provides reasonable

agreement between the code and a wide variety of measure-

ments made at LLE and elsewhere.

Considering the error bars on the measured EH/E the

ABS'
measured values are not unreasonable., Because the measured

TH is comparable to the coronal temperature, a possible
source of bias is unresolved contributions to the spectrum
from the coronal plasma. This would bias the measurement of
T. to slightly lower values. Recalling from chapter IV that

H

TH and NH

result in a measured Ey/E,,- that was artificially high.

have a strong negative correlation, this would

Inspection of the outlying data points in figures VI-1 and
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SAGE calculations for a 15% dump into fast electrons
and the measured laser absorption.
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VI-2 shows that a small change in the determination of TB

results in a significant change in EH/EABS'

B. THE SUPER-HOT SPECTRAL COMPONENT

The temperature of the super-hot éomponent measured on
the 1.05 ym OMEGA experiments is shown in figure VI-3a. The
data are replotted in figure VI-3b incorporating an intensi-
ty correction for target expansion. Since we attribute the
super-hot component to quarter critical parametric instabil-
ities, in this case the correction is for intensity at nc/4,
which is on the basis of harmonic measurements and SAGE cal-
culations located approximately 120 um from the initial
t#rget surface. When this correction is made the data spans
such a 1limited intensity range and its écatter is so high,
that it not possible to draw any conclusions on the tempera-

ture scaling with intensity.

In contrast, the 0.5 ns, 0.35 uym data obtained on the
GDL experiments, figure VI-4, does indicate a slow 10'2
scaling with intensity. It should be noted that the inten-
sity on GDL is not well defined since the beam is not
uniform. By convention, the intensity used when presenting
GDL data is defined as 1.5 times the average intensity.

This same intensity nonuniformity may distort thie measured

scaling of quantities which have a threshold behavior if
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Figure VI-4. Super-hot temperature measured at
0.35 um on GDL.



Page 77

they are measured near threshold. In Appendix P, it is
shown that if the beam nonuniformity is taken into consi-
deration, the measured 10-2 scaling may indicate an actual

10'3 scaling. This would be in agreement with the predicted

(I).z)l/3 scaling predicted in ref. 20.

The above scaling law also indicates that there should

be a scaling of Tgy a8 A?/3. Because of the problems noted

above, it can really only be noted that T does decrease

SH
with wavelength by a factor of about the right order.

The relative energy in the super-hot electron component
is shown in figure VI-5a and corrected for intensity in fig-
ure VI-5b. A clear threshold behavior is seen with ESH/EINC
decreasing rapidly below about 2x1014 W/cm2 and saturating
above this intensity. The dashed curve in figures VI-5a
shows the relative energy in the 3/20h signal from the tar-

get.36

This is a signature of plasma wave producing
instabilities, e.g. Raman and 2&%, at nc/4. A reasonably
strong correlation between the 3/2ub signal and electron

energy can be observed.

The relative energy in the super-hot component measured
in the 0.35 um GDL experiments is shown in figure Vi-6.
Again a rise and saturation behavior is evident. Also plot-
ted is the a%/z signal produced by 2«:.5 Again the x~-ray

P
signal and ab/z signal track remarkably closely.
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RELATIVE SUPER-HOT ELECTRON ENERGY (0.35 um)
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Figure VI-6. Relative energy in super-hot electrons

at 0.35 ym on GDL. Curve (a) is a fit to the 0.5 ns
data. The dashed curve (b) is the uo/z light sianal
from the target (from ref. 6).
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Figure VI-7 shows the scaling of ESH/EINC obtained from
an early, more extensive data set at 0.35 um on GDL,
Because of less than optimal filtering, the absolﬁte magni-
tude of the data is 1less well determined than the data
presented in figure VI-6, However, it better illustrates
the detailed scaling of ESH/EINC with intensity. Also shown
in figure VI-7 is the relative signal from the Raman insta-
bility (curve a) and the 20% instability (curve b) obtained
in ref. 6. Since no increase in the x-ray signal s
observed to occur when the Raman instability is observed to
occur, we conclude that the super-hot component 1is being
produced primarily by the 2w instability. Because thecoo/z

P
light is produced indirectly by 2w_, while it is produced

P
directly by Raman, this observation may simply indicate that
Raman is occuring at lower amplitudes, rather than that
Raman is less effective than 20% at producing fast elec-

trons.

As noted previously, the GDL data are plotted as a
function of an average intensity. The threshold intensity
should be evaluated in terms of the peak beam intensity,
which is a factor of approximately 3 higher than the plotted

intensity. Thus a given value .of ESB/E occurs at an

INC
intensity approximately a factor of 3 higher at 0.35 um than

at 1.05 um.
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C. CONCLUSIONS

The results obtained here, as well as the high measured

absorptions and low preheat at 0.35 pm2’37

, confirm that the
absorption of 0.35 um laser light is dominated by inverse
bremsstrahlung. The more interesting feature of the meas-
urements is the presence of the super-hot electron component
at both laser wavelengths, Because the x-ray signal is cor-
related with the observation of ablz light from the 0.35 um
plasmas and 3ab/2 light from the 1.05 um plasmas and because
there was no increase in x-ray intensity when the Raman ins-
tability was observed to occur,. we believe that the 2u¥
instability is primarily responsible for the super-hot elec-

tron distribution,

Regardless of the source of the supet-hot component, it
is interesting to note from a laser fusion perspective that
the two driver wavelengths measured here are comparable in
their production of super-hot electrons. While the low
level of super-hot electron production observed in these
experiments would not prove an obstacle to efficient target
compression, production of fast electrons from quarter crit-
ical instabilities will need to be monitored as it becomes
possible to perform experiments on larger targets more simi-

lar to those required for laser fusion reactors.
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APPENDIX A

PMT CALIBRATION

The PMT scintillators were calibrated using single pho-
tons of known energy provided by nuclear sources. To the
extent that the photomultiplier is linear over the required
range, this also provides the large signal or multiple pho-
ton calibration. When properly operated, photomultipliers
are in fact highly linear devices. Their dynamic range is
limited at high signal levels by saturation of either the
input (photo-cathode) or output (anode). 1If anode satura-
tion occurs first, as was the case with the tubes used here,
their dynamic range may be extended by varying the tube
gain, which can be done by changing the applied high vol-
tage. In addition to single photon calibration, additional
cross calibration was done at operating signal 1levels to

ensure that the tubes were not saturated.

The calibration setup shown schematically in figure
A-1l. The LeCroy 2249W integrating A/D, CAMAC, LSI-ll and
software were used together as a multichannel analyzer. A
LeCroy 321B quad discriminator was used to generate a suit-

able gate for the 2249W and a variable delay ensured that
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the signal reached the 2249W at the center of the gate
interval. A LeCroy 133B dual linear amplifier was used to
obtain suitable signal levels into the 2249W. in oscillo-
scope was utilized to verify that the system was functioning

properly.

The 1 mm thick NEI and Harshaw detectors were calibrat-
ed using an Americium 241 source which emits 59.6 keVv
photons, The 2 inch thick Harshaw detectors were calibrated

using a Cobalt 60 source which emits photons at 1.17 and

1.33 Mev.

For a typical calibration, 1000 events would be col-
lected by the system. Since the 2000 bin resolution of the
2249W was not reguired, counts were generally combined over
a 10 to 20 bin range and then displayed on a printer. An
example of the resulting output is reproduced in figure A-2.
The two photoelectric peaks from the 1.17 and 1.33 MeV pho-
tons are clearly visible. The calibration constant for a
particular detector and applied high voltage was determined
by dividing the charge obtained per photon at the center of
the photoelectric peak by the energy of the corresponding

incident photons.

Each detector was calibrated at several values of
applied high voltage. Since the gain of a photomdltiplier38
is proportional to v® the results were fit using a least

square fit to Cxv®. This permitted the gain of the detec-
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tors to be convieniently varied to suit the signal levels
encountered during experiments by varying the applied high
voltage, while retaining calibration, The de£ectors were
recalibrated several times during the course of the experi-

ments. Calibrations were found repeatable to within about

10%.

The detectors were additionally checked at operating
signal 1levels by filtering them identically and exposing
them to target shots. It was found that their relative cal-
ibration held to within about +/- 30% of the small signal
value. For this reason, the calibration of each tube is
considered accurate to +/- 308%. It was also verified, by
changing the detector to target distance of some detectors
while 1leaving others fixed, that the detectors were operat-

ing in a linear range.
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APPENDIX B
PIN CALIBRATION

Equation (III-3) provides the sensitivity of a PIN
diode assuming the thicknesses of the dead and active layers
of the diodes are known. These figures are normally sup-
plied by the manufacturer. Using diodes of identical type
and manufacture to the ones used in these experiments,

27 found there to be considerable variation in

Corallo et al.
the thickness of these layers, as determined by measuring
the diode sensitivity, £from the manufacturer's specifica-
tion. In particular, nominal 125 um active layer diodes had
active layers ranging from 110 to 170 ym and nominal 250 ym
diodes ranged from 235 to 295 ym. Variations from nominal

were also found in the dead layer thickness, but in these

experiments this has virtually no effect on diode sensitivi-

ty.

The detectors most sensitive to variations in active
layer thickness are the higher energy ones. In order to
estimate the effect of active layer thickness on expected
signal, the expected signal can be calculated for a high 2
filtered diode at infinite temperature, which is the worst
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case. This was done for a yttrium filtered diode over the
range of thicknesses measured in ref. 1. It was found that
over this range a 1% variation in thickness corresponds to a
1% change in expected signal. Thus, the 125 ym diodes can
be expected to be accurate to about -12, +36% worst case and

the 250 ym diodes -6, +18% worst case.
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APPENDIX C

FLUORESCENT ESCAPE

Even with a semi-infinite detector, a certain fraction
of the fluorescence photons produced by incident x-rays will
escape the detector. This is significant only if the energy
of the incident photon is Jjust above an absorption edge
energy of the detector. 1In this case the incident x~ray has
a high probability of being absorbed close enough to the
surface that the fluorescent photon is likely to escape. An
exéression for the fraction of fluorescent photons which
escape the detector was given in in equation (III-2). This

is obtained as follows.

Consider the geometry shown in figure C~1. An incident
x~-ray of energy hv undergoes photoelectric absorption a dis-
tance X from the surface of the detector. A fluorescent
photon emitted at an angle ¢ then must travel a distance
R = X/cos(¢) to escape the detector. The photon flux at X
is:

-oT(hv)X

I e R

0
where I0 }s the flux at the surface of the detector and O

is the total scattering cross section.



FRACTIONAL LOSS

Page 91

S7777/
//Detector /

hy'

hy

Z

Figure C-1. Geometry for fluorescent photon
escape.
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Figure C-2. Fractional loss of fluorescent photons
(dashed curve) and energyv (solid curve) from a
semi-infinite Nal detector.



Page 92

The number of fluorescent photons produced in the
detector in the layer between X and X+dX is:

-oT(hv)x
I0 e op(hv) dax

so the fluorescent flux observed outside the detector at the
angle ¢ is:

-0 . (hv)X =0 (hv')R
Ipe ! oplhvie T ax %% (1)

where op is the photoelectric cross section and hy' is the

energy of the fluorescent photon.

To obtain the total number of fluorescent photons which
are produced and escape (1) is integrated over the thickness
of the detector and the full solid angle. For the

semi-infinite detector this is:

I0 m/2 (2T po —x(OT(h)+cT(hv')/cos¢)
I = — o_(hv) e dx d6 sin¢ d¢
4n P o Jo Jo
1
Iocp(hv) cosé
= dcos¢
2 (oT(hv)cos¢+oT(hv'))
0
I. o_(hv) O, (hv') 0. (hv)
=22 __ --Z gn(1+ -2 ) )
2 0 (hv) 0y (hv) O (hv') (2)

This last expression is just eguation (III1-2).

Equation (2) provides the nuﬁber of fluorescent photons
which escape the detector. Because these photoné have ener-
gy hv' while the incident photons have energy hv; the energy

which escapes the detector is reduced by the factor hv'/hv.
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Equation (2) and (2)xhv'/hv are plotted in figure C-2 for

the case of an Nal detector at the K-edge of iodine.
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APPENDIX D

FILTER FOIL FLUORESCENCE

When an x-ray is photoelectrically absorbed in a filter
foil a fluorescence photon will generally be produced. 1If
the foil is thin there is some probability that it may
escape the foil and impact the detector. 1In these experi-
ments, the filter foils were generally mounted far from the
detector, so the fractional solid angle of the detector with
respect to the foil was small. This minimized the fluores-
cence contribution to the total detector signal. Because it
was impractical to collimate them, the leﬁd filter foils for
the 2 inch Harshaw detectors were mounted only about 1 inch
from the front of the crystals. As is shown below, fluores-
cence in this case was minimized simply because the foils

were thick enough to absorb most of their own fluorescence.

Consider the geometry shown in figure D-1. A photon of
energy hVv is photoelectrically absorbed a distance Y into a
foil of total thickness X. The resultant fluorescent photon
escapes the rear of the foil at an angle © as shown. The

photon flux at Y is:

=-gn(hv)Y
eqr

Iy
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wherello is the flux at the surface of the detector and

is the total scattering cross section.

Op

The number of fluorescent photons produced in the foil

in the layer between Y and Y+dY is:

-0, (V)Y

Io e oP(hv) ay

so the fluorescent flux observed outside the foil at

angle 6 is:

-cT(hv)Y -oT(hv')(x-Y)/cose an

I0 = e e op(hv) ay i

where % is the photoelectric cross section and hv' is

energy of the fluorescent photon.

the

(1)

the

To obtain the total number of fluorescent photons which

reach the detector (1) is integrated over the thickness of

the foil and the so0lid angle of the detector. Hence:

I0 QD -oT(hv')x/cose
I = — o_t(hv) e
4 P

X ~Y (0 (hv) =0, (hv*) /c056)
e ayan

0

0 e -
= — ¢_(hv €
47 P

1 QD -oT(hv')x/cose -XOT(hV)
) an

oT(hv)-oT(hv')/cose

To obtain the energy transferred to the detector, (3)
be multiplied by hv'/hv.

(2)

(3)

must
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The fluorescent contribution to detector signal can be
estimated from (3) as follows. An upper bound to (3) is
obtained by taking 6 = 0 where it appears in the. integrand.
Then (3) becomes:

Ig(hv) = (R./4m I

where we define F(hv) as:

0 P(hv) (hv'/hv) (4)

-XUT(hv') -XOT(hv)
e -
F(hv) = o_(hv) (5)
P oT(hv)-cT(hv')

and the factor hv'/hv has been incorporated to account for
the fixed energy of the fluorescent photon. F(hv) and
P(hv) (hv'/hv) have been plotted in figure D-2 for the case
of a 2,54 mm lead foil,

The fluorescent signal produced in the detector is

given by:

Q. po - '
= . D dE hv' o, (hv') X,
°r = 41r5h\ud_h\) F(hv) g5- (1-e P ) dhv (6)

which is to be compared with the direct signal:

-0 (V) X =-0_(hv)X

T (1-e

Dy anv (7)

SD = joggv e

The 2 inch thick detectors have an extended response at

high energies whereas F(hv)(hVv'/hv) has a maximum not too
far above the K-edge of lead. Thus, the worst case will
tend to occur for a low temperature dE/dhv., With this in
mind, we calculate (6) and (7) for the particular case of a

2 inch thick by 2 inch diameter Nal detector filtered with
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2.54 mm of lead located 1 inch in front of the detector.

dE/dhv is a single 30 kev Maxwellian spectrum. The

integrands of (6) and (7) are shown in figure ‘D=3, The

. " 2.1x10"° and 5p = 9.7210"3 o the

flourescence contributes about 20% of the s8signal. The

integrals are S

values of SF and sD are shown in Table D-1 for several dif-

ferent conditions.

TABLE D-1. DIRECT AND FLUORESCENT DETECTOR SIGNAL

2.54 mm Pb 5.1 mm Pb
T (keV) SF $p Sg Sp
20 2.8E-04 6.9E-0D4 2.2E-06 1.7E-05
30 2.1E-03 9,.7E-03 3.5E-05 9.4E-04
40 6.5E-03 5.8E-02 1.9E-04 9.4E-03
50 1.4E-02 2.0E-01 6.3E-04 4.2E-02



Page 100

APPENDIX E
FILTER AND DETECTOR SELECTION CONSIDERATIONS

Our initial measurements with K-edge filtered detectors
provided 1less than reliable results. This was caused by a
number of factors which included improper filter thickness
selection, insufficient energy range coverage and not enough
detectors. The following guidelines for filter and detector

selection are based on this experience.

A. FILTER THICKNESS SELECTION

Because detectors are available in limited types and
configqurations, the filter thickness is often the only
parameter affecting the performance of a given K-edge detec-
tor over which there is any control. Figure E-1 illustrates
how a detector system response varies with filter thickness.
The detector utilized in this example is a 125 um Silicon
PIN diode and the filter is Iron.

The optimum filter thickness in this example is .025
mm, If the filter thickness is doubled to .050 mm, the

response  beyond the K-edge increases relative to the
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response just below the K-edge. Thus a broad response at an
energy considerably higher than the desired energy is
obtained. If the filter thickness is decreased to .0125 mm,
it will be seen that the response beyond the K-edge is very
similar to that obtained at .025 mm. 1In addition the
response below the K-edge has broadened with respect to that
obtained at .025 mm. Thus, .025 mm would be the preferred

thickness.

Choosing the filter thickness by plotting the response
for several different filter thicknesses is quite useful,
since it provides a feeling for the kind of compromises that
can be made. Aé a guide however, the jump in response
across the K-edge should be about a factor of 1000. Having
selected a filter thickness, the spectrally weighted
response should be plotted for spectra similar to those to
be measured, since it may be desirable to alter the filter
thickness slightly to accomodgte a particular case. If this
is done, trial spectra considerably different from expected
should also be tested to ensure that reasonable performance

is still obtained.

Because the exponential nature of the x-ray continuum
results in a rapid decrease in detector signal level as the
K-edge energy increases, there is a temptation to. make the
filters in low energy channels too thick in order to reduce

the signal level and avoid detector saturation, This should
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not be done, since as shown above, an overly thick filter
results only in a broad response above the K-edge. 1If satu-
rated detectors are a problem, the signal should?be reduced

either by aperturing the detectors or moving the detectors

further from the source.

B. DETECTOR SELECTION

The response of a K-edge detector is determined by the
product of the detector responsivity and the filter
transmission. Referring to figure E~2, it can be seen that
because the transmission of the filter increases to 100%
well beyond its K-edge energy, the response of the K-edge
filtered detector system at energies above the K-edge is
limited by the fact that the detector sensitivity is

decreasing in this region.

The figure illustrates a nearly ideal case: the K-edge
transmission peak of the filter is located nearly at the
peak in sensitivity of the detector and the the detector
sensitivity is decreasing above the K-edge. The detector
illustrated would clearly be less than optimal for filters

with K-edges less than about 5 keV.

As has been noted, detector parameters are not totally
under the experimentalist's control. To the extent possible

however, the K~edge of the detector material should be
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located below the K-edge of the filter being used and the
detector thickness should be sufficient to place the K-edge

of the filter just slightly beyond detector peak iesponse.

C. K-EDGE ENERGIES

The selection of K-edge energies will depend somewhat
on the method used to unfold the spectrum from the data.
For the multi-Maxwellian method used in these experiments it
was found that in so far as possible it is desirable to
space the edges equally from T to about 10T in energy. With
several T's present, this should be done for each component.
Compromises frequently have to be made, since foils with

K-edges exactly where required are not usually available.

A related consideration is the number of detectors to
use. Each exponential‘ spectral component requires two
parameters, T and N, to fit it. Hence, at least two detec-
tors are required to determine each component. In our
experience at least twice that number are required to obtain

reliable results,
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APPENDIX F
SCALING IN A NON-UNIFORM BEAM

The non-uniform nature of the 0.35 um GDL beam can
potentially result in a distortion of measured scaling of
intensity dependent quantities particularly if they are
measured near a threshold. This can be illustrated with a
simplified example, where the beam is approximated with a
gaussian radial profile. 1In fact the beam is nowhere near
gaussian, but the measured beam intensity distribution dE/d41
is reasonably approximated by the dE/Al for a gaussian beam

and this is all that is important.

Consider a quantity T which scales as 11/3. The signal

from which T is determined is assumed to vanish below a
threshold intensity IT and to be proportional to the energy

at intensities above IT. In a non-uniform beam then the

measured T, <T>, will be the energy weighted average of 11/3

over all areas of the beam above threshold:

[
] 11/3ag
I>1
<T> « -.F._"IL_.__
dE

T

JI>I
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For a gaussian radial beam profile, dE/AI is a constant for

I <1 where 1 is the peak beam intensity, and 0 for

o' 0
I> IO' hence:

I
T
j 11/3 a1

Defining a = IO/IT:

a -1

Then if T is measured at a =1.5, 3 and 6, the measured

scaling will be found to be T « 100-23_

The value 0.23 is of course a function of the actual
dE/dl of the beam and the detailed behavior of the signal
near threshold. 1In addition it will depend on how close to

threshold the measurements are made; for large a, the ori-

1/3

ginal I scaling is obtained. In these ixperiments,

measurements of TSH scaling are generally beiﬁg determined

close to threshold. Thus on the GDL system, it is to be
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expected that the measured scaling of T - is lower than the

actual scaling of T - with intensity.



10.

11.
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