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ABSTRACT

The first direct measurement of the fuel pR in laser fusion
targets has been achieved by counting the number of elastically
scattered fuel ions, "knock-on particles" off 14.1 MeV DT-neutrons.
Also measured for the first time was the knock-on energy spectrum
which agreed well with predicted results. Both measurements re-
quired the use of thin CR-39 solid state track detectors. The
presence of a proton background necessitated the development of three
track criteria based on particle range and velocity to separate the
knock-on deuterons and tritons from energetic protons with energies
greater than 3 MeV.

Also examined here is the immediate utilization of knock-on for-
ward-scattered deuterons to probe non-uniform fuel compressions. This
requires the use of at least two track detector packages to view the
target from different orientations.

A detailed discussion is also given on the future extension of

the fuel pR measurement when target pR conditions exceed 4 mg/cmz.
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INTRODUCTION

A. Chapter Overview

During future laser fusion studies, such aspects as self-heating
of the fuel by DT alpha particles and fuel ion depletion by thermo-
nuclear burn will become of increasing importance. These aspects depend
strongly upon the fuel pR (Rho-R), a parameter which is the product of
the fuel density and its confinement radius. This product is also a
critical parameter for determining the proximity to thermonuclear
'1gnition. A discussion on the significance of fuel pR will be explored
in greater detail in Chapter 2. In this chapter the author will discuss
a diagnostic which has been developed and implemented to measure this
parameter. The measurement relies on counting the number of elastically
scattered deuterons and tritons, "knock-on particles," off the by 14.1
MeV DT neutrons. These knock-on particles are recorded on solid state
track detectors.1

Much of the data analysis relies on a basic understanding of how
solid state track detectors record charged and neutral particles.
Therefore, in Appendix A a brief discussion on how track detectors work
is given for those readers not familiar with this type detector.

In Chapter 3, the basic issue of how this measurement is performed
is addressed. Here a discussion of various backgrounds and how they are
discriminated from knock-on particles is presented.

Chapter 4 will examine more carefully the details on how the
knock-on energy window is determined. Also in this chapter a discussion

on optimal fuel ion concentration will be presented.



This is followed by Chapter 5 with experimental data where
the method is applied and fuel poR determined. Included here is a
discussion of various measurement uncertainties entering into the
estimate of pR.

Next in Chapter 6 a discussion is given on the usefulness of
this method for target oR conditions where significant distortion in
the knock-on spectrum can occur. It will be shown that the target oR
cannot exceed about .1 g/cm2 (approximately ignition conditions) in
order for the knock-on particles to have sufficient energy to escape
the target.

This is followed by Chapter 8, which explores a possible appli-
cation of this diagnostic to measure fuel compression nonuniformities
during the time of neutron production.

The dissertation concludes with Chapter 9, which summarizes

the important aspects presented in the work.

B. Fuel pR Determination Using Knock-On Particles

This section will serve to orient the reader to the underlying
physics describing how knock-on particles give information of the
fuel pR. It will then examine the experimental method developed to
record and count the knock-on particles. Also a qualitative discus-
sion will be given on the problems raised by this methodology.
Lastly, this section will examine the limitations of the measurement
due to particle slowdown under high target oR conditions. No attempt

is made in this section to examine quantitatively the many technical



issues associated with this method or its accompanying limitations.
This discussion is reserved to later chapters in this dissertation.
Qualitatively, this method relies on the fact that the fuel oR
is directly proportional to the number of knock-ons produced. This
is illustrated in Figure 1.1. In particular, the total number of

knock-ons Q, is given by

Q= (o,n; R+0, n R)Y (1-1)

t n

where o, and o, are the (n,d) and (n,t) elastic cross sections, Y,

t

is the neutron yield and, the nd and n, are the deuterium and tritium

jon densities. In this equation it is assumed that the neutron mean

-1

free path (no) * is much larger than the fuel dimensions R. If :

ng=n,=n, and Mp is the mass of a proton, then the ion density can be

related to the fuel density by

o BSM_ (1-2)

Thus, the fuel pR can be expressed as
5M
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where 9p and o1 have been taken equal to .62 and .92 barns,2
respectively.

Unlike the fusion reaction products, the knock-on particles
have a wide range of possible energies. The knock-on spectrum is
shown in Figure 1.2. The maximum knock-on energies occurring at 10.6
and 12.5 MeV represent the forward-scattered tritons and deuterons.
Between these peaks is a region sparsely populated and with 1ittle
structure. Measurements of the particle spectrum in this region
shows a distribution consistent with the knock-on spectrum.

The knock-on particles can best be counted by using thin CR-39
solid state track detectors. These detectors have nearly 100%
counting efficiencies over a wide velocity interva13 and insensitive
to x-rays and electron backgrounds if doses are less than 10 Mrad.4

Details explaining the process by which these detectors record
charged particles are given in Appendix A. Basically, they operate
as follows: As a charged particle enters the detector, its electric
field alters the local chemical properties of the detector by break-
ing chemical bonds around its trajectory. Upon chemical etching,
these alterations etch more quickly than the surrounding bulk ma-
terial resulting in the formation of pit structures called "tracks."
For a given charge Z, measurement of the track diameter determines
the particle velocity or equivalently its energy-per-nucleon (i.e.,
E/A where E is the particle energy divided by its nucleon number, A)5

Data reduction is currently complicated by the presence of a
particle background and the inability of the detector to separate

protons from knock-on particles over all velocities. If a stopping
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foil is not placed in front of the detector, the ion blowoff from
the target will be many orders of magnitude larger than the knock-on
signal thus being irretrievably lost in the myriad of overlapping
background tracks. In the present experiments a 50 um tantalum
stopping foil is placed in front of the detector, as shown in
Figure 1.3. This was also greater than the 40 um of tantalum which
is required to additionally stop the 3 MeV DD protons. An air gap
shown in the figure is required to prevent degradation of the track
detector sensitivity when placed in vacuum.
The tantalum foil does not stop energetic protons above 3 MeV

or protons produced in the tantalum foil or track detector from pro-
ducing tracks on the detectors. This background must be separated from
the knock-on tracks by employing various track criteria. This background
is most serious to deal with since knock-on tracks can have comparable
track diameters with the background tracks. As track diameter gives
information only of particle velocity, the particle range is addi-
tionally required to determine its nucleon number. Range information is
deduced from "spatial coincident track pairs" where a track is produced
on both the entrance and exit sides of the detector. The presence of
such structures over a predetermined diameter interval can be used to
separate protons which produce non-coincident tracks from knock-on
particles which produce coincident tracks.

~ The finite interval of track diameters results in a limitation
of the detectability over which the detector can discriminate against

protons. Therefore, if rd and rt represent the fraction of knock-on
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deuterons and tritons which fall into the discrimination range of the
detector, then the number of spatial coincident tracks observed is
given by
Q=(oI‘nR+oI‘nR)Q~—Y
d 'd d 4n

t 't 't n

where %;— is the fractional solid angle subtended by the track

detector.

Determination of Ty and I, are the major theoretical uncertain-
ties in the measurement. For target oR conditions less than 4
mg/cm2 these parameters can be simply determined by knowing (1) the
energy interval over which the detector can separate the proton back-
ground and (2) the differential cross section for each of the two
knock-on processes.6
In future experiments when target pR conditions exceed 4 mg/cm2
further uncertainties in Iy and T, will exist. Here spectral distor-
tion due to the slowing down of the knock-on particles through the
target alters the shape of the spectrum and thus changes T'. Two
methods have been examined to correct for these distortions. One
method relies on the measured energy loss of DD protons. Since
these protons have velocities comparable to that of the forward-
scattered tritons, they can be used to probe the localized distor-
tion of the triton peak. This method breaks down above 10 mg/cm2
where the protons are stopped inside the target. The second

method requires the use of two detectors to view two adjacent

energy intervals across the spectrum. The ratio of knock-ons from



each interval can be used to estimate the local distortion and thus
correct T accordingly. This method can be used to about 80 mg/cm2
where, at this point, the knock-on particles are stopped inside the
target. This knock-on method therefore cannot be utilized to break-
even conditions, but for the near term Taser fusion program it can
be cheaply and easily implemented in diagnosing compression experi-
ments.

Unlike many other indirect methods, the targets do not have to be
specially prepared in order to use the technique. The only requirement
is that a DT fuel mixture be present to produce the necessary 14 MeV
neutrons. Deuterium-filled microballoons are not acceptable targets
for this diagnostic since the DD neutrons are not energetic enough to
produce the reguired knock-on energies to separate them from the 0D

protons.

C. Alternative Methods In Measuring Fuel pR

Various methods have been proposed to measure fuel pR. These

include (1) neutron activation of the tamper material by the DT

neutrons,7 (2) Stark broadening of seed material initially mixed in

the fue1,8 (3) DT-to-DD reaction ratio for deuterium-filled targets,9
and (4) intensity measurements of the Ka x-ray radiation produced
by the scattering of charged particle fusion products off high Z

10

seed material in the fuel. Each method has its distinct inherent

difficulties, as will be discussed below.
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1. Neutron Activation

Figure 1.4 shows the basis physics of this diagnostic.
Here a 14 MeV neutron interacts with a 2851 nuclide producing a
28

proton and excited Ae* nuclear state. This state decays first by

g~ emission (whose endpoint energy is 2.86 MeV) to 28g:% having a
half-1ife of 2.24 minutes, which then y-decays. To reduce

background counts both 8~ and y rays are counfed in coincidence. (The
intermediate state has a half-life of only 0.5 ps.)

The number of activated nuclei N* is given by
N* = ¢ Yn ng; & R (I-6)

where Ng; = A (1-7)

The parameter gy AR, An’ p, and M are the silicon number density,
pusher-tamper thickness, Avogadro's number, glass density and the
atowic mass, respectively. Therefore, the number of activated

nuclei can be directly related to the tamper pR by

N* = 0-6 L(barrﬁ) Yn (QAR)

(1-8)
A

28

The (n,P) cross section for “~Si is 0.25 barns. It is there-

fore less efficient per DT neutron than with the knock-on method

11



Neutron Activation

‘RAD CHEM’

Figure 1.4
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which uses the cross sections of 0.62 and 0.92 barns for the deuteron
and triton, respectively.

It should be noted that N* is not the detected count but rather
the total number of activated nuclei. Typically, a five-minute
sampling time is taken to obtain adequate counting statistics. This,
in turn, increases the threshold value still further.

Another limitation of this technique is that it does not measure
the fuel pR directly but must rely on numerical simulation to infer
this from the tamper conditions. Only in extreme cases of spherical
symmetry, uniform density in both the fuel and pusher-tamper, and
'thin shell can the initial parameters and measured compressed tamper
pR give exact results for the compressed fuel pR; namely,

(QAR)P
(oR); = (sR); c (1-9)

C 0
(PAR)
PO

where (pR)s , (PR)¢ » (pAR), , and (pAR), are respectively the
fo fc Po Pc

jnitial and compressed pR of the fuel and pusher-tamper. These

assumptions are not met in laser fusion targets and therefore

density modeling is necessary to extract fuel pR conditions.

2. Stark Broadening

The width of spectral lines under certain conditions give
direct information of the local density where they are produced.

This in turn can be used to estimate the fuel pR. Four basic

13



mechanisms can produce spectral broadening. These are listed
below:

) Natural
)  Doppler
)

)

Collisional (Stark)
Zeeman

(1
(2
(3
(4
The first broadening mechanism is inversely proportional to
the 1ifetime of the state (result of Heisenberg uncertainty prin-
ciple). No density information is obtained by this process. The
second mechanism, Doppler broadening, increases the line-width due
to the random thermal motion of the emitting atoms. Again no
density information is obtained by this mechanism. However, for
Stark broadening the local electric field of neighboring atoms can
alter the states enough so that the energy levels are smeared. The
degree of smearing (which is Lorentzian in shape) gives direct
information of the local density. That last process of Zeeman split-
ting is relevant only when magnetic fields are present. This pro-
cess has as yet not been identified from laser fusion targets.
Therefore, useful density information can be extracted from
only Stark broadening. This has been done by placing Ne inside
the target. However, the task of unfolding this broadening com-
ponent from Doppler broadening is a non-trivial task. In addition,
this method breaks down at fuel densities on the order of 1 to 2
mg/cm3 where the spectral lines begin to overlap. The possibility

of using argon in place of neon has been suggested, but higher tem-

peratures are required.
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Still another difficulty arising from this method is that the
atoms may radiate at times significantly different from the time
when the thermonuclear burn occurs. Thus measured fuel pR values
may not characterize the fuel conditions during the time of neutron

production.

3. Measurement of DT-to-DD Reaction Ratio

The ratio of DT neutrons to DD neutrons gives direct mea-
surement of the fuel pR for tritium-free targets. In one of two
possible DD reaction channels a 1 MeV triton is produced. As the
triton travels through the fuel the probability of causing a DT
reaction is proportional to the deuteron number density (and there-
fore the fuel density) and the distance traveled through the fuel.
There, however, exist three Timitations of this method. These are:

(1) the analysis can only be used for tritium-free targets,
(2) the detection efficiency is limited by the neutron
detection efficiency and
(3) large uncertainties in the ratio result for fuel pR con-
ditions greater than lo'zg/cm2 when ijon fuel temperatures
are less than 5 KeV.
Direct detection of the DD protons and the DT alpha particles
result in high detection efficiency. Unfortunately, for target pR
conditions greater than 10'3g/cm2 the alpha particles are stopped

within the target and above IO'Zg/cm2 the DD protons are also stopped

15



in the target. Therefore, the detection of neutron reaction products
will be necessary for target conditions in excess of .001 g/cmz.
Limitation (3) is the result of the fact that the beam average
reaction rate <ov>y is a very sensitive function of ion temperature
below 5 KeV, as shown in Figure 1.5 (taken from reference 9).
The fuel pR can be measured in a very similar manner by the
ratio of DD neutrons to D3He protons from deuterated targets. The

3

chief 1imitation here is that the D He has a much smaller beam

reaction rate compared to the DT beam reaction rate.

4. Intensity Measurement of Ko X-Ray Lines

Fusion products, in particular DT alpha particles and DD
protons, can be used to produce K-shell x-rays from seeded materials
initially mixed in the fuel. The number of such x-rays is propor-
tional to the fuel pR. Figure 1.6 shows that the cross section falls
rapidly with increasing Z of the seed material. However, low Z seed
material cannot be arbitrarily used'because of the presence of a large
x-ray background resulting primarily from bremsstrahlung from the
target shell. Typical data of the x-ray background from the Zeta
Laser System show that a reasonable seed material should have a Ko
energy of greater than 8 KeV. This requires a Z of 30 or higher. Such
high Z materials can have detrimental effects on the target performance.
if the concentration is too high, excessive radiation cooling of the
fuel can degrade the thermonuclear performance and overestimate
realistic target compressions for strictly DT-filled targets. The

opposite extreme of low seed concentration may result in insufficient
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Ko intensity to be easily separated from the x-ray background. 1In
either case, specially prepared targets will be required to diagnose
the fuel pR conditions.

A second method which uses Ka emission to measure compression
is by measuring the dimension of the emission region using an x-ray
pinhole camera. It is easily shown assuming uniform density and

conservation of mass that

R 2
(oR)¢ = (oR), (-R%) (1-10)

where (pR)f, (pR)O and (;g& are the final and initial fuel pR and
the initial-to-final fuel radii, respectively. Notice that measure-
ment uncertainty in RC will result in a two times larger uncertainty
in the fuel pR estimate. For example, if the compressed fuel has a
dimension of 20 um and the spatial resolution is 5 um, the fuel pR
uncertainty is +50%. |

This procedure suffers from the same limitation as mentioned

above when the Ko intensity lines are measured.

D. Conclusions

Because the methods described above have a number of inherent
difficulties, such as tamper density modeling, utilization of
specially prepared targets, and high threshold and resolution 1imi-
tations, the knock-on diagnostic has been developed at the University

of Rochester's Laboratory for Laser Energetics. This diagnostic has

19



the lowest detection threshold compared with all other alternative
methods and does not rely on modeling of tamper conditions. In ad-

dition, standard DT-filled targets can be used with this method.
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I1  THE SIGNIFICANCE OF FUEL pR

A. Chapter Qverview

Estimates for establishing breakeven requirements, fractional

DT burn, and self-heating of the fuel will be shown to be strongly
dependent on the fuel pR conditions. Emphasis will be placed on the
derivation of analytical models to clarify the relevant physical
principles. These models have a number of simplifications which can
only be treated properly with the use of complex numerical codes
involving transport phenomena, ablation, hydrodynamic and nuclear
burn. The goal of this chapter is to discuss the qualitative
importance in which oR enters into these estimates and
in doing so stimulates additional discussion by an increased number
of researchers in this field.

The chapter will be divided into three sections. In section B,
a model will be presented for the fuel conditions required to achieve
breakeven conditions. Here it will be shown that the required fuel oR
depends primarily on the fuel temperature and has a minimum at about
20 KeV. As will be discussed, this minimum is the result of two com-
peting processes: the reaction rate and radiation loss due to
Bremsstrahlung.

Section C will examine the dependence of fractional burn on’
pR. Included here is an estimate of the disassembly time of the tar-
get based on the time required for a rarefaction wave to travel from

the target surface to its center. This estimate is then used to
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calculate the fractional burn. As will be shown, this dependence
is a strong function of fuel temperature for T < 20 KeV but is
almost insensitive to temperatures between 20 KeV < T < 70 KeV.

This chapter will close with a discussion of self-heating of the
fuel by the redeposition of energy by the DT alpha particles. Here
again, the fractional energy deposition will be shown to be a

function of the fuel pR.

B. Breakeven Requirements

In laser fusion research, the fuel pR is of fundamental impor-
tance, analagous to the parameter n To found when describing magneti-
cally confined systems. What follows is a simple model which addresses
the various considerations which explain the dependence of breakdown

requirements on pR. Exact quantitative requirements are not de-

.rived in this section, for these require complex numerical modeling
of the hydrodynamic, laser-plasma interaction, and the thermonuclear
burn.

Consider a laser fusion pulse reactor which delivers energy to
a DT plasma so that it rapidly heats the plasma to a temperature T.
It is assumed here that T = TQ z TL (this assumption will break down
if the plasma is predominantly shock-heated and if the thermalization
time is long compared with the pellet confinement time). A feasible
working reactor must satisfy the condition that the output energy be
greater than the input energy requirements for the reactor. Assuming

that the particle number densities in the fuel is n = an = 2"1 and
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that the fusion system has a confinement time Ty» then the

following energy sources can be identified:

3nkT = total thermal energy of plasma
per M3
T P = l—n2 <ov> Q, t. = total thermonuclear ene ener-
cn 4 L ¢ u rgy gener

ated by DT reactions per M3

As a conservative approximation assume that the plasma is
optically thin to Bremsstrahlung radiation generated by the plasma.
The energy balance analysis can then be simplified. The total Brems-

strahlung power generated per unit volume P8 is equal to

Py = 1.8 X 10738 02 («my¥2  ram3 (2-1)

where kT is in units of eV. The total available energy E . during the

confinement time is

+ (1-n) T, P (2-2)

Ea = 3nkT + T, P e P

B

where n denotes the fraction of nuclear reaction energy retained
as thermal energy in the plasma. As will be shown in section D,
n is a strong function of fuel pR and electron temperature. The
minimum injection energy EL’ required to heat the plasma and to pro-

vide for Bremsstrahlung energy loss is

E; = 3nkT + 1, PB -nT, Pn (2-3)
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Assuming an efficiency £ (i.e., typically assumed to be
equal to 1[3) in the conversion of the available energy into

useful energy to power for example, the next pulse then

c[3nKT+TCP8+('| -n)'rCPn] > 3nkt+‘rCP8 - n'ran (2-4)

Defining ﬁe = PB/n2 and ﬁn = Pn/n2 and solving for ntc one obtains

3kT 1
nt_ > (2-5)
¢ ﬁs [
po T
8
where reetn(l-e) }
1-c¢ (2-6)

The confinement time as shown in section C of the chapter is

shown to be equal to

- R/
T, % 4 C, (2-7)

where R is the compressed radius of the fusion target and Cé is the

sound speed,which is given by

O
"

s = LOvP o+ v, P el Y2 (2-8)

(3 a2 for v, =y, =53 (2-9)
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Therefore equation (5) can be expressed in terms of fuel pR and takes

the final form

oR > 12(AYY2 ()2 m¥2 L 1 ()

Equation (10) expresses the fact that the required fuel pR to
achieve breakeven is dictated by the plasma temperatures, system
efficiency, and the degree of alpha particle self-heating.
| Figure 2.1 ;hows the functional dependence of the Maxwellian average

reaction rate <ov>, as a function of ion temperature. As shown, the

optimal to operate the reactor because of the higher losses due to
Bremsstrahlung. For temperatures less than 10 KeV the thermonuclear
reaction rate drops rapidly with decreasing temperature. Therefore,
the optimal fuel temperature as shown in Figure 2.2 is about 20 KeV.
If self-heating is not significant, the breakeven condition requires a
fuel pR of about .2 g/cm2 at a temperature of 15 KeV. The role of
self-heating and its dependence on pR will be discussed in greater

detail in section D of this chapter.

C. Fractional Burn

After the DT fuel is compressed and heated it commences to burn.
The duration of the burn is determined by the confinement time, which is

the time required for a rarefaction wave to travel a distance R from
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the surface of the pellet to its center. During this time a fraction
of the fuel undergoes fusion. As will be shown, the fractional burn
is a function of fuel pR and temperature. In addition, it will be
shown that for fuel temperatures over the range Te = TL =T =20 to
70 KeV the fractional burn has a weak temperature dependence and thus
it is predominantly a function of fuel pR.

The fractional burn (f&) is defined as

n(!.+nﬂ
f, = (2-11)
n +n +n0+nt
n
.
n

where n, and n, are the number densities of DT alpha particles and neutrons.
Combining this with the fusion reaction rate equation it can be shown

that (See Appendix B)

f o= ()1 - £)2 (2-12)

where

[n<o'v>:|—l (reaction time) (2-13)

—~
1l

In deriving equation (12) it was assumed that the deuterium-tritium
fuel mixture was 50/50. Small departures from this situation will not
affect the fractional burn significantly because of the weak dependence
of the reaction rate on the fuel ion density ratio.

Implicit in equation (12) is that the fuel is assumed to be in

thermodynamic equilibrium. This is not generally valid since a large
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temperature gradient is generated by the coalescing of shocks at the
center of the target. Therefore, <ov> is not uniquely defined
across the fuel. Under current target conditions a central region
of the fuel can be heated to temperatures in excess of 8 KeV while
surrounding fuel is heated to about 1 KeV. As emphasis changes
from short pulse - high intensity laser conditions to long pulse - low
intensity laser conditions these temperature gradients may be somewhat
reduced.

Keeping these limitations in mind, equation (12) can be solved

for fn giving

t/2t, t/2t, te<t, (2-14a)
1+ t/ZTn 1 - ZTn/t t>>Tn (2-14b)

This assumes that the reaction time is constant during the burn.

Notice that if the confinement time is large compared with the reaction
time, the fuel becomes depleted and fn approaches 1? In practice,
however, the other extreme is presently encountered. Setting t equal
to the confinement time R/CA where CA is given by equation (9),
equation {14) can be expressed in terms of pR.

As the fuel burns, less and less of the fuel can participate be-

cause of disassembly. The average mass used during the confinement

time is
t =R
/CA
0 %ﬂp (R - Cét)3dt
M = (2-15a)
R
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= £ (2-15b)

where Mo is the total mass of the pellet. This, in turn, is reflec-
ted in the burn efficiency which is reduced by a factor of 4. There-

fore setting t = R/4C equation 2-14 becomes

e
n o(T) + oR (2-16)
where
Cé
o(T) = 8 ML (2-17)
<gV>

and where ML is the average fuel ion mass. Since both Cé and
<gv> are still strictly functions of temperature so too is ¢(T).

In present experiments, the confinement time is very much smaller
than the reaction time. This leads to an expression for fn (using

equations 14b and 17) given by

£, = ¢ 1(T) (R (2-19)

The function ¢(T), as plotted in Figure 2.3, has a broad minimum for
temperatures between 20 and 70 KeV with an average value of llg/cmz.
Therefore, the fractional burn in this region is almost totally a

function of fuel pR. These high temperatures will most likely not be

generated by direct conversion of laser energy into thermal energy

but rather due to self-heating of the fuel by the DT alpha particles.
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As will be discussed in the next section, the degree of self-heating

is also a function of fuel pR.

D. Self-Heating

Various factors, such as technological constraints on laser
output energy and target gain performance, require the use of DT
alpha particles to deposit their kinetic energy back into the plasma
to achieve ignition. It is therefore of interest to measure the
degree of self-heating so that the constraints on the above factors
can be better understood. As will be shown, the degree of self-heating
is a function of both fuel pR and electron temperature.

To estimate the self-heating it is necessary to understand the
mechanism in which charged particles lose energy in plasmas. The
most important mechanism for low velocity particles (i.e., < 109cm/sec)
is the direct exchange of energy through coulomb scattering of the test
particle off the surrounding field particles. The number of field
particles participating in the energy exchange process is dictated by
the minimum and maximum impact parameters. These parameters are by no
means trivial to deduce, and various models have been used to estimate

them.11

Fortunately, these parameters enter only as a ratio in a coulomb
log term and in most cases does not alter the estimate for the epergy
loss significantly.

Denoting Log A as the coulomb logarithm, a test particle (in this

particular case a DT alpha particle) of velocity V and mass Ma travels
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through a plasma whose field particles have a characteristic tem-

perature T. The energy loss takes the forms12
M.
(S_E). - _ 4r Lozg/\ (z, 32)2% [¢(x) - (1+ M—‘) X %‘%] (2-20a)
ion M. V o
L
M _
E 2
G =g g o hZn s - ey ] )
e MQ v o
where
M. M
XE/Mi%T Y = MﬁefEa_T (2-20c)
(¢ o
b4
o(z) = & J exp(- £2)de (2-20d)
/T 70

Equations (20a) and (20b) are the contributions to the total energy
loss from ion and electron field particles, respectively ML and Me
are the ion and electron field particle masses, respectively.

For the temperature range between 3 KeV <kT< 50 KeV, the para-

meters x and y satisfy the following conditions:

(1) x»>1

(2) y<1

It is assumed here that the energy of the alpha particle remains above

50 KeV. Under such conditions the expressions bracketed in equations



(20a) and (20b) can be simplified; namely,

M.

o(x) - (1 + Mﬁ) X %%-z 1 (2-21a)

oly) - (1 + Ee—) y g9 . -i-y3 (2-21b)
Ma dy 3V

If one forms the ratio of the energy loss of electrons to ions

for the case of the 3.5 MeV alpha particle, then

dE dE _ 4 e \3/2 A
($2) (+5) = — ) - (2-22)
dr electron [/ Cdr ion 3V Mo RT

Taking for example an electron fuel temperature of 10 KeV, this

ratio equals

dE
(57

electron  _ 4 (511 3.5 )3/2 2349
dE 3Vr 3727 .01 .511
(gv)

ion

1
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where all masses have been expressed in MeV. This clearly shows that
the predominate energy loss is due to the electrons. Therefore, one can
neglect the ion contribution for electron temperature less than

about 40 KeV.

Equation (20b) can be directly integrated to yield

E=E, (1-283 (2-23)
oR
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where

M E(kT)3
- 15 P 1/2 o
eR = M, (F—) ( ——) (2-24)
4n3/2 P Me zg Ne € LogA

The significance of pR is that it is the pR required to stop the
alpha particle. This term is a strong function of electron tempera-
ture and a weak function of electron density. Therefore, the energy
of an alpha particle can be expressed in terms of the pR tranversed
by the alpha particle and the temperature of the electrons.

Using equation (23) and summing over the fuel volume, it can be
shown that the fractional energy loss of the alpha particles n is

given by13

n=2R [% - 5 (2} (2-25a)
P PR
Vo3 B for pRe<R (2-25b)
oR

This assumes that the alpha particles are created uniformly and
isotropicly throughout the fuel and that the particle range is much
larger than the dimension of the fuel, It is also assumed in the
calculation that the electron temperature is both spatially and
temporally constant during the burn. This clearly is not the case
when the fuel pR becomes larger than .lg/cmz, for then the alpha
particles heat locally the electrons, thereby reducing their

stopping power. This in turn leads to larger particle ranges
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causing localized ignition which grows spatially with time. These
lTimitations on equation (25) are not, however, presently experienced
since attainable pR conditions do not exceed the Tow 10—3g/cm2 regime

and equation (25b) applies.

36



IIT. EXPERIMENTAL METHODOLOGY - TRACK DETECTOR ANALYSIS

A. Chapter Qverview

This chapter is divided into three main sections. In the first
section, a discussion on the various background track sources is
presented. Here, methods are also described explaining how these
background tracks can be identified and discriminated from knock-on
tracks. The most difficult background components to discriminate
against are protons. This is due to the fact that track diameter

“alone can not adequately be used to uniquely differentiate protons
from knock-on tracks. Therefore, a method is discussed which elimi-
nates this background by relying not only on diameter (which is a
function of the particle energy-per-nucleon E/A) but also its range
(which is a function of the particle mass). This separation of pro-
tons from knock-on particles is possible because of the smaller
range protons have in CR-39 for a given velocity. By selecting an
appropriately thick detector, protons are stopped within the bulk of
the detector while the knock-on particles with larger ranges traverse
the detector (see Figure 3.4) producing spatial coincident tracks. By
accepting spatial coincident tracks over a given diameter interval
separation is possible over a finite energy span.

Experimental verification of the above methods is presented in
the second section where it will be shown that proton tracks can be
successfully separated from knock-on tracks. This is demonstrated by
measuring the knock-on particle spectrum over an extended energy in-

terval.

37



The remaining supportive section discusses the detail calibration
of the track detector. Its purpose is to give those readers interested,
further details on how the track criteria are developed. Details on
the particular energy-diameter response functions for knock-on and
background particies are given. Also details on the diameter spread

for a given incident particle are discussed.

B. Track Identification Methodology

1. Background Sources

In general, background tracks arise from intrinsic and ex-
trinsic sources. The former results during the initial casting of
the track detector. This background is characterized by a large
number of shallow, low-contrast pits (usually less than 8 um in
diameter) with circular cross sections. Figure 3.1 shows these
structures after a standard etch. These imperfections are the re-
sult of a tendency during the polymerization process to accumulate
localized regions of high density cross-linking. These regions
called "crosslink clusters" alter the local etch rate which produce
the track-1ike structure. Recently, a new improved CR-39 detector
has been developed based on the addition of 1% of a plasticizer,
dioctyl phthalate, to the monomer. This plasticizer greatly reduces
the tendency for crosslink cluster formation. It is hoped that
future improvements in the sensitivity of this detector will expe-

dite the data acquisition in later knock-on experiments.

38



L*g aunbty

¥ a- 1.1‘..(.\\\“ 3

S AN K 3 Y

‘n W¢&"’1 bd

S8
. . - 3 ,

: > o SRy

£-F0 F X 5
I.’. u._..l& F@_h

-

39



Extrinsic background sources arise from (n, p) and (n, o) re-
actions which occur during the knock-on measurement as well as from

2ee (an alpha particle emitter found naturally in

the decay of Rn
the atmosphere) during the storage of the track detector. As will
be shown in the next section, alpha particle track diameters are, in
general, much Targer than any hydrogen isotope tracks. This results
from the fact that the restricted energy loss (REL) for the alpha
particles is larger than that of hydrogen isotopes because of its
larger z value. Therefore, on the basis of track diameter alone,

alpha particle tracks can be separated from knock-on particle tracks.

Various sources contribute to a proton background, as summar-

ized in Figure 3.2. Table 3.1 below lists the dominant (n,p) sources

with their corresponding cross section for 14 MeV neutronsl3.

Table 3.1

(n,p) Proton Background Sources

Location Reaction Cross Section (mb)
Fuel D(n, 2n)p 280
Tamper 5§28 (n,p)Ae?8 160 = 16 (E>2.9 MeV)
0'6 (n,p) N1 45
ca®? (n,p) k%0 295 + 38
Tantalum Tal81 (n,p) nfl8l 3.2
N, N4 (n,p) ¢t 77
0, 0 (n,p) NI® 45
CR-39 H (n,p) n' 620
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In addition to the above nuclear reactions, energetic protons
produced as a result of hot electrons may achieve high enough
energies to traverse the tantalum foil and produce tracks in CR-39.
This background has not been observed on the University of Rochester's
Zeta or Omega laser system for uniform illumination.

One final point to be made concerning the proton background is
that the track contribution due to hydrogen recoils in CR-39 can be
easily discriminated from the knock-on particles. Protons which
are forward scattered possess energies (i.e. 2 8 MeV) well above regis-
tration energy of the detector.

Estimates for the signal-to-background ratio (see Appendix C)
shows a 5:1 ratio. This ratio reflects the most pessimistic situ-
ation where protons cannot be separated from the knock-on signal by
any means. The signal-to-background can be greatly improved by
applying three track criteria which will now be developed.

As shown in Section D of this chapter, hydrogen isotopes with
equal velocity (or equivalently E/A) greater than 6.5 x 108cm/sec
(i.e., E/A = 2.0 MeV) all have approximately equal track diameters
that is D = f (v) where D is the track diameter and f is a function
of velocity. As the velocity of these isotopes decrease, their cor-
responding track diameter increase. This results from the fact that
the track-etch rate is a function of the local energy loss of the
charge particles. Over the energy interval of interest, the
energy loss is inversely proportional to the square of the veloc-

ity. Therefore, the smaller the velocity, the larger the damage
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produced along the latent tracks. The greater the damage produced
along the track the larger the ultimate track diameters will be
after etching. For an E/A less than 2 MeV/nucleon, the diameter is no
longer strictly a function of velocity. This is due to the fact that
the energy loss changes differently along the etched track for each
of the isotopes. This variation in track diameter for each isotope is
illustrated in Figure 3.3. Here the shaded region represents the rela-
tive amount of damage produced by the charged particle inside the de-
tector. For E/A values greater than 2 MeV/nucleon the damage is
essentially constant over the length of the etched track and thus the
resulting diameters are equal. For E/A values less than about 2 MeV
there is sufficient lateral variations in the damage region to produce
differences in track diameter. This is the direct result of energy loss
variations along the etched portion of the track. The track diameter
variations are less than = 5% for energy-per-nucleon greater than 2 MeV.

Although track diameter in itself does not help in the separation
of the proton background, it does establish the particle's E/A.
Unlike alpha tracks which have track diameters well in excess of those
of hydrogen isotopes, another criterion is required to establish the
particle nucleon number. This information can be extracted if the
particle range is known.

To within + 4% the range of a hydrogen isotope can be simp]&

related to the range of a proton by15

R; (/n) = A Ry (E) (3-1)
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where RI and Rp are the ranges of the isotope and proton, respectively,
and A is the nucleon number for the isotope. Therefore, by measuring
the track diameter one can deduce E/A; by measuring the range one can
deduce A. Part 2 of this section will now discuss the experimental

details of how this range measurement is performed.

2. The Spatial Coincident Criteria

One need not require the separation of deuterons and tritons
per se in order to measure the fuel pR. What is required, however,
is the ability to discriminate the proton tracks from the knock-on
tracks. This can be achieved by adjusting the detector thickness so
that protons in a given E/A interval (or equivalently, diameter inter-
val) do not have adequate range to traverse the thickness of the
detector. Only a single track appears on the detector's front surface.
On the other hand, deuterons and tritons with larger ranges can tra-
verse the detector leading to a track both on the top surface as well
as the bottom surface of the detector. These "spatial track coinci-
dences" are the signatures required along with the knowledge of the
top surface diameter to discriminate proton-produced tracks from deu-
teron and triton-produced tracks. Figure 3.4 summarizes the basic
physics leading to the production of spatial coincident tracks.
Here proton separation is possible since below a certain energy E*,
or equivalently for diameters greater than D*, protons no longer
have adequate range in the detector to produce spatial coincident
tracks. Deuterons and tritons having larger masses, do however,

produce coincident tracks with diameters greater than D* because
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of their larger ranges in the track detegtor. Figure 3.5 gives the
minimum coincident track diameter (D*) as a function of detector thick-
ness after etching.

The optimal detector thickness ranges from 110 um to 170 um. De-
tectors with thicknesses less than 110 um suffers from two important
effects. First, the registration efficiency is not constant from
sample to sample. Some detectors were found not to record proton tracks
at all. Second, detectors with thicknesses less than 110 um will allow
protons with energies of less than 2 MeV to produce spatial track coin-
cidences. This complicates the analysis since track diameter is no
longer strictly a function of velocity.

Detectors with thicknesses greater than 170 um results in a diameter
acceptance interval where track diameters are very small and have low
contrast with respect to the surrounding field of view. Therefore, in
the scanning process it becomes difficult to count all coincident tracks.

In summary, two criteria are helpful in experimentally separating
background protons from knock-on tracks are (1) to look for spatial
track coincidences and (2) to impose the constraint that the top surface
diameter be greater than D*.

Not all proton tracks are eliminated by the above two criteria. It
is still possible to confuse back-scattered proton tracks as knock-on
tracks. By back-scattered tracks it is meant, those track coincidences
arising from the passage of a charged particle from the back surface of
the track detector to its front surface. These protons can be generated

by (n,p) reactions arising in the Omega structure.
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This complication éan be resolved by rejecting back surface
diameters which are less than D*. This criterion eliminates the
energetic back-scattered protons (i.e., protons with ranges greater
than the track detector effective thickness Xe66 equal to xo-Vgt
where xois the initial track detector thickness). Protons with less
energy than required to traverse Xeﬁé will not produce coincident
tracks and are automatically rejected. By adopting this criterion,
the price one pays is the rejection of a small fraction of the
knock-on particles.

Figure 3.6 shows the region where knock-on particles will produce
Abottom track diameters less than D*. The width of this region can be
estimated by assuming a linear variation of track diameter, Db’ with
Ar. The maximum back-surface knock-on diameter, B, will occur if

the knock-on particle range is equal to x. (i.e., ar = Q). If the

0
knock-on particle is of lesser energy, the bottom track diameter will
be less than D (i.e., O<Ar<vgt). For the extreme case where the

particle range approaches Xeﬁﬁ’ the back surface diameter approaches

zero (i.e., Ar+vgt). Thus Db can be estimated as
=¥ (1-20 (3-2)

For separation, one requires that Db > D*. This results in

bro< vt (1 - D, (3-3)

B,
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The ratio D*/Bb is approximately equal to 0.5 for track detectors
measuring initially 150 um in thickness. Also the term vgt can be
directly obtained by irradiating a small area of the track detector
to fission fragment tracks and measuring their diameters (i.e.,

D6 = 2 vgt see Appendix A). (In the present experiments, D6 varied
from 44 to 48 um. Taking the mean value of 46 um equation (3) re-

quires that Ar <12.5 uym). Therefore, knock-on particles must have

ranges R , greater than
g ed g

—

Reﬂé’iT-?Dé (1-6 (3-4)

In summary, the set of track criteria developed to separate

the proton background from knock-on particles are

(1) count only spatial coincident tracks
(2) reject tracks with top surface diameters less than D*

(3) reject tracks with bottom surface diameters less than D*

C. Track Discrimination Criteria: Experimental Verification ,

In the last section a method was discussed, based on three track

criteria, to separate proton tracks from deuteron and triton tracks.

51



This section will present experimental verification of this method
by measuring the knock-on energy spectrum over a wide range of ener-
gies.

The measurement was performed by integrating the signal over two
high yield shots. Laser intensity on target was ~ 1016 w/cm2 and had
a full width at half maximum of ~ 75 psec. Targets consisted of 200 um
diameter glass walled microballoons filled with equimolar deuterium-
tritium fuel at 20 atmospheres. More details of the experimental set-up
is discussed in Chapter 5.

The spectral measurement involves the placing of five different
thicknesses of tantalum foil in front of 150 um thick CR-39 track de-
tectors. The stopping foil thicknesses are chosen to maximize the
dominant features of the knock-on spectrum as shown in Figure 3.7a.

The 50 um and 115 um tantalum foils approximately centers the triton and
deuteron peaks in their respective energy acceptance window of the de-
tector. The valley region between these peaks is sampled with the 75
and 95 um tantalum foils. A 160 um foil is placed over one track de-
tector as an additional check to test one's ability to discriminate
against protons. This foil stops all knock-on particles from reaching
the track detector. A signal measured on it would indicate that the
three track criteria are not adequate to reject all proton tracks.

As will be shown in Chapter V, the value for D* used in the dis-
crimination process is equal to ~12 um. The relative number of spa-
tial coincident tracks satisfying the three criteria is compared with
the predicted spectrum shown in Figure 3.7b. Details related to the cal-

culation of the predicted spectrum are examined in Chapters IV and V.
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The data was obtained by integrating over two target shots (shot
number 6037 and 6038) to increase the counting statistics. Even so, the
uncertainty remained large. The absolute counts on each detector along
with their corresponding statistical uncertainty is summarized in
Table 3.2 as shown on the next page. Notice, however, that the statis-
tical uncertainty is not large enough to wash out the observed peaks.

In addition, the 160 um tantalum foil detector package shows no knock-on
coincident-Tike tracks. The good agreement in the measured and pre-
dicted knock-on spectrum along with the absence of any tracks meeting
the three acceptance criteria on the 160 um foil system strongly sug-
gest that the discrimination method is adequate in separating proton
from knock-on tracks. Further evidence of the validity of this method
will be presented in Chapter V when details of the internal diameter

distribution in a given energy window is examined.

D. Track Detector Calibration

1. Section Overview

As briefly discussed in Section B, the track criteria are
based on experimental data which show that track diameter is a
function of E/A and does not depend on particle type {at least
for E/A values greater than 2 MeV). This section examines the
details of the track diameter-energy response curves for each of

the hydrogen isotopes and for alpha particles. Track diameter
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smearing will also be addressed here. Lastly, it examines a cali-
bration procedure used to correct for bulk etch differences be-

ween detectors.

2. The Calibration Experiment

A series of controlled particle exposures on CR-39 was per-
formed to establish the diameter-energy response function for hy-
drogen isotopes and alpha particles. These exposures were obtained
with the use of an Edge Split Pole spectrometer at the Nuclear
Structure Research Laboratory at the University of Rochester.
Specific energies were obtained by accelerating the particles to a
final energy Eo and then scattering them off a platinum mesh. The
spectrometer placed after the mesh, selected the desired particle
energy which was to strike the track detector by varying the field
strength of the bending magnet. Energy selection ranged from about
zero to Eo, and the energy variation across each detector was esti-
mated to be no greater than 5 KeV.

A special procedure was required to generate the triton

particle source. Specifically, a deuteron beam was incident on
a 130 mesh placed in front of the spectrometer which through
a pick-up reaction produced the triton source.
Each detector was mounted on a 45° wedge to insure that the

particle flux was perpendicular to the detector surface. Five

samples were mounted on a six-faced rotational drum (i.e., a Geneva
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Device) where the sixth face was reserved for a solid state detector
to monitor the beam flux.

After the exposure each detector was first exposed to an Am241
alpha source over a limited area of the track detector so as to not
confuse the particle tracks. Next, the detectors were etched in 6.25
N NaOH solution for 16 hours at 70°C (henceforth referred to as a
"standard etch").

Each sample was examined under a Leitz optical microscope and
photographs were taken of each sample's track diameter to establish the
mean and the standard deviation of this parameter. The standard devi-
ation was measured to be about .5 um. Figure 3.8 shows the typical
high degree of uniformity of track diameter for 1 MeV protons as well
as the diameter distribution. ‘

Extensive data taken over a wide range of proton energies reveal
that energy resolution can be as high as 150 KeV for protons with
energies of about 1.5 MeV (See Figure 3.9). It does, however, deter-
jorate somewhat at higher energies and reaches * 250 KeV at 3 MeV.
(Comparisons with deuteron and triton data will be given later in this
section.)

As briefly mentioned, the bulk etch rate has been noticed to
vary somewhat from sheet-to-sheet. This variation will alter the
measured proton track diameter from detector to detector. Therefore,
it is necessary to correct for this variation by defining a standard
bulk etch rate and normalizing all data to this reference. A good

approximation to the variation of Vg can be determined by measuring

57



8¢ aunbLy

L1813
(wr') yai1awvia
0l 602 002 66L 06 S8 08I
1 \ i Il | "a
7 \\\ \ /%
// 1z
C
=
—H9 o
m
b/
Js 9
-
o
wr g'p :uoleIAd(Q PIEpuEB}S >
wr g6l ddjowe)q uesapy -0t Q
»
-2
-vi

1
an

NOILNGIY.LSIA HILIWVIA NOLOYHd AW §' LV

58



TRACK DIAMETER (um)

E1637

20 N
® Frankfurt (10/78)
N & Battelle (2/20/79)
O Frankfurt (2/20/79)
® O Livermore (12/26/78)
16 — ¢ LLE (Proton)
¢ LLE (Triton)
e
i 3, :
12— $ 8 o
o) )
B 16 hour etch
$
8 e
|
S 0 4
O 0
4
B 8 hour etch
0 1 J I 1 | L
0 2 4 6

ENERGY E/A (MeV)

Figure 3.9

59

Vi



the diameter variation of alpha particle tracks (later in the investi-

252

gation a Cf fission source was used). In Appendix A it is shown

that the track diameter is given by

D (t) =2y t[:ll - HI/ (3-5)

where V is the track-to-bulk etch ratio, and observing from Figure 3.10
that the alpha track diameter is nearly insensitive to energy strongly
suggest that the alpha particle track-to-bulk etch ratio (Va) is large.
Thus the alpha track diameter (Du) is approximately equal to 2 vg t.
Thus, by measuring the variation of the alpha track diameter, one can
calculate the variation in the bulk etch rate. This bulk variation
information can be used to correct for proton track diameter variation
by use of equation (5). If the track etch rate is a function only of
the number of bonds broken, then the track etch rate will not vary
between sheets of CR-39. Let Do denote the measured alpha particle
diameter on a given detector and Ba a reference alpha track diameter.
Then the proton etch ratio Vp can be related to a reference proton etch

ratio V b
p Y

p  where Vp=

Q
!.D< >'_' >
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where y is defined as the standard-to-measured alpha track diameter
ratio. If Dp and Dp represents the measured proton diameter and

reference diameter, respectively, then

>

CoV -1 7%
T-L— ~
~ V +1 Da
D = B (3-8)
P . p DOL
Yy -1
S CE—
L vV o+ -
W, 1
v
P 2y -

The term y ranges from about .9 to 1.1 while Qp can vary from 1 to
about 1.5 for all proton energies. For proton energies less than 3

MeV the second term in equation (9) is small compared with 1 and can be
neglected. Therefore, the measured track diameter can be related to a
standard track diameter if y is measured.

An example on how this normalization of the data is applied, con-
sider the specific data generated from a 1.5 MeV proton exposure.
Superimposed alpha tracks placed along with the proton tracks reveal an
average alpha track diameter of 34 um. A reference diameter of

36 uym was assumed for all proton, deuteron, and triton data.
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y for this particular detector is thus 1.06. Table 3.3 summarizes

the measured and generated proton diameter distribution. The
normalized proton diameter from column 3 gives a mean diameter and
standard deviation of 19.3 and .5 um, respectively.

Table 3.3

Proton Calibration Data

Measured Track No. of ~
Diameter (um) * .25 um Tracks D, (i.e., vD )
17.00 1 18.02
17.25 0 18.29
17.50 1 18.55
17.75 1 18.82
18.00 13 19.08
18.25 6 19.35
18.50 5 19.61
18.75 1 19.88
19.00 2 20.14
19.25 0 20.41
19.50 1 20.67
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It is instructive to ask whether such a normalization tech-
nique is, in fact, a correct method for scaling track diameter.
Presumably it assumes that if a range of proton energies strike
the track detector, all could be multiplied by some correction
factor so as td then determine their E/A. If this is true, then
it must also be true that taking the ratio of diameter at two defi-
nite energies must be invariant for all sheets. Three series of
exposures taken from different sheets of CR-39 have been taken to
look at this particular situation.

Below in table 3.4 is a set of raw (unnormalized data) for 1

and 2 MeV protons track diameters and their corresponding ratios.

Table 3.4

Etching Differences of Protons from Different CR-39 Samples

Average Average
Diameter Diameter
(1 Mev) (2 MeV) Diam. (1 MeV)
Sheet um um Diam. (2 MeV)
1 23.5 + .5 16.8 + .5 1.40 + .07
2 18.5 + .4 13.5 + .4 1.37 + .07
3 22.0 £+ .5 16.0 + .5 1.38 + .07

The ratio from all three sheets strongly supports that the track-to-
bulk etch rate ratio is an invariant of the sheet used.

The final measurement which explicitly shows that the normali-
zation method is valid is to compare the variations in alpha particle
diameters to those of protons. If the ratio of diameters is invariant
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for each separate sheet then a means exists to calibrate any track
detector by using a calibrated alpha source. Table 3.5 below

shows just that.

Table 3.5
Proton - Alpha Particle Diameter Ratio From

Different CR-Samples

Average Average D

CR-39 Sheet Proton Diameter a-Particle Ratio (59)
(1 Mev) Diameter P

1 23.5 £ .5 36 = .5 1.53 + .05

2 18.5 = .4 28 £ .5 1.51 £ .06

3 22.0 £ .5 33+ .5 1.50 £+ .06

Examining the ratio values demonstrate that the alpha particle
track diameters serve as a convenient means for calibrating different
sheets of CR-39 to a standard reference. It is both simple and
direct.

Similar calibration studies have been made for deuterons and
tritons. If one plots the diameter as a function of E/A one obtqins
essentially the same response curve (see Figure 3.8). The small

differences arise from simple energy 1oss arguments as given in

Section B. Empirically the calibration curves take the form:

D (um) = 21.304 (%)‘-4457 (3-10)
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In summary, it has shown that the track diameter is a well-
defined function of particle velocity (or E/A). The variation in
diameter for a given energy is * .5 um leading to a reduction in
energy resolution, especially at high energies.

Also shown here is that a procedure can be followed to correct
for variations in the bulk etch rate between samples. This correc-
tion is accomplished with the use of highly ionizing particles such
as alpha particles or fission fragments. Their diameters are approxi-
mately proportional to the bulk etch rate. Such a procedure is neces-
sary to normalize data from a given detector to that of a standard

reference.
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IV. ENERGY WINDOW DETERMINATION AND OPTIMIZATION

A. Chapter Overview

This chapter will examine in greater detail, the various
considerations involved in calculating the acceptance energy
window. It will show that such factors as the track criteria,
detector bulk etch rate, detector and tantalum foil thicknesses
all enter into the determination of this window.

In particular, this chapter will first discuss in Section B,
the methodology used in such calculations. In Section C a dis-
cussion will be given on the optimization of the knock-on window as
a function of both detector and foil thickness. As will be shown,
two optimal operating conditions exist depending on whether one
wishes to maximize the triton or deuteron component.

In the last section, this window will be optimized by altering
the 50/50 DT fuel ion density ratio in the target. As will be
shown, this does not result in significant increases in the knock-on
signal when compared with the typical 50/50 DT fuel ion density
mixture.

No corrections are made in this chapter to correct for knock-on
energy loss when traveling through the fuel and glass shell. These

corrections will be discussed in Chapter VI.
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B. Basic Theory

In general, not all knock-on particles can be separated from
protons (i.e., they violate the track criteria). Either they
are too lTow in energy (i.e., do not produce coincident tracks) or
they are too high in energy (i.e., produce coincident tracks with
track diameters less than D*) to be counted. As a result, only a
finite energy window (which can be related to the fractional ef-
fective cross section) is allowed which produce tracks in accor-
dance with the three knock-on criteria. Therefore, the number of

knock-ons Q is given by

Q=a (nd Tyog*ne Ty Ot) RY, (4-1)

where Td and Ft are the probability that a deuteron and triton
fall respectively in their energy window. The parameter o in
equation (1) is a geometry factor discussed below. Taking 8 (e)
as the energy differential cross section for each knock-on pro-

cess then

Acceptance
Window

where o (e) is the normalized energy differential cross section.

Equation 1 can be rewritten as

Q= o 0pme (g o) Nt o{t) ® Yo
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1
Ld) - J oy (E) dE (4-4)

o
totak enengy window
gon deuterons
1
t) -
olt) = - [ o, (E) dE (4-5)
Lo tak enerngy window

gon tnitons

Defining v as the Ny to ne fuel ion density ratio and mp as the proton

mass, equation (2) can be solved for cR giving

m -1
i e o (2 ) vl W] T g1 g (4-6)
(0 n

where Q is now the total number of knock-on particles intercepting
a detector of fraction solid angle %%-.

The geometry factor o, is model dependent. This parameter has
been calculated in Appendix F to be equal to 1 for an isotropic
neutron point source located at the center of the fuel and equal to
%-for a uniformly distributed isotropic neutron distribution in the
fuel. Lilac simulations (see Apprendix G) show that in the present
experiments the majority of neutrons are located in a small region near
the center of the fuel. Therefore, in the calculations for pR ié that

last chapter, a was set equal to 1.
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The parameters w(d) and w(t) (or equivalently Iy and Tt)
can only be determined if a detailed knowledge of the knock-on

16 These distributions have been

energy distribution is known.
measured and tabulated. Figures 4.1 and 4.2 show both the energy
distribution as well as the cumulative distribution for each of the
knock-on particles. The high energy cut-off as mentioned earlier,
correspond to the forward-scattered peaks located at 10.6 and 12.5
MeV for tritons and deuterons respectively.

Using the cumulative distribution along with the energy limits
for the acceptance window Td and Pt can be directly found. For

example, if the energy window 1imits, determined by the track cri-

teria are 2 and 5 MeV for deuterons then Td is equal to 0.28 .

C. Energy Window Optimization - System Parameters

Clearly from Figures 4.1 and 4.2 there are energy intervals where
signal content is high. In qualitative terms the signal con-
tent is the area under each knock-on spectrum over the energy in-
terval where the three knock-on criteria apply. This signal con-
tent (hereafter referred to as the effective cross section) can be

expressed quantitatively as

0266 (Focd + Ftot) (4-7)

- (w(d) + w(t))
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Therefore equation (6) takes the form
oR=5420, t ()1l (4-8)

It is assumed that unless otherwise stated that the deuteron-to-
triton ion density ratio is 1.

To determine Ty and I, one requires particle energy-range
data for protons, deuterons, and tritons in CR-39. Figures 4.3, 4.4
and 4.5 show the range for protons deuteron and tritons. From this
data one can (1) find the energy (E*) for which a proton has a range
.equa1 to the effective detector thickness, and (2) the energies of
the deuteron and triton (1.é., Eglzx and Eﬁlzx) having ranges equal

to the effective detector thickness. Therefore, the energy windows

satisfying the track criteria are

. Min
Deuterons: EDeut < EDeut < 2 E*

Min E

Tritons: ETnLt < < 3 E*

Trit
These energy intervals represent the reduced energies of deuterons
and tritons after they have traversed a given tantalum foil thick-
ness. It is therefore necessary to know the particle energy-range
data in tantalum as well. Figures 4.6 and 4.7 plots this infor-

17

mation for tritons and deuterons respectively. For example, if the

initial deuteron energy is 7.5 MeV and it traverses 40 um of tantalum
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its mean exit energy is 5.0 MeV. Therefore, CR-39 and tantalum foil
thickness each have a unique and important role to play in system
optimization. CR-39 thickness along with the track criteria deter-
mines the extent of the energy window. The tantalum foil thickness
determines which portion of the knock-on distribution is positioned
within the energy window.

Defining E%lﬂt and Eﬁlzz as the energies required for deu-

. . Min Min
terons and tritons to slow down to energies EDeut and ET&&I after
traversing the foil thickness, one then can diagramatically summar-
jze the methodology used to calculate the energy windows and signal

as

CR-39 Initial Thickness + Bulk Etch Rate

v
Min Min ey s
E*, EDeut, ETniz 1 Tantalum Foil Thickness

cMin ~Min . .
Knock-on Spectra + Evcut s ETnLt Deuteron and Triton Energy Windows

Ta> Te,%¢4

Using this methodology, Figures 8 and 9 have been generated for
various CR-39 effective thicknesses and tantalum foil thicknesses.
The dominant peak which is especially clear for the 20 and 40 um
foils (i.e., the left-hand peak) is due to the shifting of the triton
forward scattered peak by the foil into the energy window de-
fined by the CR-39 effective thickness. As the foil thickness in-

creases, thinner CR-39 detectors are required to keep the triton peak
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within the energy window. The second peak (i.e., the right-hand
peak) is the forward-scattered deuteron peak and exhibits similar
behavior to the triton peak.

To optimize system performance it is useful to replot Figures 4.8
and 4.9 so that the CR-39 effective thickness and tantalum foil thick-
ness form the axes of a contour plot of the knock-on signal (see
figure 4.10). Two operating constrains 1imit the choice of tantalum
foil and CR-39 thickness. First, the tantalum foil can not be
thinner than the 40 um which is required to stop all DD-protons from
striking the track detector. Second, the CR-39 effective thickness
must not be greater than 150 um because thicker detectors will
result in D* values less than 10 um, making identification ex-
tremely tedious especially in the presence of the intrinsic pit
background. Therefore, the optimal system configurations (i.e.,
one for mainly a triton signal component while the other strictly

a deuteron signal component) are

(1) 40 um tantalum and 100 um effective CR-39 thickness

(2) 110 um tantalum and 150 um effective CR-39 thickness

D. Energy Window Optimization - Fuel Ion Ratio

Fqual mixtures of deuterium and tritium are not always the

optimal means of maximizing the knock-on signals.
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Noting that the thermonuclear yield scales as v (1 + v)'2 (i.e.,

ng . nt) and holding the fuel ion density constant (no) then

]
1

= ¢y Y, [nfyo4 * nleo.] (4-9)

3

(4-11)

2 o

=C + T,o (4-10)
1 (1+v) [j d 1+ v 1tz

(1 +v) —l (—

where C1 and C are constants and y is defined as the Ft + to ngd
ratio. The expression in the left bracket is the neutron yield (Y)
scaling with v. The expression in the right bracket is the signal
contribution per neutron arising from the deuteron and triton windows.
(fY)' Figure 4.11 plots Y, fY and QY for various y values. As seen,
the yield has a maximum for equal fuel ijon concentrations. However,
fY has no clear maximum. If y<1 then f asymptotically approacheﬁ 1
from below as v increases. Similarly if y>1 then f asymptotically ap-
proaches 1 from above as v increases. The product of Y and fy gives
the knock-on signal and exhibits a distinct maximum. If tritons con-
tribute predominantly to the knock-on signal (i.e., y>1) then the opti-

mal fuel concentration will favor a fuel ion ratio with less than 1
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OPTIMIZATION CURVES FOR DEUTERIUM-TRITIUM
FUEL CONCENTRATION

24 |— —
22 —
Note: Y= v(1+v)?2
f6= (v+s8) / (v+1)
2.0 ‘\ Q.= YF,
18 ) V= nd/nt |
\ 8= I‘tot/I‘dod
-\

Figure 4.11
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(i.e., ne > nd). Likewise, if y<1 then the fuel ion ratio must be
greater than 1. Figure 4.8 shows the optimal fuel concentrations for
various y values as indicated by the arrows.

The optimal value for v can be determined by taking the derivative
of equation (11) and setting it equal to zero. The result of this pro-
cedure leads to
)2

Voptimar = (1Y) + v(1-y)" + v (4-12)

This expression is plotted in Figure 4.12. As expected v de-

optamal
creases as y increases. Notice for large v, vopt varies very little.
Figure 4.13 shows the optimal fuel ion ratio as a function of Ta
foil thickness. The CR-39 effective thickness has been taken to be
100 um, thereby maximizing the knock-on signal using a 40 um Ta foil.
Notice that the optimal ratio is nearly constant for foil thickness be-
tween 40 and 75 um (i.e., referred to as "thin foils") and thicknesses
greater than 90 um (i.e., referred to as "thick foils"). This is due
to the fact that for thin foils, the predominant signal contribution is
from tritons (i.e., y large), resulting in only a small variation in
Vopt® For thick foils only deuterons contribute to the knock-on signal
(i.e., vy = 0) resulting in Yopt being exactly equal to 2. From Figure 4.13
it is seen that if standard targets are used (i.e., v = 1) then the

system performance is only reduced by 5% for thin foils and 15% for

thick foils.
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V.  FUEL pR MEASUREMENTS - EXPERIMENTAL DATA

A. Chapter Overview

This chapter will examine data obtained from the OMEGA 24-beam
laser facility at the University of Rochester's Laboratory for Laser
Energetics. It will be divided into four sections.

The first section will describe the experimental conditions
associated with the measurements. Specifically, details of laser
and detector conditions will be discussed.

The second section will demonstrate the use of the methodology
developed in the last chapter. Here, a specific shot will be ex-
amined in detail, showing the reader all the essential elements
needed to deduce the parameter D*. This will be done by both exam-
ining the raw data as well as from range calculations in CR-39.

In section D the above example case is continued and the fuel
oR calculation is presented. Issues such as the calculation of the
effective cross section and the propagation of errors will be
addressed.

This chapter will conclude with a general discussion of results
obtained under short and long pulse laser conditions. It will show
that enhanced compression can be achieved in the long pulse experi-
ments with characteristic fuel pR values in the low 10'3 g/cm2

regime.
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B. Experimental Conditions

The knock-on pR experiments were performed using the 24-beam
Nd: glass laser (OMEGA) at the University of Rochester. Two
exahp]es of experiments diagnosed by the knock-on method are sum-
marized in Table 5.1. Particular attention will be given to shot
number 7036 in sections C and D illustrating the application of
the methodology developed in previous chapters.

In both the high and low compression experiments, targets had
a 1 um glass wall thicknesses encapsulating a 20 atmosphere equi-
molar DT fuel mixture. The low compression experiments had charac-
teristic laser pulse widths of 90 psec producing peak intensities of

16 w/cm2 on target. The high compression experiments had

v 2 x 10
characteristic pulse widths of nearly 1 nsec and peak intensities
of v 4 x 1014 N/cmz.

The knock-on particles were recorded with 150 £+ 5 um thick
detectors. Each measurement consisted of two detectors which were
mounted 90° apart from each other. The two detectors were imple-
mented to increase the available collecting solid angle. Each
detector was cut to a 3/4 inch diameter disc and placed inside an
air-encapsulated chamber. One of the walls of this chamber con-
sisted of a 50 um tantalum foil as shown in Figure 5.1.

An extraction system was developed to retract the track de-
tector assembly after a single shot in later high-compression ex-

periments. This system was not available for the earlier low com-

pression experiments where fuel pR measurements were averaged over
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Table 5.1

Experimental Conditions and Results

High Compression Low Compression

SHOT NUMBER 7038 6037/6038
LASER:
Energy (J) 1982 693/778
Pulse Width (ps) 921 89/92
Intensity ax10%4 2x1018/2x101®

TARGET (Si0, shell):

2

Thickness (um) 0.91 1.01/1.11

Radius (um) 209 103/99

Fill Pressure (atm) 20 16/20
YIELDS:

Neutrons (Y) 5.5x108 1x1010/1x1010

Knock-on Tracks (Q*) 91 49

Total Number of 4 5

Knock-ons (Q) 9.4x107 t 5.0x10

INFERRED oR (g/cn?) 1.2x1073 <1.3x107%> ++

+ Using a solid angle of 0.92% of 4m and a detection efficiency of
8.2% of the total knock-on spectrum.
tt This is the average fuel oR for the two low compression shots.

91



“—>

1*G aunbi4

=2
—
V8

E
=

aqn] [993§
ssajure3}s buirjuoddng

{104 buiddo3s
poy ybnoay3paay Nm\

- P
4
-

doys A3ajes
Ledtueyday

NN

N

AN
N

NN

Y

\ T
\\\\\\\\\\\\\\\\\\\\&\\\\\&Ww@ N

e

4032333( }Oed4] 6E-YD

deg uiy .

JLysoubeiq uo-yo0uy 8yl

82



multiple shots. This extraction system consisted of a vacuum feed-
through assembly manually controlling the positioning of the track
detector assembly in the OMEGA vacuum system as shown in Figure 5.1.
The detector assembly rode inside a supporting stainless steel tube
to insure that (1) the feedthrough rod did not strain the feed-
through o-ring assembly and (2) the feedthrough rod did not bend
and obstruct any of the laser beams from reaching the target. A
mechanical stop was positioned on the feedthrough rod to restrict
the detector assembly from moving closer than 7 cm from the target.
At this distance, the fractional collecting solid angle (Q/4n) was
5 x 107,

In both the high and low compression experiments, each de-
tector was post-exposed before etching to a Cf252 fission source
for later thickness corrections.

Accompanying each shot was a measurement of the neutron yield.
The primary diagnostic used was a copper activation system which
was calibrated using solid state track detectors.13 A silver
activation system was implemented when neutron yields fell below

the copper activation threshold of 108.

C. The Determination of D* Based on Experimental Data - Sample

Calculations

The following analysis is based on the data obtained from shot
number 7038 as already characterized in Table I. The calculations

presented here are intended to illustrate to the reader how the

93



methodology deécribed previously is actually implemented. This analysis
is carried into the next section where the fuel poR is determined. The
goal of this section is to demonstrate how D* can be estimated from both
the raw data of the track diameter histogram as well as from range
calculations in CR-39,

Measurement of D* from the track diameter histogram requires
first the systematic scanning and recording of all coincident and
non-coincident tracks. Each track is photographed under 1000x and
if required a double exposure is taken for all coincident tracks.
Figure 5.2a and b shows typical examples of non-coincident tracks.

The slight ellipticity of the track diameters are the result of
the charged particles entering the detector at a slight angle from
normal incidence.

Figures 5.2c, d, e, and f are examples of spatial coincident
tracks. These pictures are double exposure of the track detector. One
picture was taken of the top surface while the other exposure was taken
of the bottom surface (note that CR-39 is clear). It should be noticed
that in Figures 5.2¢ and d the bottom track diameters are smaller than
the top diameter. These tracks as described in Chapter 3 may result
from either knock-on particles or backscattered protons.

Fach track diameter is measured and plotted in histogram form
as illustrated in Figure 5.3. The shaded region represents the co-
incident tracks while the region above the shaded region represents
the non-coincident tracks. Therefore, the total height of each bin
count represents the total number of tracks whose top surface dia-

meter falls within the given diameter interval.
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The key to the direct estimation of D* is found in the non-
coincident portion of the histogram. This portion is replotted in
Figure 5.4. Notice that an abrupt transition occurs in the number of
tracks between 12 and 13 um and between 13 and 14 ym. This supports
range calculation in CR-39 that protons with diameters less than
12.4 um are too energetic to produce non-coincident tracks. There-
fore based on non-coincident tracks from this histogram the value
of D* must be less than 13 um.

As suggested range calculations are consistent with this value
extracted from the histogram. This can be shown by first determining
“the effective thickness of the track detector and then applying
Figure 3.5 and shown again for convenience in Figure 5.5.

The effective thickness can be determined by measuring the
fission track diameters which are introduced after the post-exposure
to the knock-on particles. In the present situation the fission
track diameters are measured to be 48 =+ 1 ym. Therefore, the effec-

tive thickness using equations 3-4 is given by

=y -1

Regs = %o ~ 3Dy
= (150 = 5) - 7 (48 + 1)
2138 + 5 um

Using this value as the range of the proton required to produce a co-

incident track along with Figure 5.5 one finds that D* is equal to
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12.4 + .2 ym. This is in good agreement with the non-coincident
transition esitmate for D* from Figure 5.4.

Knowing D* one can formulate the acceptance criteria neces-
sary to separate the proton tracks from the knock-on tracks. Specif-

ically, these criteria are

(1) The acceptance of all spatial coincident tracks with top
surface diameters greater than 12.4 um.
(2) The rejection of all spatial coincident tracks with bot-

tom surface diameters less than 12.4 um.

The criteria will enable one to obtain a measurement of the total

number of knock-ons which is necessary in the determination of oR.

D. The Calculation of Fuel pR - Sample Calculations

Before the fuel pR can be calculated, the effective cross
section must be determined. As explained in Chapter IV, this is
performed in two steps namely by (1) determining the energy inter-
val of which deuterons and tritons can be separated from protons
when incident on the detector and by (2) propagating each interval
back through the stopping foil and establishing the portion of the
knock-on spectra where particle separation is possible.

In calculating the energy interval in step (1), range infor-
mation for each isotope in CR-39 along with the knowledge of the
detector's effective thickness is required. The Tower limit is de-
termined by the least energetic proton required to traverse this

thickness. By knowing this proton energy, the upper energy limit
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determined by multiplying the proton energy by the knock-on specie
nucleon number (i.e., the upper 1imit is established by D* which
is a function only of charge and velocity). Figure 5.6 shows that
deuterons and tritons can be separated from protons over the ener-
gies intervals of (4.6, 6.9) and (5.4, 10.3) MeV respectively.

The arrows indicate the minimum energy required to traverse the
detector and produce coincident tracks.

An uncertainty in the energy limits is introduced primarily
from the uncertainty in the detector's effective thickness. Spe-
cifically, the lower energy limits are directly influenced by the
uncertainty in the effective thickness. This is shown in the
shaded region around each arrow in Figure 5.6. The upper limit is
indirectly influenced by the uncertainty in determining the mini-
mum proton energy required to produce a coincident track. Table 5.2
summarizes the energy intervals and corresponding 1imit uncertain-

ties for each knock-on specie in columns two and three.

Table 5.2

Knock-0On Energy Window Limits
After Passage Through Ta Foil Before Passage Through Ta Foil

T et e
Lower Energy Upper Energy Lower Energy Upper Energy

Specie  Limit (MeV)  Limit (MeV)  Limit (MeV) Limit (MeV)
Deuteron 4.6 .1 6.9 .2 7.7 % .1 9.6 + .1
Triton 5.4 + .1 10.3 = .2 8.8 + .1 12.1 + .1
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Each energy interval must next be translated back through the
stopping foil to calculate the portion of the knock-on spectrum
being measured. This requires the use of range information in tal-
talum which is supplied in Figure 5.7. For example, a deuteron with
a mean energy of 4.6 MeV after traversing a 50 um of tantalum
(i.e., 83.3 mg/cmz) requires an incident energy of 7.7 MeV. Col-
umns four and five in Table II summarizes the incident knock-on
energies defining the portion of each spectrum measured.

Knowing the portion of each spectrum measured it is now possible
to calculate the effective cross section. Figures 4.1 and 4.2 show
the cumulative distribution curves necessary to estimate rd and rt'
These values are (3.37 = .02) x 10'2 and (1.16 = .02) x 10'1, respec-

tively. Therefore, the effective cross section equals

o OdT‘ + o,T

e z 'zt

.620(3.37 + .02)x1072] + .92 [(1.16 ¢ .02)x107!]

(1.28 + .02)x10"! b

. Yet4
or w = +
% T 9%

(8.3 + .1) x 1072 .

where w is the fraction of the total number of knock-on particles
produced which fall into the acceptance energy interval.
It should be noted that the uncertainty in w is actually larger than

the value indicated above due to such effects as multiple scattering
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in the tantalum foil, diameter smearing and uncertainties in the dif-
ferential cross section. These contributions to the uncertainty in w

will be discussed further in the next section.

Calculation of the fuel pR requires two final pieces of
information namely the number of knock-ons counted in the collecting
solid ang1e and the DT neutron yield. Returning to Figure 5.3 the
total number of tracks above 12 um is 95. However, this number is
slightly inflated by a small portion of coincident protons falling
between 12 and 13 ym. Using the number of non-coincidents found
between 13 and 14 um as an estimate for the number of protons
existing between 12 and 13 um, the total number of knock-on coinci-
dent tracks is reduced to 91.

8

The neutron yield is 5.5 x 10 for this particular shot. It had

18

a measurement uncertainty of = 10% Therefore the fuel pR using

equations 4-6 and setting v = 1 the pR is found to be

" oR = 5.4 %— (w f—ﬂ)'l
n
- 5.4 —91—8 (0.083 » 0.0092)}
5.5x10

1.2 x 1073 g/cm2

Measurement uncertainties in w, Yn’ and 2 combine to produce an
overall uncertainty of + 22% in the pR measurement. In addition, sta-
tistical fluctuations in the knock-on adds a + 10% uncertainty in the
measurement. Table 5.3 breaks down in further detail the contribution

of each source.
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Table 5.3

Parameter Values and Uncertainties Used in the

Calculation of Fuel pR

+ % Uncertainty

Type Uncertainty Value of Parameter in Value
" (8.3 + .1)x10"1 1
%4 (9.2 + 1.0)x10”3 11
Y (5.5 + .5)x108 10
Q 91 + 9 10

Only the contribution due to CR-39 thickness uncertainty has
been included in the estimation of the uncertainty in w.
Four additional effects have not been considered when calculating

w. These are

(1) energy straggling in the stopping foil,
(2) multiple scattering in the stopping foil,
(3) diameter smearing in the track detector and

(4) wuncertainty in the measured differential cross section.

To understand the importance of these effects, a detailed analysis is

presented in the following section and Appendix E.
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E. System Distortion in the Knock-On Spectrum

This section will calculate the modified knock-on spectrum
when diameter smearing, energy straggling, and range straggling
are included. These results are compared with spectral data which
show good agreement. Lastly, it will be shown that a 1% reduction
in the value of w results when these effects are included.

Data was obtained by integrating over 8 high-yield shots with
an integrated yield of 2 x 1010. The detector package consisted of
a 150 um CR-39 track detector covered with 50 um of tantalum.

Figure 5.8 shows the diameter histogram of the data collected
during these shots. The effective thickness was measured to be 138
um implying a D* value equé] to v 12.4 um. This is consistent with
the cut-off value seen on the histogram.

Another feature on the histogram which shows excellent agreement
with predicted results is the position of the triton forward-
scattered peak. These tritons are reduced from 10.6 to 7.3 MeV after
traversing the 50 um of tantalum. Recalling from Chapter 3 that the
mean track diameter is given by

‘.4457 (5_1)

D (um) = 21.304 (%)
the corresponding predicted triton diameter peak should occur at
~ 14.5 um. This is additional proof that the track criteria can re-
ject proton background tracks.
These simple calculations, however, fall short in explaining the

quantitative structure of the spectrum. Indeed, Figure 5.9 shows the
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peak being much larger than is actually measured. The fit can
be substantially improved upon by including energy straggling in
the tantalum foil and diameter smearing in CR-39.

Recall that diameter smearing is the spread in track diameter
about a mean value, which is energy dependent, resulting from local-
ized variation in the bulk etch rate across the detector surface.

As was discussed in Chapter IIl this smearing has a measured stand-
ard deviation of 0.5 um and is approximately energy independent.
Energy straggling was estimated using thin foil approximations to
be between 100 and 200 KeV, however, larger straggling up to 500
KeV does not significantly alter the distribution.

To simulate these effécts, a Monte Carlo procedure is used to
generate the knock-on particles weighted by each of their appro-
priate energy differential cross sections and passed through a tan-
talum foil. The mean energy loss is calculated using standard stop-
ping power tables for tantalum. Energy straggling is artificially
introduced by assuming a gaussian distribution and randomly distri-
buting particles into energy bins.

By ﬁsing equation (1) along with knowledge of the probability
smearing function (i.e., approximately gaussian) and the knock-on
energy distribution after passing through the tantalum foil, the ex-
pected diameter distribution is generated. Particles with rangés
greater than the effective detector thickness are counted as spatial
coincident tracks. It should be noted that multiple scattering

in the tantalum foil is not important as shown in Appendix E.
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By knowing the initial number of particles generated and the
final number of coincident tracks directly yields the effective
cross section.

Figure 5.10 is the generated spectrum compared with the measured
spectrum when energy straggling and diameter smearing are included.
The enhancement of the predicted signal in bin 11 is due to dia-
meter smearing of high energy deuterons contributing to the lower
energy bins. Notice also that the predicted peak in bin 14 is re-
duced relative to the uncorrected spectrum. This is attributed to
energy straggling in the tantalum.

Comparison of the initial-to-final numbers of particles pro-
ducing coincidences indicate that w has a value of ~ .082. This
small reduction in the value of w is attributed to the fact that (1)
the upper energy limit of the acceptance window is well above the
triton cut-off energy and (2) the lower energy limit lies near the
spectrum minimum. Therefore, no significant changes in the pR
measurement discussed in the last section will occur due to either
energy straggling or diameter smearing.

Uncertainty in the differential cross section has not been in-
cluded in this analysis. Tabular information of these cross sections
are given in reference (2) but no estimates or references were given

for the measured uncertainty in these cross sections.

F. Target Compression Performances

Returning to Table I, two experimental conditions were explored.

Short pulse experiments (v 90 psec) delivered about 700 J on target
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with peak intensities of 2 x 1016 w/cmz. Unlike the long pulse ex-

periments, these short pulse experiments integrated data over multiple
shots. This shortcoming was the result of initial debugging of the
diagnostic and the inability during these early experiments to

retract the track detector package.

Computer simulations indicate that the high intensities en-
countered in the short pulse studies produced strong shocks and
energetic electrons with an effective temperature of 35 KeV, which
heated the fuel. The resulting high fuel pressure precluded a high
density compression.

In contrast, the long pulse experiments had a peak intensity

14 w/cm2 with 2 KJ delivered on target in ~ 1 nsec. The

of v 4 x 10
generated shocks were weaker and the amount of suprathermal electrons
smaller than compared with the short pulse studies. The smaller fuel
pressure resulted in larger density compressions.

The fuel pR measurement support this general description. For
the short pulse studies, the fuel pR fell in the Tow 10'4 g/cm2 re-
gime. This value was increased 10-fold when laser conditions were
changed to long pulse.

The measured values are also in good quantitative agreement with
numerical simulation results. Figure 5.1la shows that after 1.5 nsec
into the shot, the neutron production rate is maximum. The predicted
fuel pR variation shown in Figure 5.11b gives a localized pR.

The time average fuel oR based on Lilac simulations (see Appendix G) and

weight with the neutron production rate was calculated to be 1.6x10-3g/cm2.
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VI. THE EXTENSION OF THE oR KNOCK-ON MEASUREMENT TO MODERATE pR

CONDITIONS

A. Chapter Qverview

In the previous chapters the target pR has been assumed to
be small enough not to produce distortions in the knock-on spec-
trum. This assumption breaks down when target pR conditions ex-
ceed about 3 mg/cm2 and corrections in the effective cross sec-
tion are necessary. Compounding the problem, uncertainties in
the tamper (i.e., glass shell) pR and temperature translate into
uncertainty in ceéé if correlation techniques are not used.

Another factor which introduces uncertainty in 0166 is the
degree in which the track detector thickness is known. This un-
certainty is looked at as a function of target pR.

Other factors leading to uncertainty in Oeﬂé such as tan-
talum foil thickness and bulk etch rate are small and have been
discussed earlier in this work. Therefore, the emphasis of this
chapter is on the extension of the knock-on measurement to the
moderate pR conditions and to examine how the 0266 changes with
target conditions and track detector thickness. Methods will also
be discussed as how to minimize the uncertainty in Oeﬁﬂ' '
Section B will examine the effects that target conditions in-

fluence the uncertainty in Oeéﬁ' This section will develop two

potentially useful approaches to minimize Oeéﬁ' One approach will
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correlate the DD-proton energy loss to the effective cross section.
Another approach presented will correlate the ratio of knock-on
counts from two closely spaced energy intervals to the effective
cross section.

In Section C the consequence of the uncertainty in measuring the
track detector on Oeéé will be explored. The two approaches dis-
cussed above will be examined in context to this type of uncertainty.

In Section D the ratio approach will be used to extend the
knock-on measurement to about 70 mg/cmz. An overview of threshold
requirements over the entire pR regime will also be addressed in

this section,

B. The Examination of Two Schemes to Minimize the Effects of

Uncertainty in 0266 Due to Target Conditions

In the simulation calculations below, neutrons were generated uni-
fornly and isotropically throuhout the fuel. The knock-on particles were
all assumed to be forward-scattered. If measurements are centered about
the deuteron or triton peak, such an approximation give excellent
agreement with more correct Monte Carlo transport ca]cu]ations.lg
As the knock-on particles traversed the fuel and tamper, their energy
was reduced predominantly as a result of energy exchange withbelec-
trons. The energy loss was calculated using an expression similar
to that of Longmire but was corrected for (in the logarithm term)

degenerate effects. 20 This loss is predominantly a function of tar-

get pR and electron temperature.
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Since one has no prior knowledge of the target conditions
during a particular shot, one is faced with the prospect of
examining various foil thickness systems to find an optimal sys-
tem whose effective cross section changes least with expected pR
and temperature extremes. Examining Figure 6.1, once again it is
seen that the 120 um tantalum foil system has the lowest frac-
tional uncertainty over a wide range of tamper pR. Assuming an
effective cross section of .0675 barns the maximum uncertainty over this
range is * 10%.

The slow variation of the cross section can be attributed to
two factors. First, this foil system translates the high energy
deuteron peak into the acceptance window of the track detector.
As shown in Figure 6.2, as the pR increases, the particles leaving and

the window is small over the entire pR range. Below about 4 x 10'3

2 the deuteron peak has not yet entered the acceptance window.

g/cm
Above 4 x 10'3 g/cm2 the fractional window decreases because of the
lower energy deuterons leaving the acceptance window. Since these
particles leaving the window comprise a very small portion of the
knock-on signal, they do not greatly affect the effective cross sec-
tion. The second factor which tends to reduce the variation in the
fractional window is the weak dependence on tamper temperaturez This
is due to the high energy deuterons having velocities very much higher
than the electron thermal velocity.

The 40 ym tantalum foil system is another potential candidate

which must be considered. Figure 6.1 shows that this system will
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The Effective Cross Section as a Function of Target pR

| T T T 1 T 1 ]
¥10 * Fommad '
14.0}=

The Effective Cross Section (barns)

Key: mm em wm = 200 eV
Tamper
o e 1000 €V

5.0
a.0f
-
P

| =
3.0 /‘ -

- 1 1 l 1 i 1 1 |

2 3 g 5 6 7 8 9 0

Target R (mg/cm?)

Figure 6.1

117



Spectral Distortion Due to Target pR
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increase the knock-on effective cross séction. A thinner foil can-
not be used in this pR regime because the DD-protons would pene-
trate the foil. The 40 um foil has the advantage over the 120 um
foil system in that the effective cross section is twice as large.
The price one pays is a higher fractional uncertainty of * 16% if
one assumes an effecfive cross section of .126 barns.

This uncertainty can be reduced by using one of two approaches.
The first approach is to correlate the effective cross section with
the DD-proton energy loss. It is fortunate that high energy forward
| scattered tritons have velocities similar to those of the DD-protons.
It therefore is expected that any energy loss of the protons would
be closely correlated with the triton energy loss. Figure 6.3 shows
this correlation for two extreme temperature limits of 200 and 1000 eV
for the case of a 40 and 60 um foil system. As expected, the 60 um
system is less correlated with the DD-protons energy than the 40 um
system because of the greater velocity difference between the tritons
and protons.

The energy loss of the DD-proton can be measured with the exist-
ing time-of-flight system at LLE. Since the transmission for the sys-
tem is 1074 a DD-proton yield of about 10° s required to record a
measurable signal. The energy resolution for the system is aboqt
+ 200 KeV. Therefore, the maximum uncertainty of the effective cross
section will be approximately + 5%. This approach works well up to

a pR of 102 g/cm2

beyond which it may become difficult to separate
background protons, arising from pump 0i1 contamination on the micro-

balloon surface, from the DD-protons.
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A second approach in estimating the effective cross section
is to measure the ratio of two separate foil systems and then to
correlate this ratio with the effective cross section. Figure 6.4
shows the underlying idea behind this approach. Two energy bins are
selected relatively close to each other so that temperature affects
the two bins approximately equally. The ratio of the number of par-
ticles found in each bin gives information of the positioning of the
bins relative to the knock-on distribution. Calculations show that
not much variation in this ratio occurs over much of the pR parameter
space if the tantalum foil difference is less than 20 um. Therefore,
a compromise was reached to insure reasonable ratio variation and the
ability to remove the temperature uncertainty of the foil and tamper.
The tantalum thickness difference was set at 20 um and various foil
combinations were examined.

When using the signal-ratio approach, one must decide which foil
combination is optimal. As already discussed, a difference of about
20 um in thickness between the two foils will produce a meaningful
ratio. Another consideration is what the actual foil thicknesses
should be. Computer calculations show that two foil systems have
unique attributes which tend to minimize the uncertainty in the effec-
tive cross section. The first system consists of a 100 and 120 um
foil pair. As shown in Figure 6.5 the ratio is first fairly insensi-
tive to the temperature and second, the window is relatively flat over
the domain of signal ratio. The second system consists of a 40 and
60 um pair of tantalum foils. Here the effective cross section is

about twice as large as the first system. However, this 40/60 system
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shows a greater temperature dependence and is not nearly so flat
as the 100/120 system. Figure 6.6 shows the fractional window
plotted against ratio for the 40/60 system. To decide which is
the better of the two systems, one must fold in the effects of un-
certainty of CR-39 thickness into the calculations.

In summary, this section has established that if one is inter-
ested in reducing the effective cross section uncertainty over the
entire 10_3 to 10'2 PR regime, two approaches are possible. The
first method requires the use of a time-of-flight spectrometer to
measure the DD-proton energy loss. This loss is closely correlated
with the effective cross section. The disadvantages with this
approach are that it requires an additional diagnostic and can be
used only up to a pR of about 10'2 g/cmz. The second approach re-
quires the use of two track detector systems each covered with dif-
ferent foil thicknesses. The ratio obtained is strongly correlated
with the effective cross section. The disadvantages with this ap-
proach are that it requires twice the solid angle and is not quite
as temperature independent as the energy loss approach.

Before deciding which of these methods is best, careful consid-
eration will now be given to the role that detector thickness uncer-
tainty plays in the calculation of the effective cross section. This
will lead into a discussion as to which system performs best with the

introduction of this new uncertainty.
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Effective Cross Section vs. Ratio
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C. Thickness Variation in Track Detectors and Its Implications on

Estimating the Effective Cross Section

Section B gave detailed analysis showing variation and uncer-
tainty estimates in oeéﬁ as functions of target conditions. Here
another factor, detector thickness, will be examined for pR con-
ditions up to 10 mg/cmz.

Typically, track detectors used were punched out of square sam-
ples 2" x 2". Thickness variations across the sheet were measured
to be as high as 50% (especially for very thin detectors ~ 80 um
average thickness). These variations were not random but rather
showed a constant thickness gradient. After one-inch discs were
punched out of the sheet, thickness variations of no more than 20 um
were accepted on any given disc.

The analysis which follows is based on the worse case situation
to establish maximum uncertainty in 0266' Two factors which contri-
bute to its uncertainty is (1) the accuracy to which the thickness
variation can be measured and (2) the degree of systematic uncertainty
in the thickness measurement.

A model can be described which relates thickness variations across
the disc to the uncertainty in 0266' In Figure 6-7 below, Tl and T2
denote the minimum and maximum points on the disc. The thickness gra-

dient is directed in the positive y-direction.

aY

A
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No thickness variation is assumed in the x-direction. Therefore,

the thickness can be simply expressed as

Computer calculations showed that 0866 is approximately linear over
thicknesses between 115 and 135 um, as shown in Figures 6.8 and 6.9.
Therefore 0266 can be determined for each point on the disc given by

(using polar coordinates)

%44 (r,8) =

where

and where 9y and 0y denote the value of the effective cross sections
at thicknesses T1 and T2, respectively.
Since the thickness is not a constant across the detector, it is

not possible to assign a unique o to the detector. However, it is

efd
possible to calculate an average effective cross section 3@66 given by

2n Yo
N 1

Oodf = T2 0266 (r,e) r drde
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Because of the measuring resolution of the micrometer, €ps
estimates for T1 and T2 will result in uncertainty in geﬁﬁ given
by

aceii
=€

50
eff T o7

T=T., T

1° "2
By inspection of the slopes in Figures 6.8 and 6.9 detec-
tors covered with 40 um of tantalum give the smallest uncertainty

3 3 g/cm2 regime,

in geﬁﬁ for low 10~ g/cm2 regime. By the mid 10~
however, the 120 um tantalum filter system shows the least uncer-
tainty in 8266' It is therefore necessary to examine the trade-off
in uncertainty in geﬁﬁ under various pR conditions when applying
either the ratio or the DD-proton energy loss method.

Tables 6.1 and 6.2 summarize the data required for this analysis.
The cross section oy and o, are evaluated for detector thicknesses
of 115 and 135 uym, respectively. Tamper electron temperature is
taken to be 600 eV. These tables can be used to generate the maxi-
mum and minimum ratios so as to estimate the uncertainty in 8266'
Figures 6.10 and 6.11 show that the 40/60 filter system never ex-
ceeds about + 10% in its estimate of 8266’ However, as much as 20%
uncertainty is present if a 100/120 filter system is used.

The effect of thickness uncertainty in the DD-proton energy

loss method also produces uncertainty in 8266' Figure 6.12 shows

the spread in 8266' Again the tamper electron temperature is taken
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Table 6.1
40 um tantalum filter

v 4"
pR(mg/cmz 9 x102 oy x102 0255 X 102 § oeﬂﬂ
1 14.9 14.1 14.50 .20
2 14.6 13.7 14.15 .23
3 14.3 13.3 13.80 .25
4 14.0 13.0 13.50 .25
5 13.7 12.6 13.15 .28
6 13.4 12.2 12.80 .30
7 13.0 11.8 12.40 .30
8 12.7 11.4 12.05 .30
9 12.3 11.0 11.65 .33
10 11.9 10.5 11.20 .35

60 um tantalum filter
1 10.8 9.58 10.19 .30
2 10.2 8.94 9.57 .32
3 9.70 8.28 8.99 .35
4 9.13 7.60 8.37 .38
5 8.54 6.89 7.72 42
6 7.91 6.16 7.04 .43
7 7.25 5.40 6.33 .47
8 6.57 4.64 5.61 .48
9 5.85 3.91 4.88 .48
10 5.11 3.25 4.18 .47
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Table 6.2
100 um tantalum filter

Ceqf

e

e4d x 10°

4e)

-

9 x 10°

9 x 102

pR(mg/ cm2)

FANMTNO SO,

120 ym tantalum filter

SN M NNONO00NO
—
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to be equal to 600 eV. If one folds in the spectrometer resolution

of + 200 KeV, it then results in a * 6% uncertainty in 8€

the 40 um filter system. The uncertainty is somewhat worse for the

§6 for

120 um filter system being * 10%.

Another type of thickness uncertainty that needs to be con-
sidered results from systematic error in the calibration of the
micrometer. If the micrometer is off by an amount €, than the thick-

ness measurement will be in error as shown in Figure 6.13 below.

g A

° Measured
[ 9

- » Actual
v

©

-~

J

[ 9

>

e

(]

( %

L 3

= >

Thickness Figure 6.13

This analysis assumes that over the range of thickness variation,
€4 is constant. As shown, the systematic error does not affect the
measured thickness gradient and therefore § geﬂé should be approxi-
mately the same as calculated earlier. However, the actual value
of geﬁé will be shifted. Excluding for now, the presence of £, >
and Tooking only at the uncertainty associated with e, one finds that
even for measurement errors as large as 10 um, uncertainty in gegé is
only + 4%. This uncertainty can be significantly reduced by using a
standard calibrated gauge.

In summary, it has been shown that detector thickness variations

can be dealt with by defining an average effective cross section. The
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uncertainty in this cross section (+ 6%) is least when using the
DD-proton energy loss method. However, the uncertainty is not much
larger if applying the ratio method for the 40/60 (+ 10%). Again,
it should be stressed that these estimates are based on the worse

case situation where thickness variations were taken to be 20 um.

D. Extension of the Ratio Method to pR Conditions in Excess of

10 mg/cm2
The DD-proton energy loss method breaks down if the target cR

conditions exceed about 10 mg/cmz. The only charged particle reaction
products besides the knock-on particles to escape the target are
DHe3- protons (14.7 MeV). Unfortunately, their velocities are about
two times larger than the fastest deuteron. Therefore, correlation of
energy loss of these protons with the effective cross section is poor.
It is therefore necessary to rely totally on the ratio method for
target pR greater than 10 mg/cmz. Figure 6.14 shows the signal ratio
correlated to the effective cross section for the 40 um filter system.
Also indicated on the figure is the approximate locations of the
tamper poR.
As seen, the ratio no longer gives a unique value for the effec-
tive cross section. Additional information supplied in the energy

3. protons is necessary to establish the branch of this

loss of the DHe
function. Beyond target pR values of about 80 mg/cmz, knock-on par-
ticles are slowed to the point where they no longer have sufficient

energy to produce track coincidence.
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Threshold conditions also change rapidly in this region,
Figure 6.15 shows the minimum pR+Y, product necessary to achieve
10 and 25% counting statistics on the 40 um filtered detector,

As seen, the present low pR conditions have resulted in threshold
conditions as much as nine times smaller than for future target
conditions. Only future scaling experiments will establish
whether adjustments in the collecting solid angle is necessary.

In conclusion, the knock-on diagnostic has been shown to
accurately estimate fuel pR conditions at the time of neutron
production. Its success relies on its ability to discriminate
against various backgrounds and its low threshold requirements.
Future utilization of this diagnostic appears promising because
the major anticipated problem of spectral distortion can be cor-
recfed for using either DD-proton energy loss correlation measure-
ment or using multi-detector packages viewing different portions of
the spectrum. Its implementation in future scaling experiments
should prove a useful yardstick in determining one's proximity to

thermonuclear breakeven.
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PpRY THRESHOLD VALUES AS A FUNCTION OF
TARGET pR (Based on a Fraction Solid Angle of 0.01)
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VII. THE APPROXIMATE LINE-OF-SIGHT FUEL pR MEASUREMENT

A. Chapter Qverview

Presented in this final chapter is a discussion of an
important future application for the knock-on diagnostic. Since
much interest in laser fusion is now directed towards understanding
the degree of compression uniformity of the laser fusion target,
the knock-on diagnostic can give valuable information of the approxi-
mate line-of-sight fuel pR from predetermined direction.

This chapter will examine the relative contribution of knock-on
particles from various locations of the fuel recorded by track detec-
tors. The model presented will assume an isotropic neutron point
source located at the center of the fuel. As will be discussed, the
choice of the stopping foil thickness will determine the locations in
the fuel where knock-on particles can scatter into the solid angle of
the detector. The spatial contribution of these particles in the fuel
will be shown to lie in the general line-of-sight direction.

Three stopping foil cases will be examined. The first case
will show a 50 um tantalum stopping foil approximately maximizes the
total knock-on signal. This situation is identical with present
experimental conditions. The second and third cases will measute
the forward-scattered deuterons. Here it will be shown that 1line-of-
sight pR measurements are more nearly realized especially as one

1imits the count to the most energetic of knock-on deuterons.
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B. Theory

Calculations presented in this chapter are based on the
assumption that the neutron production is localized to a small cen-
tral region of the fuel. This assumption is well-justified from
both theoretical simulation studies as well as from x-ray pinhole
camera measurements of the fuel temperature.

These calculations will be modeled by assuming an isotropic
neutron point source. Also assumed is that the neutron mean-free
path is much larger than the dimensions of the fuel so that multiple
scattering can be neglected. Such an assumption is justified in
present experiments where pR conditions are much less than 1 g/cmz.

Let the z axis represent the line-of-sight direction from the
point source to the center of the detector as shown in Figure 1. The
detector is circular in shape, as in the actual experiment, and its
central axis is collinear with the z axis. Let 6 be the polar angle
with respect to the z axis as shown in the Figure 7.1.

Assuming a uniform fuel pR, the azimuthal angle need not be ex-
plicitly carried through the calculations. For a given angle 6, the
number of neutron dn, in .a solid angle do is propritonal to 27 Sins de.
Defining ;' as the initial direction the neutrons travel as indicated

in Figure 7.1 the number of knock-on particles produced by these

neutrons in dQ is

JJ o (B) Sin B dn dR d¢ 4 (7-1)
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where B and ¢ are the scatter polar and azimuthal angles with
respect to z' axis. The differential cross section o (B) is
defined with respect to the z' axis. Therefore, the number of

knock-on particles per unit angle %%— scales as

N 2
F o; (B) Sine Sing dB do (7-2)

i = ] detector

where the sum is over the two types of knock-on species.
The energy differential cross section as previously shown in
this dissertation can be related to the angular differential cross

section by

The relationship between scattering angle 3 and energy in the

laboratory frame is given by

where En and Mn are the neutron energy and mass, and ML is the knock-

on particle mass. Therefore equation (3) scales as

o(R) ~ CosB SinB o(E) (7-5)
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Substituting this expression into equation (2) yields

o) (1)

Max Max
2 .
L ) o ) (E) Sino Cose SinZe dg o (7-6)
i=1 "©° Min

The limits of integrations are determined by the detector's angular
dimensions subtended at the target and by both the stopping foil and
detector thickness. In particular, the integration limit BMax is set
by the minimum energy knock-on particle which still has adequate
energy to produce a spatial coincident track after exiting the
stopping foil. The lower limit Bitin is set by the ability to dis-
criminate the proton tracks from the knock-on coincident tracks.
In other words, angles smaller than BMLn would produce knock-on
tracks whose diameters are less than D* which are excluded in the
actual measurement.

The ¢ integration Timit ¢M1x is dependent on 6, B, and the
angle subtended by the track detector. Four cases determine the value

of this parameter, as depicted in Figure 7.2.

C. Applications

’

Three cases will be examined: one which maximizes the total knock-
on signal, and the other two which measure only the forward-scattered
deuteron component. Table 7.1 Tists all the relevant data for each case

used in the evaluation of equation (6).
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Stopping Foil (D)

Table 1

Data Required for the Evaluation of Equation (6)

§0) 1) 4

Thickness (um) o'°2(E)  ofTNE)  Buin Bhax Biin

50
120
140

.8911-Cos?8  CosYs  30.0° 38.4° 0.0° 24.8°
Cos’g 0 0.0° 22.1° N.A. N.A.
Cos’B 0 0.0° 12.0° N.A. N.A.

It should be noted from the table that:

A11 angles are converted into radians when performing the
integration.

The CR-39 thickness after etching is taken to be 130 um.
A1l tritons are stopped in the 120 um tantalum foil.

o(E) is expressed in terms of B using equation (4). The
accuracy of these empirical expressions are within * 6%.
The proportionality constant has been dropped from the
o(E) expression. Therefore, each component should be
first normalized and then multiplied by its corresponding
effective cross section.

For the 50 um stopping foil case v is equal to 15.26

while for the 120 and 140 um cases v is equal to 25.24.
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The integration can be performed numerically. The first step
is to decide for a given 6 and B which of the four ¢ cases is
appropriate. After evaluating ¢ the integrand is evaluated between
B and R+ AB. Each B integration is added to the previous inte-
grations until g = BMax is reached.

Figures 7.3 and 7.4 shows the dependence of %g— as a function of
8 for each of the two cases described above. Proper normalization
in Figure 7.3 for each component is achieved by first normalizing
each component separately and then multiplying each component spec-
trum by its effective cross section which for this case is .032
and .120 barns for the deuteron and triton components, respectively.

Notice that under present experimental conditions, a rather
broad region of the target contributes to the knock-on signal. The
reason for this is that the deuterons must be scattered by a large
angle to have low enough energy to be separated from the proton back-
ground. By using a thicker foil as shown in Figure 7.1, the tritons
are stopped in the tantalum foil and only deuterons reach the detector
and produce spatial coincident tracks. In addition, since the energy
lost by the deuterons is larger for the thicker stopping foil case,
these particles need not be scattered as greatly to be separated from
the proton background. This, in turn, minimizes the region over which
the knock-on particles contributing to the measured signal can Be
produced in the fuel.

Two curves are shown in Figure 7.4. The 120 um tantalum stopping

foil accepts deuterons between about 11 and 12.5 MeV. By increasing
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Knock-on Production Per Unit 0 (dN/d0)

Knock-on Deuteron Production as a Function
of O for Two Tantalun Stopping Foil Thicknesses

| 1 | i 1 T

120 um Ta

5 10 15 20 25 D

© (Degrees)

Figure 7.4
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the thickness of the foil to 140 um, the detector accepts knock-on
deuterons between 12.0 and 12.5 MeV. This, in turn, reduces the
maximum scattering angle from about 22° to 12°. The reduction

in scattering angle is seen by the shift in the peak of gg-to the
left. Therefore, the line-of-sight measurement is improved by
limiting the forward-scattered region recorded by the track de-
tector. The trade-off in restricting the energy interval accepted
by the detector to minimize contribution of off-axis knock-on deu-
terons is a reduction in the knock-on signal.

In summary, future measurements of fuel compression uniformity can
be obtained with the use of the knock-on diagnostic. For best results,
the stopping foil should stop all knock-on tritons and pass only the
forward-scattered deuterons. Off-axis contributions of the signal can
be minimized by raising the lower energy limit passed by increasing the

foil thickness. This, however, leads to a reduction in the detectable

deuteron signal.
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VIII. SUMMARY AND CONCLUSIONS

In this concluding chapter, a summary of the important
results discussed in the preceding chapters will be given. It
will serve to piece together the many issues previously addressed.
In doing so, it is hoped that the reader will finish this work with
a more coherent understanding of the inter-connections of the
various aspects discussed in this dissertation.

It has been shown that knock-on particles can be successfully
used to measure the fuel cR during the time of neutron production.
From a simplistic perspective, this required the counting of knock-on
particles produced during the thermonuclear burn as well as the
measuring of the neutron yield. This number was shown to be pro-
portional to the pR-Yn product.

In reality, the measurement was complicated by the fact that
solid state track detectors served as the only viable option avail-
able to record efficieﬁt]y the knock-on particles. This can lead
to a number of experimental difficulties.

Foremost, the major difficulty was discriminating proton tracks
from knock-on tracks even though the signal-to-background calcu-
Jations showed a 5:1 ratio. Skepticism among various colleagues
motivated development of a technique capable of proton discrimi-
nation. This method discussed relied on measurement of both (1)

the track diameter which gave velocity and charge information and
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(2) the particle's minimum range through the indentification of
spatial track coincidences which gave isotope mass information.

Another experimental difficulty was that the detectors had to
be housed in an air environment so as to not be desensitized by
extended periods in vacuum. A tantalum window allowed the knock-on
particles to enter the chamber and strike the detector. Without such
precautions, thin track detectors did not record hydrogen isotopes at
all.

Complicating the experimental procedure, it was necessary to ex-
pose a small section of each detector to fission fragments generated
from a Cf252 source. The fission fragment track diameter gave direct
information of the etched depth and thus the effective detector thick-
ness. This procedure was taken to alleviate any uncertainty
arising from detector swelling after being etched for 16 hours at
70°C in 6.25 N NaOH.

Knowledge of the effective thickness was required to calculate
the acceptance window of the detector. This thickness placed re-
strictions on the minimum velocity required to produce spatial
coincident tracks. Only knock-on particles having a finite range
of velocities were able to produce spatial coincident tracks.
Knock-on particles with velocities larger than the velocity required
to produce proton-spatial-coincident could not be distinguished friom
proton tracks. This necessitated the introduction of the effective
cross section. This cross section was the integrated differential

cross section over the energy window where proton discrimination was

possible.
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Much of the theoretical uncertainty arose in calculating the
value of the effective cross section. In present experiments the
sources of this uncertainty resulted from measurement uncertainties
in the stopping foil and detector thicknesses. However, the un-
certainty in this cross section resulting from these measurement un-
certainties was shown to be less than = 5%.

As target pR conditions increase above 4 mg/cm 2, additional
uncertainty in the cross section was examined. This was the re-
sult of spectral distortion due to charged particle energy loss as
the knock-on particles traversed the target. As discussed, two
methods can be implemented to correct for changes in the effective
cross section.

One method relied not only on measuring the number of knock-on
particles but also on measuring the energy shift of DD-protons. Here
the acceptance(window was centered across the triton forward-scattered
peak. Since the protons had comparable velocities with that of the
tritons, corrections due to the local differential cross section could

2

be made. This method as shown broke down at about 10 mg/cm~ where

the DD-protons were stopped inside the target.

Above 10 mg/cm2

a second method was developed to correct for
spectral distortion. This involved counting knock-on particles
from two adjacent energy intervals. The ratio of counts gave ,
information of the local distortion. One important compromise in
choosing the proper foil thickness combination was that if the two
thicknesses were too close to one another, the count ratio did not

deviate very much from 1. If the thicknesses were too different,

the ratio did not correlate well with the effective cross section.
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Two cases, namely the 40/60 and the 100/120 foil systems, were found
to give adequate ratio variation and showed good correlation with the
effective cross section.

In present experiments the major source of non-statistical
uncertainty was shown to arise from estimates in the neutron yield
(¢ 15%) and detector solid angle (+ 10%). Other factors such as
multiple scattering through the stopping foil, range straggling in
the CR-39, and the various parameters characterizing the detector,

did produce additional uncertainty in the cross section but were small
compared with the uncertainties arising from Yn and Q/47.

The statistical uncertainty was influenced by (1) the collec-
tion solid angle, (2) the eR-Y  product, and (3) the effective cross
section. For an optimé] stopping foil thickness of 40 um (i.e., .0667
g/cmz) and a 1% of 4- detection solid angle, the required oR-Yn pro-
duct to produce a = 25% statistical uncertainty was shown to be equal
to v 6 x 104 g/cmz.

Application of this methodology was used to measure the fuel -R of
DT-filled glass microballoons for high-intensity short-pulse and low-
intensity long-pulse laser conditions. These measurements showed that
under conditions of short pulse (n 75 psec) and high intensity (~ 1016
w/eme), the fuel oR was in the low 10°% g/cm® regime. A 10-fold in-
crease in the pR was observed when laser conditions were changed to
long-pulse (1 nsec) low-intensity (~ 1014 H/cmz) conditions. This
general scaling was consistent with the interpretation that a smaller

number of hot electrons preheated the fuel under Jow intensity con-

ditions thereby enhancing the ultimate fuel compression.
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Supportive data was also gathered demonstrating the ability of
the methodology to experimentally separate proton tracks from knock-
on tracks. As discussed, this involved the use of several different
thicknesses of stopping foils to sample various portions of the knock-
on particle spectrum. In addition, a stopping foil used to stop all
knock-on particles was placed in front of one detector to demonstrate
that no tracks recorded were confused as knock-on tracks.

In the last chapter it was discussed that the knock-on diagnos-
tic had an important future application. By placing detectors around
the target, non-uniformities in the compression during the time of
neutron production could be measured. This was achieved by restrit-
ing the measurement to forward-scattered deuterons. Stopping foil
thicknesses must be 120 um thick or greater to approximate line-of-
sight oR measurement capability.

Future utilization of this diagnostic appears quite promising in
1ight of other available options. To date, only radio chemistry has
been shown to measure tamper pR. Through computer modeling the fuel
oR can be inferred. Except for the knock-on approach, no method has
measured the fuel pR directly. In addition, unlike the other proposecd
schemes mentioned earlier, the knock-on method does not require
specially prepared targets.

Therefore, the use of knock-on particles to directly measure
fuel oR is the best viable option in future laser fusion experi-
ments. Its usefulness in studying non-uniformities of fuel compres-
sion is the next logical step in the utilization of the technology

developed in this dissertation.
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APPENDIX A

Solid State Track Detectors

A.  Theory

Solid state track detectors (SSTD) are devices which record
material damage information, in the form of latent tracks, produced
when charged particles strike certain materials. These devices have
high detection efficiencies and are relatively insensitive to x-rays.
The SSTD's can be divided into two categories: the organic and the
inorganic detectors. Of the two, only organic detectors have the
required sensitivity to record hydrogen and helium isotopes. Five
of the most sensitive organic track detectors are listed in table A.1l

in order of most to least sensitive.21

Table A.1

Organic SSTD Composition and Energy Thresholds

Atomic Least Ionizing
Detector Composition Ion Recorded
A1yl Diglycol Carbonate Cpp Hig 0y v 18 MeV Iy
(CR-39)
. 1
Cellulose Nitrate (CN) Ce H3 09 N, " .55 MeV “H
Cellulose Triacetate C3 H4 02 ~ 4.0 MeV 4H
Polymethylmethacralate C5 H8 02 v 3.0 MeV 4H
(Plexiglass)
Lexan Cg Hig O3 ™ 0.3 MeV *H,
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A fundamental property of all SSTD's is their ability to record
charge particle passage through them in the form of tracks. Today
there is general agreement that the cause of tracks is due to an
energy transfer from the passing impinging charged particle to the
surrounding bulk material.

In order for a theory to account for such formations, it must
also explain two additional observed properties present in the track
formation process. First, it must explain the fact that the smallest
tracks observed are measured (without chemical etching) to be < 50 R
in radius. Second, the theory must also account for threshold con-
ditions needed in track registration.

The extremely small track diameters can be best explained from
local energy deposition considerations.

Two mechanisms contribute to significant energy loss of the charged
particle at high energies; namely (1) excitation and (2) ionization.
In the case of polymers, process (1) can lead to bond breaking and thus
radical formation whén de-excited. Process (2) leads to the formation
of delta rays which themselves, if energetic enough, can lead to second-
ary excitation and ionization. Figure 1 illustrates this process of bond

breaking which is typical in polymers.

Figure A.1
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It can be shown that, if one considers process (2) and cal-
culates the net energy given to electrons in a shell centered
around the particle trajectory, one finds that the number of high
energy delta rays produced (small impact parameter) is greatly
surpassed by the number of lTow energy delta rays (which have large
impact parameters). Thus the majority of electrons move a short
distance from the incident particle trajectory compared with high
energy delta rays. Thus, heavy damage is expected to be locally con-
fined to the immediate volume surrounding the particle trajectory.

After a sufficient distance within the detector, the charge
particle slows down to where it can capture electrons and thus re-
duce its charge. This effective charge, based on experimental mea-

21

surements by Heckman®" takes the empirical form

7% = 7 [1-exp (-125 B/7%/3)] (1)

v/

when B = ‘¢ and works well in many solids although originally
obtained from nuclear emulsion data.

In this domain of energies, the predominant mechanism for energy
loss is through atomic collisions. This process also causes damage

within the ma;eria]; but in this case, it does not appear to be a

predominant mechanism in the formation of tracks. The reason for this

is that this mechanism does play a role in metals yet no tracks are
observed.

various models have been presented to explain the threshold con-
ditions. Of these, three models are actively used at various labora-
tories throughout the world. These models are (1) Total Energy Loss,

(2) Primary Energy Loss and. (3) Restricted Energy Loss.
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The first model suggested by F1e1‘cher21 states that the track

formation is governed by the total stopping power (dE/dx). Their
early experiments tended to support the idea that a critical dE/dx
value existed, above which tracks would form. Typical data took

the form as in Figure 2 below.

TRACKS

NO TRACKS

\

L = LONG TRACKS
P = PARTIAL REGISTRATION

N = NO TRACKS
| | N | | 1 1 1 11
2 4 6 8 10

ENERGY/NUCLEON (MeV)

Figure A.2

The detector for'this set of curves was muscovite mica. However,
as more research was done, apparent violations to this simple model
came to light. The theory, for example, had predicted tracks in CN
for relativistic Fe nuclei. These tracks were never observed: The
reason for this lack of registration is not difficult to understand.

As the energy of the incident particle is increased, an increas?ng
fraction of the energy goes into the formation of high energy delta
rays which leave the immediate vicinity of the particle's path. This
results in a lowering of damage density near the partic]e‘s;path.

This model was called the "Primary Ionization Model." It used the
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fact that primary ionization and excitation occurs close to the ion's
path, whereas secondary ijonization and excitation are distributed

over larger radial distances. It, therefore, assumes that track
formation is a résu]t of primary ionization of the bombarding par-
ticle. It states that tracks would result if the rate of primary
ionization exceeds some critical value characteristic of the material.
This model is based on Bethe's derivation22 for stopping power. Two
adjustable parameters are not predicted by the model; namely, the
jonization potential of the outer shell electrons as well as the
critical rate of primary ionization, Investigations indicate that the
ionization potential parameter must be set equal to 2 eV to agree with
experimental data. This is far below the value of ionization energy
of the outer shell electrons in CN, as was pointed out by Benton23.

It has been proposed that this value has resulted by a lower energy
requirement in bond breaking since ionization in plastics is usually
between 9 and 15 eV. The major criticism for this model is that it
ignores energy loss by delta rays within the track region.

The difficulties of the last model led to the formation of yet
another model. Benton23, in his formulation of the model, has called it
the "Restricted Energy Loss Model." A quantity called REL is defined
in this model as the rate of energy 10ss of the impinging ion to dis-
tant electrons via coulombic interaction in the stopping medium;r By
“"distant collision" is meant, those collisions which eject electrons
of energy « less than some adjustable parameter w - The
model postulates that track formation will commence only 1f the REL

value is above some critical value characteristic of the stopping
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material. This model makes no attempt to calculate either REL or
w, - The major criticism of this model is that it assumes that
damage is important at large distances from the particle's path,
which is contrary to experimental findings. In fact, 1ike the
Total Energy Loss Model, it has predicted track registration for
high energy particles which have not been observed experimentally.
However, the Restrictive Energy Loss Model shows a smaller degree
of error in prediction }han does the Total Energy Loss Model.

It is therefore clear that experimental calibration must be
carried out in order to obtain the response function for these
detectors. Methods used to calibrate these detectors are discussed
in Chapter 3.

Since the track diameters are extremely small and can only be
observed under an electron microscope a chemical etch procedure is
used to enlarge the tracks so that they can be easily seen under an
optical microscope. This enlargement results from a differential
etch rate between the bulk material and the area surrounding the
track. In organic detectors, this difference in etch rates can be
explained by the fact that as the charged particle propagates through
the material, it ionizes and excites localized molecules which, in
turn, break chemical bonds. The chain ends which result are more
chemically reactive than the surrounding unbroken chains (See F{gure 1
above) As a result, the track material etches at a velocity VT while

the remaining bulk etches at a rate V As will be presently shown,

g.
optical tracks can only be formed if VT > Vg. This is a necessary,
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but not a sufficient, condition for optical track formation.
Figure 3 below illustrates the etching process for normally inci-

dent charged particles. The optical track registration conditions

Vyz
— s=sn== IyRros
o O\ ve \i we
Original i ' Etched LY 1
Surface i i Surface :
t
t=0 t= 95 =t
Figure A.3

can be readily derived from simple geometric considerations (See Figure

4).

Figure A.4
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Noting that V; t Sin 6 =Vgt (2)
and & Sine = /3 (3)

2
where g = D /4 + (VT - Vg)zt2 (4)

then one can solve for the track diameter giving

D (t) =2Vt -— (5)
g V+1
. Yy .

V is the track-to-bulk etch ratio ( Vg). From equation (5)
one observes that if V is large (as when for example the tracks are
broduced by fission fragments), the track diameter is a direct measure
of the bulk etch rate. This fact is later used to estimate the
arount of material etched away during the etching process.

It should also be noticed from this expression that if V < 1,
D (t) is imaginary; no track diameter enlargement will occur. For
the special case when V = 1, the etch rates are equal and no etch
differential exist. This re-sults in a track diameter growth rate
of zero and occurs because the track diameter growth due to the
track etch rate is exactly compensated by the track diameter re-
duction rate due to the surrounding bulk surface being etched away.
Therefore, optical track formation can only occur if the track etch
rate is larger than the bulk etch rate. ;

The condition that track formation will result if V = 1 is
only rigorously correct for normally incident charged particles.

This is not a sufficient condition if the particle strikeslthe de-

tector at an angle 6 (See Figure 5 below).

167



Incident Particle

0
b
/ | v N
/7 8 Detector Surface
/7

/7 Vysin0
7
¥ v

Figure A.5

For the case of inclined tracks, the necessary and sufficient

condition for track registration is
V; Sin 6 > Vg (6)

This results from the requirement that the vertical track etching
velocity component be 1argef than the vertical bulk etching velocity.

Because of this situation, it is useful to distinguish between
the etch and registration efficiency. Formally, the registration ef-
ficiency, "R is defined as:

_ number of latent tracks intersecting surface (7)
R ~ number of incident particles

Upon etching however, not all latent tracks are revealed. The etch

efficiency, e is defined as;

E ~ number of latent tracks intersecting surface

_ number of tracks revealed during etch (8)

For many types of track detectors the registration efficieﬁcy
is close to 100%. However, these efficiencies are often not realized
because of low etch efficiencies. The reduction in etch efficiency
is attributed to the direction the particle enters the traék de-

tector. If the angle of incidence is less than a critical angle
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(6crit), track formation will not occur (at least for short etch
durations). From equation (6) this angle is readily determinable,

namely

v
scrit = sin™d (9. (9)

The etch efficiency may change for prolong etchings. For
example, energetic protons (on the order of an MeV or higher
enter the track detector with an angle less than the critical
angle. For short etching times the latent track would not pro-
duce visible tracks. However, as the prdtons begins to slow down
inside the detector, the track-to-bulk etch ratio increases ré-
sulting in a decrease in the critical angle. At this point, the
latent track may have an angle greater than the critical angle and

therefore produces a visible track.

B. Experimental Considerations

To complement the above technical discussion of tract for-
mation and registration criteria, a brief discussion should be
given on the experimental aspects of chemical track etching. The
process can range from.a very crude to highly sophisticated ap-
proaches. In the crudest approach, one simply places a track de-
tector into some appropriate etchant for a prescribed length oﬁ
time. This approach lacks the required temperature control to insure
reproducibility of results, especially if the parameter of interest
is track diameter. Figure 6 below shows typica] data of a]pha track
diameter as a function of temperature. It is clear that great care in

temperature regulation is required to achieve reproducible results.
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Figure A.6

The system used by this author employs a water bath with a
thermo-probe to regulate the water temperature to within less than

.1%. During the etching process, a time history of temperature

1+

fluctuations was recorded by means of an auxiliary temperature moni-
toring system (747 Omega thermistor thermometer). A forced water
circulation system in the bath insured that temperature gradients
were less than x1°C across the bath. To also insure that no tem-
perature variations existed in the etchant, a magnetic stirred tur-
bine device was used to stir the liquid. Figure 7 shows the experi-

mental set up of the etching system,

Te:
Mamitor
1| -
Water _ | . R
Circulator | . ) Chart
"\ “hermistor Reccoroer
..
Temperature / R . Etchant ‘N\
Regulator and Magnetic Ly VUL 0] (6.25 N NadR) Water
Keater Stirrer R A A
Figure A.7
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Unlike the most sophisticated system, this did not employ thermal
regulation of the etchant solution. Such systems have claimed
temperature stabilities of + .03°c.

Although chemical etching is by far the most used technique
for track revelation, no discussion is complete without briefly
mentioning electro-chemical etching. In its basic form a high ac
voltage (several KV) is applied across a track detector during the

24 track

chemical etch process. As demonstrated first by Tommasino,
enhancement can be achieved to the point where individual tracks
can be seen even without the use of an optical microscope.

The basic layout of the electrochemical cell is shown in Figure 8.

H.V. Source

Flating
Electrode

Figure A.B

Etchant Track Detector

This etching process can be divided into two steps. Initially,
the etchant produces small pits in the detector with characteristic
sharp points at the base of each track. Since the tracks are char-
acterized by a relatively high electrical conductivity compared yith
the detector bulk material, at the points of these tracks the 1oéa1
electric field is much larger than the applied field and results in
localized electrical breakdown. The result is the "tree discharge

phenomenon" as depicted in Figure 9. In general, as
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Figure A.9

the applied field and frequency is increased the track diameter
also increase.

At present this technique has been employed in personnel
neutron dosimetry. The app1icabi1ity of this techniques in
determining particle energies ié still however, in its infancy.

Regardless of which etch technique is used, certain con-
siderations should be given as to the handling of these detectors
before and after the etch. Prior to etching, one should be ex-
tremely careful not to touch the detector with bare hands for it
leaves permanent marks (contaminants) on the detector. In ad-
dition, the o0ils left on the track detector may alter the local
etching characteristics of the detector. This, in turn, results
in an alteration in the local track characteristics such as dia-
meter and depth. .

It is not advisable to try and clean plastic detectors with
water for there is experimental evidence which indicates that
these detectors absorb water. This water takes a considerable
length of time before it evaporates out of the detector. The

presence of water tends to change the track etching characteristics.
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Also, it is not good practice to try and rub track detectors
clean for this process generates fine scratches on the surface
of the detector. These scratches after etching look 1ike massive
valleys when viewed under a microscope and partially obscure the
field of view of tracks.

After etching the detectors should be rinsed thoroughly with
distilled water making‘sure no etchgnt remains on the track detector
surface. In addition, the detectors should not again be handled so
as not to place finger prints on the detectors' surface. For thin
detectors it is advisable to mount them on a smooth surface (such as
a microscope slide) for easy handling and for reducing the risk of

breakage.
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APPENDIX B

The following is a derivation of the burn-up equation. The :-

fractional burn w, defined as

+

_ "a ¥ ™

fﬂ_ = Y
n + + +

e T " T Ng T Ny

3’_'3:1

can be expressed in terms of the fuel jon density (i.e., ne = ny

+ "T) as

n n-n. n.
f=F|B= 'L:n—'(' (A)

Noting that n is a constant (i.e., n = n; + np), then

n.=-n =-nf (B)

For the case where np =Ny the reaction rate per unit volume is
o 0
given by

. 1
. = - = n." <ov>
n zn oV

Substituting this equation into equation B one obtains
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. 2 2
nf, = (1-F)° <ov> (C)

l\)‘ 3

From equation A, n, can be expressed in terms of f; therefore equation C

becomes

=0 1-5)2 <ovs (D)

NS

defining the reaction time as
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APPENDIX C - S/N ESTIMATE CALCULATIONS

The following analysis calculates the number of (n,p) reactions
arising from both the fuel and tamper. A signal-to-background
ratio is estimated.

Two reactions contribute to the signal.

1. n{d,n') D' o= 620 mb

2. n(t,n") T o

920 mb

In addition, four background reactions arise from the fuel.

1. D(d,p) T Proton energy = 3 MeV
2. D(n,2n) H c = 280 mb
3. Hed(d,p) He® *R, = 5x107% for :R,=10"2g/cm’

4. Hed(t,d) He® **R = 8x10™° 2

-

for sR5=10'2g/cm

Number He3 (d,p) He4
* R7 = 3 Té > 1 KeV
Number D (d,n) He }
Number T (He>,d) me’
* %k R, = T, > 1 KeV
Z Number D (d,n) H;3 8

Additional (n,p) reactions arising from neutron activation of
the tamper (glass) must be considered. A detailed breakdown of the

chemical composition of the glass is given below in table C.1.
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Table C.1. Molar Chemical Composition of the Glass Tamper

Chemical Component M.W. Molar Concentration (F)
§10, 60.08 79.3
Ca0 56.08 10.7
Na20 61.98 4.4
B0, 69.62 3.6
*Other _— 2.0

* A number of other trace oxide components.
Below is a table of all possible (n,p), (n,t) and (n,np)

reactions which can occur in the tamper

Table C.2. Tamper Neutron Induced Reactions and
Corresponding Cross Sections

Cross Section inmb

Reaction (for 14 MeV Neutrons)
si28 (n,p) AC?® 160 + 16 mb Ep>2.9 MeV
$i%8 (n.np) A%’ 26 + 22 mb
016 (n.p) N6 45 + (10) mb
ca®® (n,p) K20 208 + 38 mb
ca®® (n,t) k38 < .02 mb
Na234(n,p) Ne23 35 + (15) mb
811 (n,p) Bel! 3.3: .6mb

B! (n.t) Be® 177 15:5m



The effective number density for each of the chemical com-

ponents is given by

ol

ess = Na 100 ow,

)
[ 29
2w

where o° is the natural density of a particular chemical com-

ponent. Table C.3 below gives neés for the various components.

/
«

[ 2N

Table C.3 Relevant Information for the Calculation of n¢

Cherical Componert Natural Density Lg/cm3) M.W. ncf( (cm'3)

si0, 2.19 60.08 1.74x10°¢
21

Ca0 3.31 56.08  3.80x10
20

Na,0 2.27 61.98  9.52x10
20

B,0, 1.81 69.62 5.64x10

The relevant information, however, is the atomic number
density and are listed below along with its fractional number

-~

density, n
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Table C.4. The Atomic Number Densities Found in a

Typical Glass Tamper

Element Atomic Number Density (n) A
0 4.12 x 10%2 .63
3 1.74 x 10%2 .27
Ca 3.80 x 10°! .06
Na 1.90 x 10°! .03
B 1.13 x 10°! .02

The goal is to express the background in terms of tamper
pR. To do this, one must calculate the average atomic mass.
Then one can relate the total atomic number density to the tamper
density. Table C.5 below gives the relevant data used to calcu-

late the average atomic mass <M>,

Table C.5. The Calculation of <M>

Element M (AM Mn
0 15.994 6.59 x 1023
3 28.086 4.89 x 10°3
Ca 40.08 1.52 x 1023
Na 22.999 4.37 x 10°%
B 10.811 1.22 x 10%2
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6.54 x 10°2

1.36 x 1024

IMn
In

™~
>3
n

I Mn

thus, <M>

20.73 Amu

= 3.46 x 10723

It is now possible to estimate the tamper background Qs

in terms of the tamper, ¢AR, and the thermonuclear yield, v by:

+n + n,C

Q= (ng% * NiIsi * Nca %a * Mnana * MpS8) 2R Yy

~

= Meotal (M% * Mgy

~

* neafa * "NaNa * Me%8) LR Yy

cAR A ~ ~ ~ ~

g (ng% * Mgi%5 * Mca%ca * MNadNa * M6%8) Yy

Substituting in the numbers give:

(paR) Y - -
0y = ———py  (-63)(.085x10 28y 4+ (L27)(.272x107%%) +
34.6x10

(.06)(.298x1072%) + (.02)(.035x107%%) + (.02)(.018x107%%)

= 3.41 x 1073 (paR) ¥, (1R)
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The signal Qsig can also be estimated from the fuel. Since
we are comparing total elastic cross sections, we set rD = TT =]

in eq. (1.3) of the main text.

c (o R S
QS‘ig (*R)é 5Mp (‘p+ Ca) Y

]
= (.62 + .92) (eR), Y,
5x1.67 (+R)¢ T
= 1.84x10°! (eR), V. (28)

§ n

There is also a background component Qb6 originating from
the fuel which can be also expressed in terms of (-R). and Yn'
)

This reaction is the n(d,2n)p which has a cross section of 18 mb.

thus, Qb6 = CRé g%— o} (n,2n)Yn
o
1
= (.18B) (2R), Y
5x1.67 g n

-2
2.16 x 107° (pR), Yy

Since the DD reaction is down by a factor of ~ 100, then the

3 (d,p) He4 and He3 ( 4 are down by orders of 10'5 for (#R),

conditions as high as lO'zg/cmz. This is a negligible background

He t,d)He

(%

that will not contribute significantly to the total background.
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Therefore the signal-to-noise ratio is estimated to be

-1
1.84 x 107" (pR
SIN = — ( )6-2 (38)
3.41x1077 (pAR) + 2.16x10 (oR)é

For a specific example consider the following fuel and

tamper pR conditions at the time of peak burn:

pR6 ~ 5 x 1073 g/cm2

PR, ™~ 1.5 X 1072 g/cm2

thus,

S/N

n

5.8

This background can be greatly improved after additional track
criteria are used to separate the proton tracks from the deuteron
and triton tracks. These criteria are discussed in detail in

Chapter 111 of the text.
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APPENDIX D

Hydrogen Isotope Range and D* Calculations In CR-39

To adequately determine the effective cross section, know-
ledge of the knock-on ranges in CR-39 must be known. Since only
emperical data exist on the energy-range dependence in element, the
estimate used in this dissertation have been obtained by using the Bragg
additivity rule. Its applicability does not strictly hold for the
stopping of protons in hydrocarbons yet for lack of any better model, it
is used in the below calculation. These deviations have however, little
effect on the range calculation for energetic protons.
energetic protons.

The energy loss consist of two components: (1) the electronic
energy loss (i.e., where the energy loss is due to excitation and
ionization of the bulk material) and (2) nuclear stopping losses
(i.e., where the energy loss is due to elastic scattering off
screened target nuclei). For protons, the latter is of minor im-
portance for energies above 10 KeV amount to only ~ 2% of the total
energy loss. Its significance decreases with increasing energy.
Therefore, calculations assume that the electronic energy loss
totally determines the particle range.

Data used in the following calculations were taken from Nuclear

26

Data Tables of Northcliffe and Schilling. No estimations are given
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there on the accuracy of their tables except for a claim that the
proton range data is in good agreement (to within 1%) with other
tables, namely (1) and (2) ‘

The chemical formula for CR-39 being Cl2 H18 07 has a den-
sity of 1.32 g/cm3; Applying the Bragg additivity rule, one esti-
mate for compounds that

(5 = F I NA (D), (1)

X compound ! dx

dE . .
dx)i is the electronic

stopping power (given in MeV-cm /mg) for element i. For CR-39

Where M is the molecular weight and (=

this becomes

dE

(dE) CR-39 = ir 144 (S5, + 18 (dE)H 112 (dx) (2)

o

Table I presents (%£0CR-39 for several energies up to 7 MeV.
From this table range estimates can be calculated by noting

that

R(E)

{]

!
—
[aN[o N
> |m
S

]

—
o
m
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Table D.2 summarizes the range values determined by numerical
integration. This was obtained by assuming a parabolic fit of

the stopping power data to the form

(%%J'l = Al +BE+C=y
CR-39

over three adjacent points. The Simpson rule of integration was
applied. Here specifically given the three point (El’ yl)

(EZ’ y2), and (E3, y3) coefficient A, B, and C are determined by

1
CLEmE, afsebi B Ey) ¢y

Y3

A [E2 = (E+E,)E,~E% + (E,+E,) E.]

3 = (Ep*E))Es-Ey 2*E)) By
2

B =~ [y,my; - A (E, - E;5)]

Eo-Ey
i 2
C=y, - AE, - BE
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Knowing the coefficients enables one to calculate the midpoint
energy (equal to (E1 + E3)/2) and substituting this into equation
4 yields a value y which along with the energy increment

h (= (E3 - El)/Z) determines the integral 6R given by

SR

(3—§)‘1 dE 6a

R

by + 4y +ys 6b

Summing over all the energy intervals up to energy E equals the

total range of the particle.
To within = 6% the tabulated values can be expressed in an

approximate analytical form given by

1.72 E
Ry(E) = 17.22 A « (1710 1< K <7 mey 7

where A is the nucleon number for each of the three hydrogen isotopes.
From calibration data, the track diameter is a strong function
of E/A for energies greater than about 2 MeV. An empirical expression

good to within £ 5% for the E/p - diameter relation is given by
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D = 21.3039 (%)"4457 (um) 8

Therefore, if a proton of energy E* has a range Ro (ym) in the

detector, the track diameter D* is given by
D* = 44.53 R 259 (ym) 9

Figure 1 plots this relation and is important in determining the
largest diameter proton track which can produce spatial coincident

tracks.
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APPENDIX E

An Analysis of the Effect of Multiple Scattering of Knock-on Particles

in the Tantalum Stopping Foil on the Effective Cross Section

Multiple scattering in the tantalum stopping foil will produce
a distribution of direction from which knock-on particles enter the
track detector. This effect becomes most severe when the particle
range in tantalum is comparable with the thickness of the stopping
foil as indicated in Figure‘E.l. Fortunately, such extreme situations
as this are not encountered in the knock-on measurement since the
counted particles must not only have adequate energy to traverse
the stopping foil but also traverse the track detector as well. The

Z in Figure E.1 is set equal to 73 for the present apph'cations.29

T T T IR A2 T T L] T

26 -

2

18 -

[ o /Z] T, mrad

Figure E.1



In the following calculations, deuterons are used to estimate
the maximum scattering angle since they are lighter than tritons
and are scattered more while passing through the stopping foil.
Figure 1 can be replotted in terms of incident deuteron energy as
shown in Figure 2. The dashed lines indicate the interval over
which spatial coincident tracks are produced. The small circular
region encloses an area where multiple scattering can deflect the
particle enough so that its range is no longer adequate to produce
a spatial coincidence. The goal of this Appendix is to show that
uncertainty in the effective cross section resulting from this situ-
ation is small and can be neglected.

Figure E.2 shows that for a 120 ym tantalum foil, <82> is equal
to about .163 rad (i.e., 9.30). This case would produce the maxi-
mum amount of uncertainty in esfimating the effective cross section.

Let £ denote the distance traveled by the deuteron in the track
detector and © the angle at which it entered the detector as shown

in Figure E.3.

£(8) = T/Cos 6

1 70
T ,(,"e'i
.
/ Figure E.3

£ (8) = can be expanded in a Taylor expansion given by

at
L(g) = z(90) + ag‘e_e (6-6,) + (higher order terms) (1)
0
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e(e) -2 (8) 2= K 2 (69 )2 (2)
6=0
0
_ 2 s 2 2 2
thus, o, T Sin eo/Cos % Jg

But since 80 equals zero then so does ozz. One must go to the

next order for a finite value for 022. Thus,

2 terms
2(e) = £(s ) + (6-5.) + 2 4L (9.0 )2 + (higher order )
o} do =6 0 2 d62 0 (3)
o
or
[(6) - £i8)1° = (452 (6-6 )% + (& € (51341
' *Fo de 0 d8% | gog 4 ¢ 0 4
Yo
d%e.2 4
(35§0 (6-0 ) (4)

Taking the average of both sides of this expression results in

only the (6-60)4 term being non-zero namely,

2

d £,2
op F e g )y (8)
T Te=p '
0
where

dzﬂ 1 Sin¢

= =T + 2 (6)

d62 Coss C0536
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therefore

2
d"l,2
R (7)
6™ lg=g
0
Thus /) takes the final form,
2 32 _4
o =7z T o (8)

For the particular case of a 125 um thick CR-39 detector this
translates into a ) of 2.6 um. Therefore, from range table and
the differential cross section one finds that the energy uncer-
tainty is about £ 50 KeV. This uncertainty when projected on the
differential cross section results in a * 1% uncertainty in the
effective cross section. Therefore, the effects of multiple
scattering on the effective cross section is small compared with
other uncertainties such as in counting statistics and solid angle
estimates which enter into the pR measurement, and therefore is

neglected in the analysis.
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APPENDIX F

Derivation of the Average Neutron Path Length in a Spherical Volume

of Distributed Isotropic Neutron Sources

First, determine the average path length for a neutron which
originates at distance r from the fuel's center. Call this average

£(r).

Since D+ M=12

M2 = Zz + D2 - 2£DcosH
but M2 = 2R% (1 - cos8)
andr+2Z =R
2 2 2
cosg = R+ r" - £
2Rr

2

Substituting for M™, one finds that

p2? + (2rDcos8)e - D2 (r +R) = 0
Solving for £, one obtains '
- 22
2{r, 8) = -rcosd + /r°cos"® + D (r + R)

Therefore, the average path length for a given r is
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2_ .2

~rcos8 + /r°cos"® + D (r + R) sineds

Al
L(r)> =3

The first term of the integrand gives zero upon integration. Letting

v = cos8 , the integral takes the form

11
<£(r)> = % -1 /rzvz +D(R+r) dv
Defining v as r/R and doing the integral, one finds that
.-.l 1. 14y
<€ (y)> =gzR [2+(5-7)1In (3]
See figure 1 for a plot of this function. The two extreme

limits are when r = 0 and r = R. For r = 0, the average distance

travelled by a neutron is R. For r = R, the average distance is

3 R.
Integrating <€(r)> over the volume of the fuel, one obtains
> = <£(y)> q(r) dv
I q(r) dv
Taking p(r) as a constant, one finds that <L> = .75 R.
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APPENDIX G

PHYSICS INCLUDED IN LILAC

Hydrodynamics

Lagrangian with Von-Neumann artificial viscosity

Separate electron and ion temperatures, one fluid

Coupling to the radiation field

Radiation pressure and pondermotive effects

Coupling to the suprathermal electrons and TN
reaction products (transport prescription)

Energy Conduction

Multigroup flux limited diffusion for suprathermal electron
and radiation transport

Free-streaming option for suprathermal electrons

SN option for radiation

Flux Timitation for thermal conduction
Ionic rate equations
Non-local transport of TN Burn products
Tabular Data
Thomas-Fermi-Shell equation of state
SESAME tabular equation of state
Astrophysical opacity library
Pansy (Stability) Post-Processor

Surface Harmonic Perturbation analysis
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