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ABSTRACT

Harmonic 1ight emission from laser produced plasmas at the
second and three-halves harmonics of the incident laser light fre-
quency were spatially and temporally resolved to directly provide
critical and quarter-critical electron density trajectories (n

101 on3 and n =2.5x10%0 cn™3 for M asgr=1-06um). The harmonic

e cr

e 4er
emissions were viewed from a direction perpendicular to the irradia-

tion plane of a four beam laser.
The neodymium:glass laser, used to irradiate spherical-shell

laser-fusion targets, provided focused 1.06ym wavelength Tight of

15 watt
cm?

psec and rise time TﬁISE(IO%'maX)=4O'23O psec.

intensity ILASER <10 in pulses of durations TFWHM=100-600
The experimental data was applied to the study of laser Tight
absorption and plasma energy transport. Absorption was found to
vary by a factor of two for a factor of four increase in the mea-
sured distance between the critical and quarter-critical densities.
Calculation of collisional plus resonant absorption gave a good

jump’
to not substantially alter the scalelength dependence of absorption.

fit. Moderate profile modification (n > .7) was predicted

Ner <
The rate and nature of plasma energy transport was shown to affect
the ablation region density profile, including the critical and
quarter-critical density locations. Theory and experiment agreed
in the prediction of a unique peak excursion relationship. Results

suggested a laser pulse rise time dependence to the energy trans-



ii

port contributing to ablation with longer rise time pulses giving
larger values for the transport.

To obtain results with an accuracy necessary for the study of
laser-plasma interaction physics, it was found that accuracy en-
hancement beyond the resolution of the optical system was needed.

A simple image technique was devised to significantly enhance the
accuracy of edge location measurements. Application of the image
analysis technique required the determination of the optical system
spatial resolution. The streak camera spatial resolution was
studied and its point spread response was measured as a function

of input intensity.
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1.  REPORT STRUCTURE

This report deals with the development and application of a new
diagnostic technique that has provided new information for the study
of Taser-plasma interactions. Spatially and temporally resolved ob-
servation of 1ight emissions from a plasma at the second and three-
halves harmonics of the incident Taser light frequency has directly
yielded plasma density profile information. These results are applied
to the study of fundamental plasma processes: laser 1light absorption,
energy transport, and hydrodynamics.

Chapter 2 provides an introduction to the topic of laser produced
plasmas and to their study through the observation of harmonic light
emissions. Chapter 3 deals with the procedures for data acquisition.
Data accuracy requirements are put forth. The experimental setup for
spatially and temporally resolved microscopy of laser produced plasmas
is described. System resolution is determined and an image analysis
procedure is put forth for the enhancement of the accuracy of
the results. (Resolution determination procedures and formulation
of the image analysis technique are detailed in Appendix A.) The
final accuracy of the results is tabulated.

In Chapter 4 typical data is taken and reduced according to standard
procedures. In Chapter 5 the experimental results are presented.
Chapter 6 deals with the topics to which the experimental results are
applied. Chapter 7 gives a discussion of the results.

Appendix B indicates the source of the harmonic emission spatial

inhomogeneity.



Equations are in cgs units with electro-magnetic quantities in
Gaussian units. Exceptions to this rule are found when a unit of

length may be expressed in microns (1 um = 10'4cm), a unit of time
12

may be expressed in picoseconds (1 psec = 10" °° sec.), a unit of

power may be expressed in watts (1 watt = 107 grg_)’ and a unit of
sec

temperature may be expressed in kilo-electron volts or electron volts

(1 keV = 10° eV = 1.16 x 107 %).



2. Introduction

The interaction of laser light with matter produces plasma that
is inherently spatially inhomogeneous. Plasma generated at the sur-
face of a solid target expands, and decreases in density. The density
of target material increases due to shock wave compression. Induced
target motion may cause density variation effects.

Typical computer predicted electron density and temperature pro-
files are shown in figure 2-1. The plasma has been generated from a
thin spherical glass shell target irradiated with 1.06 um wavelength
laser 1ight. The Taser light (wo), propagating parallel to the density
gradient, penetrates up to the critical electron density and is ‘there
reflected. Energy is absorbed by the plasma in the zone of 1light pene-
tration. Energy deposited by the laser heats the plasma in the sub-
critical density region, the corona, to about 107 ok. Energy trans-
ported inwards through the critical surface generates hot plasma from
the shell material. Momentum transferred from the outward ablating
plasma drives the shell inwards. Dividing the inward and outward mov-
ing material is a point of zero velocity known as the ablation surface.

Of importance in the study of laser produced plasmas is the char-
acterization of the electron density profile in the region of the criti-
cal density. Processes such as laser Tight absorption and plasma en-
ergy transport depend on and affect the critical density region pro-
file. Profile modification may occur through the deposition into the
plasma of laser 1ight momentum.

The important possible 1ight absorption mechanisms are collisional,



FIGURE 2-1
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resonant, and plasma instability absorption. In collisional absorp-
tion, electrons driven by the laser light electric field collide with

jons within the range of either a Debye shielding length (inverse

)(2'1’2’3) or a turbulent fon structure

(2'495’6’7)

bremsstrahlung absorption
(absorption off of jon turbulence). Collisional absorp-
tion is strongest where the frequency of collisions is largest. This
occurs in the highest density region of light propagation, i.e., in
the critical density region. Resonant absorption occurs when a com-
ponent of the laser light electric field is converted directly into

(2-8,9,10,11,12)

electron plasma waves. The point where the plasma

waves build up is at the critical density. Plasma instabilities ab-

(2-13-22) These

sorb energy by coupling 1light into plasma oscillations.
instabilities are resonant at various densities and, therefore, depend
on the shape of the sub-critical density profile.

Collisional and resonant absorption have significant and rela-
tively straightforward density scalelength dependences. Measurement
of scalelength and absorption can, and does, allow theory and experi-
ment to be compared. The density profile dependence of plasma insta-
bilities is complicated by the requirement of knowing not only thresh-
holds and growth-rates but also saturation and energy dissipation mech-
anisms. Although the existence of finite amplitude plasma waves is

(2-22)

supported by some of this thesis' experimental observations, the

energy absorbed into them is not studied here.

The principal modes of energy transport through the plasma are

thermal electron heat conduction(?™7>23:24)

(2-25,26)

and supra-thermal electron

transport. The two mechanisms are distinguished from one



another by the relative magnitudes of the electron collision Tength

and the plasma thickness. When the distance between electron colli-
sions is small compared to the density scalelengths, the electrons
quickly become thermal and the transport is "diffusive". Supra-
thermal electron collision lengths are Tong compared to density scale-
lengths and the energy transport is "free-streaming". The magnitude
and nature of energy transport manifests itself in the density pro-
file shape and can be studied via analysis of experimentally determined
profiles.

Laser 1ight momentum deposition effects may manifest themselves
in the density profile shape. These effects are generally localized
to regions of strong laser light absorption, reflection, or refrac-
tion and are predicted to occur as localized steepening of the density

(2-6,20,21,27)

density surface(2'28)
(2-29)

gradients as turbulence and rippling of the critical

, or as radial plasma filaments and laser beam
self-focusing. Profile modification effects may need to be
considered when the ratio of the radiation pressure |prad' to the

(2-27)

electron pressure 'pe' is of order .1 or greater. For normal

incidence 1ight reflected from a surface

rad 1
Pe nehTe

(2-1)

O‘N
—

where 'I' is the laser intensity, 'ne is the electron density, 'Te'

is the electron temperature, 'c' is the speed of 1ight, and "k' is

Boltzmann's constant. For 1.06 um light reflected from the critical



surface of a 1x107

0 _ . .
k plasma, prad/pe = .1 at a Taser intensity of
I = 2x1021 EE%E%ET- Current experiments are conducted at laser in-
tensities of 1022 EE%E%HT or greater so that profile modification
effects are predicted. At 1022'§€%§%ﬁz reference 2-27 predicts a

density jump of ne=3x1020 en™3 to 1.35x10%) ¢

m™> and reference 2-28
predicts the existente of critical surface turbulence.

Of particular interest for the experimental determination of
the electron density profile in the critical density region is the
generation in the plasma of 1light at harmonics of the laser 1ight
frequency. The emission of these harmonics is strongly density de-
pendent so that within an inhomogeneous plasma the harmonic Tight
emissions are localized to narrow intervals of density and space. By
following the sources of harmonic light emissions, particular densi-
ties can be followed in space and time.

Spatially resolved observation of harmonic light emissions is
the technique developed in this thesis. The harmonics viewed are the
second (2wo) and three halves (%—wo) harmonics of the incident laser
Tight (wo). For laser 1ight at a wavelength of 1.064 um, the 2w

occurs at .5320 um (green) and the (3/2) w, occurs at .7093 um (near

infra-red). The 2w, 1ight is emitted at the critical density£2'30’31’32)

n_ = 1x1021 cm_3, and the (3/2) W, is emitted at the quarter-critical

2"1 ,3 L] 3 = 2 5 I cn . p

density
As the plasma evolves, the critical and quarter-critical densi-
ties move in space and time. Spatially and temporally resolved 2w0

and (3/2) W, images provide critical and quarter-critical surface



trajectories (r__, r, ). Time resolved plasma density scalelengths

cr’ 4er
are obtained as the difference between the quarter-critical and

critical surface locations, i.e.,

L =r . -r (2-2)

Time integrated Zwo and (3/2)wo images provide critical and quarter-
critical surface peak excursions and a "characteristic" plasma den-
sity scalelength given by

L=r (2-3)

Ler max - Ter max
In the experimental arrangement, fiqure 2-2, the four beam
output of a Nd:glass laser is focused within a plane onto glass

microballoon targets.(2'36)

The 2wo and (3/2)w0 plasma emissions

are viewed from a direction perpendicular to the plane of irradiation.
The time resolved images obtained with a streak camera (section 3.1)
record plasma emissions along an axis through two opposing beams.

For any shot, critical and quarter-critical surface trajectories are
obtained on opposing sides of the plasma. The time integrated photo-
graphs record the plasma emissions from each of the four laser beams

so that peak excursion data is obtained within each of the focal

spots.



S211d0
(g) LSv3 °mg/ °mz 0L

“
(V) HLNOS

-
) HLYON \

\\\\\\ 1394vL, - (D) 1SIM
| |

LNIWNIONVHHY TVLNINIHIdX

¢-2 NN9I4



10

3. Data Acquisition and Accuracy

3.1 Experimental Setup

A schematic of the optical system is shown in figure 3-1. The
system was designed to serve as an achromatic microscope for spa-
tially and temporally resolved harmonic emission studies. Time inte-
grated data with two dimensional spatial resolution was obtained by
forming magnified images of the harmonic emissions on film. Tempor-
al resolution was achieved by relaying the magnified images through a
streak camera. The streak camera operated by displacing as a function
of time the image of a slit located at the camera's entrance. Only
the emission images falling on the entrance slit were relayed so that
only one axis of the plasma was temporally and spatially resolved.
Streaked data for the two harmonics was simultaneously obtained by
placing the 2w0 and (3/2) W, images side-by-side on the streak camera
entrance s1it. The harmonic data was temporally multiplexed with the
incident laser pulse via control of optical path lengths. The W,
light entered the streak camera earlier than the harmonic images so
that the data was displaced in the output. (See figure 4-1.)

The hostile environment near the plasma necessitated the use of
a long focal length lens to collect the 1light from the plasma. The
necessity of imaging through a 1.3 cm thick vacuum chamber window re-
quired the placement of the first lens within the vacuum. To mini-

(3-1)

mize spherical aberration caused by the window, the first lens
was placed one focal length from the target so that the 1ight coming

out was "collimated". The image produced by this lens was focused at
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infinity. The collimating lens had a focal length of Fc = 20 cm
and an f-number (f = 1/full acceptance angle of lens) of fC = 3.5.

The collimated 1ight was readily relayed with A/10 aluminum
coated mirrors to a reimaging lens. ‘An.astronomical telescope ob-
jective, designed to image the eollimated light from infinitely
distant objects, was well suited for reimaging the plasma emissions.

A Unitron telescope objective was used having a focal length of
FO = 150 cm and an f-number = 15.

The magnification of a two Tens system of the type used can

be calculated with reference to figure 3-2. Consider two rays leaving

an object at height Xg The first ray, 'a', is chosen so that it
passes through the center of lens 1. 1In the approximation of a thin
lens its path is undeviated and it passes in a straight line from
the object point to the second lens. At the second lens the ray is
refracted and it then passes on to the image plane. For the second
ray, 'b', a ray is chosen such that after refraction by lens 1 it
passes through the center of lens 2. Ray 'b' passes from lens 1 to
the image point in a straight line. Since both rays leave the same
point on an object one focal length from lens 1, both rays are
parallel in the interval between the two lenses.

The angle 'al' that ray 'a' makes with the optical axis before

hitting lens 2 is given by

x

tan g = (3-1a)

-n
!—l|0

The angle 'az' that ray 'b' makes with the optical axis after pas-
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sing through lens 1 is given by

L
tan 0!.2_ -—l_j_ (3_1b)
2

Since the two rays are parallel in the region between the lenses

%

The magnification 'm' is defined as the image height divided by the

object height and for the two lens system is given by
ms_——=-g" (3-2)

At the telescope objective image plane the image was magnified by
-7.5.

Additional magnification for the time integrated photographs
was obtained with & second two lens system of the type just
described. The two Tenses were a telescope eye-piece with a focal
length of Fe = 2.5 cm and a 35 mm camera lens with a focal length of
F1 = 5.5 cm. The total magnification of the system for the time

integrated exposures was

-

m - _0 F].

10 F XF ~ 16.5 -- TIME INTEGRATED (3-3)
c e
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An advantage of the two lens arrangement was the magnifica-
tion's independence to the distance between the lenses. The place-
ment of the telescope objective and the camera lens was not criti-
cal. Another practical advantage was that the correct focus of the
eye-piece in the two lens combination was also the proper focus for
visual observations of the target through the eye-piece. The system
could be visually aligned and focused, and a prefocused camera could
then be put into place.

Space and alignment problems prohibited the use of a two lens
system to relay a magnified image to the streak camera. A single
FS = 30 cm focal length Wray London Lustar process lens was used. The
system magnification to the streak camera was

L
FO\ L - (L8 - aR)?

m_ = = 19.5 -- ONTO STREAK
S0 Fe ) |-L+ (1% - 4F )

Wt

CAMERA SLITS

where L = 160 cm was the distance from the telescope objective fo-
cus to the streak camera slits and FS = 30 cm. Since the magni-
fication in equation (3-4) was sensitive to changes in L it was
checked by photographinga test object of known size through the
viewing optics-streak camera system.

A rule of thumb in optics is that the introduction of elements
into an optical system, generally, only degrades the final image qual-
ity. If elements must be introduced into a microscope system then

they should be placed after as much magnification as possible has

(3-4)
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been done so as not to magnify the aberrations introduced by the
elements. With the exception of a 1.06 um blocking filter this
rule was followed for all beam splitters and filters. The effect of
the 1.06 um blocking filter was checked and found to be minimal.

The 1.06 um blocking filter was a .2 cm thick Schott KG3 grade A

filter. It had a transmission of 10-3

at 1.06 um, .45 at .71 um, and
.88 at.53 ym. The interference filters were a Ditric .0l um band-
width .53 ym bandpass filter and a Bausch & Lomb .01 um bandwidth

.71 um bandpass filter. Both filters had quoted rejection ratios of
104 and were measured to have rejection ratios of greater than the
102 sensitibity of the Cary 14 spectrometer on which they were tested.

The two remaining optical components were a variable aperture
size iris and a dove prism. The iris was used to control :aberrations
through adjustment of the system f-number. (See section 3.3) The
dove prism, a device used to rotate an image about the bptica] axis,
was used to control the plasma axis being imaged through the streak
camera.

Films used were chosen to have high sensitivity at the 2wo and
(3/2) W, frequencies. Kodak Tri-X Parchromatic and Kodak High Speed
Infra-Red fi]m(3'2) were chosen respectively for the 2wo and (3/2) W,
time integrated observations. Both films were developed in D-19
developer at 20°C. The tri-X was developed for 4 minutes and the
HSIR was developed for 9 minutes.

The streak camera was a model 512 Electro-Photonics electro-

optic streak camera. A schematic is shown in figure 3-3. Its use
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provided time resolved data with spatial resolution in one dimension.
To briefly describe its operation; an entrance slit was optically im-
aged onto a photocathode within the streak tube. Electrons were
emitted from the photocathode according to the intensity distri-
bution of the Tight on its surface. The electrons were relayed
through the streak tube and onto a phosphor output with electron op-
tics. The output image was displaced in space (the input image in
time) by applying a time varying electric field across the electron
beam. At different times the slit image fell at different positions
along the phosphor and a time resolved image of the input slit was
obtained. The phosphor converted the electron image into a photon
image. This image was optically coupled to a 4 stage magnetically
focused image intensifier with a gain of 106. The output was placed
onto photographic film to form a permanent record. Details on streak
camera characteristics can be found in references (3-3) to (3-5).

3.2 Resolution Requirements

A primary consideration in the design of the experimental equip-
ment was the required resolution. The resolution requirements were
based on a consideration of the accuracy necessary to study the
physics of Tight absorption and ablation region hydrodynamics, and
of the accuracy of the other diagnostics to which the experimental
results were compared. Resolution breaks down into two categories:
spatial resolution and temporal resolution.

3.2.1 Spatial Resolution

There are two spatial Tength scales of interest. They are the
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radius of the critical surface and the distance between the critical
and quarter-critical surfaces.

To compare the experimental results to hydrodynamic codes and
analytic models of plasma expansion it is sufficient to know the

critical surface location to + 5%. The critical surface position

14

varies from the initial target radius (= 50 um) to a maximum excur-
sion of about 80 um so that the accuracy requirement on the critical
surface position is approximately + 3 um.

An important use of scalelength information is to examine the
mechanisms for 1light absorption by a plasma. This is done by taking
the measured scalelengths and calculating with the possible absorp-
tion mechanism theories, the energy fraction absorbed. This quantity
is compared to the experimentally measured value of the fractional
absorption (energy absorbed/energy on target). To accomplish this
comparison, the accuracy of the scalelength measurement should be
such that the calculated fractional absorption is at least as accurate
as the measured fractional absorption.

Typical experimental values for the fractional absorption of
1.06 um laser light, measured using a variety of techniques, is about

)

.40 with measuremental accuracy of + .08.(3'6’7’8’9 Figure 3-4 shows
the theoretical scalelength dependence of inverse bremsstrahlung

plus resonant absorption for the conditions of this experiment (see
Chapter 6). To study the absorption's scalelength dependence with the
accuracy of the absorption measurement, figure 3-4 shows that it is

necessary to have a scalelength accuracy of approximately %+ 4 um.
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3.2.2 Temporal Resolution

For the time-resolved results the desired temporal resolution
is fixed by the spatial resolution and the maximum observed critical
and quarter-critical surface expansion velocities.

The relationship between spatial and temporal resolution re-
quirements can be seen by noting that if a position 'z' is measured
at time 't' then the next measurement should be made by the time the
position has changed by one resolution element 'n'. At a velocity

'v', the position will have changed by '#' in a time 'St' given by:

<|er

st (3-5)
The most stringent requirement on temporal resolution occurs when v
is a maximum. The maximum velocity observed is on the order of
5x107 cm/sec. This Teads to a temporal resolution requirement of

St = t 6 psec.

3.3 Sources of Spatial Error

Principal sources of error in making spatial measurements are
the finite thickness of the object, the finite diffraction limited
resolution of the optical system, the aberrations present in the
optics and streak camera, and distortion produced by refraction of
light as it passes out of the plasma. Error due to the first three
sources results from the necessity of analyzing photographs that con-

tain blurred images. The effect of the last source of error,
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refraction, is the production of an emitting surface image that is
possibly distorted from the actual emitting surface shape lying
within the plasma.

Finite object thickness and diffraction limited resolution pro-
duce an upper Timit on the theoretical resolution of the optical sys-
tem. Real Tens and streak camera aberrations degrade the actual
resolution from the theoretical value.

In this section the effect of each source of error on the system
resolution is characterized. Theoretical and actual resolutions are
compared. Bounds are placed on the possible error due to light re-
fraction by the plasma. The section concludes with a description of
a simple image analysis technique that accounts for and eliminates
most of the systematic error introduced by the finite system resolution.

Only results as they pertain to the accuracy of the 2w0-(3/2) Wy
measurements are described in this section. Detailed derivations and
general aspects of spatial resolution measurements are described in
the appendix. Included in the appendix are new results on the inten-
sity dependence of the streak camera spatial resolution.

3.3.1 Theoretical Spatial Resolution

Limitations on the ultimate resolution of any optical system
are imposed by the finite thickness of the object being viewed and by
the diffraction limited performance of the optics used to collect
and reimage the light.

Finite object thickness effects arise from the fact that a well

corrected optical system images a plane object into a plane image.



23

The image of a three-dimensional object can have only a single plane
in sharp focus. The rest of the object appears blurred to some ex-
tent. Even if only a single plane is being studied, the effect of
the entire object must be considered since, in general, light from
out-of-focus points overlaps the in-focus points.

The amount of blurring due to the finite object thickness is a
function of the object thickness parallel to the optical axis, the
object shape, and the angular spread in the rays leaving the object
and collected by the optics. The effect can be expressed in terms of
a point or edge resolution. Point resolution gives the blur in indi-
vidual out-of-focus points and can be quantified as the blur circle
radius. Edge resolution gives the blur observed at the outer edge of
a three-dimensional object and can be expressed as the difference be-
tween the actual edge location and the location in the image of the
outermost blurred Tight.

Diffraction 1imited performance is a consequence of the 1imited
collection angle of the optics. To form a perfect image of a point,
all of the emitted 1light must be collected and reimaged. The inabil-
ity to do so results in an emitting point image consisting of an

"Airy diffraction pattern”.(3'lo)

The image spot size, quantified as
the diffraction pattern radius at the first intensity minimum, is a
function of the angular spread in the 1ight collected and of the light
wavelength.

The resolution of a diffraction 1imited system viewing a spheri=«

cal object is given by equation (3-6) for the point resolution 'np'
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and equation (3-7) for the edge resolution 'nE'.

-, 2 y
i} X _
"y = <2fc> + (1.22f) (3-6)

- ) f
n = r + (1.22F )2 | (3-7)
£ 8f 2 * C
C

'A' is the 1ight wavelength, 'fc' is the dimensionless f-number of

the collecting optics, 'x' is the distance parallel to the optical
axis from the object point to the plane of best focus, and 'r' is the
radius of the emitting surface. The first term in equations (3-6)
and (3-7) gives the contribution due to the finite object thickness
and the second term gives the contribution due to diffraction limited
performance.

Figures 3-5 and 3-6 show plots of equations (3-6) and (3-7)
for conditions of experimental interest. At low f-numbers (large
collection angles) finite object thickness effects dominate while at
high f-numbers diffraction limitation effects dominate. Optimum res-
olution can be achieved via adjustment of fc although the optimum
point and edge resolutions do not coincide. The point resolution is
relatively insensitive to the source location (x) for fc > 12 while
edge resolution is independent of the emitting object radius (r) for
fc > 5. (The independence of « on object parameters shall prove to

be of importance when image analysis is considered.)

3.3.2 Actual Spatial Resolution

The actual optical system was run at an f-number of fc=13. This
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FIGURE 3-5
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was the Towest collimating lens f-number for which the non-symme-

(3-11)

trical aberration of coma was eliminated, and for which the

symmetrical aberrations of spherical and axial chromatic aber-

(3-11)

ration were reduced to the point where a point source Airy

diffraction pattern could be clearly observed.(3'12)

The resolution,
exclusive of the streak camera, was determined by photographing reso-
lTution charts and test objects and was found to be 8 to 9 um with green
light (x» = .53 um) illumination. This is in good agreement with the
8 um prediction of near diffraction limited performance. White light
illumination revealed no significant axial or lateral chromatic aber-
ration.

Using equation (3-6), the flat object resolution for the two
wavelengths of interest are: 8 um at x» = .5320 ym and 11 um at
A = .7093 um.

Relaying the images through the streak camera degraded the reso-
lution from that of the passive optical system. Resolution measure-
ments were made in static and streaked modes and the principal results
are: the intensity distribution of the point response shows only a
weak broadening with increasing input intensity, the width of the point
response at the noise level increases but that this broadening is due
to a minimum detection level so that more of the point response is
seen for more intense inputs, and the streak camera spatial resolution
degrades by 25% in going from static to streaked mode.

The width of the point response at the noise level is the im-
portant measure of resolution for the experimental results. A plot
of the streaked data resolution as measured by the point response

half width at base density, as a function of the peak film exposure

is shown in figure 3-7. The resolution is referenced back to the plasma.
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3.3.3 Distortion Due to Refraction

An inhomogeneous plasma has a variable index of refraction and
causes light passing through it to bend. If the goal of an obser-
vation is to Tocate a source of emissions within the plasma, then
the effect of 1light refraction must be considered.

Refraction through a smooth spherical plasma is studied in
appendix A.6 via a ray trace computer code and an analytic model. The
results are that the apparent emitting surface size is smaller than
that of the actual emitting surface and that the apparent critical
and quarter-critical surface radii, and the apparent scalelength are

in possible error by amounts:

ArerREF = Ter ™ Ter APP T 15 Yer APP (3-8)
APy cr-REF = "yer T Tuer APP T 000 Ticp app (3-9)
Mprp = 8 = fppp = .06 Lapp - .09 Per APP (3-10)

When compared to experimental results equations (3- 8) - (3-10)
appear to over-estimate the error due to refraction. A plausible ex-
planation is that the plasma does not have smooth isodensity surfaces
but that there exist Tocal structures or turbulence.

3.3.4 Image Analysis

The results of the preceeding sections show that the system reso-
lution is substantially larger than the maximum tolerable error re-
quired for physical interpretation of the results. The error intro-

duced by finite system resolution turns out to be systematic and is
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correctable by a simple image analysis technique.

In the experiment, the system magnification is determined by
measuring the diameter of a test object and dividing by the known
object diameter. The measured magnification contains the finite
resolution effects and differs from the theoretical ideal system mag-
nification. Nevertheless, if a subsequent measurement is made with
the system of an object the same size as that of the test object,
then the image sizes will be the same. Use of the measured magnifi-
cation accurately gives the object size and the measurement contains
no systematic error. For objects with sizes different from the test
object, use of the measured magnification leaves a residual systematic
error. This error can be much less than the system resolution. If
an estimate of the resolution is available, then most of the residual
error can be eliminated.

It is shown in appendix A.7 that the actual size of any object

4 1is related to the measured size of any object 4' by the relation

4=(1+’—Z—)4' - n (3-11)

4' is calculated using the measured system magnification m' ob-
tained by dividing the measured image dimension of a test object H'
by the test object size h , i.e., m'=H'/h. x is the system reso-
lution.

The validity of the image analysis technique has been experimen-

tally confirmed. The accuracy of the final results is limited by the
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accuracy and constancy of the measured resolution to about + 2 um,
and by the consistency of the data reduction procedure.

3.3.5 Precision and Accuracy of the Spatial Measurements

Once the data has been corrected for systematic errors the re-
maining measuremental error is random and is a measure of the pre-
cision of the measurement technique. The major contribution to ran-
dom error in the streaked results comes from a low signal to noise
ratio and from a variation in the noise level from point to point
on the streak photographs. Selecting the standard deviation of the
Cer and r%cr data points from the polynomial Teast square curve fits
(Chapter 4) as the measure of the statistical fluctuations, a pre-
cision of + 4 ym is obtained. This value is conservative since part
of the standard deviation is due to short time scale variations aver-
aged out by the curve fitting procedure.

The spatial accuracy of the measurements, exclusive of refraction
considerations, is equal to the combination of residual systematic
error and statistical error. For the streaked results, the total
spatial error is + 4 um and for the time integrated results, it is
+ 3 ym. If the bounds on the refraction error, as obtained in section
3.3.6, are used then the maximum error bars for the spatial data are
obtained. The results are tabulated in table 3-1. Refraction effects
are calculated for a critical surface at 70 ym and a 10 um scalelength.

3.4 Temporal Resolution

The two factors limiting the temporal resolution are the time

resolution of the streak camera and the low signal to noise ratio of
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TIME RESOLVED

MEASUREMENTAL UPPER BOUND
ERROR *1 ON REFRACTION
14 +11
+4 +5
16 -6

TIME INTEGRATED

*3 +11
+3 +5
+4 -6

*1 These error bars are displayed in the data.

COMBINED *2

+12
-4

+6
-4

+6
-8

+11
-3

+6
-3

+4

*2 COMBINED = (MEASUREMENTAL)Z + (REFRACTI

ERROR BARS ON SPATIAL MEASUREMENTS
TABLE 3-1

on)2
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the streaked 2w, and (3/2) w, images. The temporal resolution of
the streak camera in the mode it was run during the experiment is
approximately 10 psec.

Low signal to noise ratios affect the results in that to obtain
an adequate signal for the trajectory and scalelength data, the
region scanned on the photograph has to have a certain area. To
avoid reducing spatial resolution, the signal to noise ratio can be
increased only at the expehse of temporal resolution. Adequate sig-
nal to noise ratios are achieved at the equivalent of 15 psec tem-
poral resolution. The overall temporal resolution of the trajectory
and scalelength measurements is 18 psec so that the error bars on
the measurement are + 9 psec.

Since the 2@0 and (3/2) Wy, signals are focused onto the streak
camera along different optical paths it is necessary to check the
timing difference. This is done by replacing the (3/2) w, filter with
a ZwU filter so that for a test shot two Zwo streaks are obtained.
The timing difference can then be measured to within approximately
t 3 psec.

When the data was first analyzed it was found that the critical
surface always started at the initial target radius. From this it
was assumed that the start of the plasma emissions coincided with the
start of the laser pulse. Later on, when the intensity histories of
the plasma emissions were compared to the incident pulse it was found
that the best correlation did not always occur when the start of

plasma emissions was made to coincide with the start of the laser
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pulse. A maximum discrepancy of 40 psec delay for the start of the
plasma emission was observed when the data was positioned for opti-

mum intensity correlation.
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4. Experimental Procedure

In this chapter a particular shot, #11534, is taken and reduced
according to the procedure applied to all of the experimental 2w0
and (3/2) Wy data.

Prior to a series of shots the four Tlaser beams are focused onto
a 602 test target. Once the laser system is aligned, the C02 sphere
is illuminated with a high pressure mercury arc lamp. The target
appears as a bright sphere and it is on this that the 2wo - (3/2) W,
optical system is aligned and focused.

An absolute spatial reference is provided for in the Zwo and
(3/2) W, time integrated photographs with a graticule in the eye-
piece prior to the 2w, - (3/2) w, beam-splitter (fig. 3-1). For the
time resolved data, the plasma axis to be spatially resolved is cen-
tered on the streak camera slits and a picture of the two C02 target
images is taken with the streak camera in focused mode. It is also
found that the 2w, streaked image, and the (3/2)wO streaked image
when the emissions start within 25 psec of one another, has an initial
diameter equal to that of the target. Individual critical and quar-
ter-critical surface trajectories can, therefore, be obtained.

Figure 4-1 shows the plasma emission data obtained for the shot.
The time integrated photograph shows the 2w0 plasma emission gener-
ated from each of the four laser beams. The streak photograph shows
the incident pulse (wo) followed by the 2w, and (3/2) w, images. The
streaked plasma emission images correspond to a 5 um wide strip of

plasma along the south-north laser beam axis.
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The data is reduced using a one-dimensional "flying spot"
microdensitometer. Fiqure 4-2 js a microdensitometer scan of the
2w0 time integrated photograph along the south-north axis. The
microdensitometer sl1it dimensions correspond at the plasma to 2 um
by 4 um parallel and perpendicular to the scan direction. To within
the accuracy of the measurement (+ 3 um) each point along the scan
corresponds to a point at the plasma. The outer edges of the 2w0
emission pattern are the peak critical surface excursions. The steep
density fall-off near the outer edges is limited by the system spa-
tial resolution. In this scan, the steep fall-off occurs over a 9 um
distance and is almost equal to the 8 um spatial resolution of the
system (section 3.3.2). Peak excursion measurements are calculated
according to the image analysis procedure of section 3.3.4.

The time resolved trajectories are obtained by making multiple
scans (~100 per shot) along the spatial axis of the streak photo-
graph. The scans are separated by 6 psec. The microdensitometer
slit dimensions corresponded to 5 um by 15 psec.

Figure 4-3 shows a typical scan and the procedure for data
reduction. With the scans along the spatial dimension, an arbitrary
but absolute reference axis for the spatial coordinate is affixed to
the traces with the microdensitometer. This reference axis corre-
sponds, in figure 4-3, to the left hand edge of the trace. All
spatial measurements are made with respect to this axis. With the
target center locations on the 2w  and (3/2) w, streaked image known,
the critical and quarter-critical surface locations are computed

(figure 4-4).
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It should be noted that a significant amount of noise and base
density shift is present in the streak photographs. These are the
significant sources of error that remain in the results after image
analysis has been performed.

Time along the streaks at each microdensitometer scan is differ-
ent for the Zwo and (3/2) W images. This is because of a path length
difference in the 2w, and (3/2) w, arms (figure 3-1). The time dif-
ference is determined during a test shot when the (3/2) W, filter is
replaced by a 2w0 filter and two identical images are photographed
through the streak camera.

Data from the scans is collated and reduced according to the
image analysis procedure of section 3.3.4. A polynomial least squares
curve fit to the data is then made. Fourth order fits appear to give
good results (figures 4-5,6). Only a small decrease in the curve
fit standard deviation occurs for fits between fourth and tenth or-
ders. The standard deviation is typically around + 4 um. Scale-
lengths are computed as the difference between the critical and

quarter-critical surface trajectory curve fits.
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FIGURE 4-6
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5. Experimental Results

Data obtained in the experiment is presented in this chapter.
The 2w - (3/2) w, data is of two kinds: time integrated with two-
dimensional spatial resolution from which peak excursion information
is obtained, and time resolved with spatial resolution along one
plasma dimension from which critical and quarter-critical surface
trajectories are determined. The data is presented in section 5.1.
In section 5.2 are shown the correlations between experimental para-
meters used in chapter 6.

5.1 Experimental Data

Table 5.1 summarizes the data obtained in the experiment. In-
cluded are the 2wo - (3/2) wg results and the results of other diag-
nostics. A1l of the shots show, from the 2w0 data, well focused
beams on target. The data is split up into four groups: A, B, C,
and D.

Group A consists of shots in which 2wo - (3/2) W time inte-
grated data was obtained and for which the laser was not severely
overdriven (P < .2 - .25 tw). At these power levels the laser

Laser ~
(5-1)

beam was not subject to significant breakup. The energy on

target was approximately a constant fraction of the laser output,

7E (5-2)

1-€.5 ETarget . Laser’

Energy absorbed by the plasma was
measured and the fractional absorption was calculated. This group
provided experimental data for absorption studies.

Group B consists of shots where 2w - (3/2) w, time integrated

data was obtained but for which the laser was overdriven and the un-
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certainty in the energy on target was large. Time integrated

2wo - (3/2) W, data from groups A and B was used to obtain a corre-
lation between the peak critical and quarter-critical surface
excursions.

Group C consists of shots in which accurate laser pulse rise
time and peak critical surface excursion data was obtained. A
correlation between these two quantities was observed. Streaked
2w0 - (3/2) W, data was also obtained for shots within group C.

The shots where complete trajectories were determined are 11534,
11570,11709, and 11710.

Group D consists of a single shot in which a 2w0 trajectory
was determined but for which accurate rise time data was not obtained.
It is included becauses "flares" occurred during this shot. (See
figure 5-1.)

Flares in the Zwo and (3/2) W emissions were observed during
two shots: 11099 (group D) and 11709 (in group C). These were short
duration extensions of the 1ight patterns beyond the relatively
smooth outer edges of the emitting surface trajectories. The flares
lasted for less than 50 psec and had lengths of up to 50 um. Flares
did not occur simultaneously in the plasma emissions recorded from
opposing beams nor were they observed to simultaneously occur at
the two harmonic frequencies.

To briefly explain the column headings of table 5-1: ‘Shot'
gives the standard laser shot reference number for data from the
Laboratory for Laser Energetics four beam laser system.

T EuM
is the laser pulse duration given by the pulse full-width at the
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FIGURE 5-1
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. . . . Vs . .
half-maximum intensity level. 'Tp.. . 199_mayx 1S the time it takes
for the laser pulse intensity to increase from the 10% of maximum
intensity Tevel to the peak intensity point. 'Sing]e Pulse' indicates
whether only a single pulse was switched out of the Taser oscillator.

Shots with other than four beams on target are so indicated in this

column. 'P is the laser power calculated by P /T

Laser=ELaser

Laser FHHM.
'Epgs' 1S the energy absorbed by the plasma as determined from Faraday
(5-3) (5-4)

cup ion collectors but normalized to charge calorimeters.

'nAle is the fractional absorption calculated by s = EABS/(‘7ELaser

'Te' is the corona plasma temperature obtained from x-ray measure-

(5'5) 1 [ : 1 (-
ments. rTarget is the shej] radius and ArTarget is the
thickness of the shell wall. '<pcr>' and I<p>cr>l are the critical
4

and quarter-critical surface peak excursions obtained for each shot
by averaging the peak excursions along the four laser beam axis.

'<L>' is the characteristic plasma density scalelength defined as

L2 Pyer ™ Pepr

Figures 5-2 to 5-17 show the streaked data for shots 11099,
11534, 11570, 11709, and 11710. Where data was obtained, streaked
critical and quarter-critical surface trajectories, scalelengths,
and laser pulse histories are shown. In examining the trajectories
and scalelengths the accuracy of the measurement should be kept in
mind. In particular, small scalelength (positive or "negative")
of several microns are zero scalelength to within the accuracy of

the measurement (A% = + 6 um).

5.2 Experimental Correlations

Figures 5-18,19,20 show correlations between experimental parame-
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FIGURE 5-2
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FIGURE 5-4
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FIGURE 5-5
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FIGURE 5-6
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FIGURE 5-7

INCIDENT PULSE
11534

r L T 1

0 S 10 15 20 25 30 35 40 45
LASER POWER ON TARGET PER BEAM - 10" WATT



TIME - psec

55

FIGURE 5-8
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FIGURE 5-9
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FIGURE 5-10
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FIGURE 5-11
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FIGURE 5-12
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FIGURE 5-14
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FIGURE 5-15
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FIGURE 5-16
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FIGURE 5-17
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ters that are of importance to the interpretation of the experi-
mental results. Figure 5-18 reveals a scalelength dependence to

the fractional absorption. This is discussed in section 6.1. Figure
5-19 shows a correlation between the peak critical and quarter-criti-
cal surface peak excursions. Figure 5-20 indicates a rise time de-
pendence to the peak excursions. Figures 5-19,20 are used in section
6.3 to study the hydrodynamics of microballoons and energy transport

in Taser produced plasma.
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FIGURE 5-19
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6. Theoretical Considerations

This chapter treats topics for which physics can be learned from
a knowledge of the critical and quarter-critical surface motion.
The areas studied are: laser 1ight absorption, plasma energy trans-
port, and hydrodynamics of thin spherical shells. Also studied,
because of its importance to absorption and to plasma emission obser-
vations, is the refraction of light by a plasma.

6.1 Light Absorption By Spherical Plasmas

A significant use of the scalelength and trajectory measurements
is found in the study of light absorption by the plasma. It is im-
portant to know not only how much of the laser 1ight was absorbed,
but also when it was absorbed and in what regions of the plasma.

In this section the theories of "collisional" and "resonant"
absaorption are reviewed and applied to spherical plasmas. Absorp-
tion, which is dependent upon the laser beam focal spot geometry, is
analyzed for two sijtuations: normal incidence of spherical waves con-
centric with the spherical plasma, and oblique incidence of plane
waves onto the spherical plasma.

6.1.1 Collisional Absorption

Collisional absorption describes the process by which energy
in the laser light electric field is transferred to the plasma through
jon-electron collisions. In the absence of ion-electron collisions,
electrons oscillate in the electric field of the laser and except for
the energy expended in setting up the oscillations, no energy is

transferred to the plasma. When electrons randomly collide with ions
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the ordered electron motion, derived from the applied fields, is
randomized. The laser energy, thus, goes into heating of the plasma
constituents.

Because the Coulomb forces acting between the charged particles
are long-range, the amount of scattering per encounter tends to be
small and the number of particles participating in the scattering
process tends to be large. The effect of collisions can, then, be
Tumped into a single factor that expresses the rate of electron
velocity dispersal due to ion-electron collisions. This factor is

called the ion-electron collision time 'TC or the ion-electron colli-

sion frequency Ivei , where v . = l/rc.

ei
To obtain an expression for the absorbed energy, the equation

of motion for a single electron is used.(s"l)

(6-1)

'm' is the electron mass, 'V' is the electron velocity, 'E' is the

electric field felt by the electron, and 'Tc is the ion-electron
collision time. In the absence of a driver field 'E', the electron
velocity would decay by .368 in a time Te
Equation (6-1) together with Maxwell's equations forms a com-
plete set. To obtain a solution, a transverse electromagnetic wave
is imposed on the plasma of the form:
= q(k-r-wt)

E = Eoe », B=Be
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A linearized analysis is conducted with a plasma response assumed to

be proportional to ei(k'r'“t) . A dispersion relation is then ob-
tained.
2 5 2
w 4men
R . 1 2 _ e -
k_i'c 1 ’mp m (63)

w2 (1+1'/Tcw)

‘mé is known as the plasma frequency.
To determine the absorption, the imaginary part of k needs to

be computed where:

k = kR + 9 kI (6-4)
The real and imaginary parts of 'k' turn out to be (for Tcw>>1):
2 )%
BT (6-5)
k= |12 §
w
2
v 1
k. = p — (6-6)

I PR
2au2|:1-wp2/w2:| ¢

The light intensity at any point within the plasma is given by
the time averaged '< >' magnitude '| |' of Poynting's vector '3'.

— C = = - 2k E'?
I=[sB| = [<5=Re Ex Re Bo| = I e” %I (6-7)

'‘Re E' and 'Re B' denote the real parts of E and B,'I

o is the light

intensity at r=0, and 'k' is a unijt vector pointing in the direction
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of Tight propagation.

Equation (6-7) is strictly correct only for a homogeneous
plasma. If the plasma parameters vary slowly compared to the wave-
Tength of the 1ight then a WKB analysis can be performed and (6-7)

becomes:

A
I =1 exp -2/ kI ds (6-8)
0

where the integral is taken along the trajectory of each ray of light.
At this point it is necessary to determine 'TC' that appears

in equation (6-6). 'TC' is obtained through use of the kinetic

equation and the problem has been solved by Silin for the case of only

thermal ion-electron density fluctuations from charge neutra]ity.(G'z)

Absorption in such a situation is known as "inverse bremsstrahlung"

absorption. Only the results are presented here. The collision

time 'TC' can be written as
161T2 emcg/2 Zn L
Levic—5a7—= | o 3t |t (6-9)
Te € A° I c (2mmkT )2
2 2
Q) =f dz 7%7¢ [&0(22) -JI(ZZ)J (6-9b)
0
3/2
b 2.2
3 2e )1

) ] 1 ] ) . . )
aﬂo and ‘ll are modified Bessel functions. b

and ' 'ar
bmax €
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the minimum and maximum impact parameters for ion-electron colli-
sions taken respectively to be the impact parameter for 90° scatter-
ing and the electron Debye radius, at which the force on an electron
due to the electric field of an isolated charge within the plasma
equals the force due to the electron pressure. The pressure is taken
as due to the electron's random thermal velocity and the electron's
quiver velocity in the light's electric field.

(6-3

It has been shown by Catto and Speziale ) that Q(&) can be

expressed by the series:

o]

(=262 r(n+3/2)
(n+3/2) T(n+1)T(n+2)

3
a(g) = & (6-10)

T n=0

Inserting equation (6-10) into equation (6-9a) and retaining only the

first three terms in the series

2
8re'mZ n 2 4
1 7~ e { 2 3, §§__} Lni (6-11)

(6-12)

wherem’osC is the oscillatory velocity of the electrons in the elec-

tric field and Vi is the electron thermal velocity. For the condi-

15

tions of experimental interest I =~ 10 watt/cm2 and Tez 1 keV so

that £ =~ .3. It suffices to retain only the first two terms in the
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expansion. The collision frequency can, therefore, be written as

. 16726z n, o 22 l 615)
vyt 1-2 S AL G 6-13
R 3(2m T ) 2 10 c3(2WmETp)\

N -~ /

Inserting numerical values for the constants in (6-13) and (6-9c)

Zn

1 e 9, 241
Loy, -3.6% —5 {1 - (9.723 x 1079) T L (6-14a)
e

. [Te +(1.440 x 1078),% 1] 3/2

A= (1.241 x 10

(6-14b)

VA nel/2
The appropriate units are 'ne' in partic]e/cm3, "A' in cm,
'I' in erg/(sec—cmz), and 'T,' in Ok.

Using equation (6-8) together with equations (6-6) and (6-13),
the absorption can be computed for various plasma density profiles
and focal spot geometries. There is, in general, no analytic
solution for the problem of obliquely incident 1ight. Answers can
be obtained numerically using equation (6-6), but calculation of the
ray trajectories must first be obtained. In addition, equation (6-6)
is singular (an integrable singularity) at ne/ncr = 1 so that the
numerical accuracy of the results is affected for near-normal inci-
dence rays. Both these problems can be solved with further analysis.

Let the absorption be calculated for a plasma that is isothermal
in the subcritical region of the plasma. Such a situation has been

predicted to develop within 50 psec of the start of the laser
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(6-4)

pulse. Let it also be assumed that the plasma profile is
smooth and that it is linear in the subcritical region of the plasma.
Following the ray trajectory into the plasma, the intensity of

1ight at a point is given by
1=1 e (6-15)
2 4

5
n_/n 16mt e mZ n 2.2
0 C(l'ne/ncr) 3(2ﬂthe) 10c (cﬂkae)

To simplify evaluation of the integral let the Taser intensity in
the field correction terms be assumed constant and equal to the
vacuum laser beam intensity at some representative value within the
focal spot. Let the slowly varying LnA be assumed constant and

equal to its value at the critical surface. Equation (6-16) then

becomes:
2
_ (n/n_)
G = ci f_ut_ ds (6-17)
- 1
cr 0 (1 ne/ncr)2
where 'Tcr' is the ion-electron collision time at the critical sur-
face.

To incorporate the ray tracing, Bouguer's formula (section 6.2)
is used. Figure 6-1 shows the geometry of the problem. It can be

seen that
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& = dr . _dr
cos(6+d) cos ©

Using Bouguer's formula (ur sine = K) derived in Section 6.2:

2%
cos 6 =t [1 - E ZJ :
L

For rays travelling inwards %—s 6 < m so that the minus sign is

1
2

appropriate. Sinceu = (1 - ne/ncr) the incremental path length

along the ray can be written as

(6-18)

ds = -(1 - n,/n..)* {( KZ) L
1- -n_/n ]
;?' e’ cr

Equation (6-17) becomes:

o= - — — dr
ctT L (6-19)
0

Equation (6-19) incorporates the ray tracing and follows the ray
through the plasma to its turning point (rTP). It is valid for any
density profile of the form ne=ne(r) but does contain a singularity
(integrable) at what turns out be the ray turning point.

To eliminate the singularity we proceed with the particular case

of a linear density profile of the form
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_ 3 4%
ne/ncr =1 - ZI—(r-rcr) rerts (6-20)
For this density profile equation (6-19) becomes
42
Pert 3
3
o= 1 [1- ZI—(r-rcr)J rdr .
cT 3r I (6-21)
cr 3 3 cr 2 K2 2
ry e vl
"rp

If Bouguer's formula is used to determine where the turning
point occurs, then an equation identical to the cubic equation
appearing in the denominator of equation (6-21) is obtained. One
root of the cubic equation is real and gives the radius of the turn-

ing point. The other two roots are complex. Factoring out the real

1
root from the square-root, and changing variables by w = (r-r.l.P)2

a well-behaved integral is obtained. The result is:

[% (rcr +22) - (A+B)]1/2

< [_3_23 ]221
5= L (?62> 1- gg (W- 3 #AB)|" (wot g r  #AB)dW (g o)
cT 3 . 4
cr [Wba(asyn? + 3(A2+p+2)

1
"s [r'er] i [r "3 e " A B] (6-23)
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Ny

g 3 - 3
r 2 r
R R (6-24)
[ | ow“
_ ks
3 2 r ]
r
B= g+ EE Ty ),
TS (6-25)

Use of equation (6-22) in equation (6-15) gives the energy reaching
the turning point. The intensity after the ray Teaves the plasma

is given by

npzl-—M=1e (6-26)

Equation (6-22) can easily be integrated numerically. A1l that

'r ' and '%', and the initial

is needed are the plasma parameters cr

ray trajectory parameter 'K'. For normal incidence an analytic
solution exists. To obtain it note that at normal incidence K=0.
. § - . . .

A—B—3 L and PrpTreps O c€an then be integrated analytically with

the result that

5 = 641
45CTcr

- NORMAL INCIDENCE (6-27)

Figure 6-2 shows a plot of the fractional inverse bremsstrahlung
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FIGURE 6-2
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absorption as a function of scalelength for the range of electron
temperatures encountered. The calculations are done in the weak
field T1imit, for which the finite light intensity effects have not

15 Watt/cm2 the fractional absorption is

been included. At 10
reduced by about 5% from the fractional absorption calculated in
the weak field Timit.

The increase of absorption with scalelength increase is due to
the increasing number of particles available to collisionally absorb
energy. The absorption decrease with increasing electron temperatures
is due to a fractionally smaller velocity change per collision as
the initial velocity increases.

To investigate oblique incidence absorption it is necessary to
specify the focal spot geometry; not only the intensity distribution,
but also the ray trajectories or a phase front within it. The infor-
mation experimentally available is the focal spot intensity distri-
bution and the fact that it doesn't change substantially along an
axial distance of 100 um in the focal region (focal spot waist).

The transverse dimension of the beam is characterized by a radius of
70-80 um within which Ties 80% of the focused energy. The intensity
distribution is approximately Gaussian.(e_s)

Since the focal spot is much larger than the diffraction limited
(nD =~ 3 um) and since the focal spot waist is Tong, it is assumed
that the rays are parallel to the optical axis as they enter the plasma.

The intensity distribution across the focal spot is assumed to be

Gaussian with 80% of the energy within a 40 um radius (Figure 6-3).
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Figure 6-4 shows the fractional inverse bremsstrahlung absorp-
tion (absorbed power/laser power - PABS/PLASER) for the case of a

14 2 (50 joules in 500 psec) incident

laser with power 7.8x10"" watt/cm
onaT, =1 keV, Si 0,:<Z°>/<Z> = 10.8 plasma. For the oblique inci-
dence focal spot previously described, normal incidence is treated

as the 1imiting case of large radius of curvature where rop>>t and
"er”>TFOCAL SPOT

Obliquely incident Tight penetrates less deeply into the plasma
and is absorbed less efficiently. For a fixed oblique incidence
focal spot, smaller plasmas absorb less efficiently. This is the
trend seen in Figure 6-4 and also in Figure 6-5.

Figure 6-5 shows the local inverse bremsstrahlung fractional
absorption (absorbed intensity/laser intensity - IABS/ILASER) plotted
as a function of the initial ray height. The effect of the Gaussian
intensity profile appears only in the moderate field correction terms.
The field correction is revealed in the normal incidence curves where
the fractional absorption is lowest on axis where the laser beam
intensity is highest. The consequence of oblique incidence is read-
ily evident by the drop in absorption efficiency as the initial ray
height increases.

If non-charge-neutral structures exist within the plasma, elec-
trons can collide with the ions of a structure and not just those ions
within aDebye sphere. Silin's results then inadequately explain
the absorption. Such a situation was investigated by Faehl and Kruer
in a study of light absorption by short wavelength ijon turbu]ence.(s's)

Using an estimation of ion turbulence strength (sn/n) and wavenumber
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(kT) obtained from particle-in-cell code simulations, an effective
collision time (*ﬁ) as a function of density was calculated. The
result was that for modest density fluctuations (én/n =~ .1,

kp = 3 (4nen /7)), the collision time was found to be approxi-

mately equal to

2 1L < <
2x10 /wp 5 S ne/ncr <1
T = (6-28)
<1
o ne/ncr ~ e

Comparing Tt to the inverse bremsstrahlung collision time'fc given

by eq. (6-17) for 1kaey glass yields:

10
§5_= 3.91§10 (6-29)
T ng*

This ratio is greater than one but of order one in the region of
strong absorption. Absorption within turbulent structures is
clearly important. It should be noted that when turbulence exists
the absorption due to it does not necessarily supplement inverse
bremsstrahlung absorption but rather supplants it. Inverse brem-
sstrahlung absorption is obtained as the 1imit of weak turbulence
when the density fluctuations approach the thermal fluctuation level.
In 1 keV glass, turbulent and inverse bremsstrahlung absorp-
tion are approximately equal and have a similar scalelength depen-

dence. To see this, equation (6-28) is used to obtain an absorption
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coefficient. Equations (6-6) and (6-8) are used along with the
assumption of normal incidence to trace a ray through the plasma.
The fractional absorption is then given by

o= 3.68x10'2

= (6-30)
This can be compared to equations (6-26,27). The important
distinction is that (6-30) contains no explicit fonization state

(Z) or electron temperature (Te) dependence. These appear only
indirectly through their effect on én/n and kT in the possible tur-
bulence generation mechanisms. The Z and Te dependences of colli-
sional absorption may not be as apparent and important as the inverse
bremsstrahlung theory indicates.

6.1.2 Resonant Absorption

When Tight is polarized in the plane of incidence, the electric
field vector becomes parallel to the plasma density gradients at
the ray turning point. The longitudinal electric field generates
an electron density perturbation which propagates as a longitudinal
electrostatic electron wave of frequency w. (The electric field of
the wave is parallel to the direction of propagation.)

The electron wave can travel in the direction of higher densi-
ties. At the critical density a resonance exists and the wave ener-
gy is deposited. Large electron density fluctuations and electric
fields are produced which, through nonlinear interaction, transport
energy into the plasma.

This process of laser light absorption is referred to as res-
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onant absorption. It is linear in the sense that the absorption
coefficient is not a function of intensity. The process does not
have an intensity threshold. It should be distinguished from the
parametric processes which involve three wave interactions.
Resonant absorption for the case of plane waves incident upon
a plane one-dimensional plasma with a linear density profile has
been studied in the past through analytical models and computer

(6-7,8,9,10)

simulations. A computer study for the case of spheri-

cal plasmas and diffraction limited focal spots has also been per-
formed.(s-ll)

The result of interest from the plane plasma solutions is the
determination of the absorption coefficient InRESI as a function of

the parameter 'q'

2/3
{81 2 ) .2
q =[5 sin® o (6-31)
<$ Ao/ o]
where '2' is the distance betwen the critical and quarter-critical

densities, 'Ao' is the vacuum Taser 1ight wavelength, and ¥ao' is the

initial angle of incidence in the plane geometry. Figure 6-6

shows InRESI as a function of 'gq'. The plot is taken from reference
(6-9). It is valid for %ﬂ-%—->>1 and is insensitive to changes in
0

electron temperature.
Although figure 6-6 was obtained for a plane plasma it is here
applied to spherical plasmas. The procedure used gives results in

agreement with reference (6-11).
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To obtain results applicable to spherical plasmas note that al-
though 'q' is expressed as a function of the initial angle of inci-
dence, it can equally well be expressed as a function of the light's
point of deepest penetration into the plasma; i.e., the ray turning
point. This latter representation emphasizes the importance of the
distance travelled by the longitudinal electrostatic wave to reach
the resonance point.

The ray is determined which in the plane plasma penetrates as
deeply as the ray passing through the spherical plasma. With the
distances travelled by the longitudinal electrostatic waves equal,
the resonant absorptions should be approximately equal.

The two geometries are depicted in figure 6-7. In the plane

plasma geometry Snell's law states that between all points on a ray
u sin a = const. (6-32)

Before the ray enters the plasma p=1 and =0 . At the turning
point H=UTp and a=m/2. The initial angle of incidence in the plane
geometry is, therefore related to the index of refraction at the

turning point (and to rrp since Hrp = u(rTP)) by:

Hrp = sin o, (6-33)

In the spherical geometry Bouguer's law states that along a ray

(See figure 6-7)

u(s cos ¢ - z sin ¢) = ur sine = const. (6-34)
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Before the ray enters the plasma w=1,¢ =0, and $=S,» At the turn-

ing pointy =Hrp> Tip> andg =1/2. The result is that

So = Hrp Tp (6-35)

For the linear density profile, equation (6-20), one has that

1 1
2 2

ol® |3 (rrperey)

= |1 - —= = 4

v
TP Nep 4 L

Solving for *rp and putting the result into equation (6-35):

4y 3
So =3~ Hrp * Tep Hrp (6-36)

Equating UTP in both the plane and spherical geometries allows equa-
tions (6-33) and (6-36) to be combined. The result is a cubic equa-
tion in sin Qg the solution to which gives the relationship between
the initial conditions in plane and spherical plasmas for equivalent

ray penetrations into the plasmas.

r S
. 3 3 ¢cr . 3 70 _
sin ozo +ITS1H (xo - ZT— 0 (6-37)
3\% 1/3
3s r 2 N\
sin o =<=—2||1+ 1l cr +1 ~ 3so 1 "er : -1 1/3
() 8% 9 2 a | | 1+5
s "% 8% 9 _2
o] So L
(6-38)
'q' for spherical plasmas can then be expressed by:
2
a =215 {(z+p)/3 - (z-g)13} (6-39a)
So2 r‘cr‘3 ;
;== + 5 (6-39b)
Ao 9A0 L
B = so/x (6-39c)
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Equation (6-39) used in conjunction with figure 6-6 forms the basis
for resonant absorption studies in spherical plasmas.

With 'nRES specified, it remains to do a convolution across the
laser beam profile. Not only must the laser light spatial intensity
variation be considered, but the resonant absorption dependence on
polarization must also be included.

The laser beam in. the experiment is linearly polarized so that
the electric field vector lies in a single plane. Only the electric
field component in the plane of incidence (p-polarization) can be
absorbed resonantly.

With reference to figure 6-8 it is seen that the p-component is
given by:
Ep = E cos y . (6-40)

The Tocal intensity component that is resonantly absorbed is:

I, = I cos” y (6-41)

At any point within the laser beam focal spot the power of the p-

component is
2
de = 1 cos” ¢ dy s ds (6-42)
For a Gaussian intensity profile

2
de = Ei%l. s e'S;S cos? v dy ds (6-43)
TS :

'P(t)' is the power in the laser beam and 'S' is the focal spot

radius within which 63% of the laser power is contained.
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The power absorbed is given by

PRES =/ "res 9Pp (6-44)
FOCAL SPOT

Integrating over ¢ results in the final equation
S
2,.2
_pt) [ ™ ~s/S
PRES = ?f nRES S e ds (6-45)

)
3 [}
For computational purposes SmaX

is taken as the value of 'S' Tlarge
enough so that the integrand effectively equals zero.

Figure 6-9 shows a plot of the fractional resonant absorption
(absorbed power/laser power) as a function of scale length. Each
curve is for a different critical surface location. The range of
parameters covers those encountered in the experiment. The curves
are cut off at 2=1um where the validity of the theory becomes ques-
tionable. Figure 6-10 shows the fractional resonant absorption as
a function of critical surface location for several different scale-
lengths. Both figures are for a focal spot with a gaussian intensity
distribution with 80% of the energy within a 40um radius. A1l the
rays enter the plasma parallel to the optical axis.

Figure 6-10 shows the existence of a maximum in the possible
resonant absorption. This value is about .16. For a given laser
focal spot the maximum occurs with the proper combination of scale-
length and critical surface radius. The solutions from references
(6-11), done for a diffraction limited focal spot, reveal a quite
similar behavior with a maximum possible resonant absorption of about

.15 to .20. The maximum possible resonant absorption, thus, appears
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to be relatively insensitive to the focal spot geometry. The plasma
conditions at peak absorption do, of course, vary.

Comparison of figures 6-4 and 6-9 reveals an opposite scalelength
dependence between inverse bremsstrahlung and resonant absorption.
Inverse bremsstrahlung increases and resoﬁant absorption decreases as
the scalelength increases. They are about equal, for Te = .8-1.2, at
2=3um. (The combined absorption will be computed in the next section:)

Examination of the spatial absorption profile is warranted by the
concern for absorption symmetry in laser-fusion experiments. The first
source of non-uniformity is the cos2 Y polarization dependence of res-
onant absorption for those rays entering the plasma with equal height
(equation 6-41).

The other source of spatial variation is the resonant absorption
dependence on initial ray height. Figure 6-11 shows the typical local
resonant absorption dependence on initial ray height. At normal inci-
dence there is no resonant absorption so that.IRES/ILASER = 0 on axis.
The curves peak off axis at (IRES/ILASER)max = 5 cos2 Y. The peak
occurs farther off axjs for smaller scalelengths and larger critical
surface radii. The areas under the curves IRES/ILASER and 27s -
(IRES/ILASER) are larger for smaller '%' and larger 'rcr'. with '2'

and 'rcr in the range of experimental interest. In determining

total absorption, the area under the "IRES/ILASER resonant absorption
curve weighs more heavily than the location of the peak resonant ab-
sorption. This can be seen by referring to figure 6-11 then back to

figures 6-9 and 6-10.
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6.1.3 Combined Inverse Bremsstrahlung and Resonant Absorption

With the results of sections 6.1.1 and 6.1.2, the total inverse
bremsstrahlung and resonant absorption can be calculated. This is
done by calculating the inverse bremsstrahlung for the ray up to the
turning point, the resonant absorption at the turning point, and the
inverse bremsstrahlung as the ray leaves the plasma.

Figure 6-12 shows typical absorption behavior as a function of
scalelength. Only at short scalelengths is there a significant depar-
ture from the oblique incidence inverse bremsstrahlung results. The
comparison is shown in figure 6-13. It should be again noted that even
at the optimum plasma conditions the peak resonant absorption is only
16%.

The absorption spatial profiles are again of interest. Examples
are shown in figures 6-14 and 6-15. The p16ts show the Tocal absorp-
tion intensity normalized to the on axis laser intensity. The gaussian
laser beam profile has been convolved with the local fractional ab-
sorption. Curves 3 and 4 show the absorption perpendicular and para-
11el to the plane of polarization. Curves 1 and 2 show the resonant
absorption and inverse bremsstrahlung components of the absorption in
the plane of polarization. Resonant absorption produces an off-axis
absorption peak which is clearly visible within the total absorption
profile. The polarization dependence and spatial non-uniformity of
resonant absorption can be used to experimentally confirm the presence

of this absorption mechanism.
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6.1.4 Effect of Profile Modification on Absorption

The results of the previous absorption analysis were derived with
the assumption of a smooth (1inear) density profile. Modification of
the plasma density profile in the critical density region is possible
through the action of ponderomotive forces. The long term effect of
such profile modification may be a steepening of the density profile.
Such a steepening would affect the absorption.

The 2w0-(3/2)w0 observations give the critical and quarter-crit-
ical density Tocations. Profile modification affects the results of
the absorption calculations if the steepening does not extend to the
quarter-critical density and is not detected.

To study the consequences of this sort of local steepening a pro-
file of the form shown in figure 6-16 is studied. The critical and
guarter-critical density locations are fixed. At the critical density,
|

n_'to

a steep gradient is assumed so that the density drops from or

'nj' in a distance 'zj'. From 'n.' the density drops linearly to '%ncr'.

[ 4]

The slope of the profile below '%ncr' is assumed equal to that of the
unmodified profile.

With such a density profile the absorption can be calculated ac-
cording to the techniques of sections 6.2.1 and 6.2.2. Inverse brems-
strahlung is calculated using equations (6-15), (6-22) - (6-25) with

the integral evaluated within each region of continuity

3 Ynax.
1 164 5 max;
o= Z - . dw (6-46)
i=1 cr W

min,
i
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The Timits of integration are determined using the definition of w,
the bounding values of 'r' for each region, and the ray turning point
radius in each region. Unless the turning point exists within the
bounds of a particular region the turning point is "virtual" and is
never reached. A "real" turning point must exist for each ray within
one of the three regions, and this point demarks the Tower limit of
integration.

Resonant absorption solutions are available only for Tinear den-
sity profiles. Reasonable agreement can be expected for those rays
which have their turning point in region 1. There the profile be-
tween the turning point and the critical surface is linear. For rays
with turning pdints in regions 2 and 3 there is no direct analogy to
the l1inear profile solutions. To obtain an estimate of resonant ab-
sorption for the rays with turning points in regions 2 and 3 an:equiv-
alent Tinear density profile is determined such that the ray turning
point and critical surface locations are equal. The resonant absorp-
tion is then calculated using equations (6-38, 39, 45) and Figure 6-6.

The results are shown in figures 6-17 and 6-18. Figure 6-17
shows the effect of a density jump on absorption in the normal inci-
dence geometry. Absorption is due only to inverse bremsstrahlung.

The density jump magnitude is given by the ratio of the density at the
. = 1 corresponds to an

J
unmodified density profile. 'Qj' has been assumed equal to zero in

jump to the critical density (5j5"j/"cr)‘ £

this example.
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FIGURE 6-17
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The steep slope of the I”IB curves for large '£.' shows the im-

J

portance to inverse bremsstrahlung absorption of the plasma at densi-
ties near critical. A density jump of gjz.8-.9 reduces the absorption
by a factor of two. Large density jumps (smaller gj) would reduce the
absorption to low values.

Figure 6-18 shows the absorption in the oblique incidence geome-
try. The resonant absorption theory used here requires that for mean-
ingful analysis the density jump scalelength is finite. For the ex-
ample shown the slope in the steepened region was assumed constant
and of a value such that the density dropped from n=ncr to n=0 in lum.
’gj' was varied.

As the density jump increases the absorption decreases but not as
rapidly as in the normal incidence geometry. In the oblique incidence
geometry the interpretation of the experimental results would not be
substantially modified unless a large undetected density jump were
present. The absorption dependence on 'gj' is determined by the counter-
balancing inverse bremsstrahlung decrease and resonant absorption in-
crease with decreasing 'gj'. Note that the»minimum possible absorption
is always greater than or equal to the absorption of a plasma with a
slope equal to that of the steepened region.

6.1.5 - Application of Absorption Theory to the Experimental Data

The absorption theory developed in the previous sections of this
chapter can be applied to the experimental data obtained in the experi-
ment. In this section absorption histories are obtained by convolving
the time resolved scalelengths and laser pulse histories, using the

absorption theory for oblique incidence 1ight upon spherical plasmas
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with linear density gradients. After the absorption histories are
presented and the general features pointed out, the total fractional
absorptions obtained from the streaked data are computed and compared
to the fractional absorptions obtained from time integrated peak
excursion data. The calculated fractional absorptions are then com-
pared with values obtained simultaneously by independent measurements.

Figures 6-19, 20, 21, 22, 23 show the time resolved absorption
histories per beam for the shots in which complete critical and
quarter-critical trajectories were obtained. Shown are the inci-
dent pulse, the total absorbed power, and the components of the ab-
sorption due to inverse bremsstrahlung and resonant absorption.

The first thing to notice is that for about the first 100 psec,
the absorbed power per four beams is relatively low at about .01 - .02 tw.
A significant fraction of the absorption during this period is due to
resonant absorption. After about one Tlaser pulse rise time the plasma
scalelength develops (Chapter 5). Absorption due to inverse brems-
strahlung increases and dominates over the resonant absorption con-
tribution.

Table 6-1 shows the absorbed energies per beam computed for the
duration of the time resolved scalelength data. Also shown are the
fractional absorptions. For these shots the absorption can be char-
acterized as being typically from 20% to 40%.

Since time integrated data is easier to obtain, it is of in-
terest to determine the accuracy of absorption fractions calculated

from peak excursion data. Comparing nABS from table 6-1 to the
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FIGURE 6-20
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FIGURE 6-21
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FIGURE 6-22
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FIGURE 6-23
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fractional absorptions computed from the peak excursions it is
found that the time integrated data can overestimate the calculated
absorption by 40% t20%. The size of this factor indicates that,
although a detailed calculation using time integrated data might
not be justified, many aspects of absorption physics can be studied
just with peak excursion data.

One question that can be answered through use of the peak ex-
cursion data is whether the theoretical scalelength dependence of
absorption (figure 6-13) agrees with the experimental observation.
Figure 6-24 shows the result. The fractional absorption has been
plotted as a function of scalelength. The points are the experi-
mental data of GROUP A (Chapter 5) and the solid lines correspond
to the theoretical bounds within which the data is expected to lie.
The fractional absorption is observed to vary by a factor of two for
a factor of four variation in the scalelength. The good agreement
shows a scalelength dependence of absorption as predicted by the
theory of inverse bremsstrahlung plus resonant absorption. In
terms of total energy absorbed, inverse bremsstrahlung dominates

for the laser pulses of this experiment.

< 1015 watt

(I = — 5 s
TARGET sz

T

FUHM 200 - 500 psec.)
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6.2 Refraction of Light Through a Plasma

Light refraction in a plasma is a fundamental process in this
study. In the previous section refraction was shown to strongly
influence the laser light absorption of the plasma. In Chapter 3,
refraction was shown to possibly distort the images of the critical
and quarter-critical density surfaces produced by the 2“b and (3/2)ub
emissions.

In this section 1light refraction is studied through the use of
ray tracing techniques. The methods developed here follow those
used by Born and Wolf in the study of ray propagation through dielec-

(6-12) This procedure obviates the need for solving the

tric media.
complete wave equation by making the assumption that over the period
of one free space optical wavelength 'Ao' the plasma parameter var-
jatijon, characterized by 'g', is small i.e., xo/g<<1. Taking the
limit of Ao/£+0 the wave equation is greatly simplified. Solution
of the resulting equation, "the eikonal equation", yields the tra-

jectories of transverse electromagnetic waves in inhomogeneous media.

6.2.1 Eikonal Equation

The eikonal equation is derived by using the electron equation
of motion and Maxwell's equations. Instead of looking for plane
wave solutions as was done in Section 6.1, solutions are sought for
the propagation of waves of the more general form:

E = EO(F‘) e'l(koL(F') - wt) , B =58 (F‘) e‘i(ko L(;:)-U.)t)
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where kO Z w/c. Let the plasma response be assumed to be:

V= Vl(F)ei(koL(F)'um) and n_=In; + nlei(kd'(;)_wt) for the elec-
tron velocity and density. Substituting these wave and particle
response forms into equation (6-1) and Maxwell's equation, and sol-

ving for a single equation in Eo results in the wave equation:

n
. 1 e =
i<{VLx (VLx Eo) + [1 - (1”'/%‘*’) “cr:| Eo

+

7~‘|r—l

Ko

0

{v x (VL x Eo) + VL x (V x EO)J - —1.—2|:V><(V x Eo)] =0

(6-47)

The plasma parameter variation appears in 'EO(F)', ‘L (r)', their
spatial derivatives, and in the position dependence of 'ne' and

'Tc'. Assuming that the characteristic scalelength of these vari-

ations is of order '%' and that this length is Tong compared to the
A
vacuum wavelength, then k 1 = §%§<<1. For this situation, the

terms in the first bracket predominate. Equation (6-47) reduces to

1 n
€ |E =0 (6-48)

VLx (VLxE )+ |1 -
° (1+i/1 w) Ner | O

In the Timit of weak collisions, the Timit of experimental interest,
Tcw<<1. If = lp * 1‘1_I this Timit implies that LR/LI >> 1 and that
for ray trace purposes [ = LR except in the vicinity of the critical
surface. (This is the same as the comclusion reached from the

plane wave analysis of Section 6.1.1 where kR/kI >> 1 for T >> 1
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except near the critical surface.) Equation (6-48) reduces to

the "eikonal equation"

(VL)2 = u2 (6-49)

2_ 2 _ 4
where (V[)"= VL. vL and y 1 ne/ncr.
To obtain a vector form of the eikonal equation note that a
unit vector parallel to the direction of propagation 'e' is also

perpendicular to a surface of constant phase I(F)=CONST. 'e' is

given by
o-dr_ vi
ds VLT (6-50)
so that
VL = u%i—‘=ug (6-51)

~

'e' is commonly known as the "ray vector".
It is convenient to express equation (6-51) in a form that
contains only 'u', 'e'! and their derivatives. For this purpose

equation (6-51) is differentiated with respect to the path Tength

4we) =L =9y (v

Using equation (6-51)

~

(ne) = 1

VL. V(L = Ev[(v L)2]

&=
=l

and using equation (6-49)
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4 (o) = (6-52)
This "ray trace" equation can be used to trace any sort of trans-
verse electromagnetic wave through any sort of plasma as long as
the ray trace conditions remain satisfied.
To determine the ray trace validity limits of equation (6-52),
an order-of-magnitude estimate of the wave equation, equation (6-47),
is performed. Denoting a spatial derivative by ('), the wave equa-

tion, equation (6-47), becomes in this estimate:
. 2 1 ] i .i n —_
i (211 Eo> + k—(u Eo + Zqu> - —2-<E0 ) =0 (6-53)
) k0

where |VL| has been set equal to y. THe ray trace analysis holds

if the first bracketed term predominates. This is true if:

> << 1 (6-54)
kou
Eo'
<< 1 (6-55)
koqu
Eoll
——?—2— << 1 (6"56)
kO u EO

These conditions break down near the critical surface where p»0 and

near the turning point where EO' and Eo” may be large. Even if
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the theory breaks down at these points, a complete trajectory can
be obtained since the ray can be traced to the vicinity of the
breakdown and the point of breakdown is also approximately known.
What cannot be obtained is the structure of the fields.

6.2.2 Light Refraction Through a Spherical Plasma

Plasmas generated in the experiment are to a first approxima-
tion spherical. To study refraction in such plasmas an integral
form of equation (6-52) can be obtained that gives a constant along
the ray path. This result, known as Bouguer's formula, is valid
for spherical or cylindrical plasmas where the index of refraction
is a function only of the radial distance from the point or axis
of symmetry.

To obtain Bouguer's formula the cross-product of the ray trace
equation, equation (6-52), is taken with the radial position vector

r.

The right hand side equals zero and the left hand side can be

rewritten so that

g—é(p;xg)-g—;ng=0

If a ray trajectory is followed then %%—x e = g X g = 0. The re-

sulting differential equation is:
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i xe =0

Integrating along the ray trajectory gives Bouguer's formula

ur x & = CONST. (6-57a)
or

ur sing = CONST. = K (6-57b)
'9' is the angle between 'F' and 'e'.

Note, from equation (6-57a), that since the vector formed by
'v x &' points in the same direction for all points along the ray,

* and 'e' always define the same plane. The ray trajectory lies

1-I

in the plane determined by the initial orientations of 'r‘'and e’
For numerical ray tracing the form of Bouguer's formula in
equation (6-57) is often inconvenient. It can be rewritten as (see

figure 6-1):

(6-58)

H
~

u(s cos¢ - z sing) = CONST

where ¢ is the angle between an axis orthogonal to the symmetry

axis and the local ray vector. Solving for 'sin¢'

sing = - Kz + L s’ 1- ———jéi-jz— :
U(22+52) 'Zl (22+52) 1‘[2(224_5 )
(6-59)

To do numerical ray tracing equation (6-59) is used in conjunction

with the two incremental formulas:
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Zpep = 27t M2 (6-60)

Sp41 = St Az tang; (6-61)

where I+1 and I denote adjacent grid points.

An important point on the ray trajectory is the point of deep-
est penetration or the ray turning point. To Tocate this point
consider a density profile that increases monotonically as 'r’' de-
creases. 'u' and 'r' decrease monotonically as the ray penetrates
into the plasma. The turning point occurs where 'r' is a minimum
along the ray path and this point is found in equation (6-57) where

§6-(1”*) = 0. This occurs when

Brp = g(ur = minimum) = 7/2 (6-62)

6.2.3 Light Refraction Through a Plane Plasma

Ray tracing through a plane plasma is necessary in this study
because it is by comparing refraction in plane and spherical plas-
mas that resonant absorption is calculated.

A simple formula, equivalent to Snell's law, is obtained by a
technique analogous to that used in deriving Bouguer's formula.
The ray trace equation, equation (6-52), is crossed with a unit

vector parallel to the density gradient. The result is that

u sing = CONST. (6-63)

where '6' is the angle between the ray vector and the density
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. Ay
gradient vector e TvﬁT‘

As for spherical plasmas, the turning point occurs at
8 = m/2.

The ray trajectory position dependence appears only through
'u' in the plane plasma situation whereas it is explicit in spher-
jcal plasmas. This implies that to specify plasma parameters for

refraction in plane plasmas only the scalelength need be known.

With a spherical plasma the scalelength and one density point lo-

cation (rcr) must be specified.
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6.3 Ablation Region Dynamics

In section 6.1 it was shown that the critical and quarter-critical
surface trajectories strongly affected the absorption of laser light.
The plasma density profile was assumed to be known, as from the experi-
ment, and the absorption was then calculated. Factors that affected
the density profile were not considered.

In this section the physical parameters that most strongly influence
the density profile are determined. Those aspects of the data that can
be most readily used to study the selected parameters are isolated.

In particular, it is shown that the energy transport from the
laser light absorption region to the region of plasma generation sen-
sitively determines the peak critical and quarter-critical surface ex-
cursions. When only classical transport mechanisms are present, i.e.,
no supra-thermal electron or radiation transport, the peak excursions
are insensitive to the amount and history of energy absorption and that
they depend only on the energy transport coefficients. The rates at
which the hydrodynamics evolve are, however, sensitive functions of the
absorption rates. It is also shown that the hydrodynamic variables of
ablation rate, ablating material source location, and corona temperature
at the time of peak excursion uniquely define the extents of the peak
excursions.

6.3.1 Steady-State Ablation

To see the density profile dependence on ablation parameters it is
useful to consider a simple steady-state ablation model. The model is
based on the single fluid plasma equations of mass and momentum con-

servation for spherical flows.



ot P2 gp (6-64a)
v L vav L1 3 (ZeRT) (6-64b)
3t T 3r T o Br 0

p' is the plasma mass density which is approximately equal to the ion

mass density, 'v' is the plasma velocity, 'T' is the electron temperature,
'Z' is the ionization state, and 'R' is the ion ideal gas constant.

Assuming steady-state flow (5%-= 0) and an isothermal plasma, (T=const),
integrating equations (6-64 a,b) with respect to 'r', and solving for
the constants of integration in terms of the mass flow through a sphere

(ﬁ) and the density at the plasma source (rs, ps) yields two equations

in'r', 'p', and 'v'.

th 6-65a
2oy = ul ( )
v, ZRT Lnp = i’
321 rs fs

Eliminating 'v' and solving for 'r' in terms of 'p' provides a single

equation for the location of a density point.

1 + \2)1/4
r= v VE: (6-66)
321" ZRp Ln‘ps /p| T
The important thing to note in equation (6-66) is the dependence

1/2

of the density point location on the parameter m/T This dependence
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is confirmed by computer simulations (next section).

If the critical and quarter-critical surface excursions (pcr =

‘er ~ Rk ’p%cr = r%cr - ) are computed using equation (6-66), then

<L
a correlation is obtained that is independent of m/T2. (Also insen-

sitive to energy transport since ablation rates depend on energy trans-

port rates.)

L L
Lnlo /o .| |* Lnlo /o | | {
4
Ln|4ps/pcr| Ln'4ps/pcr| S
For a source density equal to that of solid glass ps/pcr = 750,
equation (6-67) becomes:
Prer 1'91pcr + .91q: (6-68)

Equation (6-68) can be compared to the experimentally observed
p.. - P .. correlation (figure 5-19). The slope of equation (6-68)
cr Ler
agrees well with the data. The intercepts disagree.

The important conclusions to be drawn from this model are that
the density profile shape is a function of the outwards mass flow and

. oL

corona temperature (m/T=) and that once one density point location is
known, the rest of the ablation region profile is uniquely determined.

These conclusions are confirmed and quantified in the next section with

computer simulations of the experiment.
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6.3.2 Computer Simulations

The principal tools used in this computer study are the codes

SINSUP and SUPER, (6713514,15,16,17)

Both are one-dimensional hydro-
dynamic Lagrangian codes for a one velocity two temperature plasma.
SUPER contains reai equation of state, radiation transport, and
supra-thermal electron production and transport. SIMSUP (SIMPLI- -
FIED SUPER) contains ideal gas equation of state and energy transport
only by heat conduction. Except for the effect of supra-thermals,
little difference is noticed in the ablation region hydrodynamics
calculated by the two codes.

Laser light absorption is handled in the codes by normal in-
cidence inverse bremsstrahlung plus a constant value dump that deposits
at the critical surface a specified fraction of the reflected laser
energy. In SIMSUP the dump is set at 15% to simulate the effect of
peak resonant absorption in smooth spherical plasmas. This energy
is deposited in the thermal electron distribution. In SUPER the
absorption history is specified. 100% of the reflected energy is
deposited at the critical surface with 90% of this energy going into
a 10 KeV temperature supra-thermal electron distribution.

Because the codes do not self-consistantly treat absorption,
parameters insensitive to absorption rates are sought.

Energy transport in SIMSUP is handled by electron thermal con-

duction. The heat conduction is calculated according to Fourier's Law

Q - KVI' K-Spitzer Conductivity (6-69)
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up to the point where the heat transported across an interface equals
the net electron free-streaming energy flux. From that point on,
the energy transport across an interface is given by the net electron

free-streaming energy flux:

n /e, \2 BT \2
ng_ e2 3 _ el 3
Q= 4 ( my, ) 2 neZhTeZ ( m, ) ?'ne1hTe1
k 1/2
= FL m 1/2 neTe ATe (6-70)
e

The flux Timiter 'FL' equals .65 for classical flux Timiting and is
less than .65 if an anomalous flux inhibition mechanism is assumed.
For SUPER, energy transport by thermal electrons is the same as
in SIMSUP. Additional energy transport occurs via supra-thermal elec-
trons and radiation. Details on these mechanisms and other aspects of
the code can be found in the references.(6-]3’]4’]5’]6’17)
The situation in which supra-thermals do not exist is analyzed
first. Typical critical, quarter-critical, and ablation surface
trajectories for a thin shell heated by a laser are shown in figure
6-25. As the laser pulse turns on and the shell absorbs energy, the
heated plasma expands and the critical and quarter-critical densities
move toward increasing radius. The bulk of the shell, including the
ablation surface, is driven inward by the momentum imparted from the

outward flowing material. Following a period of rapid expansion the

density points slow down, reach a peak excursion, and remain near
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FIGURE 6-25 |
TRAJECTORIES FOR TYPICAL CONDITIONS

GLASS MICROBALLOON
ry=50pum, Ary=1pm
TRAPEZOIDAL LASER PULSE
T use =100 PSeC, Ty =300 psec, P, = 7.85 x 10" watt
Epps = 7.7 JOULE, Egyup = .15 Engrt
NO SUPRA-THERMALS
350 FLUX LIMITER = .10
300
250
200 -
T aBLATION
150 -
100 -
50 -
0 T T T j T T T 1

O 10 20 30 40 50 60 70 80 90
RADIUS -pum



134

that position for most of the laser pulse duration. The peak ex-
cursions are, thus, characteristic of the critical and quarter-critical
surface Tocations for most of the Tlaser pulse.

Input parameters can be selectively varied to determine which
ones affect the critical and quarter-critical surface trajectories.

The free parameters can be grouped into three categories: laser
pulse, target configuration, and energy transport. The first choice
is to vary laser pulse parameters and figure 6-26 shows the effect of
peak power variation on the critical surface trajectory. Of particular
importance is the equality of the peak critical surface excursions.
Plotting the ablation region electron density profiles during the
times of peak excursion, figure 6-27, reveals that the density pro-
files are almost identical and that heat fronts have penetrated to the
same point! This occurs despite a factor of ten variation in the
absorbed energy and a factor of five varijation in.the corona electron
temperature. It should be noted, figure 6-26, that the hydrodynamic
time scales do vary with the absorption rates.

Varying the pulse shape with constant peak power produces similar
results. The codes predict no peak excursion dependence on pulse
shape.

These considerations indicate that not only are the peak excursions
characteristic of the density point Tocations during most of the laser
pulse but that they are also insensitive to the only approximately
known rate of energy absorption. For these reasons special attention
is paid to the peak excursions.

When target parameter dependences are considered, for a fixed shell
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FIGURE 6-26
CRITICAL SURFACE TRAJECTORIES FOR
VARIOUS ABSORBED ENERGIES
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FIGURE 6-27

ABLATION REGION PROFILES DURING PEAK
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thickness it is found that the difference between the maximum density

point location 'r ' and the original target radius 'rt is insen-

max
sitive to the target radius. Intending to not study target radius

variation effects it is convenient to define the peak excursion by

©

1l

-
1

nax - "t (6-71)

The effect of shell thickness on the peak critical surface ex-
cursion is shownin figure 6-28. The relationship is a consequence
of variation in the motion of the imploding shell (the source of ab-
Jating material) with shell thickness. The dependence will be quan-
tified later on in terms of an effective source location for the
ablating material.

The remaining free parameter is the energy transport coefficient:
the flux Timiter. Its magnitude strongly influences the amount of
energy transported from the absorption region to the region of hot
plasma generation and so controls the rate of shell ablation. The
effect on the density point trajectories is pronounced, as seen in
figure 6-29, and the dependence is clearly revealed in the magnitude
of the peak excursion, figure 6-30.

To see the dependence of the peak excursions on the energy trans-
ported in the heat front, 'p' could be plotted as a function of the
maximum thermal energy in the heat front 'ETH HFI (the thermal energy
in the heat front is a maximum at the time of peak excursion) but it

would also be a function of the absorption rates. The absorption de-
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FIGURE 6-28
PEAK EXCURSION VARIATION WITH
SHELL THICKNESS
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FIGURE 6-29 .
EFFECT OF FLUX LIMITER VARIATION ON
CRITICAL SURFACE TRAJECTORIES
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pendence can be eliminated by dividing by the corona electron temper-
ature which is approximately equal to the critical surface electron

temperature 'T_ _'. The resulting quantity 'Eqy /T is a

|
cr e cr

maximum at the time of peak excursion and the relationship between
it and 'p' is independent of absorbed energy. For the cases shown
in figure 6-26 the peak excursions are the same as are the values of

A plot of 'pcr' as a function of (ETH HF/T

(ETH HF/Te cr)max' e cr)nax

is shown in figure 6-31.

The physical significance of the quantity E can be

TH HF/Te cr
seen by noting that the thermal energy of the heat front is given by

(3/2f2Te)Ne where 'T,' is a characteristic temparature and'Ne‘ is

a characteristic number of particles. Taking Te = Te or? then Ne=Ne

is a characteristic number of particles that can be heated to the

corona temperature. The quantity ETH HF/Te or then gives

Ery g (3/2RT (N, 0 (6-72
T N T e -72)
e cCr e Cr

and is, thus, characteristic of a peak ablation rate.

The dependence on shell thickness is accounted for by noting that
the total shell mass, via the principle of momentum conservation,
affects the imploding shell's motion, and, thus, the motion of the
ablating material's source. Characterizing the source location for the

ablating material by the ablation surface ' , 1.e., the point

"ABL
where the particle velocity equals zero, it is found that the differ-

ence between the source location and the peak density point location
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FIGURE 6-32

PEAK CRITICAL SURFACE LOCATION DEPENDENCE
ON HEAT FRONT THERMAL ENERGY, CORONA
TEMPERATURE, AND ABLATING MATERIAL
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(r - rABL) at the time of peak excursion, is not dépendent on the
shell thickness. Figure 6-32 shows the dependence of (rcr - rABL)

at the peak excursion time as a function of ETH HF/T Note

e cr’
that the points on the three curves of figure 6-31 all lie on the

same curve in figure 6-32. The variable effect of shell thickness
has, thus, been accounted for. It should be noted, however, that
(rcr - rABL) is not an experimentally measured quantity whereas pcr
and ry are measured in the experiment.

Figures 6-31 and 6-32 and equation (6-71) show that greater
amounts of energy transport produce greater ablation rates and this
leads to Targer peak excursions. To directly see the relation between
peak excursion and ablation rate, 'p' can be plotted as a function of
the mass flow rate through the critical surface at the time of peak

excursion (m_). 'm__' is a maximum at this time. The dependence

cr cr
is a function of the absorption but this can be eliminated by dividing

L by the corona temperature Te o

c The resulting plot of P 3S

. 1
a function of m_ /T 2
u cr/ e cr

variation is taken into account by p]otting-(rcr - rABL) at the time

is shown in figure 6-33. Source motion

of peak excursion. The result is the single line relation of
figure 6-34.
. . s . Y4
To see the physical significance of mcr/Te or note that an
1
acoustic velocity 'cA' is proportional to Te 2 and that this gives

cr
a characteristic expansion velocity I‘ﬁXPI‘
Mer N Mer 5 Mer
T%F S Vg (6-73)
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FIGURE 6-34

PEAK CRITICAL SURFACE LOCATION DEPENDENCE
ON ABLATION RATE, CORONA TEMPERATURE, AND
SOURCE LOCATION
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For a fixed expansion velocity, larger ablation rates imply more
plasma in the corona and larger peak excursions. Fixing the ablation
rate while increasing the expansion velocity implies smallier radius

. . _ 2
since m__ = 4mr__p

If v in oW in .
- cor Per% creases - 11 also increase

cr’ EXP
For constant Meps rcr must decrease as Vep increases.

Up to this point emphasis has been placed on quantifying the
dependences of the peak critical surface excursion. Any other density
point could have been similarly analyzed. Instead of duplicating
the analysis, it is instructive to consider the correlation of one
density point peak excursion to another. As an example, the corre-
lation between the critical and quarter-critical peak excursions,
the experimentally measured quantities, is considered. Figure 6-35
shows the result. The points for all the computer runs lie along
a single line indicating that the peak excursion dependence between
the critical and quarter-critical surfaces, and all others in the ab-
lation region, is unique. If the peak excursion for one density is
known, then the peak excursion for all other density points in that
ablation region profile are uniquely determined and can be obtained
via computer results.

Figure 6-35 has the added significance that since it predicts
a unique critical - quarter-critical surface peak excursion corre-
lation, an experimental check on the theory can be had without having
to independently know the energy transport coefficients or rates.
Figure 6-36 shows the comparison. The indication is of good agree-

ment between theory and experiment. The divergence between the
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FIGURE 6-35
CRITICAL - .-CRITICAL SURFACE PEAK
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FIGURE 6-36

COMPARISON OF THEORY AND EXPERIMENT
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experiment-theory and the dashed line prediction of a pondromotive
force steepened density profile should be noted.

At this point the effect of supra-thermal electrons is considered.
Many of the conclusions derived from the analysis of thermal electron
transport still apply. With the inclusion of supra-thermal electrons,
the peak excursions still hold to the unique correlation of figure
6-35. The peak excursions are still a sensitive function of the en-
ergy transported into the shell and since supra-thermal electrons act
as an additional energy transport channel they cause larger peak ex-
cursions than in identical cases without them. This is seen in
figure 6-37 where the peak critical surface excursion is plotted as a
function of the supra-thermal electron energy deposited into the ther-
mal plasma. The deposited energy appears primarily as electron ther-
mal energy plus ion kinetic energy. (The supra-thermal electrons
comprise only about 1% of the total number of electrons in the plasma.)

Plotting 'ETH HF/Te crl’ where the heat front is now defined as

; > > : i -
the region NppL = Ne = Ngpo 9ives results nearly equal to figure 6-32

c
for the ordinate as (rcr - rABL) or as p_,.. The near equivalence

of (r__ - rABL) and Pep with supra-thermals present, is due to the

cr
only several micron motion of the ablation surface at the time of
peak excursion. The diminshed motion is a consequence of inward ab-
lating material from the shell inner surface heated to a few hundred
eV by the supra-thermal electrons.

The computer simulations do predict a peak excursion dependence

on the incident pylse parameters. This is because the amount of

transport has been directly tied to the incident pulse through the
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FIGURE 6-37

EFFECT OF SUPRA-THERMAL
ELECTRON ENERGY TRANSPORT
ON PEAK EXCURSIONS
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energy dumped into the supra-thermals. For a given pulse shape,‘
pulses with higher peak powers deposit more energy in the dump and
generate more fast electrons. These transport and deposit more
energy into the shell and produce greater peak excursions. A Timit
is reached when the fast e]ectfons have heated the shell such that
half of it goes in and half goes out. The situation here is not
one of a uniformly heated shell but of a shell with a temperature

minimum roughly at the middle of the wall (r = ry - L Ar The

t)'
corona is hot because that is where laser energy is absorbed in a thermal
electron distribution. The bulk of the shell is heated to a few hun-
dred eV (300-600 eV) by the supra-thermal electrons. At the inner
edge of the shell where there is an interface to the gas fill of the
microballoon, the warm shell expands and drives a shock into the gas.
Behind this shock the gas heats to about 1KeV and thermal conduction
causes the shell near the interface to also heat up. For a .8 um
thick shell the maximum peak excursion is reached when about 5 joules
has been absorbed by the time of peak excursion from al0 KeV supra-
thermal distribution.

For the pulses considered, no clear dependence between the peak
critical surface excursion and the rise time was observed.

At this point it can be said that with or without the presence
of supra-thermal electrons the peak excursions are a function of the
energy transported into the shell to heat and ablate more material.
Supra-thermal electrons act as an additional energy transport channel

and so increase the peak excursions beyond those expected from ther-

mal electron transport.
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Additional insight may be gained by referring to an experimental
correlation (Chapter 5) that relates the peak critical surface ex-
cursion 'pcr’ to the incident Taser pulse rise time ' TRISEI (fig-
ure 6-38). Although this is in apparent contradiction to the com-
puter results, the simulations do not take into account the parame-
ters that affect the energy transport coefficient 'FL' or the actual
production rate and spectrum (temperature) of the supra-thermal elec-
trons. The implication is, however, clear that longer rise time
laser pulses result in more efficient energy transport.

The experimental Pere 'TTRISE relationship can be cross-corre-
lated to the computer results to quantify the rise time dependence
of energy transport. Using the results derived without supra-
thermals, a rise time dependence to the flux 1imit can be obtained
(figure 6-39). With or without supra-thermals the rise time depen-
dence of the energy transport parameter .ETH HF/Te crl can be had
(figure 6-40).

The prime usefulness of figure 6-39 is that it shows the energy
transport contributing to the' heating of outwards ablating plasma
to be less than that predicted by classical thermal transport whether
or not supra-thermals actually existed in the -experiment. Figure
6-39 also allows for a comparison of the results from this study

with those of other experiments.(6‘18’19,20)

Although the laser
pulse rise times for these experiments is not known, the range of
flux Timiter values is consistent with those of the 2w - (3/2) W,
study.

Figure 6-40 provides the principal result of this energy trans-



154

oasd - (XVIN < %0L) ™1
052 002 osl 00l 0S %
. -G
-0l
o
o 0\
o o oo -G 1
° o
° -0
o
s o
_— o
. “ 24
w7 Z 3 = NOILVIASQ QUVANVLS
114 3AunD waaguo pig  OE
JONIAN3IH3A IWIL 3SIH -6¢

NOISHNIX3 3OV4HNS TVIILLIND MV3d
8€-9 DI



FLUX LIMITER -FL

155

FIGURE 6-39
FLUX LIMITER—LASER PULSE RISE TIME
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port study. Since the corona electron temperature did not vary
substantially from shot to shot (.8 - 1.2KeV ), figure 6-40 gives
the variation with laser pulse rise time of energy transport con-
tributing to outwards shell ablation. The increase is 1fnear for
pulses with -QISE up to '%ISE =~ 125 psec. Energy transport appears
to have saturated for pulses with -§ISE 2 200 psec.

It is unknown, at this time, whether the flux limiter varies as
a function of rise time, with or without additional transport via
supra-thermals, or whether thermal heat conduction is Timited to a
small amount with the bulk of the energy transported by a variable
number of supra-thermal electrons. The supra-thermal spectrum may
be a function of laser pulse rise time with the spectrum becoming
softer (Te HOT decreasing) for longer rise time pulses. This would
enhance the local deposition of energy in the outer shell material
and would increase the outwards ablation of material. (For 10KeV
supra-thermal electrons only 1/3 of the supra-thermal energy is de-

posited into the thermal "heat front".)
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7. Discussion of Results

The development of a new diagnostic technique was dealt with
in this report. It was shown that the second and three-halves
harmonic light emissions could be observed perpendicular to the axis
of laser beam irradiation. The harmonic emissions, as predicted by
theory, came from distinct and separate zones within the inhomo-
geneous plasma. The Zwo and (3/2) W, harmonics were emitted, accord-
ing to theory, from the critical and quarter-critical densities.

By spatially and temporally resolving the harmonic light emissions,
critical and quarter-critical trajectories were obtained.

Time integrated photographs were obtained which had two dimen-
sional spatial resolution and from which peak critical and quarter-
critical surface excursions and characteristic plasma density scale-
lengths were measured. Streak photographs with spatial resolution
along one plasma axis were used to determine critical and acuarter-
critical surface trajectories and time resolved scalelengths.

In reducing the data it was shown that image analysis could be
used to enhance the accuracy of the spatially resolved data. The
time integrated and time resolved data had accuracy improvements of
factors of three and five respectively.

For the purpose of image analysis it was necessary to determine
the point spread function of the streak camera along its axis of
spatial resolution. This was done as a function of light intensity
into the streak camera. It was found that the shape of the point

spread function, exclusive of film response, was relatively insensi-
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tive to the input light intensity. The point spread function width
at the base intensity level increased with increasing incident inten-
sity. This effect was due to the finite sensitivity level of the
streak camera so that more intense incident intensities resulted in
greater recorded ranges of the point spread response.

The reduced data was applied to the study of laser Tight absorp-
tion and energy transport. Time integrated scalelengths were found
to correlate to the fractional absorption. For laser pulses of 200-
500 psec duration and .l tw peak focused power, the range of scale-
lengths and fractional absorptions was from 6 ym to 24 pm and from
25% to 57% respectively. The scaling of fractional absorption to
scalelength was found to agree with absorption dominated by collision-
al mechanisms. Time resolved trajectories and scalelengths were
used to obtain absorption histories. Resonant absorption was found
to be significant at 15% fractional absorption, for about one laser
pulse rise time. After this period of time, as the scalelengths in-
creased, collisional absorption increased, and resonant absorption
diminished.

Collisional absorption theories predicted absorption via elec-
trons scattering off of ions within the range of a thermal plasma
fluctuation, inverse bremsstrahlung absorption, or via electrons
scattering off of ions within a nonequilibrium ion structure, absorp-
tion off of ion turbulence. The scalelength dependence of these two
mechanisms was seen to be similar. Absorption off of ion turbulence
was expected to have an ion charge and electron temperature depen-

dence much diminished from that of inverse bremsstrahlung absorption.
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Resonant absorption theory applied to linearly polarized light
incident on spherical plasmas predicted peak resonant absorption
efficiency of 15-20%.

Energy transport was studied and related to experimentally ob-
servable effects. Computer simulations were used to determine the
relationship between energy transport and mass ablation rates, and
the density profile. It was found that the peak excursions could be
related to energy and mass transport parameters. An experimental
correlation between the peak critical surface excursion and the laser
pulse rise time was cross-correlated to the computer simulation re-
sults to show an energy transport dependence on laser pulse rise time.
In terms of the flux limiter it was seen that energy transport was
reduced by a factor of 60 from classical at a laser pulse rise time
of 30 psec and by a factor of 2.5 at a laser pulse rise time of
250 psec. Because of the possible presence of supra-thermal elec-
trons, the results were more generally expressed in terms of the max-
imum energy deposited into the thermal electron heating front.

With varying energy transport coefficients, the codes showed
that there existed a critical - quarter-critical surface peak excur-
sion correlation. This was seen to agree with the experimental re-
sult. No evidence was observed of a nonhydrodynamically steepened

density profile with scalelength consistently less than a micron.
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Appendix A - Spatial Resolution and Spatial Accuracy

This appendix analyzes the sources of spatial error encountered
in spatially and temporally resolved harmonic emission studies (sec-
tion 3.3). The resolution of microscope systems viewing three-
dimensional objects is computed. The performance of the optical
system used in the experiment is determined. Particular attention
is paid to the streak camera spatial resolution. The possible effect
of refraction is estimated. Finally, a simple image analysis tech-
nique is developed that accounts for and eliminates most of the
systematic error introduced by the finite system resolution.

A.1 Finite Object Thickness

A well corrected optical system images a plane object into a
plane image. If a three-dimensional object is being photographed
then only one plane in the object can be brought into sharp focus on
the photographic film. The rest of the object will be blurred to
some extent. Even if only one plane is being studied, the effect of
the entire object must be considered since, in general, the out of
focus Tight will overlay the one sharply focused plane.

The amount of blur is a function of the thickness and shape of
the object and of the angular spread in the rays that Tleave the ob-
ject and are collected by the optics.

Finite object thickness effects (FOT) can be analyzed by treat-
ing the object, i.e., the 2w0 or (3/2) W, emitting surface, as a
spherical surface. The goals of the measurement are to determine
the position of the emitting surface and to examine the spatial

structure of the emissions. The radius of the sphere and the loca-
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tion of points on its surface are, thus, to be measured.

It is assumed that the optical system has been focused onto
the major circumference of the sphere perpendicular to the optical
axis of the viewing system. Light is assumed to be emitted in all
directions but attention is restricted to those rays that are emitted
at an angle ¢ to the optical axis such that |¢l < ¢M’ the maximum
acceptance angle of the optical system. The situation is illustrated
in figure A-1.

To proceed, note that the amount of blur is determined by the
projection onto the z axis of the rays leaving a point (x,z) at an
angle ¢M to the optical axis (0.A). The edge resolution is deter-
mined by the maximum differences between the z coordinate of the ray
projection and the radius of the emitting surface. To determine the
maximum difference, the difference due to each point of the sphere
surface is calculated and 3/3z of the difference is found and set
equal to zero. This locates the point producing the maximum differ-
ence. The edge resolution is then computed.

With reference to figure A-1, the difference between the ray

projection and the sphere's radius 'r' ijs

=
I

= x tan ¢M -5 where s = r-z

(A-1)
n=1z+ (r2 - 22)1/2 tan oy - "

Taking the first derivative with respect to z of (A-1) and setting it

equal to zero the location of the point causing the maximum edge blur
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FIGURE A-1
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is found.

z tan ¢
_giz'_=0=1____.__.—1ﬂ
Z (r2_22)/2
zZ =1r cos ¢M or a = ¢ for maximum x. (A-2)

The edge resolution due to finite object thickness (nE ) FOT) is

the value of '#' in equation (A-1) for the conditions of equation (A-2).

r(l - cos ¢y)
e~ FOT T cos &y (A-3)

The f-number of the entrance pupil is related to ¢M by:

= 1

fc " 7 tan O (A-4)

so that (A-3) becomes

f. is typically greater than 1 so that (A-5) can be approximated by

r
n - f > 1 (A'6)
E - FOT 8fc2 o

If no other effects are considered, then (A-6) indicates that
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for a given emitting surface radius, T is smallest for the
largest fc. The blur is smallest when the cone of rays producing
it is most acute.

The point resolution is determined as the difference between
the emitting point's marginal ray projection at the z-axis and the z
coordinate of the emitting point. The difference is equal to the

point resolution np _ FOT

X

"p - For T X tAM Oy T g

- (A-7)

The blur is zero for points on the plane of best focus and becomes
worse as the emitting point moves away from the focal plane.

A.2 Diffraction Limited Resolution

Diffraction limited performance is a consequence of the finite
acceptance angle (f-number) of an optical system. The Timitation
on resolution can be most easily seen by considering the diffraction
of a plane wave by a circular aperture in an otherwise opaque screen.
Although the light entering the aperture is collimated (plane waves),
the Tight leaving the aperture is spread out over a range of
ang]es.(A-l) The 1ight pattern is the "Airy diffraction pattern"

(figure A-2) and the range in angles is characterized by the first

zero of the intensity distribution. This angle is given by

(A-8)

S| >

¢d= .61

where 'r' is the radius of the aperture and 'A' is the wavelength of
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FIGURE A-2
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the Tight. To form a perfect image of the aperture all of the
diffracted 1light has to be collected and to form a "good" image
all the Tight within the angle '¢,' needs to be collected. A1)

If an optical system is to have a diffraction Timited resolution
'nD' then it should collect all the 1ight within the range ¢ < ¢M
where

oy = 61 = (A-9)
solving for 'hD' in (A-9) and noting that Oy = 1/2fc, the diffraction
Timited resolution of the optical system is obtained as a function
of the entrance pupil f-number and of the wavelength of the Tight.

ny = 1.22 Afc (A-10)

A.3 Resolution of a Diffraction Limited System for Viewing a

Three-Dimensional Object

If flat objects are being viewed then the maximum theoretical
resolution is the diffraction limited resolution of equation (A-10).
Since the plasmas are three-dimensional the resolution is determined
by the combined effects of finite object thickness, equation (A-6)
or (A-7), and the diffraction limited optical system performance of
equation (A-10). The net resolution for these essentially inde-

pendent effects is given by:

L
1= g + ) 2 (A-11)
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The edge resolution, 'aE', is:

2 1
2
re =L | +(1.22 xfc)2 (A-12)
8f
C
and the point resolution, '&p', is:
2 5
o= | (2] + (e xfc)2 (A-13)

Plots of '&E' and '&p' as functions of f-number, at » = .53 um for

several source sizes comparable to those of the plasma, are found

in figures A-3 and A-4. Both 'aE' and 'ap as functions of f-
number have minima. The f-numbers for optimum resolution occur at
different places, and below these values the resolution rapidly
degrades. The edge resolution is independent of source size, for
the radii of interest, at fc> 5. The point resolution is essen-
tially independent of source location (Anp < 1 um for the source
sizes of interest) for fc > 12,

For a system optimized for edge resolution fc ~ 3 and 2. = 2 um.

E
The point resolution of points on the emitting surface and near the

optical axis is poor. For x = 50 um, &p =~ 9 ym and for x = 100 ym,

&p ¥ 17 um. For optimum point resolution fc =~ 7 > 9 and the point

resolution is 6 um and 8 um for points 50 um and 100 um from the

plane of best focus. Edge resolution at these f-numbers is x_ = 5 um.

E
Overall system performance is best for a system optimized for point

resolution.
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FIGURE A-3
RESOLUTION OF AN EDGE FOR EMITTING
SURFACES WITH RADIUS .
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FIGURE A-4
RESOLUTION OF A POINT AT A HEIGHT x
ABOVE THE PLANE OF BEST FOCUS
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A.4 Real Optical System Performance

The actual optical system was run at an f -number of fc = 13.
This was the lowest f-number for which the non-symmetrical aberration

(A-2)

of coma was eliminated and for which the symmetrical aberra-

tions of spherical and axial chromatic aberration were reduced(A'2)
to the point where an Airy diffraction pattern could be clearly

(A-3)

Observed. The resolution for a flat object was nearly diffrac-
tion limited, figures A-3 and A-4, and was determined by photograph-
ing a resolution chart, figure A-5, and observing which element was
"just" resolved. The "just' resolved element for green light (X =

.53 pm) illumination was group 7 element 1 which gave a value for

the spatial resolution of 8 um. This is in good agreement with the
predictions for diffraction Timited or near diffraction limited per-

formance. The flat object resolutions for the two wavelengths of in-

terest are shown in table A-1.

WAVELENGTH A - um FLAT OBJECT POINT RESOLUTION um
.5320 8.
.7093 11.

FLAT OBJECT POINT RESOLUTION FOR THE
OPTICAL SYSTEM
TABLE A-1

Three dimensional object resolutions are obtained using equations
(A-12) and (A-13). With the optical system at f. = 13 no chromatic

aberration was observed with white Tight illumination of the bar
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chart and of 100 um diameter CD2 and glass spheres used as test
objects.

A.5 Streak Camera Spatial Resolution

Spatial resolution of the streaked results was determined in
several ways. The first approach was to image a spherical CD2 tar-
get through the optical system and streak camera. With the streak
camera in focus mode {images not streaked) and the slits removed, an
image of the target was formed at the streak camera output. A
photograph of the image was taken and a microdensitometer trace was
made across it. The system resolution was determined by analyzing
the microdensitometer trace.

The measurements were made with the equipment setup and aligned
for a shot, the only exception being the absence of the interference
filters. The targets were ililuminated from the side with the focused
broad-band 1ight of a mercury-arc lamp and the Tight scattered by
90° was collected by the optical system. The target was trans-
lucent but appeared brightest where the focused beam entered and
exited the surface.

Figure A-6 shows the data for a typical resolution measurement.
'a' is the image through the streak camera and 'b' is a microdinsi-

tometer trace through one of the target images. The trace shows the

spatial variation of the film density. For comparison, 'c' shows
a CD2 target illuminated by two mercury-arc lamps and viewed through
the time integrated optics. 'd' is the corresponding microdensi-

tometer trace.
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The sloped density drop at the outer edge is due to the in-
strument response. The width of the drop, from the outer edge of
the object to the outer point of the instrument response, is the
measure of edge resolution. The outermost point in the instrument
response is taken as the extrapolation of the density curve in the

.50 region to the base density. The slope of the edge response

MAX
is a straight 1ine for most of the density drop.

The innermost point of the edge response, the outer edge of the
object, is taken as the point where the density first reaches a
local maximum or first enters a region of slow variation. The selec-
tion of this point is subjective and often unclear. For this reason
the innermost edge response point is used only in the estimation of
the system resolution.

The ideal system magnification is equal to the distance be-
tween the inner points of the edge response divided by the target
diameter. The edge resolution is equal to the thickness of the edge
response divided by the ideal system magnification. The edge reso-
lution for the streak-camera-optics system is 16 um. For an optical
system resolution of 10 um, the streak camera static resolution in

the object space is 12 um. At the streak camera slits the resolution

LINE PAIR

in focused mode is .234 mm or 4.3 p—

The first techniques for streak camera resolution determination
measured the resolution with the camera operated in focused mode.

(A-4)

Measurements by Bradley indicate that the dynamic spatial reso-

lTution of the streak camera may be degraded from its static spatial
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resolution.

To compare the dynamic and static spatial resolution, an ex-
periment was performed in which a 30 um wide slit was placed per-
pendicular to the streak camera slits. A point of Tight with a
width less than 1/5 of a resolution element was imaged through the
streak camera. The resulting streaked image gave a dynamic point
spread function for the streak camera. The ‘il1lumination was a
~ 200 psec long 1.06 um pulse from the high power Nd-glass laser
system. The pulse was passed through a "leaky" Fabry-Perot inter-
ferometer consisting of a 50% and 100% mirror. The output consis-
ted of a train of pulses, each with an amplitude 50% of the previous
one. Data with a wide intensity spread was produced so that inten-
sity dependent effects could be observed. The film used in this test
was developed as for all data shots.

Figure A-7 shows a photograph of the data. Three reflections
covering an intensity range of four are recorded. The intensity of
the pulse varies in time so that several points can be measured
within each refilection. A density range of 2 (factor of 100 in
intensity) is covered in a single shot. 'b' is a schematic of the
experimental arrangement and 'c' is a microdensitometer scan in the
spatial direction through the center of the second reflection.

Figure A-8 shows the results with the resolution, referenced
to the streak camera slits, plotted as a function of the peak sig-

nal density 'D ' (density above fog) for each microdensitometer

MAX
scan. (Resolution is studied as a function of density because the
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Zwo - (3/2) w, data is reduced from density plots.) The half-
widths of the streak camera point response are plotted for several
values of D = DMAX - DS = CONST, and for the half-width at the base
density, i.e., for DS = 0. DS is the local signal density.

To understand the results it is first necessary to consider
the relationship between the measured film density at a point and the
amount of energy at the point 'E' (exposure) that generated the sig-
nal. In a linear photographic system the signal density is related

to the exposure by the relation
D, = v Tog E (A-14)

where vy = CONST.
At Tow exposure levelsy 1is a variable and decreases with de-
creasing exposure. In figure A-9, a D - Tog E curve is sketched.
For constant v, DMAX - DS = CONST. corresponds to a constant
ratio of local signal exposure to peak response function exposure,

i.e., ES/EMAX = CONST. Comparison of point response widths at

D - DS = CONST. or Es/EMAX = CONST. for different values of D

MAX
or E

MAX
MAX gives the intensity dependence of the point response shape.

At Tow exposures, however, a constant drop in density results in a
larger drop in exposure than expected for constant . The effect is
that Tow density point response half-widths are measured at lower
intensities than expected for constanty and the widths are larger

than expected for constant v.
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Even if the point response of the streak camera were constant,
non-linear y would cause the half-width of the DMAX - AD point re-
sponse curves to vary at low densities. That this is the observed
effect is suggested by noting that the half-width curves measured at
DMAX - 4D for high signal densities (DS > .5) are approximately straight
lines. vy is constant in this region. The broadening of the point
response at constant Es/EMAX appears small. The half-width measured
at the base density (DS = 0) increases, but this increase is due to
the fact that the streak camera has a minimum intensity detectability
level. For stronger signals, more of the point response is detected.
The half-width at base density increases linearly above DMAX =1.2.

(For traces with large D AX the effect of variable v is restricted

M
to a relatively small density range around the base. The effect is
minimized by extrapolating the response curves from the constant
region down to the base.) The HW (BASE) and HW (DMAX - AD) curves
must intersect when DMAX - AD = 0. If the experimental HW (DMAX - AD)

curves are linearly extrapolated from the high DS regions to D D,

MAX ™2
then points for the HW (BASE) are obtained consistent with the assump-
tion of constant y. These additional points 1lie on a straight line
which is almost an exact extrapolation of the curve fit for the ex-
perimental HW (BASE) points in the high peak density region. The
ordinate of this line at DMAX = 0 is approximately equal to the
combined widths of the crossed slit and the slit on the microdensi-
tometer.

Several conclusions can be made about the streak camera reso-

lution. The first is that the DMAX - DS = constant curves show the
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intensity distribution of the point response to only weakly

broaden with 1n¢reasing input intensity. The second is that since
the shape of the response function is nearly constant, the broad-
ening at the base is due only to the presence of a minimum detecta-
bility level. More of the point response function is seen for
higher peak intensities. The spatial resolution degrades when an
image is streaked. The degradation given by 1 - (RSTATIC/RDYNAMIC)
is approximately 25%.

In order to see the effect of streak camera resolution on the
2w0 - (3/2) W, results, the HW (BASE) curve of figure A-8 is re-
plotted as the solid line in figure A-10. Here the resolution is
referenced to the object space of the system. The dashed 1ines are
the system resolutions of the streak camera and the optical system at
fo = 13 for the 2w, and (3/2) w, frequencies.

The streaked 2w, - (3/2) W, data usually Ties within the peak
density range of .3 to 1.0. Within this range the system resolution
varies from 16 um to 21 um at Zwo and from 17 um to 22 um at (3/2) W, -
The average system resolutions and their bounds are 18 + 2 um at
2w0 and 20 um + 2 at (3/2) W, -

A.6 Distortion Due to Refraction

An inhomogeneous plasma has a variable index of refraction and
causes light passing obliquely through it to bend. If the goal of
an observation is to locate a source of emissions within the plasma
then the effect of light refraction must be considered.

Consider the case of refraction through a spherical plasma. The

emitting surface is a sphere and, as in the experiment, the goal is
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to determine the sphere's radius. The plasma emissions are viewed
from a single direction and since the acceptance angle of the opti-
cal system is small, ¢y = * 29 for fo = 13, it is sufficient to
treat only those rays which after refraction propagate parallel to
the optical axis of the viewing system.

The situation is depicted in figure A-11 which shows the results
of a typical ray trace computation. The error introduced by refrac-
tion occurs because after a ray has passed out of the plasma its
height from the optical axis is less than the height of the emitting
point. The image formed by the optical system is equivalent to the
straight 1ine projection, into the plane of best focus, of the ray
trajectories after refraction. Refraction, thus, causes the emitting
point to be shorter than the actual emitting point height.

To determine the magnitude of the error, the ray is found which
after refraction has the largest ray height. This ray delineates
the outer edge of the image. The error due to refraction is then
given by the difference between the actual radius 'r' and the appar-
'

. Vs
ent radius rAPP s 1.8.,

-r (A-15)

ATYRep =T - Tapp

Refraction was studied with the use of a computer code that
numerically calculated the ray trajectories and with an analytic
model. The refraction theory is developed in chapter 6. Only the
results are presented here.

The code was run for an exponential plasma density profile of
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the form

n=n_ e -(r - rcr)/(.7212)

cr (A-16)

] = 21 "3
r', ncr 10" cm

where 'n' is the electron density at radius
is the critical density of 1.06 um 1ight,'rC; is the location of
the critical density, and '&' is the distance between the critical
and quarter-critical densities. A parameter map for r was formed
for the 2“0 and (3/2) Wg emissions by varying e and 2.

Plasmas with very short scalelengths were modelled by treating
the plasma gradients as sufficiently steep so that the refraction
was across a sharp boundary from an index of refraction equal to
that at the emitting surface to an index of refraction of a vacuum.
Rays were examined which after refraction propagated parallel to the
optical axis and the outermost ray was determined.

The results of the study are: The ray that appears at the outer
edge of the image is the ray that was generated tangent to the emit-
ting surface. The refraction correction at each frequency is given

by a single equation

_ "app
u

r (A-17)

where u is the index of refraction of the emitted light at the source

density and is given by
u o= [1 - (8.94 x 10_14 cm'l)kznel (A-18)

Note that the refraction correction is independent of scalelength.
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The possible errors in the measurements due to refraction are given

by
Arcr S REF T Ter T Ter APP T -19Ter app (A-19)
Arycr - REF = Ther ™ Mwor APP T %8Ny app (A-20)
Moppp = % = 2ppp = 062555 = 05Ty ppp (A-21)

It should be noted that equations (A-19) - (A-21) appear to over-
estimate the refraction corrections. This is seen from the experi-
mental results (Chapter 5) by first noting that the streak results
show an injtial critical surface radius equal to, within the + 4 um
accuracy of the final results, the injtial target radijus. Equation
(A-17) would have predicted an apparent radius of .87rT. Secondly,
a minimum apparent scalelength of about 4 um to 7 um is predicted
from (A-21). O um + 6 um scalelengths have often been seen.

A plausible explanation is that the plasma does not have smooth
isodensity surfaces but that there exists local structures or tur-
bulence. Such structures, as discussed in Chapter 2, are expected.
For a plasma with steep density gradients, refraction of the emjs-
sions is dominated by the plasma profile near the source. Under
such circumstances the Tight emitted from within each structure
suffers refraction, as per equation (A-17) with Per APP and rep re-
placed by the local radii of curvature, but there is always some
light from each structured region that is refracted towards the op-

tical axis. Thus the entire emitting sphere is seen.
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Because of the discrepancy between theory and experiment
equations (A-19) to (A-21) can be used only as an upper bound on
the refraction error. The actual error is probably smaller.

A.7 Image Analysis

The results of the preceeding sections show that the system res-
olution is substantially larger than the maximum tolerable error re-
quired for physical interpretation of the result. The error intro-
duced by finite system resolution turns out to be systematic and is
correctable by a simple image analysis technique.

In the experiment, the system magnification is determined by
measuring the diameter of a test object and dividing by the known
object diameter. The measured magnification contains the finite res-
olution effects and differs from the theoretical ideal system magni-
fication. Nevertheless, if a subsequent measurement is made with the
system of an object the same size as that of the test object, then
the image sizes will be the same. Use of the measured magnification
accurately gives the object size and the measurement contains no sys-
tematic error. For object sizes different from the test object, use
of the measured magnification leaves a residual systematic error.
This error can be much less than the system resolution. If an esti-
mate of the resolution is available, then most of the residual error
can be eliminated.

The situation is depicted in figure A-12. The objects shown
are, for convenience, assumed to have flat-top intensity distri-
butions. The images have a more complex intensity distribution due

to the finite system resolution. The test object and its image are
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shown in solid lines, while the object being measured and its image
are shown in dashed lines. Capital letters refer to image dimen-
sions while small Tetters refer to object dimensions. Unprimed Tetters
refer to actual dimensions while primed Tetters refer to measured
dimensions.
Dimensions, actual and measured, are taken to be from the ori-
gin to the point where the signal intensity first equals zero. For
an ideal system with perfect resolution n = 0 and the magnification

of such a system is
m=g (A-22)

For a real system, the resolution is finite and the measured

magnification is
= H' -
Since H' = H+ Rand R =m

H' = mh(l + %)

Using equation (A-23)

3
il
—
+

(A-24)

3|
=|x

For o = 20 ym and h= 60 um, m'/m = 1.33. The difference between
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the actual and theoretical ideal magnifications is large. This
Targe difference does not, however, Tead to large errors in the
measurement.

If a measurement S' is made and if the measured magnification

m' is used, then an object dimension ' is obtained.

Since S' = S+R = m(s + #)

IB

5" = — (5 + 1)

3

Using equation (A-24):

(1+%
s' = _1-474__ (A-25)

To compare the measured and actual object dimensions the ratio %—

is formed

L1+
- 1 (A-26)

(1+9)

O

7

1+

1

S |om |
o |

If equation (A-25) is used to obtain an expression for s in terms

of 4' then a correction formula is obtained for the measured results.
5= (1+ EJA' -1 (A-27)

For the measured streaked image resolution of » ~ 20 um and a

test object size of h = 60 um, 5'/5 can be plotted to determine what
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errors exist in the measurements. In figure (A-13) the solid curves

show the ratios of measured object size to actual object size Lfl)
for resolutions of #=0 and 20 ym. For the ideal system the measured
size always equals the actual size. For the real system, the mea-
surement is without error only at the calibration point. The maxi-
mum error appears for the minimum and maximum object sizes. The
plasma dimensions typically range between radii of 40 ym and 100 m.
At these points the errors is +20% (+8 um) and -12% (-12 ym).

The dashed 1ine in figure (A-13) shows the result of using the
ideal system magnification to reduce data with 20 um resolution.

THe error is significantly worse than it is using the measured mag-
nification.

To obtain +3 um resolution the measurements 4' must be improved
through use of equation (A-27).

To determine how effectively equation (A-27) can be used to im-
prove the measurements' accuracy, an experiment was performed in which
a resolution chart was placed in the microdensitometer, the image
was defocused, and a scan of the blurred image was made. Several
elements were scanned to give a spread in object sizes and one ele-
ment was chosen to serve as the test object for the magnification
calibration.

Figure (A-14) shows a sample scan. Each element consisted of
three transparent bars so that six measurements could be made: one
width for each of the three individual bars, one width for each groun

of two bars, and one width for the entire group of three bars. Where

several thicknesses were measured the average was taken. The resolu-
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tion for the results shown was measured as 19 um. Object sizes varied
from 35 um to 280 um (% the total width).

The results are presented in the form of correlations between
the measured and actual object dimensions. Correlations plotted
are ”/<5MEASURED> to /5. For perfect correlation all the points
should lie on a 45° straight Tine. Systematic errors show up as a
departure from the Tine of perfect correlation. Random errors show
up as a scatter in the points.

Figure (A-15) shows the error inherent in uncorrected data.
Data points obtained using the ideal and actual system magnifications
have been plotted along with the predicted curves. Figure (A-16)
shows the corrected data. All of the systematic error due to finite
resolution has been eliminated. The scatter is due to the + 2 um
precision of the measurement technique.

If the resolution of the calibration image differs from that of
the measurements, i.e., the focused and streaked mode resolutions
differ, then equation (A-27) will not completely correct the sys-
tematic error. The measured magnification obtained from a focused
mode image should have included all of the streaked image aberra-
tions and if it didn't, then the difference should be included.

This difference, through a recalculation of m', can be taken into

account in the correction formula. The result is

n
FOC, |
5= (1+ 2 )8 - rera (A-28)

where nFOC and nSTR are the focused and streaked mode resolutions
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FIGURE A-15
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FIGURE A-16
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and 4' is computed using the measured magnification m' obtained
from the focused mode test object image.
The image resolution is only known to a certain accuracy. To

determine the sensitivity of the results to errors in the resolu-
84

tion estimation 85 = o is found using equation (A-27) or (A-28).
The result is
84 = éi-an - S = (81 1}Yén (A-29)
h FoC STR h

In section A.5 the streaked data resolution was found to vary by

+ 4 ym. At the minimum and maximum values of 4 (40 ym, 100 pm) and
for a test object radius of A = 60 um. &n equals -1 pm and +3 um.
The error due to uncertainties in the streaked data spatial reso-

lutions 1is approximately + 2 um in the final results.
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Appendix B - Density Dependence of the Harmonic Emissions

To see the density dependence of the harmonic emissions, the
problem of determining the second order currents that generate the

emissions is considered. The current at any point in the plasma is
. -env_) (B-1)

where n; and n, are the ion and electron number densities, V} and
Vé are the ion and electron velocities, and Z is the ion charge
state,

If high frequency electron oscillations are considered then
n =12Zn, +n, and v_ = v, + v'. The total current is

e i 1 e i

Jd=-e (In,v' + nlvi) - enpy (B-2)

The last term in equation (B-2) is a second order current. If n

1
and vy have temporal dependences of n; - o1t and v'-e'® ¢ then
the temporal dependence of the second order current 3é is Jé” RIS
The frequency of the second order current (wz) is
Wy = wg + ' (B-3)

Electrons driven by the Taser 1ight electric field oscillate every-

where at a frequency o' = Wy Only in Jocal regions of the plasma
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is ny finite. At the critical surface, the resonant fields cause

a density fluctuation that oscillates at a frequency Wy = Wy

The second order current oscillates at a frequency wy = 2w0 and

this current generates the Zmo light. At the quarter-critical surface,
the process of Two-Plasmon Decay generates an Wy =w0/2 density fluctua-
tion. The resulting second order current has a freguency wy = (3/2)wo

and is the source of (3/2)w0 Tight.



