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ABSTRACT

This dissertation explores the acceleration of electrons and associated production of radiation through the interaction of intense laser pulses with underdense plasma. For femtosecond duration pulses, where the pulse duration is shorter than the plasma period, the dominant electron acceleration mechanism is Laser Wakefield Acceleration (LWFA), wherein electrons gain energy by “surfing” electron plasma waves. For high-intensity picosecond pulses the transverse laser field becomes the dominant acceleration mechanism, giving electrons longitudinal momentum via the $v \times B$ force. This is known as Direct Laser Acceleration (DLA).

Experiments on the OMEGA EP laser facility demonstrated the existence of an optimal density for acceleration of electrons up to 600 MeV via DLA using a high-energy, picosecond duration pulse. Two-dimensional particle-in-cell (PIC) simulations conducted using the EPOCH code confirm DLA as the dominant acceleration mechanism and elucidate that dynamic role of quasi-static channel fields on electron energy enhancement. Electron beams generated by this scheme could be used to obtain brilliant, spatially coherent X-rays with the capability to be accurately synchronized to short pulse laser-initiated events.

During LWFA, the formation of a plasma bubble results in a co-moving refractive index gradient that produces time dependent frequency shifts in the driving laser pulse, generating wavelengths extending into the mid-infrared. High-resolution spectral measurements of this radiation and its dependence on laser and plasma pa-
parameters were investigated using the HERCULES laser system. The use of a tailored plasma density was shown to produce wavelengths extending to 2.5 µm, and containing up to 15 mJ of energy. Further experimental studies on HERCULES yielded the first measurements of backward Stimulated Raman Scattering (BSRS) in the strongly coupled regime of LWFA, which were found to be highly modulated and broadened in cases where electrons were accelerated. Simulations and experiments indicate that measurement of BSRS may be used as a diagnostic of bubble formation and trapped electron charge within the bubble. Finally, X-ray imaging results of an Al-Si alloy obtained using betatron radiation from a LWFA indicate that these sources can be competitive with conventional synchrotron radiation.
CHAPTER I

Introduction

1.1 Historical perspective

In the early 1920s, Ernest Rutherford desired a source of multi MeV particles for continuing his research on atomic structure. However, at this time, voltages required for sufficient particle acceleration had not yet been achieved. The prediction of quantum tunneling by George Gamow at the same time as Ronald Gurney and Edward Condon, whereby an electron can penetrate a potential barrier, led to the development of the first particle accelerator by John Cockcroft and Ernest Walton in 1932 [1]. Their device, known as the Cockcroft-Walton generator, accelerated protons from ionized hydrogen through a steady electric field in an accelerating column to produce the first artificially accelerated high energy particles. The realization of this device led to the first controlled splitting of the atom, for which they were awarded the Nobel prize in 1951. However, their device was limited by the breakdown of air, which occurs at energy gradients over a few MeV/meter. Thus, enhanced particle acceleration by this device was limited.
An alternative approach by Gustav Ising in 1924, based on time-varying electric fields, led to the development of the linear accelerator [2, 3]. Ising proposed a method of particle acceleration that employed alternating radiofrequency (RF) fields. The design consisted of a linear series of conducting tubes connected to an RF generator. In this configuration, following Faraday’s law, the periodic rise and fall of the magnetic field concentrated at the wall of each tube induces an electric field along the axis of the cavity that is synchronized with the motion of an electron. A time-varying field is the basis of modern particle accelerators.

The further development of acceleration mechanisms capable of producing higher energy beams required focusing in the transverse and longitudinal directions. This issue was addressed by McMillan and Veksler independently in 1944 and led to the invention of the synchrotron. The major advancement of the synchrotron was bunching together particles at variable energies by injecting them at specific phases in the RF cycle.

By 1952, 3 GeV protons were accelerated using the Cosmotron synchrotron at Brookhaven National Laboratory. However, particle acceleration with this technology was still limited by focusing in the transverse plane. In the 1950s, particle accelerators were again revolutionized with the development of alternating-gradient focusing, which reduced accelerator size. This advancement enabled CERN to achieve acceleration of 25 GeV/c [3].

Advances in accelerator technology has led to the generation of high energy particle beams and associated X-ray radiation, culminating in the acceleration of electrons and positrons up to 50 GeV using the Stanford Linear Accelerator (SLAC). SLAC, an RF linear accelerator, is also capable of producing X-rays with ultra-short (femtosecond) pulse duration with energies on the order of (0.25 - 9.5) keV. These particle
beams and X-rays with ultra-short duration can be used for a variety of applications in fundamental science and industry, including probing electron motion on the atomic scale, elucidating the behavior of materials under extreme conditions, and exploring the dynamics of physiological processes.

However, conventional accelerators suffer several limitations in their further advancement. Of significant note is the limited accelerating gradients in an RF cavity due to electric breakdown of the cavity. Additionally, despite advances in minimizing the size of conventional accelerators, these devices remain massive and expensive; electron acceleration up to 50 GeV at SLAC (Fig. 1.1) is achieved over a distance of 3.2 km, and cost billions of dollars in construction. Achieving higher energy particle beams would require even larger accelerators, which becomes prohibitively expensive. Therefore, a novel acceleration mechanism with reduced in size and construction costs is required.

Modern laser technology and the realization of high-intensity, ultra-short pulse laser systems using Chirped Pulse Amplification [4], the technique for which Donna Strickland and Gerard Mourou were awarded the Nobel Prize in 2018, has led to the development of novel states of matter and accelerating schemes. The focusing of short-pulse lasers with petawatt peak power can be used to generate intensities reaching $10^{22} \text{ W/cm}^2$ [5], and the force generated by these pulses in a plasma medium can produce acceleration gradients three orders of magnitude greater than achieved.
in conventional accelerators. These new-generation particle accelerators, known as laser-driven plasma accelerators or laser plasma accelerators, were first proposed by Tajima and Dawson in 1979 [6] and their development and optimization has since become a world-wide research effort.

The acceleration gradients in LPA can be in excess of 100 GV/m [6, 7], enabling the continuous acceleration of plasma electrons to GeV energies over a few centimeters of plasmas[6, 8, 9, 10], where comparable acceleration would require 10s of meters in a conventional linear accelerator. Additionally, by virtue of the ionized accelerating medium, laser-based accelerators do not fall prey to the breakdown limit of conventional accelerators. Thus, advanced laser systems provide a unique alternative for the acceleration of particles to high energies and the generation of bright, ultra-short radiation bursts, at a fraction of the cost of conventional facilities and with significantly smaller spatial requirements.

1.2 Laser plasma acceleration

As an intense laser pulse travels through underdense plasma the ponderomotive pressure of the beam will expel electrons along its path. The displacement of plasma electrons results in regions of positive and negative charge, creating electrostatic plasma waves. These plasma waves, with phase velocities approaching the speed of light, can trap and accelerate electrons. For sustained laser-plasma interactions, achieved using longer duration pulses, the laser can expel all of the electrons along its path, producing a plasma channel devoid of electrons and with strong electrostatic fields. Electrons that become trapped in this channel can also become accelerated.

Laser-wakefield acceleration (LWFA) is a method for producing high-energy electron beams using the accelerating field structure produced in the wake of a high-
Figure 1.2: Laser wakefield acceleration (LWFA) produces plasma waves with relativistic velocities that can trap and accelerate electrons to many GeV energies. Figure reproduced with permission from Ref. [11].

power, ultrashort pulsed laser propagating through low density plasma. During wakefield acceleration, an electron bunch “surfs” on the electric wave generated by the light pressure of an intense laser pulse [6]. A schematic of this process is shown in Figure 1.2. This wave induces a strong longitudinal electric field that remains in phase with the laser driver, enabling relativistic electrons to gain significant energy from the accelerating field over long distances.

The demonstration of high-quality monoenergetic electron beams via LWFA was achieved by three groups simultaneously in 2004 [12, 13, 14]. Electrons beams with GeV energies were first demonstrated by Leemans et al. in 2006 [8]. The current record for electron acceleration via LWFA is 7.8 GeV, achieved using relativistically guided laser pulses through a capillary discharge waveguide[10]. Additionally, in the highly nonlinear regime of LWFA, electrons undergo betatron oscillations in the strong focusing fields of the wakefield, emitting a bright source of X-rays with a source size as small as one micrometer. [15, 16, 17]. Betatron X-ray beams produced via LWFA have been shown to produce stable, bright X-ray beams capable of high-resolution tomographic imaging [16, 18, 19, 20, 21, 22]. The resultant beams have
a low divergence (on the order of a few milliradians [23]) and ultrashort duration (less than 100 fs [24]), making them useful for a large range of applications across engineering, medicine, homeland security and science [16, 19, 20, 17, 21, 22].

Using picosecond duration pulses, electron acceleration can occur in the Self-Modulated regime of LWFA (SM-LWFA). This occurs when the driving laser undergoes Stimulated Raman Scattering (SRS), or the related self-modulated instability, and becomes modulated at the plasma frequency (Fig. 1.3) [25, 26, 27]. SM-LWFA is associated with large-amplitude plasma waves in the forward direction that trap and accelerate electrons to MeV energies [28, 29, 30, 31]. Electron motion during SM-LWFA has been showed to hard X-ray sources [27, 32].

![Figure 1.3: Self-modulation of a long laser pulse at the plasma frequency. The laser field is shown in red and the plasma wakefield is shown in blue. Figure reproduced with permission from Ref. [33].](image)

SM-LWFA occurs in the regime where the pulse length is long compared to the plasma wavelength ($L > \lambda_p$), and the laser power exceeds the critical power for relativistic self-focusing ($P > P_c$), but is in the weakly relativistic regime ($a_0 \lesssim 1$). This is typically achieved by operating at a relatively high density. In general, it is easier to achieve the conditions necessary for SM-LWFA than LWFA, since matching conditions of pulse duration to laser wavelength or density tailoring are not required. However, SM-LWFA suffers disadvantages due to the higher plasma
density required, which reduces maximum achievable electron energies due to electron dephasing from the plasma wakefield, as well as the production of electron beams with broad energy spread produced due to continual electron trapping along the laser propagation distance. Given that SM-LWFA is driven by an instability, it is also subject to large fluctuations in beam quality.

Figure 1.4: Irradiation of an underdense plasma with a picosecond, high intensity laser pulse will ponderomotively expel electrons in the focal volume of the laser, creating a plasma channel. Electrons injected into this channel can then be accelerated by DLA. The laser electric field (red) and pulse envelope (blue) are shown.

As the intensity of picosecond laser pulses is increased the Direct Laser Acceleration (DLA) mechanism becomes dominant. A high-intensity, picosecond duration laser pulse will ponderomotively expel nearly all of the electrons within its focal volume in the plasma, creating a positively charged channel (Fig. 1.4). This channel evolves on the ion timescale and is therefore considered quasi-static relative to the timescale of electron motion. Electrons are accelerated directly by the laser field and gain forward momentum due to the $v \times B$ force in the Lorentz force equation $[34, 35, 36]$. DLA can be used to produce high charge electron beams $[29, 37, 38]$) and may also produce higher amplitude betatron oscillations than achieved in the wakefield regime, enabling X-ray sources with much higher energies $[39]$. 
The generation of energetic electrons is an essential feature of laser-plasma interaction, thus its study is of fundamental interest in diagnosing and understanding plasma phenomena. Potential uses of high-charge, high-average energy electron beams include positron production through the interaction of energetic electrons with a high-intensity laser pulse [40, 41], experimental verification of the two-photon Breit-Wheeler process [42], and the generation of bright, directional X-ray beams, which can be used for high-resolution X-ray probing [16, 19, 20, 22, 43]. Laser-generated X-ray sources with ultrashort duration have the unique capability to be accurately synchronized to short pulse laser-initiated events, and could be used to probe the dynamics of dense plasmas relevant to inertial confinement fusion [27] and for characterization of high energy density physics experiments [44, 21]. These beams could also be used to produce novel radiation sources, including MeV level X-rays through inverse-Compton scattering [45], and infrared radiation and single-cycle pulses through self-phase modulation [46, 47].

1.3 Dissertation outline

This dissertation presents experimental measurements of electron acceleration and radiation production from laser-driven electron accelerators. High-intensity picosecond and femtosecond laser systems were used to generate high energy electron beams by Direct Laser Acceleration and Laser Wakefield Acceleration, respectively. This work demonstrates the utility of picosecond duration lasers for electron acceleration, as well as the potential of these systems for producing hard X-ray sources which could be used for advanced radiography of dense materials. Studies using femtosecond duration pulses demonstrate the generation broadband radiation sources in the infrared regime, role of plasma instabilities on electron trapping during LWFA,
and the application of betatron X-ray sources for advanced imaging of complex microstructures.

A theoretical background on the interaction of intense laser pulses with underdense plasma is given in Chapter II. A description of the high intensity laser systems used in this work, primary diagnostics and experimental methods used in this dissertation is given in Chapter III. Chapter IV focuses on the acceleration of electrons to many hundreds of MeV \textit{via} DLA using high-energy picosecond duration lasers. In Chapter V, the generation of optical radiation with wavelengths extending into the mid infrared range during LWFA acceleration using tailored-density plasma targets is demonstrated. Chapter VI investigates the role of backward Stimulated Raman Scattering on electron trapping during LWFA. Chapter VII presents high-resolution X-ray imaging of complex microstructures in metallic alloys using betatron X-rays. Finally, conclusions and discussions on future work are given in Chapter VIII.
CHAPTER II

Theoretical background

During laser-matter interaction, plasma electrons perturbed by the laser pulse will oscillate with a characteristic frequency known as the electron plasma frequency:

\[ \omega_{pe} = \sqrt{\frac{n_e e^2}{m_e \epsilon_0}} \]  

where \( n_e \) is the plasma density, \( e \) is the electron charge, \( m_e \) is the electron mass and \( \epsilon_0 \) is the electric constant.

In underdense plasma, \( \omega_{pe} < \omega_L \), where \( \omega_L \) is the laser frequency, the laser field can propagate into the plasma. The critical density, \( n_c = \epsilon_0 m_e \omega_0^2 / e^2 \), is defined as the density at which \( \omega_{pe} = \omega_L \), resulting in reflection of the laser field. The laser-plasma interactions discussed in this dissertation are generated through the interaction of an intense laser pulses with underdense plasma.

For laser intensities exceeding \( 10^{18} \text{ W/cm}^2 \), defined as relativistic intensities, plasma electrons begin to oscillate at velocities approaching the speed of light, resulting in a nonlinear response to the laser field due to an effective boost of the
electron mass by the relativistic Lorentz factor, \( \gamma = \sqrt{1 - v^2/c^2} \), where \( v \) is the electron velocity and \( c \) is the speed of light. An important parameter in the discussion of high-intensity laser-matter interactions is the normalized vector potential, \( a_0 \), which is defined as:

\[
a_0 = \frac{p_0}{m_0c} = \frac{eE}{m_0\omega c} = 0.85 \times 10^{-9} \lambda [\mu m](I[W/cm^2])^{1/2}
\]

in which \( p_0 \) is the electron quiver momentum, \( I \) is the laser intensity in W/cm\(^2\) and \( \lambda \) is the laser wavelength in \( \mu m \). For \( a_0 \geq 1 \), occurring at intensities \( \geq 1 \times 10^{18} \) W/cm\(^2\) for \( \lambda = 1\mu m \), the electron mass, \( m_e \), begins to increase above the electron rest mass, \( m_0 \) (0.511 MeV). When \( a_0 \gg 1 \), the electron motion is relativistic, and the interaction becomes nonlinear. At these intensities, the plasma frequency, \( \omega_{pe} \), is modified by relativistic boosting of the electron mass to \( \gamma m_e \).

The intensity of the laser pulse, \( I \), is given by the magnitude of the Poynting vector, \( S \), averaged over the laser period:

\[
I = \langle |S| \rangle = \frac{1}{\mu_0} \langle |E \times B| \rangle = \frac{\epsilon_0 c}{2} E_0^2
\]

where \( \mu_0 \) is the vacuum permeability constant. The laser intensity is related to the normalized vector potential by:

\[
I \lambda^2 = a_0^2 \times 1.39 \times 10^{18} W/cm^2 \mu m^2
\]

### 2.1 Single particle motion in an electromagnetic field

The equation of motion of an electron subject to a laser field is given by the Lorentz equation:

\[
\vec{F} = \frac{d(\gamma \vec{p})}{dt} = e(\vec{E} + \frac{\vec{v}}{c} \times \vec{B})
\]

where \( \vec{E} \) and \( \vec{B} \) are the electric and magnetic fields, \( \vec{p} = m_0 \vec{v} \) is the electron momentum, \( \vec{v} \) is the electron velocity.
Defining a vector potential, $\bar{A}(x)$, such that

$$
(2.6) \quad \bar{B}(x) = \nabla \times \bar{A}(x)
$$

where $\nabla \cdot \bar{B} = 0$, the electric and magnetic fields are related to this vector potential by:

$$
(2.7) \quad \bar{E} = -\nabla \Phi - \delta \bar{A}/\delta(\text{ct})
$$

$$
(2.8) \quad \bar{B} = \nabla \times \bar{A}
$$

In two-dimensions, $(x, y)$, where the $x$-axis is along the direction of plane wave propagation, the propagation of a plane wave can be described using the normalized vector potential,

$$
(2.9) \quad \bar{a}(x, t) = a(\xi) \times [\bar{e}_x \cos \theta + \bar{e}_y \sin \theta]
$$

where $\bar{e}_x$ and $\bar{e}_y$ denote a unit vector in the $y$-direction and $\xi$ is a dimensionless phase variable, defined by:

$$
(2.10) \quad \xi \equiv 2\pi(\text{ct} - x)/\lambda
$$

where $\lambda$ is the laser wavelength and $t$ is the time in the laboratory frame.

The electric and magnetic fields of the wave in terms of the normalized, non-dimensional vector potential are given by:

$$
(2.11) \quad \bar{E} = -\frac{m_e c \partial \bar{a}}{|e| \partial t}
$$

$$
(2.12) \quad \bar{B} = \frac{m_e c^2}{|e|} \nabla \times \bar{a}
$$
In the case where a plane wave propagates along the $x$-axis, with the electric field in the $y$-axis and the magnetic field in the $z$-axis, the equation of motion in terms of the normalized momentum, $\bar{p} = \bar{p}/m_e c$, is:

\begin{equation}
\frac{d}{dt} \left( \frac{\bar{p}}{m_e c} \right) = -\frac{|e|}{m_e c} \left[ E + \frac{\bar{p}}{\gamma m_e c} \times B \right]
\end{equation}

which yields the following equations of motion in the $(x,y)$-plane for an electron initially at rest:

\begin{equation}
\frac{d}{dt} \left( \frac{p_x}{m_e c} \right) = -\frac{|e|}{m_e c} E_y
\end{equation}

\begin{equation}
\frac{d}{dt} \left( \frac{p_y}{m_e c} \right) = -\frac{|e|}{\gamma m_e c m_e c} B \frac{p_x}{\gamma m_e c m_e c}
\end{equation}

where the velocities in terms of the non-dimensional momentum are:

\begin{equation}
\frac{dx}{dt} = \frac{c}{\gamma m_e c} \frac{p_x}{\gamma m_e c}
\end{equation}

\begin{equation}
\frac{dy}{dt} = \frac{c}{\gamma m_e c} \frac{p_y}{\gamma m_e c}
\end{equation}

and the relativistic factor depends on the longitudinal and transverse momentum, $p_x$ and $p_y$ by:

\begin{equation}
\gamma = \sqrt{1 + (p_x/m_e c)^2 + (p_y/m_e c)^2}
\end{equation}

At sub-relativistic intensities, the electron velocity is much lower than the speed of light, and thus the effect of the magnetic field in the Lorentz force equation (Eq. 2.5) is negligible. Electron motion in this limit is linear and characterized by oscillation at the laser frequency in a straight line parallel to the polarization of the laser field.

In the relativistic limit ($a_0 \gg 1$), the $\nu \times B$ term in the Lorentz force equation becomes proportional to the contribution from $E$, resulting in longitudinal motion
Figure 2.1: Electron motion in the linear and relativistic regimes. 

a) At sub-relativistic intensities, electrons oscillate in the direction of the laser field and do not gain longitudinal momentum. 

b) At relativistic intensities, electrons gain a drift velocity in the longitudinal direction under the combined action of the electric and magnetic field in the Lorentz force equation. Figure reproduced with permission from Ref. [48]

of electrons due to a drift velocity in the direction of the laser propagation. This will produce a figure eight motion of electrons in the plane of the laser polarization and laser propagation. At very high intensities, $a_0^2 \gg 1$, drift in the longitudinal direction begins to dominate transverse motion, giving the electron longitudinal momentum. An illustration of electron motion in linear and relativistic regimes is given in Figure 2.1.

2.2 Laser propagation in an underdense plasma

In laser-plasma experiments, an intense laser beam focusing into a plasma has spatial and temporal intensity gradients. During laser propagation in a plasma,
electrons will be expelled from regions of high intensity to regions of lower intensity, creating a density perturbation. This force is known as the **ponderomotive force**, and is proportional to the gradient of the pressure due to the time-averaged quiver velocity of the electron; it can be considered to be analogous to thermal pressure.

The ponderomotive force during LWFA can be understood by considering an electron subject to an intense laser field that will cause it to move to a region of low intensity during the first half of the laser period. Once this electron resides in a region of lower intensity it will be subject to a weaker electric return force, and will not move back to its original position during the second half of the laser period. This displacement imbalance results in a net force and energy gain of electrons over several oscillations of the laser field, producing an electron depletion in regions of high intensity. In response to the expulsion of plasma electrons, electrostatic restoring forces cause the plasma electrons to oscillate at $\omega_{pe}$. Through this process, laser energy can be converted into an electrostatic plasma wave (EPW). The growth rate of these plasma waves is dependent on the laser pulse duration compared to the oscillation frequency of the plasma.

Assuming no electrostatic fields, the relativistic pondermotive force on a single electron in vacuum is given by:

\[
(2.19) \quad F_p = -\left\langle \frac{c \nabla a^2}{\gamma} \right\rangle = -\frac{mc^2}{\nabla} (\gamma - 1)
\]

which is obtained from the time average, denoted \(\langle \rangle\) of slowly varying components in the electron equation of motion (Eq. 2.13). The associated ponderomotive potential, which dictates the energy gain of an electron under the field of the laser, is given by:

\[
(2.20) \quad U_p = m_e c^2 (\langle \gamma \rangle - 1)
\]

where \(\langle \gamma \rangle = (1 + \langle a^2 \rangle)^{1/2}\), where \(\langle a^2 \rangle = a_0^2/2\) for linearly polarized light.
For sub-picosecond laser pulses, the ion response time is longer than the laser pulse duration, and therefore ions remain stationary during the interaction. However, for picosecond duration laser pulses, where the laser pulse duration exceeds the ion response time, ions will also begin to move from the cavity and electron acceleration in the direction of laser propagation has been found to be uncorrelated with plasma wave production [37].

2.3 Nonlinear phenomena and instabilities

The charge separation due to the laser fields in a plasma also support collective phenomena, such as plasma waves, which are associated with strong electrostatic fields. At relativistic intensities, the increase in the electron mass alters the plasma frequency to $\omega_{pe} \gamma^{1/2}$. At these intensities, the refractive index seen by the laser is:

$$\eta \simeq 1 - \frac{\omega_{pe}}{2\omega_0}$$

where $\omega_{pe}$ is the plasma frequency, $\omega_0$ is the laser frequency.

The group ($v_g$) and phase ($v_\phi$) velocities of the laser pulse propagating through plasma are given by:

$$v_g = \frac{\partial \omega_0}{\partial k_L} = \eta c$$

$$v_\phi = \frac{\omega_0}{k_L} = c/\eta$$

In underdense plasma, where $n_e < n_c$, the index of refraction, $\eta < 1$, therefore $v_g < c$ and $v_\phi > c$.

2.3.1 Self-focusing

At the point of maximum intensity of the laser beam, typically on axis for a Gaussian laser pulse, the electron quiver motion peaks, resulting in a maximum
Figure 2.2: a) The peak laser intensity ($a^2$) for a Gaussian laser pulse will occur on axis. b) The phase velocity, $v_\phi$, is inversely proportional to the laser intensity due to the refractive index change. c) Curvature of the wavefront, resulting in focusing. Figure reproduced with permission from Ref [48].

index of refraction at the same place and causing curving of the laser wavefront (Fig. 2.2). This process is known as relativistic self-focusing, and causes location variation in the phase velocity, $v_\phi = c/\eta$, which will modify the spatial and temporal profile of the laser intensity. The critical power is defined as the power at which relativistic self-focusing is balanced with diffraction of the laser pulse in the plasma, and is dependent on the incident laser frequency, $\omega$, and the plasma frequency, $\omega_{pe}$ by [49]:

\[
P_c[GW] = 2c \left( \frac{mc^2}{e^2} \right) \left( \frac{\omega}{\omega_{pe}} \right)
\]

Temporal variations in the Lorentz factor, $\gamma$, can also result in time varying modifications to the index of refraction, known as self-phase modulation (SPM). SPM is associated with modulation and broadening of the spectrum of transmitted laser light. At regions of high intensity, the refractive index increases, resulting in self-focusing and self-phase modulation [48].
2.3.2 Filamentation

As plasma density increases, the pulse will not propagate through the entire plasma due to the filamentation instability and the transverse break-up of the laser pulse. Filamentation can also occur for laser powers greatly exceeding $P_c$, where propagation dynamics are dominated by the formation of higher-order transverse modes [50]. Therefore, the filamentation instability can be triggered by both ponderomotive and relativistic effects, and reduces the efficiency of coupling of laser energy to electrons by reducing the intensity of a driving laser pulse.

2.3.3 Photon acceleration and deceleration

Plasma waves have been demonstrated to produce an an upshift (or downshift) of the driving laser frequency due to a time-varying refractive index, resulting in photon acceleration (or deceleration) [51, 47, 52]. In order of this to occur, the laser frequency needs to exceed the plasma frequency, such that the spatial and temporal scales of plasma perturbations are greater than the wavelength and period of laser photons [53, 52].

Laser light interacting with a co-moving increase in plasma density will result in blueshifting of the laser spectrum (decrease in wavelength). Such increases in plasma density are caused by an ionization front associated with pulse propagation, and thus this phenomena is known as ionization blueshift [54, 53]. During LWFA, the transfer of laser energy to the plasma will result in red-shifting of the driving laser pulse (photon deceleration). However, plasma waves formed during LWFA will result in asymmetric shifting the laser pulses, due to the existence of regions of increasing and decreasing plasma density. Therefore, depending on the position of photons within the wakefield bubble they will experience either photon acceleration (blue-shifting)
or deceleration (red-shifting). This results in non-linear dispersion of the laser pulse, and the measurement of this spectrum has been suggested as a diagnostic of wakefield dynamics [55].

As an illustration of this process, a plasma wave can be assumed to have a sinusoidal density perturbation, \( \delta n = -\delta n_0 \sin(k_p \zeta) \), in the moving frame where \( \zeta = z - ct \). Considering a witness laser pulse centered at \( \zeta = 0 \) within the plasma wave and with a length \( L \ll \lambda_p \) will experience higher plasma density at the front of the pulse (\( \zeta = L/2 \)) than it will at the rear of the pulse (\( \zeta = -L/2 \)). Given that the phase velocity of the laser pulse depends on the plasma density, the laser pulse will experience different phase velocities, such that \( v_{ph}(L/2) < v_{ph}(-L/2) \), resulting in phase peaks at the back of the pulse moving faster than those at the front [7]. In this way, the wavelength of the laser pulse will decrease, and the pulse frequency will increase. Measurements of even small frequency shifts can be used to diagnose wake formation and dynamics (See Ref. [7] and references within).

### 2.3.4 Stimulated Raman Scattering

Stimulated Raman Scattering (SRS) is an instability occurring at densities much less than \( n_c/4 \) that involves the coupling of a large amplitude of a light wave \( \omega_0 \) into a scattered wave, \( \omega_s \) and an electron plasma wave \( \omega_e \). SRS satisfies the wave matching condition:

\[
\omega_0 = \omega_s + \omega_e 
\]

\[
k_0 = k_s + k_e 
\]

Both Stokes \((\omega_0 - \omega_{pe}, k_0 - k_e)\) and anti-Stokes \((\omega_0 + \omega_{pe}, k_0 + k_e)\) scattered light waves can be produced. The growth rate of plasma waves is \( \omega_e = \omega_{pe} + i\gamma \), where \( \gamma \) is the
growth rate of the Raman instability. The Raman instability is seeded by density fluctuations. At densities approaching \( n_c/4 \), the group velocity of the scattered wave will decrease to zero [49].

**Forward Stimulated Raman Scattering**

Forward scattered Raman waves will typically travel nearly parallel to the pump wave, producing plasma waves with a phase velocity \( v_p \simeq c \). Therefore, the plasma waves produced through SRS can accelerate electrons to high energy, and serves the basis for SMLWA.

**Backward Stimulated Raman Scattering**

Backward Simulated Raman Scattering (BSRS) typically has the fastest growth rate of the SRS instabilities. BSRS is characterized by the formation of a backward traveling scattered wave, \( (\omega_0 - \omega_{pe}, k_0 - k_e) \), where \( \omega_e \simeq \omega_{pe} \) and \( k_e \simeq 2k_0 \). At low laser intensities, measurements of backward scattered light can be used as a diagnostic of the plasma density through \( \omega_0 - \omega_{pe} \).

For high amplitude BSRS waves significant plasma heating can occur by the trapping and acceleration of background plasma electrons. Plasma waves associated with BSRS will have a phase velocity \( v_p = \omega_e/k_e = \omega_{pe}/2k_0 \), and for a phase velocity much slower than the speed of light, this plasma wave will trap background thermal electrons and accelerate them to high energies, as has been experimentally observed (Ref. [7] and references therein).

The standard temporal growth rate of SRS can be considered in two regimes. In the weakly coupled regime, where \( a_0^2 \ll \omega_{pe}/\omega_0 \ll 1 \), the growth rate is given by:

\[
\gamma_{SRS} = \frac{a_0}{2} \sqrt{\omega_{pe}\omega_0}
\]

As the intensity of the pump laser increases, the system is said to be in the strongly
coupled regime. In this regime, the growth rate of the SRS instability becomes large, such that $\omega \simeq \gamma \gg \omega_{pe}$ and is associated with pronounced spectra broadening [56]. Extreme broadening of backscattered spectra may indicate scattering from many unstable plasma modes in the strongly coupled regime due to loss of coherence of plasma waves during wavebreaking [57, 56, 58]. Broadening may also be due to spatiotemporal localization (bursting) of the Raman scattered light within the laser pulse from a rapid saturation of the SRS instability [58, 59].

2.4 Laser-driven electron acceleration

In laser-plasma physics, the mechanisms for energetic electron production are highly dependent on laser pulse duration. For femtosecond (fs) duration laser pulses, where the pulse duration is comparable to the plasma period ($\tau_L \simeq 1/\omega_{pe}$ where $\omega_{pe} = n_e e^2/\varepsilon_0 m_e$ is the plasma frequency) the dominant acceleration mechanism is Laser Wakefield Acceleration (LWFA). Electrons that become trapped in the plasma waves during LWFA will be subject to a longitudinal force, accelerating them to relativistic velocities.

When the laser pulse duration is much greater than the plasma period, as achieved with picosecond (ps) duration pulses, the laser will undergo Stimulated Raman Scattering, or the related self-modulated instability, and the laser pulse amplitude becomes modulated at the plasma frequency [25, 26, 27]. Electrons in this regime are accelerated in multiple “buckets” by plasma waves with spacings at the plasma frequency, as well as longitudinal momentum from the laser field where it overlaps with energetic electrons through the $v \times B$ force.

As the intensity of picosecond laser pulses is increased a third acceleration mechanism known as Direct Laser Acceleration (DLA) becomes dominant. At these ultra-
relativistic intensities, the laser pulse will expel nearly all of the electrons within the focal volume by ponderomotive pressure, creating charge separation and ultimately a quasi-static channel. Electrons that become trapped in the ion channel will gain longitudinal momentum from the laser field through the $v \times B$ force in the Lorentz force equation [35, 36, 34].

2.4.1 Limits on energy gain

An electron accelerated in the laser-propagation axis, by a linear electrostatic plasma wave will experience an increase in velocity approaching the speed of light. If the phase velocity of the plasma wave is constant with $v_{ph} < c$, electrons will eventually outrun the plasma wave and move into a decelerating phase region of the plasma wave. The effect of the electron outrunning the accelerating region of the plasma wave will limit its energy gain, and this limiting effect is commonly referred to as electron dephasing.

The electron dephasing length, denoted $L_d$, is defined as the length the electron travels before it slips by one-half of a period with respect to the plasma wave. For a relativistic electron with $v_z \simeq c$, the dephasing length in linear plasma waves is:

$$L_d = (1 - v_{ph}/c) L_d = \frac{\lambda_p}{2}$$

(2.28)

The maximum energy gain of an electron after it has traveled one dephasing length is:

$$W_{max} \simeq eE_{max} L_d \simeq 2\pi\gamma^2 (E_{max}/E_0)m_e c^2$$

(2.29)

in the case where the maximum amplitude of the plasma wave $E_{max}$ is less than the laser electric field, $E_0$. 
2.4.2 Laser-driven plasma waves

The velocity of a laser-driven plasma wave is important for determining the maximum amplitude of the plasma wave and the maximum energy gain. The phase velocity of a plasma wave can be considered to be equal to the group velocity of the laser when evolution of the drive beam is neglected.

In the linear regime, the group velocity of a laser pulse in plasma is determined from the 1D dispersion relationship, \( \omega_0^2 = c^2 k^2 + \omega_{pe}^2 \), from which \( v_g = c \left( 1 - \frac{\omega_{pe}^2}{\omega_0^2} \right)^{1/2} \) and \( \gamma = \omega_0/\omega_{pe} \) [7].

The group velocity of the laser is reduced in the 3D case by diffraction. The evolution of a Gaussian laser pulse will result in a deflection of photons with respect to the laser propagation axis at a diffraction angle of \( \theta_d = r_0/Z_R \), where \( r_0 \) is the focal spot size and \( Z_R = \pi \omega_0^2/2 \) is the Rayleigh length. Therefore, the group velocity will be reduced by this deflection.

2.4.3 Laser Wakefield Acceleration

Wakefield generation is most efficient when the pulse length is on the order of the plasma period, generating large amplitude plasma waves (wakefields) with phase velocities approaching the group velocity of the driving laser pulse. For a Gaussian laser profile, the maximum wakefield amplitude is achieved when \( L_{rms} \approx \lambda_p/(2\pi) \).

The precise length scale for maximized plasma waves depends on the regime of acceleration (linear or nonlinear), and the shape of the driving pulse.

The wakefield amplitude driven by a linearly polarized square pulse is maximized when the pulse length, \( L \), is approximately equal to the plasma wavelength, \( \lambda_p/2 \), yielding:

\[
E_{\text{max}}/E_0 = a_0^2/2 \left( 1 + a_0^2/2 \right)^{-1/2} \]
where $a_0^2 = 2.6 \times 10^{19} \lambda^2 \text{ (} \mu\text{m}) I_0 \text{ W/cm}^2$. Given that $E_{\text{max}} \propto \lambda_p \sim (1/L)$, wakefield amplitude can be increased by operating at higher densities or shorter pulse durations. However, as the plasma density is increased energy gain can be limited by dephasing, as discussed in Section 2.4.1. For the HERCULES laser system, wakefield acceleration is driven in the nonlinear regime with a linearly polarized Gaussian pulse. The maximum wake amplitude for other pulse shapes can be found in Reference [7].

As LWFA are driven with femtosecond duration laser pulses, the resultant electron bunches have similar duration [60, 61, 62]. These electron bunches and associated radiation sources are intrinsically synchronized to the laser drive, making LWFA powerful sources for synchronized pump-probe experiments.

**Regimes of LWFA**

The linear 3D regime occurs in the limit where $a_0 \ll 1$ and is examined using the cold fluid equations: the Poisson equation, the continuity equation and the fluid momentum equation [7]. In the linear regime, the plasma wave is a simple sinusoidal oscillation with a frequency of $\omega_{pe}$, and the associated electric field of the wave has the form:

\[(2.31) \quad E_z = E_0 \sin(\omega_{pe}(z/v_{ph} - t))\]

where $z$ is the direction of laser propagation, $v_{ph}$ is the phase velocity and $E_0$ is the peak field amplitude, estimated from the Poisson equation, $\nabla \cdot \vec{E} = 4\pi e(n_0 - n_e)$.

The bubble or blowout regime of LWFA is the most effective method for accelerating electrons. This regime is achieved when the laser pulse is less than half the plasma wavelength, which is achieved using sub-100 fs, high intensity laser pulses. In this regime, the ponderomotive force of the laser will expel all of the electrons in its focal volume, creating a spherical “bubble”-like plasma wave (Fig. 2.3). The
electric field in the direction of propagation in the blowout regime can be defined by assuming an ionic cavity:

\[ E_z = \frac{(m_e \omega_{pe}^2 \zeta)}{2e} \]

where \( \zeta = z - v_g t \) in which \( v_g \) is the group velocity of the pulse. The maximum electric field is achieved at the edge of the plasma “bubble”, which has a radius \( r_b = 2\sqrt{a_0 c/\omega_{pe}} \), and is zero at the center of the bubble [44].

**Trapping**

Electron trapping can be studied by considering the trajectory of electrons injected into a plasma wave. An electron with an initial velocity \( v_z < v_{ph} \) will slip backward with respect to the plasma wave, and if the velocity is too low, it will never gain sufficient energy to remain in phase with the accelerating field. This electron will be untrapped and continue to move backward through the accelerating structure.
However, if the electron has a sufficiently high initial velocity, \( v_z > v_{ph} \), the electron will become trapped, and will begin to orbit within the plasma wave [64, 65, 7].

**Wave-breaking**

Large amplitude electrostatic waves with phase velocities approaching the speed of light can be supported in a plasma. The wave breaking limit is defined as the maximum amplitude of an electrostatic wave within a fluid model (See [7] and citations therein).

The maximum amplitude of the electric field of a plasma wave can be made by assuming that all plasma electrons oscillate at \( \omega_{pe} \). Using the Poisson equation, the cold non-relativistic wave breaking field in the linear regime is given by:

\[
E_0 = cm_e \omega_{pe}/e
\]

For nonlinear plasma wave, it is possible for the maximum amplitude of the plasma wave to exceed \( E_0 \). In this case, the cold, relativistic wave-breaking field is defined by:

\[
E_{WB} = \sqrt{2} (\gamma - 1)^{1/2} E_0
\]

where \( \gamma \) is the relativistic Lorentz factor associated with the phase velocity of the plasma wave. In the 1D, low-intensity limit \( \gamma \approx \omega_0/\omega_{pe} \).

In a warm plasma, thermal effects will reduce the maximum plasma wave amplitude by the thermal velocity spread of plasma electrons, \( c \beta_{th} = (k_B T_0/m_e)^{1/2} \) where \( T_0 \) is the initial electron plasma temperature and \( k_B \) is the Boltzmann constant. Under these conditions, the wave breaking field becomes [7]:

\[
E_{WB} \simeq E_0/\beta_{th}^{1/2}
\]
2.4.4 Direct Laser Acceleration

DLA refers to the regime in which electrons gain energy directly from the laser field. Using pulse durations exceeding the plasma frequency and ultra-relativistic intensities \( a_0 \gg 1 \), the laser pulse will expel nearly all of the electrons within the focal volume by a sustained ponderomotive pressure, creating charge separation and ultimately a quasi-static channel. Electrons that become trapped in the ion channel can be accelerated \( \text{via} \) DLA. DLA can occur concurrently with LWFA and SM-LWFA [17, 66].

The plasma channel created by an ultra-relativistic picosecond duration laser pulse evolves and has its own quasi-static transverse and electric fields [67, 68, 69]. Therefore, DLA is very complex due to the interplay of electrostatic fields in the evolving plasma channel with the oscillating electric fields of the driving laser pulse [38, 70, 71, 35]. There are several mechanisms that can contribute to electron acceleration in this interaction. Previous computational studies have highlighted the role of transverse oscillations on electron oscillation, leading to a resonance between the electron oscillations and the driving laser pulse and thereby enhancing electron energy gain [35, 70, 71]. Betatron oscillations due to the magnetic field of moving electrons may also enable reduced dephasing between high energy electrons and the laser field \( \text{via} \) DLA [35]. Amplification of electron oscillations across the plasma channel has also been found to significantly increase electron energy, and a longitudinal electric field directed in opposition to the laser electric field can decrease the electron dephasing rate [72, 73, 68, 67]. Additionally, even a small difference between the phase velocity of the wave and the speed of light can alter electron dynamics during DLA with sufficiently intense laser pulses, reducing the maximum achievable electron energy [74]. Electrons may also gain energy stochastically through perturbations to
the electron trajectory [37, 75].

2.4.5 Betatron Radiation

Electrons that become trapped in plasma waves or plasma channels will undergo oscillations, emitting a bright source of X-rays with a source size as small as one micrometer. [15, 16, 17]. This motion is known as betatron oscillations, and is associated with the generation of EM radiation as observed from an undulator in a conventional accelerator. Betatron X-ray beams produced via LWFA have been shown to produce stable, bright X-ray beams capable of high-resolution tomographic imaging [16, 18, 19, 20, 21, 22, 43]. The resultant beams have a low divergence (on the order of a few milliradians [23]) and ultrashort duration (less than 100 fs [24]), making them useful for a large range of applications across engineering, medicine, homeland security and science [16, 19, 20, 17, 21, 22].

Following the description of LWFA in the bubble regime as an ionic cavity, as discussed in Section 2.4.3, the equation of motion of an electron undergoing betatron oscillations within the plasma bubble due to the transverse field of the plasma wave, which acts as a restoring force toward the laser propagation axis. Under these conditions, the equation of motion on an electron in a plasma bubble can be written as [44]

$$\frac{dp}{dt} = -\frac{1}{2} m_e \omega^2_{pe} \bar{s}$$

(2.36)

where $\bar{s}$ represents the coordinates the in frame of the bubble, which is moving at the group velocity of the laser pulse, $v_g$. Under the assumption that the longitudinal momentum is slowly varying, the transverse momentum can be considered as a slowly varying oscillator with at betatron frequency, $\omega_\beta = \omega_{pe}/\sqrt{2p_z}$. By applying the WKB approximation the equation of motion can be solved for the $p_x$, and using the
Figure 2.4: Illustration of betatron radiation in the “undulator” and “wiggler” limits, where the instantaneous direction of radiation emission is represented by lobes. Figure reproduced with permission from Ref [63].

position and momentum of the electron the intensity of radiation emitted by the moving particle per unit frequency is given by [76]:

\[
\frac{d^2 I}{d\Omega d\omega} = \frac{e^2 \omega^2}{2\pi c} \left| \int_{-\infty}^{\infty} \bar{n} \times (\bar{n} \times \bar{v}/c) e^{i\omega(t - \bar{n} \cdot \bar{r}/c)} dt \right|^2
\]

where Ω is the solid angle and \(\bar{n}\) is the vector in the direction of observation.

Depending on the oscillating strength, electrons will oscillate in two regimes: the “wiggler” and “undulator” regimes (Fig. 2.4). In the undulator regime, the electron will radiate in the same direction over its trajectory. This occurs when the maximum angle between electron velocity and the propagation axis, \(\psi\), is smaller than the radiation cone \(\Delta \theta = 1/\gamma\), where \(\theta\) is the angle from the plane in which the particle oscillates. Conversely, in the wiggler regime, radiation will emit in different directions along the electron trajectory. The transition between these regimes is defined by the ratio between oscillating amplitude and wavelength, defined by the dimensionless parameter \(K = \gamma \psi [63]\).

In the wiggler configuration, emitted radiation is most synchrotron-like, with the electrons undergoing very strong oscillations. This can be described by the asymp-
totic limit of Equation 2.37, as a function of $\theta$ [44]:

$$
\frac{d^2 I}{d\Omega d\omega} \propto \frac{\gamma^2 \zeta^3}{1 + \gamma^2 \theta^2} \left[ K^2_{2/3}(\zeta) + \frac{\gamma^2 \theta^2}{1 + \gamma^2 \theta^2} K^2_{1/3}(\zeta) \right]
$$

where $K^2_{2/3}$ and $K^2_{1/3}$ are modified Bessel functions, and $\zeta = \frac{\omega \beta}{\omega_c} (1 + \gamma^2 \theta^2)^{3/2}$ is defined in terms of the critical frequency and the betatron frequency. The betatron spectrum can then be obtained by integrating this function over the solid angle, $\Omega$:

$$
\frac{dI}{d\omega} = \sqrt{3} \frac{e^2}{c} \frac{\omega}{\omega_c} \int_{\omega/\omega_c}^{\infty} K^2_{5/3}(x) dx
$$

where $K^2_{5/3}$ is also a modified Bessel function. The critical frequency of a synchrotron spectrum is defined as [76]

$$
\omega_c = \frac{3}{2} \gamma^3 c \rho
$$

where $\rho$ is the curvature of the electron orbit. The synchrotron-like spectrum produced by a moving electric field at a single and at various amplitudes of betatron oscillation is shown in Figure 2.5, where the amplitude of oscillation is defined by the size of the plasma bubble (c.f. Section 2.4.3).
Figure 2.5: The synchrotron-like spectrum from an electron undergoing betatron oscillations at a constant amplitude on a linear (a) and logarithmic (b) scale. The variation in spectrum over a Gaussian distribution of betatron amplitudes is shown as a dotted line. Figure reproduced with permission from Ref. [77].
CHAPTER III

Methods

3.1 High power laser systems

The experiments presented in this dissertation were conducted using three high-intensity laser systems: the HERCULES laser in the Center for Ultrafast Optical Science (CUOS) at the University of Michigan in Ann Arbor, USA, the OMEGA EP Laser Facility at the University of Rochester Laboratory for Laser Energetics in Rochester, USA and the Gemini Laser System at the Central Laser Facility at the Rutherford Appleton Laboratory in Didcot, UK.

Laser systems, laser targets and diagnostics relevant to experiments on these systems are discussed in this chapter. Supporting Particle-in-Cell (PIC) simulations were performed to elucidate the underlying physics of these experiments; the PIC method is also discussed.
3.1.1 The HERCULES laser system

The HERCULES (High Energy Repetition CUOS LasEr System) laser is a Ti:Sapphire laser system capable of delivering 3 Joules of energy in 30 fs laser pulses (300 TW). HERCULES delivers pulses with a peak repetition rate of 0.1 Hz. It holds the Guinness Record for peak laser intensity, with a focused intensity of $2 \times 10^{22}$ W/cm$^2$ [5].

![Schematic of the HERCULES system](image)

Figure 3.1: Schematic of the HERCULES system. Figure from the CUOS website.

HERCULES laser is a CPA system. A Femtolaser oscillator with 12 fs pulse width with 800 nm wavelength is initially amplified to the microjoule energy through a two-pass preamplifier system. Amplified Spontaneous Emission (ASE) noise introduced by the two-pass amplifier is then removed using cross-polarized-wave generation. The microjoule level pulse is then stretched to 0.5 ns and a regenerative amplifier and 4-pass amplifier system are used to enhance the pulse energy to the joule level. Following two sequential Ti:sapphire 4-pass amplifiers (25 mm beam diameter) and a
single 3-pass Ti:sapphire amplifier (50 mm beam diameter), the final output energy of the laser beam is 17 J. A schematic of the laser system is given in Figure 3.1.

Using a 4-grating compressor, the output laser pulse is compressed to approximately 30 fs. Achromatic lenses are used in the final relays of the beam to prevent variation in the group delay across the beam due to its large diameter in the compressor (150 mm). Following compression, the beam is down-collimated to a diameter of 100 mm and approximately 3 J of energy is delivered into one of two separate interaction chambers: the gas target chamber for LWFA experiments and the solid target chamber for ion acceleration and high-harmonic generation studies. The work presented in this dissertation was performed in the gas-target experimental chamber.

3.1.2 The OMEGA EP laser system

The OMEGA Enhanced Performance (EP) laser system is part of the University of Rochester Laboratory for Laser Energetics. It has four kilojoule class independent beamlines, two of which can be compressed for picosecond duration operation with petawatt power.
The OMEGA EP short pulse beams have a wavelength of 1053 nm and can be configured to provide up to 0.5 kJ of energy at a best compression duration of 0.7 ps or 2.3 kJ in 100 ps. The peak intensity of this system is $6 \times 10^{19} \text{ W/cm}^2$. The short pulse beams can be focused to contain 80% of the laser energy into a diameter of approximately 30 µm.

Two long pulse beams are also available on OMEGA EP. These beams can be tuned to have a pulse duration of 0.1 to 10 ns at a wavelength of 351 nm and delivering energies up to 5 kJ. Distributed Phase Plates are used to produce super Gaussian focal spots ranging from 400 to 2000 µm.

### 3.1.3 The Gemini laser system

The Gemini laser system is part of the Central Laser Facility at the Rutherford Appleton Laboratory (RAL). The Gemini laser system is a two-beam petawatt class facility. Each beam delivers up to 15 J of energy in a pulse of 30 femtosecond duration, yielding up to 500 TW of laser power. Gemini is the final amplification stage of the “Astra-Gemini” system, which is a Ti:Sapphire CPA system pumped by frequency doubled Nd:YAG and Nd:Glass lasers. The Astra laser produces 0.75 J in 30 fs. The Gemini laser was a later addition of an extra amplifier to the existing Astra laser. A pulse picker at the Astra compressor splits the initial beam into two beamlines, which are fed into Astra and Gemini. The Gemini amplification system consists of two separate beamlines, each of which is amplified from 1.5 J to 25 J using separate 60 J Nd:Glass pump systems. Two separate compressors produce 15 J of energy in a 40 fs duration pulse, which is delivered to the Gemini target area.
3.2 Gas Targets

All of the experiments presented in this dissertation examine the interaction of an intense laser pulse with an underdense plasma. For LWFA experiments, a sustained column of low-density plasma is required to trap and accelerate electrons in plasma waves. In practice, three types of gas targets are typically used: gas jet, gas cells (capillaries), and pre-ionized capillary targets [78].

Gas jets are typically of millimeter diameter and are opened for several milliseconds prior to the laser shot to achieve “steady-state” conditions relative to the surrounding vacuum environment on the timescale of the laser pulse. Gas jets are simple, easy to align and robust for producing low density plasma targets, however they are limited by the amount of gas necessary to achieve desired densities and low shot-to-shot reproducibility of gas conditions.

In order to produce stable, high-quality electron bunches via LWFA it is desirable to minimize fluctuations in plasma targets. This is achieved using gas cells and capillary targets. Gas cells are able to produce uniform density profiles at lower gas pressure and with greater stability due to the containment of the gas, and have been shown to produce electron beams with enhanced stability in beam energy, charge, divergence and pointing [79]. Long, narrow capillary cells containing gas have also been pre-ionized using an electrical discharge to produce a density gradient through thermal expansion that can enable optical guiding of laser pulses [80].

Further, for LWFA experiments precise control of the gas density profile is crucial. For example, while high-density gas is beneficial for producing high charge beams through self-injection, the electron beam will rapidly dephase from the laser pulse and experience deceleration by the reversed electric field of the wake, limiting the
maximum energy of the resultant beam (c.f. Section 2.4.1). A separation between the injection and acceleration processes by density tailoring can enable the production of high-charge, high-energy beams. Two-stage 3D printed gas cells developed at the University of Michigan have demonstrated advancements in beam stability and reproducibility as compared to single stage cells [78]. 3D printing enables rapid prototyping and decreased cost in gas cell production. Variable length cells have also been constructed using a 45° slope in the second cell and a vertical actuator, as shown in Figure 3.3. These gas cells are designed to hold glass windows such that a probe beam can travel transversely through the cell for plasma density measurements by interferometry, as will be discussed in Section 3.4.1.

Gas jet targets are employed in Chapters V and VII of this work. Gas jets were used in Chapter VI in which backward scattered radiation was measured because reflection of incident laser light from gas cells was found to interfere with the desired measurements. Two-stage 3D printed gas cells with a short, first stage injector was employed in Chapter VII to achieve high energy, high charge electron beams, and
were reversed in Chapter V to test the effect of density tailoring on long wavelength generation. Characterization of the plasma density in gas targets is achieved using interferometry and discussed in Section 3.4.1. Accelerated electron beams are measured using a magnetic spectrometer, discussed in Section 3.4.3, and a description on X-ray characterization is given in Section 3.4.4.

3.3 Laser diagnostics

Diagnostics capable of measuring the output of the laser beam are essential for monitoring the conditions for each single experiment (shot), and well as the operation of the laser system. In this system, the laser diagnostics used on the HERCULES laser system are discussed.

3.3.1 Laser power

A photodiode located behind a dielectric mirror in the HERCULES system is used to measure the laser power on a shot-to-shot basis. Although 99% of the laser energy is reflected from the front surface of a dielectric mirror and maintained in the system, the remaining 1% that leaks through the mirror is sufficient to obtain signal on the photodiode, and is read in the control room using an oscilloscope. This value is correlated with the power in the full beam using a calibrated power meter in the HERCULES beam. Therefore, assuming the laser system is operating consistently at a fixed pulse duration and the photodiode is not saturated, a measure of the total power in the HERCULES beam can be obtained on each shot.

3.3.2 Laser pointing

Proper alignment of the HERCULES beam into the experimental chamber is essential for achieving optimal experimental conditions and shot-to-shot reproducibility of measurements. Therefore, the gas target chamber of the HERCULES system is
equipped with two alignment steps following the entrance of the beam to the chamber from the compressor.

The first beam alignment in the HERCULES chamber is achieved by monitoring the beam pointing to ensure that the beam is parallel to the optics table and enters the chamber at the center of the entrance port. Consistent alignment of beam pointing is achieved by measuring the leak through of laser light from the rear of a dielectric mirror inside of the experimental chamber. The leak through light is imaged using a fixed imaging system, and the pointing of the laser beam is controlled using a mirror outside of the experimental chamber, after the compressor.

The beam is subsequently aligned to the target chamber center (TCC), where the gas target is located at the focus of the parabolic mirror. Alignment to TCC is achieved by interrupting the beam coming to focus from the parabolic mirror using two small pick off mirrors on a motorized stage. When these mirrors are moved into the path of the focusing beam it can be redirected to a stationary imaging system on which the focal spot is monitored. This imaging system is fixed at a location corresponding to TCC so that the position and quality of the focal spot can be reproduced with each alignment.

3.3.3 Focal spot

Monitoring of the laser focal spot is essential for ensuring optimal laser performance. On HERCULES the focal spot at best focus from the parabolic mirror is measured during alignment at TCC using an imaging camera, as previously discussed. This imaging system consists of an 8-bit charge-coupled device (CCD) camera and an objective lens with ten × magnification.

In the HERCULES chamber, an f/20 parabolic mirror is used to focus the beam, where f/20 refers to the f-number $N = f/D$, where $f$ is the focal length and $D$ is
the effective aperture size. Using a perfect lens, the diffraction limited spot size of focused light can be described as an Airy disk, and the concentric rings around the Airy disk are an Airy pattern. The diffraction limited spot can be approximated as the diameter of the first null in an Airy disk:

\[ x = 1.22\lambda N \]  

where \( \lambda \) is the wavelength and \( N \) is the f-number of the imaging optic. Therefore, the diffraction limited spot on HERCULES using an f/20 parabolic mirror is about 20 \( \mu \)m.

In many experiments, a deformable mirror may be used to optimize the wavefront of the laser beam and obtain diffraction limited spot sizes. However, LWFA experiments can also be successfully performed without corrections to the wavefront through careful alignment of the optical system and utilizing high-quality focusing off-axis parabolic mirrors.

The best focus of the laser should be checked not only for high quality at focus, but also to minimize the formation of astigmatic qualities of the beam. In practice, utilizing a translation mount enables scanning through best-focus to investigate beam quality.

3.3.4 Pulse duration

The characteristics of electron acceleration, and regime of operation of LWFA, is highly dependent on the duration of the driving laser pulse. For this reason, it is important to monitor the pulse duration experimentally. On the HERCULES system, the pulse duration can be measured by sending light from the low-power regenerative amplifier into a second-order autocorrelator.

Given the ultra-short duration of HERCULES pulses these sub-picosecond pulses
can only be measuring using the pulse itself. This is what is achieved with the second-order autocorrelator, which works by splitting an ultra-short pulse into two halves using a beam splitter and sending one of these pulses into a delay stage. Both pulses are then combined into a non-linear second harmonic generation (SHG) crystal, which emits second harmonic light as a result of its interaction with these beams. By charging the delay of one beam relative to another the second order emission can be calibrated. As the overlap in the SHG crystal differs due to varying temporal delays, the spatial distribution of the emitted light will also change [81]. The spatial distribution of second harmonic light is proportional to the duration of the input pulse, and assuming a certain pulse shape the duration of the laser pulse can be measured. For HERCULES beams the shortest pulse duration is 33 fs (Fig. 3.4).

As well as knowing the pulse duration, it is also important to determine the shape of the pulse and the existence of any features, such as pre or post pulses. From second-order autocorrelation measurements information about the pulse shape cannot be determined. Additionally, information about the leading or trailing edge of the pulse is lost in the second-order autocorrelator because it is symmetric. However, information about pre- and post-pulse structure can be resolved if the symmetry of the system is broken, as achieved with a third-order autocorrelator.

3.4 Interaction diagnostics

Single-shot diagnostics of laser-plasma interaction and resultant electron and radiation are essential for laser-plasma acceleration studies. General methods for characterizing plasma density and beam properties are discussed in this section.
3.4.1 Interferometry

Optical interferometry is used to measure the electron plasma density in laser-plasma experiments. Interferometry is a powerful technique for determining plasma density from interference fringes. Interferometric imaging also enables imaging of plasma channel formation and structure.

On the HERCULES laser system, plasma density is measured using a shearing Michelson interferometer. A Michelson interferometer uses a beam splitter to split a light source into two arms which are later recombined to obtain interference fringes. In the HERCULES gas target chamber, light for the interferometer is picked off from the main interaction beam using a nitrocellulose pellicle of 2 μm thickness, which reflects 4% of the incident light along a separate optics line. The optics in the probe line path are 50.8 mm in diameter, and the length of the probe line is adjusted using a delay stage so that the probe pulse traverses the plasma about a picosecond after
the main pulse. The single, 2-inch diameter probe beam travels transversely through
the gas target producing the reference region and interaction region in a single beam.
Light that exits the gas cell travels to the Michelson interferometer.

The interferometry probe beam will pass through the region of laser-plasma in-
teraction as well as a vacuum or unperturbed region, and is later split to separate
these conditions. The Michelson interferometer on HERCULES consists of a beam
splitter, a roof prism, a mirror and a CCD camera. The two-inch beam entering the
interferometer is split into two arms using the beam splitter, and one arm travels to
a mirror on a translation stage, and the other to a roof prism. The roof prism flips
the incoming image of the interference and reference images and reflects this image
back to the beam splitter. The initial image and the flipped image are interfered
on the CCD camera. Using the mirror translation stage, the delay between the two
arms can be adjusted to obtain interference fringes, from which the plasma density
can be calculated from the relative phase shift.

By interfering the laser-plasma interaction region with an unperturbed region,
the plasma density can be obtained by measuring the relative phase accumulation
gained by light passing through a plasma structure:

\[ \Delta \phi = \frac{2\pi L}{\lambda_0} \Delta \eta \]

where \( \lambda_0 \) is the wavelength of the probe beam, \( L \) is the thickness of the medium
and \( \eta = \Delta \left( 1 - \frac{\omega_{pe}^2}{\omega^2} \right)^{1/2} \) is the refractive index. The plasma density, \( n_e \), can be
extracted from the plasma frequency, \( \omega_{pe} = \frac{n_e e^2}{\epsilon_0 m_e} \).

The plasma density can be extracted from interference fringes to using the Fourier-
transform method to determine the two-dimensional phase shift:

\[ \Delta \phi(x, r) = \frac{2\pi}{\lambda} \left( \sqrt{1 - \frac{n_e(x, r)}{n_c}} - 1 \right) \approx \frac{\pi}{\lambda} \frac{n_e(x, r)}{n_c} dl \]
where \( n_c = m_e \frac{\omega_0^2 \epsilon_0}{e^2} \) is the critical plasma density, and \( n_c \approx 2 \times 10^{21} \text{ cm}^{-3} \) for \( \lambda_0 = 800 \text{ nm} \). Small asymmetries in the plasma channel are accounted for using a numerically computed Abel inversion. This analysis is performed using a routine written in MATLAB.

Density values obtained from interferometric images have shot-to-shot variations on the order of 10\%, and the quoted values refer to the peak electron density on the laser axis. The uncertainty in these measurements typically arises from non-uniformity of gas within the gas cell or above the gas nozzle.

### 3.4.2 Stimulated Raman Scattering

The measurement of Stimulated Raman Side Scattering is another method for determining the plasma density in laser-plasma experiments. This method was employed in experiments performed on the Gemini laser system (Chapter VII). Light propagating through a plasma will be modulated by the Raman instability, producing a spectrum with satellites corresponding to integer \( n \) shifts of the fundamental frequency:

\[
\omega_s = \omega_0 \pm n \omega_{pe}
\]

(3.4)

Measurements of Stimulated Raman Side Scatter were obtained using an absolutely calibrated imaging spectrometer. The plasma density can be determined by recovering \( \omega_{pe} \) from the position of these satellites using \( n_e = m_e \frac{\omega_{pe}^2 \epsilon_0}{e^2} \) [82].

### 3.4.3 Electron spectrometer

The characteristics of accelerated electron beams are determined using an electron spectrometer. The electron spectrometers used in LWFA studies presented in this work consisted of a dipole magnet which deflects the electron beams according to their momenta onto a LANEX scintillating screen.
On HERCULES, the electron beam exiting the plasma target will enter a 0.8 Tesla dipole magnet of length 15 mm and with a separation of 2 cm between the plates. The magnetic field is oriented such that the magnetic field lines are vertically normal to the direction of propagation, sweeping electrons in a plane parallel to the ground. To minimize detrimental effects from the magnetic fringe fields, the distance between the plates is optimized such that the radii of deflection of electrons within the desired energy rate are larger than the separation between the plates.

To understand the principle of an electron spectrometer, consider an electron traveling along the laser axis \((z)\), with energy \(\gamma\) and velocity \(\vec{v} = (v_x, v_y, v_z)\). This electron enters a uniform magnetic field, \(\vec{B} = (B, 0, 0)\), with length \(L_z\) and width \(W_y\), and be subject to the \(v \times B\) force from the Lorentz force equation, yielding:

\[
\frac{dv_x}{dt} = 0
\]

\[
\frac{dv_y}{dt} = -\frac{Bqe}{\gamma m_e} v_z
\]

\[
\frac{dv_z}{dt} = \frac{Bqe}{\gamma m_e} v_y
\]

By differentiating Equation 3.6 and plugging in Equation 3.7, and vice versa, it is found that the electron is undergoing simple harmonic motion at the cyclotron frequency, \(\omega_B = Bq_e/\gamma m_e\). Integrating these equations it is found that the electron is moving in the \((y, z)\) plane along a circle of radius \(R_B = v/\omega_B\). Therefore, over the width \(W_y\), the exit angle of the electron from the magnet is given by \(\sin \theta = L_z/R_B\) with respect to the \(z\)-axis, and the perpendicular deflection of the electron is given by \(\nabla y = R_b(1 - \cos \theta)\). The electron exiting the magnet will will be dispersed according to its initial energy and will intersect with a LANEX scintillating screen. The LANEX screen will fluoresce at a wavelength of approximately 545 nm and with
an intensity proportional to the number of electrons striking it [83]. In this way, the energy, energy spread, and divergence of the electron beam can be determined from images taken with a CCD. The electron spectrometer is calibrated by mapping the magnitude of the magnetic field inside the dipole, and tracking the trajectories of particles onto the scintillating screen.

3.4.4 Radiation characterization

X-ray CCDs

CCD cameras will respond to incident photon by the photoelectric effect, and the number of photoelectrons produces from a single photon depends on the fraction of energy that is deposited on the chip. This is known as the quantum efficiency of the sensor. The quantum efficiency of CCD cameras are highly dependent on photon energy, therefore X-ray and optical CCD cameras differ by the amount of signal generated by an incident photon on the sensor chip. The photon energy of X-rays is much higher than photons in the optical range, and will produce a high signal per pixel on the sensor. Therefore, in X-ray CCDs, sensors capable of high photon absorption are used.

For X-ray characterization studies in Chapter VII, an Andor iKon-L camera was used to image X-ray transmission through a filter pack (Fig. 3.5a). The sensitivity of this Andor camera is highest for photons in the range of 1 - 10 keV, but can be used to detect photos up to 20 keV (Fig. 3.5b). The analogue-to-digital conversion of this camera, also known as the gain, is 7 photoelectrons per count (25.55 eV/count). The CCD chip of this camera is $2048 \times 2048$ pixels of $13.5 \times 13.5 \, \mu m^2$, with a dynamic range of 16 bit. A 250 $\mu m$ beryllium filter is typically used in front of an X-ray CCD camera to filter out background radiation.
Filter arrays

The spectrum of betatron radiation is important for X-ray imaging applications, as discussed in Chapter VII. To characterize the betatron spectrum a 9-element filter array composed of various materials with different K-edges was placed to characterize the X-ray spectral distribution. To capture the spatial profile of the X-ray beam the filters were placed in a cross pattern, with the series of nine elements repeating 5 times, as shown in Figure 3.6a. The transmission of X-ray photons through each material used in the filter is highly dependent on the energy of the incident photon, therefore using a variety of filters the broadband betatron spectrum can be obtained. The thickness of each filter element can be found in Table 3.1. The raw X-ray image with labeled filters and associated transmission are shown in Figure 3.6.

The signal of the X-ray spectrum on the camera is assumed to be synchrotron-like and can be estimated as [84]:

\[ N_i = \eta \int_{E_{\text{min}}}^{E_{\text{max}}} S(E, E_{\text{crit}})Q(E)T_i(E)dE \]

where \( \eta \) is a constant coefficient, \( S(E, E_{\text{crit}}) \sim (E/2E_{\text{crit}})^2K_{2/3}^2(E/2E_{\text{crit}}) \) is the
Figure 3.6: a) Cross pattern of repeating 9-element filter array. b) X-ray transmission of each element.

on-axis synchrotron spectrum with a critical energy of $E_{\text{crit}}$, $Q(E)$ is the quantum efficiency of the camera (discussed above), $T_i$ is the overall transmission of the filter $i$ with the consideration of attenuation of other materials in the beam path. Fitting equation (3.8) with the measured signal counts on the camera for all the filters gives a best fitted $E_{\text{crit}}$. The number of photons in the X-ray beam can be determined by integrating the assumed synchrotron spectrum, accounting for the quantum efficiency of the detector.

<table>
<thead>
<tr>
<th>Material:</th>
<th>Nb</th>
<th>Mo</th>
<th>Cu</th>
<th>Zn</th>
<th>Fe</th>
<th>Co</th>
<th>Sc</th>
<th>Ti</th>
<th>Pb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness (µm):</td>
<td>24.5</td>
<td>20.0</td>
<td>9.2</td>
<td>10.0</td>
<td>5.6</td>
<td>5.4</td>
<td>26.7</td>
<td>17.3</td>
<td>503.8</td>
</tr>
</tbody>
</table>

Table 3.1: Thickness of filter array elements.

Radiochromic Film

Radiochromic Film (RCF) is a thin plastic film with an active layer containing dye that is sensitive to ionizing radiation from electrons, ions and X-rays. It has high spatial resolution, and is an excellent diagnostic for laser-plasma experiments as it is insensitive to optical radiation. The photo-sensitive component in RCF which undergoes a photo-chemical reaction when exposed to ionizing radiation, producing
a color change in the otherwise transparent film. The intensity of the radiation will translate into the depth of the color on the film, therefore the dose of incident radiation can be inferred from the optical density of the film.

RCF was utilized in experiments conducted on the OMEGA EP laser facility to diagnose the beam pointing and divergence of laser-accelerated electron beams. The type of film used in these experiments was HDV2, which has a dynamic dose range of 10 to 1000 Gy and develops in real time without post-exposure treatment. The spectral response of this film ranges from 100 keV to MeVs, and can be used to resolve features smaller than 5 µm.

3.4.5 Infrared detectors

Near infrared spectrometer

A NIRQuest512-2.5 spectrometer was used in Chapter V to measure the spectrum of radiation produced between 1 and 2.5 µm during LWFA. The NIRQuest512 is a Symmetrical Crossed Czerny Turner, with 8 gratings and a 25 µm slit width. The detector in this spectrum was a Hamamatsu G9208-512 W (Indium Gallium Arsenide), with 25 × 250 µm pixel size, providing measurements between from 900-2500 nm wavelength range. Spectral measurements were corrected for the grating efficiency and photosensitivity of the detector (Fig. 3.7).

Pyrometer

When exposed to a radiation source, a pyroelectric thermal detector produces a current output that is proportional to the rate of change of temperature. The output current from these devices is governed by:

\[
I = p(T)A \frac{dT}{dt}
\]
Figure 3.7: **a)** Grating efficiency of the NIRQuest512-2.5 spectrometer, from Ocean Optics. **b)** Photosensitivity of the Hamamatsu G9208 Indium Gallium Arsenide detector, obtained from the manufacturer.
where \( p(T) \) is the pyro-electric coefficient, \( A \) is the area of the detector, and \( dT/dt \) is the rate of temperature change of the pyroelectric crystal, which will generate electricity when it is heated. Pyroelectric detectors can operate at room temperature, have a broad spectral response, and operate with sub-nanosecond response times. In this work, a Gentec-EO QS3-IL pyrometeric detector was employed to measure the total energy in light extending from 1 \( \mu \)m during LWFA (Chapter V). This detector was calibrated as \( 3.35 \times 10^5 \) V/J (± 3.5 %) using a 7.25 \( \mu \)J source and measurements of the signal of the detector were made using an oscilloscope.

### 3.5 Particle-in-Cell simulations

Particle-in-cell (PIC) codes are widely used in plasma physics for simulating collisionless plasma kinetics. The core of a PIC code consists of two coupled solvers: the particle pusher and the field solver. The particle pusher moves electrons under the influence of electromagnetic fields and calculates resultant currents, while the field solver solves Maxwell’s equations on a fixed spatial grid subject to the currents from the particle pusher. In this way, the dynamics of a collisionless, kinetic plasma can be simulated.

The PIC method groups individual particles together to form macro particles with preserved charge-to-mass ratios such that the equations of motions and macroscopic fields are unchanged. The motion of these macroparticles is then tracked on a grid (Fig. 3.8a), subject to self-consistent electric fields. With each step, the phase space of macroparticles is updated according to the equations of motion, the particles are distributed using a weighted distribution, and Maxwell’s equations are solved with the updated current and charge densities at each point (Fig. 3.8b).

The accuracy and speed of PIC simulations are determined by the number of
particles, as well as the grid-size and time-step of the simulation. The maximum time-step for a given grid-size is determined through the Courant criterion. The Courant criterion dictates the time-step for a numerically stable scheme \((\nabla tc \leq \Delta x)\), and is typically chosen to be its maximal allowable value to reduce dispersion of the wave due to the grid size. For lasers of relativistic intensity interacting with plasmas below the critical density it is not necessary to resolve the Debye length of the plasma \((\lambda_D \simeq \sqrt{\epsilon / 4\pi ne^2})\). This is because numerical heating, caused when the grid size exceeds the Debye length, is negligible because for low densities the wave propagation in an underdense plasma is similar to that in vacuum [85].

In this dissertation, three PIC codes were used. Studies of DLA in Chapter IV were conducted using the EPOCH code [86], OSIRIS 4.0 [87, 88] was used to study long wavelength generation during LWFA in Chapter V and SCPIC [89] was used to investigate backward SRS in Chapter VI. Although there are differences between each of these PIC codes, the utilization of different codes is based more on accessibility of the code to the user rather than virtue of the code or solver; EPOCH simulations were performed by the author, while OSIRIS and SCPIC simulations were run by collaborators at the University of Alberta.

LWFA simulations in Chapters VI and V were conducted using a moving box reference frame that was co-propagating with the laser pulse. Moving box simulations provide the highest efficiency in resolving pulse propagating and the response of surrounding plasma over long propagation distances. In this frame of reference ions are treated as stationary, which is a reasonable assumption for the pulse duration used in these studies. For simulations of picosecond laser-plasma interaction, required in Chapter IV, a millimeter scale plasma was simulated using a stationary box and ions were considered mobile to investigate the effect of ion motion on channel formation
Figure 3.8: a) Illustration of the mathematical grid set into the plasma. A charged particle $q$ on the grid will be counted as a current density on nearby grid points. b) Typical computing sequence of the PIC Method. Figure from Ref. [90], © 1991 IEEE.

and electron acceleration via DLA.
CHAPTER IV

Optimizing direct laser acceleration

4.1 Introduction

For high-intensity, sustained laser-plasma interactions the laser pulse will ponderomotively expel nearly all of the electrons within its focal volume in the plasma creating a positively charged channel. This channel evolves on the ion timescale and therefore is considered quasi-static relative to the timescale of electron motion. Electrons that become trapped in the ion channel can gain longitudinal momentum from the laser field through the $v \times B$ force in the Lorentz force equation [34, 35, 36]. This is known as Direct Laser Acceleration (DLA). DLA can be used to produce high charge electron beams ($\sim 100s$ of nanocoulomb [29, 37, 38]), relevant to a variety of applications, including the generation of hard X-ray beams for probing dense plasmas [44] and the production of electron-positron beams [40].

DLA is very complex due to the interplay of electrostatic fields in the evolving plasma channel and the oscillating electric fields of the driving laser pulse [35, 70, 38, 71]. There are several mechanisms that can contribute to electron energy gain
during DLA. For example, transverse electron oscillations may lead to a resonance between electrons and the driving laser pulse, enhancing electron energy gain [35, 70, 71]. Betatron oscillations due to the magnetic field of moving electrons may also reduce the dephasing rate between the laser field and accelerated electrons [35]. A longitudinal electric field directed in opposition to the laser field can slow down electrons with superluminal velocities, keeping them in phase with the laser pulse for longer periods [67, 68, 73, 72], and even a small difference between the phase velocity of the wave and the speed of light can alter electron dynamics during DLA [74]. Electrons may also gain energy stochastically through perturbations to the electron trajectory [37, 75].

Previous experimental and computational work has investigated DLA using pulse durations exceeding the plasma period. Experiments by Gahn et al. [36] produced multi-MeV electron beams using 200 fs pulses in high-density plasma channels [36]. In this work, longitudinal plasma waves were found to decelerate electrons, confirming DLA as the dominant mechanism. In later experiments by Mangles et al., [37], electron beams in excess of 300 MeV were produced independently of plasma wave generation, indicating that high energy electron beams can be accelerated directly by the laser field through interaction with the nonlinear focusing force of the plasma channel. Experiments by Willingale et al. [38] investigated the effects of laser power and pulse duration on DLA, and observed the formation of surface waves on the walls of the plasma channel that may be linked to electron injection and generation of high-charge electron beams via DLA. Recently, DLA in solids has been shown by Ma et al. [91] to produce highly collimated electron beams with 100 nanocoulomb (nC) charge. DLA can also play a significant role in LWFA, as shown by Shaw et al. [66].
Previous work highlights the capability of high-intensity ps pulses for the generation of high-energy, high-charge electron beams via DLA. Fits to numerical models have suggested scaling of electron energy with laser intensity, channel length and interaction time [35, 75], and threshold channel densities have been postulated from numerical simulations [71], however a theoretical interpretation of the scaling of the DLA electron energy as a function of plasma density has not yet been developed. Elucidating the dynamics of electron heating and acceleration as a function of plasma density for specific conditions would enable optimized production of high-quality electron beams.

In this chapter, experiments on electron acceleration via DLA using the OMEGA EP laser system are presented. These results demonstrate the existence of an optimal plasma density for electron acceleration by DLA, producing electron beams with energies up to 600 MeV and 10s of nanocoulomb charge. Two-dimensional PIC simulations matching the experimental conditions confirm DLA as the dominant acceleration mechanism. Simulations also demonstrate the importance of quasi-static channel fields in enhanced electron acceleration and give insight into the role of relativistic self-focusing and growth of the filamentation instability on channel formation and optimized acceleration. Increased pulse duration in PIC simulations was also found to enhance the charge of DLA electron beams.

4.2 Experimental setup

Experiments were performed at the OMEGA EP laser system at the University of Rochester Laboratory for Laser Energetics. A schematic of the setup is given in Figure 4.1. A single long-pulse UV heater beam (2.5 ns, 1214.6 ± 15.6 J, 351 µm) with a 100 µm spot size and super-Gaussian spatial profile was used to create
Figure 4.1: Schematic of the experimental configuration showing the generation of an underdense plasma plume using a long pulse heater beam, a 1 ps beam for electron acceleration, a 263 nm optical probe beam and the location of beam diagnostics.

an underdense plasma target through the ionization of a flat CH foil. The main interaction pulse ($\lambda = 1.053 \ \mu m$) had a full-width half-maximum (FWHM) pulse duration of 1 ps and an average energy of $(414.6 \pm 6.9)$ J. The 1 ps pulse was focused using an $f/2$ off-axis paraboloid, yielding a peak normalized intensity of $a_0 \simeq 5.5$. A stack of Radiochromic Film (RCF) for analysis of electron beam pointing and divergence was positioned on the axis of the 1 ps laser pulse at a distance of 8 cm from the main interaction. A hole in the center of the RCF stack allowed a direct line of sight of the electron beam on an absolutely calibrated magnetic spectrometer for measurements of the electron spectrum along the axis of the main interaction beam.

The plasma density was varied by changing the interaction height of the 1 ps laser pulse above the CH plume plume, within a range of 1.5 to 2 mm, or by changing the
timing between the ns pulse UV beam and the 1 ps interaction beams between (1.5 - 3.5) ns. The plasma density was measured by Angular Filter Refractrometry (AFR) [92]. In this way, the plasma density profile can be approximated as a Gaussian function in two dimensions. In these experiments, peak plasma densities ranging between $0.0095n_c - 0.11n_c$ were investigated, where $n_c = m_e\omega_0^2\epsilon_0/e^2$ is the critical plasma density. The experimentally determined plasma density profiles were in good agreement with results from the two-dimensional hydrodynamic code SAGE [93].

4.3 Particle-in-cell simulations

Two-dimensional Particle-in-Cell (PIC) simulations using the EPOCH code [94] were performed to examine a laser pulse at relativistic intensity interacting with a plasma of sub-critical density. The simulations were designed to match the conditions of the OMEGA EP laser system. A 1.053 $\mu$m wavelength Gaussian laser pulse with 1 ps FWHM duration was simulated using two co-incident focal spots to approximate the experimental energy distribution in the focal plane (spot sizes of 3.4 $\mu$m and 17 $\mu$m, corresponding to a normalized vector potential $a_0$ of 1.5 and 5.5 respectively). The plasma density profile was defined by the Gaussian profile from AFR measurements and was varied between $n_0 = 3.1 \times 10^{25}$ m$^{-3}$ (0.005 $n_c$) and $6.5 \times 10^{21}$ cm$^{-3}$ (0.1 $n_c$). The quoted electron density for all simulations refers to the peak density encountered by the laser pulse along this trajectory.

The simulation box was (2200 $\times$ 200) $\mu$m, and simulations were performed with a resolution of 30 cells per $\lambda$ in the longitudinal direction ($x$), and 6 cells per $\lambda$ in the transverse direction ($y$). The laser was linearly polarized in $y$, propagated in $x$ and entered the box at a height of $y = 1000$ $\mu$m. Fully ionized carbon ions were treated as mobile and open boundary conditions were employed. Channel formation and
electron distribution functions were investigated by simulating the interaction for 8 to 10 ps, with outputs every 250 fs. Subsequently, particle tracking was conducted for time intervals up to 4 ps, with outputs every 25 fs.

4.4 Results and Analysis

4.4.1 Electron acceleration

Experimentally measured electron energy spectra from five different plasma densities are shown in Figure 4.2a). Acceleration of an electron beam with a Maxwellian distribution extending to 600 MeV is observed at a plasma density of 0.028 $n_c$, in-
indicating the existence of an optimal density for the generation of energetic electron beams. The shot-to-shot variation in electron spectra over five shots at identical experimental conditions and a plasma density of 0.055 $n_c$ is plotted in as a shaded region Figure 4.2b), showing reasonably high reproducibility of the interaction.

2D PIC simulations also reproduced the existence of an optimal density at 0.025$n_c$ for electron acceleration by a 1 ps FWHM pulse. Simulated spectra for densities between 0.005 $n_c$ and 0.1 $n_c$ are given in Figure 4.2c), where each spectrum is taken at the time when the highest energy electrons were present.

The average electron energy between 10 and 600 MeV is plotted for both simulations and experiments in Figure 4.2d. Experiments produced electron beams with a maximum average energy of 136 MeV at 0.028 $n_c$. For 0.055 $n_c$, the electron spectrum is averaged over data from five repeated shots, yielding an average energy of $(61 \pm 15)$ MeV, where the quoted error reflects the variation in the average electron energy. Good qualitative agreement is found between experiments and simulations, however in all cases the simulated electron energies are significantly lower. This is because the experimental spectra measure only the escaped electrons, while simulation include low energy bulk electrons, as can be observed from the low-energy tails in the simulated spectra in Figure 4.2c). The discrepancy in maximum electron energy between experiments and simulations is likely due to the failure to capture out-of-plane electron oscillations in 2D simulations, as will be further discussed.

4.4.2 Beam divergence, pointing and total charge

The stack of RCF along the axis of the ps pulse provides information about the beam pointing and divergence. In Figure 4.3a) the magnetic spectrometer is aligned to the laser axis behind the central hole in the RCF stack. At all densities, the electron beam is found to deflect upward, due to the refraction of the laser pulse in
the plasma gradient towards regions of lower density. At low density, the formation of multiple beams is observed. The simulated angular divergence of electron beams is plotted for three densities in Figure 4.3b). Simulations indicate that the highest energy electrons are collimated along the axis of the laser pulse at the optimal electron density, and breakup at low density is reproduced. The forking structure observed at low density has been correlated with a transverse modulation of the electron beam by DLA [95].

The presence of multiple beams at low density is due to the filamentation instability and ion motion which can seed hosing-type instabilities [96]. Refraction of the laser beam may be responsible for the apparent offset of the electron beam from the laser axis on RCF stack, indicating that the highest energy electrons may not be measured on the magnetic spectrometer. The upward refraction of the laser beam may be mitigated by using plasma targets with shallower density gradients, such as those generated using gas jets.

Gaussian fits to the electron beam profile on the RCF stack were used to determine the beam divergence as a function of density. The beam divergence, taken as the FWHM of a Gaussian fit in $x$ and $y$, was found to decrease with decreasing plasma density, ranging from about 60 to 80 mrad, as shown in Figure 4.4a. At the lowest density, the formation of multiple beamlets are considered as a single beam for comparison. It is important to note, given the simulated angular divergence in Figure 4.3b, that the divergence of the highest energy electrons may be much smaller than the quoted divergence of the entire beam. This is supported by the angular distribution of the electron beam from simulations, as shown in Figure 4.3b.

The total charge within the electron beam is estimated by extrapolating the signal on the RCF stack to the total electron counts measured on the electron spectrometer.
Figure 4.3: a) A stack of Radiochromic Film (RCF) along the axis of the laser beam serves as a diagnostic of beam pointing and divergence. The hole in the center of the RCF stack is aligned with the 1 ps main interaction beam. Raw RCF, presented on the same color scale, indicates increasing beam divergence with plasma density. At low density, the formation of multiple beamlets is observed. b) Angular divergence from 2D simulations at $t = 5.75$ ps shows similar trend in beam divergence as a function of plasma density.
At the lowest density (0.0095 $n_c$), there was insufficient signal on the RCF to make estimates. The approximated electron beam charge, which can be best interpreted as a lower-bound on the total beam charge due to large uncertainties in the measurement, is plotted as a function of plasma density in Figure 4.4b). Beams with charge in excess of 50 nC were obtained at the optimal plasma density, and charge increased with plasma density. The error bars on these measurements are determined by the five shot variation at 0.055 $n_c$.

At the highest plasma density investigated, 0.11 $n_c$, electron beams approaching 90 nC were accelerated, with an average electron energy of nearly 56 MeV, as shown in Figure 4.2c). The measured beam charge is lower than previous results [38], which may be due the presence of the RCF stack along the axis of the accelerated electron beam. The conversion efficiency as a function of density is also shown in Figure 4.4c), indicating highest efficiency of 1.2% at the optimal density.

4.4.3 Channel formation

The interplay between the laser field and electromagnetic fields of the quasi-static plasma channel is of central importance in the optimization of DLA. Two-dimensional
simulations elucidate laser propagation effects and the role of the quasi-static plasma channel on electron acceleration at different plasma densities. The plasma density affects the laser propagation due to a balance between laser self-focusing and instability growth. As the plasma density increases, the pulse will not propagate through the entire plasma due to the growth of the filamentation instability and the transverse beam break-up.

Snapshots of electron density are given in Figure 4.5a) at a simulation time of 5.75 ps for three different simulated densities. The channel is unstable and filamented at the highest density, $0.1 \, n_c$. At the lowest plasma density, $0.01 \, n_c$, a stable channel is observed, but was associated with poor electron acceleration (c.f. Figure 4.2c)). At the optimal density, $0.025 \, n_c$, the channel extends the length of the plasma and oscillating structures along the walls of the channel are observed. These surface wave structures likely play a role in electron injection during DLA [97, 98, 38]. The laser field is superimposed in yellow to illustrate the location of the laser pulse in the plasma channel. The laser pulse is found to be significantly depleted at the highest plasma density.

The density of carbon ions, normalized to the critical density, is plotted in Figure 4.5b). Relative to the superimposed laser field in 4.5 a), ion motion lags behind the trailing edge of the laser pulse. Ion motion is most significant at the lowest density ($0.01 \, n_c$), and negligible at the highest density. At $0.025 \, n_c$, the ion channel cavitates along two forked trajectories due to the location of highest energy electrons at the edge of the plasma channel.

The average transverse field, $E_y$, which captures the channel field, is normalized to the vacuum maximum amplitude of the laser field, denoted $E_{\text{max}}$, and shown in Figure 4.5c). The core of the channel is positively charged due to electron depletion
Figure 4.5: Simulations of a 1 ps FWHM laser pulse propagating into plasma of various density give insight into the role of the plasma channel on electron acceleration. All images are taken at a simulation time of 5.75 ps, and all averaging is done over 5 laser periods. The electron density, normalized to the critical plasma density, is plotted in a). The laser field, $E_y$, normalized to the field amplitude of a laser with $a_0 = 5.5$, is overlaid in yellow in a, where the limits of the plot (not shown) are between -1 and 1. b) The carbon density normalized to the critical density, demonstrates ion mobility and channel cavitation. The average transverse electric field, $E_y$, longitudinal electric field $E_x$, and the transverse magnetic field, $B_z$, all normalized amplitude of the the laser field, are plotted in c), d) and e), respectively. The longitudinal momentum, $p_x$, for individual electron pseudoparticles with a $\gamma$-factor greater than 40 ($\sim 20$ MeV), are plotted in f), where the color-scale indicates the total number of electrons.
while the outer boundaries are negatively charged. Duplicate channel structures may indicate shock formation, and is the focus of other work [99]. At the highest density the channel is highly disrupted, indicating instabilities in laser propagation. There is also a reversal in the transverse channel fields, particularly visible for the $0.01n_c$ and $0.025n_c$ simulations, associated with the ion motion [100]. Despite the fact that these fields are relatively weak, not exceeding about a percent of the laser field, they have been shown to significantly enhance electron energy gain [73], as will be further discussed.

The longitudinal electric field, $E_x$, normalized to the laser field, is plotted in Figure 4.5d). The color-scale in this plot is lower than for the other fields due to the relative weakness of longitudinal channel fields. It has been previously shown that a significant negative electric field at the channel entrance can launch an electron into an energetic trajectory by decreasing its dephasing rate with the laser field [67]. $E_x$ fields coinciding with density perturbations in Figure 4.5a) may be indicative of electron injection into the plasma channel by surface wave structures.

The time-averaged perpendicular normalized magnetic field, $B_z$, is plotted in Figure 4.5e). The transverse magnetic field, which is higher at $0.025 \, n_c$ than at the lowest density, might play a role in enhancing electron oscillations within the channel [68]. Strong magnetic fields are also generated by the current of energetic electrons; electron acceleration and magnetic field strength may be a positive feedback system for energy gain. Bumps and disruptions in the magnetic field can be observed at both $0.025 \, n_c$ and $0.1 \, n_c$, corresponding with electron density perturbations in Figure 4.5a) and may be caused by the motion of energetic electrons into the plasma channel.

The location and longitudinal momentum of electrons with $\gamma$-factors exceeding
40 (~ 20 MeV) are shown in Figure 4.5f), where $\gamma = \sqrt{1 + p^2/m_e^2c^2}$. The maximum longitudinal momentum is achieved at the optimal density, while the largest number of electrons are accelerated at the highest density. Relative to the laser pulse plotted in the overlay of Figure 4.5a), the highest energy electrons trail the leading edge of the pulse, but no electrons with energy above $\gamma = 40$ are observed behind the laser pulse. No spatial modulation or bunching of the electron beam is observed, as might be expected with SM-LWFA, where the plasma density is modulated at the plasma frequency.

Simulation results indicate that the formation of a plasma channel with sufficiently strong quasi-static fields for enhanced acceleration is a propagation effect resulting from a balance between relativistic and ponderomotive self-focusing and the filamentation instability. Self-focusing and filamentation of the laser beam are shown
at each density in Figure 4.6, plotted at 2 ps into the interaction time. The beam strongly filaments and breaks up at 0.1 \( n_c \), while channel formation is regular and negligible modulations of the laser profile are observed 0.01 \( n_c \). At 0.025 \( n_c \), moderate filamentation of the laser pulse occurs with self focusing. Additionally, at this density, the amplitude of the laser pulse is slightly enhanced relative to the lowest density (Figure 4.6d)).

4.4.4 The role of quasi-static fields

To understand the role of the transverse electric field on enhanced electron acceleration in a quasi-static channel, Arefiev et al. [73] have modeled the equation of motion of an electron across the channel as a driven oscillator:

\[
\frac{d^2 y}{d\tau^2} + \Omega^2 y = c \frac{da}{d\tau}
\]

where \( \Omega = \sqrt{\frac{\gamma}{2\omega_{pe}}} \), \( a \) is the amplitude of the laser wave, and \( \tau \) is the timescale over which the wave phase changes at the electron location (defined by \( \frac{d\tau}{dt} = \frac{1}{\gamma} \)).

Electron motion in the channel is subject to two characteristic frequencies: (1) the frequency of oscillations under the action of the laser field (\( \omega_0 \)), and (2) the natural frequency of oscillations induced by the field of the quasi-static channel (\( \Omega \)). In the vacuum limit \( \Omega \ll \omega_0 \) and the laser frequency \( \omega_0 \) dominates, therefore the maximum electron energy gain is expected to follow the ponderomotive vacuum limit (yielding \( \gamma \simeq 16 \) for an \( a_0 = 5.5 \)). However, as the plasma density increases \( \Omega \simeq \omega_0 \) causing the amplitude of electron oscillations to grow. Enhanced transverse oscillations of the electron in the channel can allow the electron to remain in phase with the laser field over a prolonged period, drastically enhancing the net energy gain of the electron [71]. In this way, the quasi-static fields of the steady-state channel can play a significant role in in electron dynamics and acceleration.
A dimensionless parameter to define the threshold for enhancement of electron energy can be defined \([70, 71, 73]\):

\[
G \equiv a_0 \frac{\omega_{pe}}{\omega_0}
\]

yielding a sharp threshold in optimal acceleration as a function of \(a_0\) and \(\omega_{pe}/\omega_0\). Arefiev et al. \([73]\) theorize that optimal electron acceleration should occur for \(G = 1\). The work presented here is in good agreement with this theoretical estimate. From simulations, at the optimal plasma density \(n_e = 0.025n_c\) with \(a_0 = 7.0\), the \(G\) value is 1.1. Experimentally, the optimal density was \(n_e = 0.025n_c\) with \(a_0 = 5.5\), yielding \(G = 0.92\). Discrepancies between theoretical estimates and the experimental and simulation work presented here may arise from inclusion of experimental artifacts (anomalies in the focal spot, density gradients, etc.), as well as the failure to fully capture filamentation and self-focusing phenomena in 2D. It is also important to note that experimental measurements capture the properties of electrons that exit the plasma, while the above theory captures the acceleration of an electron under fixed conditions. Later in time, electrons may lose energy following beam breakup, or as they escape the channel or dephase from the laser field by becoming superluminal \([74]\).

4.4.5 Electron motion and acceleration mechanisms

Particle tracking elucidates the dynamics of individual electrons during the acceleration process and under the action of the laser and quasi-static channel fields. The momentum gain of individual particles between 2 - 4.25 ps is plotted in Figure 4.7a), and the trajectories typical of highest energy electrons are shown in Figure 4.7b). At the optimal density, electrons begin their trajectory at 2 ps with relatively high energy, and undergo clear periodic oscillations under the action of the laser
Figure 4.7: Trajectories of randomly selected electrons at the highest energies for three densities. 

**a)** Evolution of the longitudinal ($p_x$) and transverse ($p_y$) momenta are plotted as a function of time between 2 to 4.25 ps. 

**b)** The phase space $p_x$-$p_y$ is plotted in the right column for the same particles over the same time period. 

**c)** The components of energy gain in ($W_x, W_y$) space at the time of optimal acceleration for each investigated density with a pulse duration of $t_p = 1$ ps. The energy gain space is shown at the time yielding highest energy electrons for each density: $t = 2.75$ ps for 0.1 $n_e$, $t = 6.25$ ps for 0.025 $n_e$, and $t = 7.5$ ps for 0.01 $n_e$. The red dashed line divides the space into two regions: DLA-dominated region in the upper left and plasma-wave (PW) dominated acceleration-dominated region in the lower right.
and quasi-static channel fields, gaining energy with each cycle. For these electrons, the longitudinal momentum is twice that of the transverse momentum, indicating electron follow the “figure-8” motion characteristic of the $v \times B$ force [91].

At high density, electrons likely gain energy by stochastic processes associated with self-focusing and growth of the filamentation instability, then dephase from the laser, limiting acceleration and resulting in chaotic electron trajectories [67, 68, 91]. Alternatively, at the lowest densities, electron receive reduced pre-acceleration from self-focusing and are subject to weaker quasi-static channel fields, resulting in poor electron energy gain.

The dominant acceleration mechanism can be determined by considering the contributions to electron energy gain from the transverse, $E_y$, and longitudinal, $E_x$ electric fields, where $E_x$ is associated with indirect acceleration of electrons due to plasma wave formation, and $E_y$ is associated with direct acceleration by the laser field. By calculating the work done by each field the dominant acceleration mechanism can be determined. The electron distribution in energy gain space, $(W_x, W_y)$, is plotted in Figure 4.7c at the time yielding the highest energy electrons at each density ($t = 2.75 \text{ ps}$ for $0.1 n_c$, $t = 6.25 \text{ ps}$ for $0.025 n_c$, and $t = 7.5 \text{ ps}$ for $0.01 n_c$). In all cases, the majority of electrons populate the region where $W_y > W_x$, indicating that DLA is the dominant acceleration mechanism.

The role of $E_y$ in electron energy gain is most pronounced at the optimal density, $0.025 n_c$, consistent with the oscillatory behavior of high energy electrons in Figure 4.7b). The considerable acceleration and deceleration of electrons indicates that this process can be an efficient X-ray source. Previous work has indicated that DLA produces higher amplitude betatron oscillations than achieved in the wakefield regime, enabling X-ray sources with much higher energies [39]. The characterization
4.4.6 Effect of pulse duration on electron acceleration

The effect of pulse duration on electron acceleration via DLA was explored in 2D EPOCH simulations. In this simulations, the peak $a_0$ was fixed, therefore the effective laser energy was increased. The average electron energy as a function of plasma density for pulse duration of 0.5 ps, 1 ps and 2 ps are shown in Figure 4.8: Effect of pulse duration on average electron energy in 2D PIC simulations. a) The optimal electron density is consistent at all pulse lengths, while the average energy increases with pulse duration. b) The sum of the particle weight for electrons with $\gamma > 40$. of resultant X-ray emission is the topic of future work.

The discrepancy in average electron energies between experiments and simulations (Figure 4.2d), wherein 2D simulations under-estimate the maximum electron energy, can be attributed to the failure to capture free electron oscillations in the third dimension. It has been previously shown that electron oscillations in $z$ can significantly enhance the natural driving frequency of electrons in the channel, leading to significant energy gain [70]. The failure to capture out-of-plane electron oscillations, and the subsequent effect on electron motion and energy gain, can explain the lower electron energies in 2D simulations.
4.8a). The optimal plasma density persists at each pulse duration, and a moderate enhancement of the average electron beam energy is observed.

The total charge in the electron beam can be approximated as the sum of electron weight. The total charge for all electrons with a $\gamma$-factor $> 40$ is given for each pulse duration and density in Figure 4.8b). The total charge in the electron beam can be considerably enhanced using a longer duration pulse. Note that the total beam charge does not increase with plasma density, as observed with experimental results (c.f. Figure 4.4b), because only particles above 20 MeV are considered from simulations.

**Figure 4.9:**

a) Longitudinal electron momentum as a function of location along the direction of laser propagation, with weight of the electron pseudoparticle in the colorscale (representing the total number of electrons) for electrons with a $\gamma$-factor of at least 40. High energy electrons are accelerated over the entirety of the laser pulse (150 $\mu$m for a 500 fs pulse, 300 $\mu$m for a 1 ps pulse, and 600 $\mu$m for a 2 ps pulse.)

b) The work done by the transverse and longitudinal electric fields on high energy particles for each pulse duration indicates that DLA dominates for all pulse lengths.
The effect of pulse duration on electron beam charge can be further investigated by examining the longitudinal momentum of accelerated electrons versus the laser propagation axis, as shown for a fixed density of $0.025 \, n_c$ in Figure 4.9a). The location of energetic electrons demonstrates the enhancement of beam charge with longer pulse duration. This is because during DLA a separate bunch of electrons can be driven in each half-cycle of the laser field, and the total beam charge is proportional to the number of electron bunches within the plasma channel. For longer pulses, a greater portion of the laser field interacts with the plasma channel, and more electrons can be injected into the channel for acceleration. The energy gain of electrons in $(W_x, W_y)$ space is given for each pulse duration in Figure 4.9b). It is clear that DLA is the dominant mechanism for all cases.

4.5 Conclusions

Experiments and 2D PIC simulations demonstrate an optimal electron density for DLA, resulting in measurements of electron beams with energies up to 600 MeV. The existence of a threshold density for a fixed $a_0$ was in good agreement with theoretical predictions. Simulation work reveals that stable channel formation results from a balance between self-focusing and filamentation, and that reduced surface wave formation at low densities may prevent pre-acceleration and injection of plasma electrons. The electron beam charge was measured to be on the order of 10s of nC, with electron beams approaching 90 nC with an average energy of nearly 56 MeV obtained at the highest density. Further investigations into the role of pulse duration on DLA using 2D PIC simulations indicate that the optimal density persists for pulses of 0.5 and 2 ps duration, but that the populations of energetic electrons can be significantly enhanced by using longer pulses.
This demonstration of high energy, high charge electron beams using picosecond petawatt-class laser systems could enable new applications such as positron production through the interaction of energetic electrons with a high-intensity laser pulse [41], or experimental verification of the two-photon Breit-Wheeler process [42]. Finally, investigations into the motion of energetic electrons indicate that DLA produces bright X-ray sources with ultrashort duration with the capability to be accurately synchronized to short pulse laser-initiated events. These sources could be used to probe the dynamics of dense plasmas relevant to inertial confinement fusion and the characterization of high-energy-density-physics experiments [44].
CHAPTER V

Spectral measurements of mid-infrared radiation from a laser wakefield accelerator

5.1 Introduction

The mid-infrared (mid-IR) spectral region, spanning 2 - 20 µm, contains the frequency range of molecular vibrations and therefore is of significant interest for a diversity of scientific and technological applications [101, 102]. Ultra-short mid-IR pulses with intensities exceeding $10^{14}$ W/cm² have exciting applications in new frontiers, from mode-selective photochemistry [103] to driving attosecond, phase-matched high-order harmonics in the X-ray regime [104]. Additionally, for long wavelengths the critical power for self-focusing is reduced, and the critical density reduced, making LWFA driven with long-wavelength pulses an exciting opportunity for the generation of MeV-scale electron beams at moderate laser intensity [105, 106].

The development of ultra-short duration mid-IR sources optimized for power, efficiency and spectral performance is particularly challenging [107, 108]. Nonlinear photonics, fiber lasers and frequency combs are some approaches that have yielded
mid-IR sources with sub-picosecond duration [109, 102, 107], and high-intensity, short-pulse mid-IR sources are typically produced using optical parametric amplifiers pumped by 1 µm lasers. However, the production of wavelengths extending beyond 5 µm is limited by the suitability of nonlinear crystals [108], and for conventional nonlinear optical methods the total energy of mid-IR sources is limited by material damage or instabilities arising from nonlinear beam propagation, as well as the availability of suitable materials.

The use of a plasma medium to generate long wavelengths through non-linear self-phase modulation would mitigate challenges posed by optical damage. In a plasma medium the generation of laser driven plasma waves also produces frequency shifts in laser pulses [51, 47, 52, 46]. This is because the formation of the plasma wake (density perturbation) results in a refractive index gradient that is co-moving with the driving laser pulse. For relativistic laser intensities ($a_0 > 1$), the refractive index seen by the laser is:

$$\eta \simeq 1 - \frac{\omega_{pe}}{2\omega_0}$$

where $\omega_{pe}$ is the plasma frequency, $\omega_0$ is the laser frequency. A gradient in $\eta$ due to density gradients in the plasma will lead to an increase and/or decrease of the laser photon frequency.

A schematic for this process during LWFA in the bubble regime is given in the rest-frame of the laser pulse, $\eta = z - ct$ in Figure 5.1, where the laser electric field (blue) is super imposed on the electron density profile (red). In the bubble wave, a density up-ramp at the leading edge of the plasma bubble (5.1a) creates a region of negative gradient in the refractive index, causing a frequency downshift (red-shift) of the laser pulse. Photons at the tail of the wake (5.1a) experience a positive refractive index gradient, and therefore are frequency up-shifted. In this way, the
Figure 5.1: The laser field (blue) and the plasma density (red) obtained during LWFA in the bubble regime, presented in the rest frame of the laser pulse. 

- At the leading edge of the wakefield bubble the laser will encounter a density up-ramp and a negative refractive index gradient, resulting in red-shifting of the pulse to longer wavelengths.
- The trailing edge of the laser pulse resides in a density down-ramp and a positive refractive index gradient.

The pulse develops a positive frequency chirp, and a negative group velocity resulting in pulse compression [46]. At the center of the wake which consists of plasma ions, photons will experience negligible frequency variation. Given that the pulse duration is on the order of the plasma wavelength during LWFA, the body of the pulse will reside in a region of falling electron density, and red-shifting (photon deacceleration) will dominate the spectral evolution, producing wavelengths extending into the mid-IR. Additionally, the pulse duration will be compressed by the local reduction in group velocity associated with red-shifting of the spectrum.

Previous studies have explored the production of pulsed mid-infrared radiation due to spectral broadening during LWFA. Simulations by Zhu et al. [110] investigated the parametric dependence of mid-IR wavelength generation from a 30 fs duration intense laser pulse ($a_0 = 0.45$) traveling through under-dense plasma, finding that the efficiency of mid-IR production increased with the ponderomotive force and plateaued after complete blowout of the plasma wave was achieved. Pai et al. [107] measured
mid-IR radiation with energy up to 3.5 mJ produced using a 10 TW, 45 fs laser pulse, and found that long wavelength generation was correlated with electron acceleration by LWFA in the bubble regime. Additionally, recent computational work by Nie et al. [108] has demonstrated that tunable pulses with wavelengths extending to 14 µm may be achieved using tailored density plasma targets.

Experiments performed using the HERCULES laser system at the University of Michigan were conducted to measure the spectrum, energy and beam profile of mid-IR radiation produced during LWFA. Spectral measurements of wavelengths extending to 2.5 µm demonstrate the effect of laser power, pulse duration and chirp, plasma length and plasma density on spectral features. Two-stage tailored density targets were found to enhance the generation of long wavelengths. The spectrum of produced radiation was found to be highly dependent on laser and plasma conditions, with the highest variability in long wavelength production due to laser power and plasma length.

5.2 Experimental setup

Experiments were conducted using the HERCULES Ti:sapphire laser system at the University of Michigan. The 30 fs laser beam was focused using an f/20 parabolic mirror to a focal spot of ≃ 10 µm, achieving an intensities up to 4.8 × 10^{19} W/cm² \((a_0 \approx 4.7)\). Two types of gas cells were used to produce low-density plasma targets: a (5-20) mm variable length cell, and a (5-20) mm two-stage gas cell with a 1 mm rear compartment. Plasma density was controlled by altering the pressure of the gas supply, containing 98% helium and 2% nitrogen mixed gas. As an electron energy spectrometer, a 0.8 T magnet was used to disperse the electron beam onto a scintillating LANEX screen, from which the electron beam was imaged using a
CCD camera. For two-stage gas cells, each cell compartment was connected to an independent gas source. Density measurements were made using a shearing Michelson interferometer, yielding maximum plasma densities up to $1.3 \times 10^{19}$ cm$^{-3}$ in the main stage. Direct measurements of the plasma density were only made from the large chamber of the two-stage cells. The density in the second stage cell of 1 mm length was estimated by scaling interferometry measurements by the ratio of the volumes between the stages using the ideal gas equation. Taking into account the fill tube for the second stage and the variable length wall in the main stage, the rear stage density is estimated to be a factor of $4 \times$ greater than the first stage. The maximum density in the short rear stage was estimated to be $4.4 \times 10^{19}$ cm$^{-3}$.

Measurements of long-wavelength radiation produced by the interaction of the intense laser pulse with the plasma target were made in two experimental configurations, shown in Figure 5.2. In both setups, measurements of long wavelength radiation were made using a NIRQuest512-2.5 spectrometer with a range of 900 to 2500 nm (75 lines/mm grating and a 25 $\mu$m entrance slit). A 1 ms integration time was used for all measurements. Wavelengths below 1050 nm were filtered out near the entrance to the spectrometer using a 1 $\mu$m long pass filter (25.4 mm diameter); the filter was placed as far from the focus as possible, such that the intensity in the beam was below the damage threshold of the filter. The energy of the long wavelength pulse was measured using a pyrometric detector with a 2 mm diameter aperture.

In Setup 1, light exiting the gas cell was filtered through a 50.8 mm diameter 1050 nm long pass filter at a distance of approximately 0.5 m from the exit of the gas cell, before exiting the chamber through a 50.8 mm diameter MgF$_2$ window (6 mm thickness). Light traveling to the spectrometer was then reflected from a fused silica
wedge at 45°, attenuating the signal to 0.6% (for p-polarized light). The total energy in the mid-IR pulse was measured using a Gentec-EO QS3-IL pyrometric detector, interchanged with the spectrometer. For beam profile measurements, a scattering screen was placed at the exit of the chamber window, and the beam was carried to the Xenics Onca-MWIR-InSb camera using a 76.2 mm diameter gold mirror. An additional 1 μm LP filter was used on the Xenics camera.

In Setup 2, radiation exiting the gas cell was reflected from a 3 degree silica wedge at 45°. Escaping light was then collimated to a beam size of 34 mm through a 50.8 mm diameter focal length lens (f = 68 cm). The light exited the vacuum chamber through the MgF₂ window and was focused through a 50.8 mm lens (f = 50 cm) to the spectrometer entrance through a 1 μm long-pass filter. Gold mirrors were used throughout the setup.

All presented spectra were background subtracted and corrected for losses due to all optical elements in the system, as well as the grating efficiency of the NIRQuest spectrometer. Thus, measured spectra are presented between (1 - 2.4) μm, accounting for significant losses at the longest and shortest wavelengths. It is important to note that the use of fused silica elements in Setup 2 limit reliable spectral analysis to below 2.6 μm. A low pass filter with a normalized passband frequency of 0.1 π was applied to all spectra to remove high frequency noise.

The pyrometric detector was calibrated as $3.35 \times 10^5$ V/J (± 3.5 %) using a 7.25 μJ source. The quoted energy values are background subtracted and have been corrected for the solid angle and transmission through optical elements. Background subtraction was also performed on beam profile images. Beam profiles measurements were subsequently filtered using a median noise filter to remove fluctuations and account for shot-to-shot variation in the background intensity.
Figure 5.2: Experimental setup for measurement of transmitted mid-IR radiation during LWFA. A 30 fs laser pulse was focused into gas cell targets using an f/20 parabolic mirror. A 0.8 T magnet was used to disperse the electron beam onto a scintillating LANEX screen, from which the electron beam was imaged using a CCD camera. Density measurements were made using a shearing Michelson interferometer. Measurements of the mid-IR spectra were performed in two experimental configurations, Setup 1 and Setup 2. The energy contained in long-wavelength radiation was obtained using a pyrometric detector interchanged with the NIRQuest spectrometer. Beam profile measurements from a scattering screen were obtained using a Xenics midwave thermal infrared camera in Setup 1.
5.3 Experimental results and analysis

High resolution spectral measurements of long-wavelength radiation produced during LWFA experiments were obtained to study the variation in spectral features with plasma density, plasma length, and pulse duration and chirp. Discussion of mid-IR or long-wavelength radiation in this section refers to radiation with wavelengths extending beyond 1 µm.

5.3.1 Density tailoring

The implementation of a two-stage plasma cell with variable ratios of plasma density was found to produce longer wavelengths, extending to the detector limit (considered to be 2.4 µm after accounting for limits in the grating efficiency). The implementation of a two-stage, density step profile was motivated by recent computational work by Nie et al. [108]. In these simulations, tailored plasma profiles consisting of a long, low-density “compressor” stage, a short, high-density “converter” stage, and a rapid density down-ramp “coupler” stage were shown to produce tunable mid-IR radiation, extending to 14 µm.

In Figure 5.3, spectra are shown at varying plasma length obtained from single and two stage gas targets. The single stage was fixed at a density of $4.2 \times 10^{18}$ cm$^{-3}$, the two stage gas cell has a density of $4.2 \times 10^{18}$ cm$^{-3}$ in the main (long) stage, while the secondary stage of 1 mm length was varied from $8.3 \times 10^{18}$ cm$^{-3}$ to $3.3 \times 10^{19}$ cm$^{-3}$. Both spectra were obtained using Setup 2, but on different days. The average laser power for single stage experiment was $(41 \pm 2)$ TW with a plasma length of 5 mm, and two stage experiments were conducted at $(49 \pm 3)$ TW with a main stage length of 9 mm. All presented spectra are averaged from at least three shots at identical experimental conditions. The color scale shows the
Figure 5.3: Spectral broadening obtained with varying plasma density in **a)** A single stage gas cell and **b)** A two stage gas cell, in which the main stage density was fixed, and second stage density was varied. The color scale represents signal intensity.

The average spectrum is overlaid in white, with a shaded region demonstrating the standard deviation in spectral counts from individual shots. Note that the line-outs are not presented on the same scale (right axis).

In both cases, the laser pulse traveling through the low-density first (main) stage will create a nonlinear wake as it enters the plasma, and a time varying refractive index gradient, resulting in frequency shifting of the laser pulse. The broadened pulse will also develop a chirp and variation in pulse duration. Using a single stage gas cell spectral broadening was limited to about 2 µm. The highest signal was obtained at
6.5 \times 10^{18} \text{ cm}^{-3} \text{ (Fig. 5.3b)}, and reduced with increasing plasma density.

In the two stage cell, greatest spectral broadening was achieved with an increase in density in the short second cell to \(2.2 \times 10^{19} \text{ cm}^{-3}\) (Fig. 5.3h), but decreased with increasing density. The generation of longer wavelengths using a short density up-ramp at the rear of the plasma target is consistent with simulations by Nie et al. [108], where self-focusing and further self-compression of the drive pulse and rapid changes in the refractive index, producing greater broadening. Additionally, the generation of long wavelengths decreases with plasma densities above \(2.2 \times 10^{19} \text{ cm}^{-3}\). This is because the front of the laser pulse must remain in a region of negative refractive index gradient to produce long wavelengths. When the plasma density is too high in the second stage the wakefield bubble may break down, no longer containing the long wavelengths. Therefore, the reduction in signal intensity at the highest densities in Figure 5.3 is due to attenuation of the pulse due to collapse of the bubble cavity in which it is contained. Attenuation of long wavelengths may be mitigated by the implementation of a rapid density down-ramp at the rear of the plasma profile (the “coupler” module in Ref. [108]), to expand the wakefield cavity quickly, relative to the mid-IR pulse, maintaining the energy and compressed characteristics of the long wavelength pulse. Unfortunately, achieving a short, rapid density down-ramp is experimentally challenging and difficult to characterize, and therefore was not attempted in these experiments.

In Figure 5.4, the average wavelength as a function of plasma density in the short stage of two-stage gas cell is plotted for four different main stage pressures. In all cases, an optimal value for second stage density for long wavelength production is obtained at an intermediate plasma density, between about \((1-3) \times 10^{19} \text{ cm}^{-3}\). The highest average wavelength of about 1550 nm is obtained with a ratio of main
stage density of approximately 4 between the main and second stages \((n_1 = 4.2 \times 10^{18} \text{ cm}^{-3}, n_2 = 1.7 \times 10^{19} \text{ cm}^{-3})\), which is in reasonably good agreement with computational studies by Nie et al. [108] in which the rear stage had three times higher density. Prior to the onset of signal attenuation due to collapse of the bubble wave, spectral broadening increases with plasma density due to the associated drop in the critical power for self-focusing which enhances the ponderomotive force, creating greater charge displacement and a steeper refractive index gradient.
5.3.2 Parametric study of long wavelength generation

The effect of plasma length and grating position (which influences both pulse duration and pulse chirp) on spectral broadening was characterized by investigating the fraction of flight produced in three wavelength regions: (1.0-1.5) μm, (1.5 - 2.0) μm, and (2.0 - 2.4) μm. These fractions were obtained by integrating the measured spectrum in k-space to determine the spectral energy. This analysis technique was chosen such that the data is normalized and the known effect of increased density on signal reduction is not included. The fraction of radiation produced in these wavelength ranges is shown for single and two-stage cells in Figure 5.5, where each point corresponds to the fraction obtained from the average spectrum (over a minimum of three shots).

The plasma density for the single stage cell was fixed at $8.3 \times 10^{18}$ cm$^{-3}$ and the average laser power was $(41 \pm 2)$ TW. A plasma length of 5 mm was used for the grating scan, where 0.1 mm yielded best compression. The two-stage cell has a density of $1.4 \times 10^{18}$ cm$^{-3}$ in the main cell and $2.2 \times 10^{19}$ cm$^{-3}$ in the short cell, and the average laser power was $(64 \pm 3)$ TW. For the two-stage cell, the quoted plasma length refers to the length of the main stage. The grating scan was performed with a plasma length of 5 mm for the grating scan, and best compression was achieved at 0.2 mm.

For single stage cells, a weak enhancement in wavelengths above 2 μm was obtained at a plasma length of 6 mm (Fig. 5.5a). No clear trend emerged with grating position (Fig. 5.5c) or for shorter wavelengths. The greatest spectral broadening obtained with a two-stage cells was achieved at a plasma length of 7 mm, producing the highest fraction of light above 2 μm (Fig. 5.5b). Wavelengths above 1.5 μm were most pronounced at a grating position of -0.4 mm ((Fig. 5.5d), where a
Figure 5.5: The fraction of signal in three wavelength regions plotted as a function of plasma length and grating position for single stage and two-stage gas cells. For single-stage gas cell experiments best compression of the pulse ($\approx 30$ fs) was obtained at 0.1 mm, while for two-stage experiments best compression occurred at 0.2 mm. Negative grating values indicate a positive chirp on the laser pulse. Each point corresponds to the fraction obtained from the averaged mid-IR spectrum obtained from at least three shots.

A positive chirp has been added to the pulse. However, it is expected that with increasing pulse duration, $\tau$, the conversion efficiency of long wavelength radiation should drop due to the decreased longitudinal ponderomotive force, given that the initial power will decrease as $P \geq 1/\tau$ [110]. A reduced ponderomotive force will reduce charge displacement, resulting in a less pronounced refractive index gradient and reduced spectral broadening. Therefore, the enhancement observed with a grating scan, which will increase the pulse duration while adding a positive or negative chirp,
is surprising and unexpected. It is likely that this anomalous enhancement is due to variation in a combination of plasma and laser parameters, which will be further discussed.

Figure 5.6: Variation in spectral intensity with increasing plasma density in the second stage is shown for two-stage gas cells at two laser powers.

The role of laser power on spectral broadening can be observed in Figure 5.6, where two experiments using two-stage cells were performed with the same plasma densities, but laser powers differing by 15 TW. These experiments were obtained on different experimental days using Setup 1 (c.f. Fig. 5.2), with plasma lengths of 8 mm and 9 mm in Figures 5.6a and 5.6b, respectively. Significant enhancement of the signal intensity is obtained at higher power (Fig. 5.6a), particularly of wavelengths below 2 µm. This is consistent with higher ponderomotive force at high power, resulting in steeper density gradients. In both cases, with increasing plasma density the signal intensity decreases, due to attenuation of the mid-IR pulse in higher density due to breakdown of the bubble cavity.
Computational studies by Zhu et al. [110] have demonstrated that the conversion efficiency of laser energy to long wavelength radiation exhibited a threshold behavior with increasing power, however this effect was not observed in our experiments. Above a threshold power value, the efficiency plateaus due to a saturation of the refractive index gradient caused by complete blow-out of the plasma wave. This is because at the highest powers the plasma wave will be cavitated, reducing the extent of the pulse that undergoes spectral broadening.

5.3.3 Source characterization

Figure 5.7: Energy in the pulse for radiation exceeding 1 μm. a) Variation in pulse energy is shown with increasing plasma density in the second stage for two main stage densities. b) Mid-IR energy as a function of grating position, and c) plasma length.

Alongside the spectral features and broadening of long-wavelength radiation during LWFA, the energy and beam profile of the resultant mid-IR pulse is of paramount
importance for technological and scientific applications. Experimental measurements
of the energy contained in wavelengths above 1 \( \mu \)m indicate that this method can
successfully produce pulses with energies exceeding 10 mJ. The energy in mid-IR
pulses is plotted as a function of plasma density, plasma length and grating position
in Figure 5.7, where error bars reflect variations in the measured value over at least
three repeat shots.

As shown in Figure 5.7a, mid-IR pulses with energies approaching 15 mJ were ob-
tained using \( n_e = 2.8 \times 10^{18} \text{ cm}^{-3} \) in the main stage and \( n_e = 1.4 \times 10^{19} \text{ cm}^{-3} \) in the
second stage (density ratio of 5). Variations in the output energy scale with plasma
density in the same wave as long wavelengths, as discussed in previous sections, due
to the requirement of steep density gradients for optimized conversion efficiency of
the driving laser pulse into mid-IR radiation. Variations in pulse energy as a function
of grating position (Fig. 5.7b) and plasma length (Fig. 5.7c) do not show significant
enhancement of pulse energy at fixed densities of \( n_e = 1.3 \times 10^{18} \text{ cm}^{-3} \) in the main
stage and \( n_e = 2.2 \times 10^{19} \text{ cm}^{-3} \) in the second stage.

The profile of mid-IR beams is also important to the utilization of these sources.
Beam profiles were measured from a scattering screen using a Xenics camera. Vari-
atations in the beam profile as a function of density in the second stage are shown in
Figure 5.8 at a fixed main stage density of \( n_e = 1.3 \times 10^{18} \text{ cm}^{-3} \). These measure-
ments indicate that mid-IR sources with uniform spatial intensity can be created
during LWFA. The intensity of the beam increased with increasing plasma density,
consistent with enhanced spectral broadening and conversion efficiency due to steep-
ening of the density gradient. However, the beam profile intensity did not drop off
steeply at the highest density, as observed in Figure 5.3, suggesting that beam profile
measurements may be saturated at high density and not capturing all of the spec-
The parametric study presented in the previous section demonstrates that spectral broadening during LWFA is highly sensitive to variations in laser and plasma properties. In the majority of measured spectra (c.f. Figs. 5.3 and 5.6) it does not
appear that the location and variance of spectral features can be controlled by tuning a single parameter. However, under certain conditions, radiation localized to a specific wavelength range have been obtained. Examples of these spectra are shown in Figure 5.9, where spectra with sub-100 nm variance have been produced with central wavelengths up to nearly 1.85 µm. The spectra in Figure 5.9 present all spectra with signal above the background level obtained at fixed experimental conditions. Figures 5.9 (a, b, c) all differ by more than one parameter and are subject to shot-to-shot variations, although the overall characteristics of the spectra for a given condition are consistent.

![Figure 5.9: Multiple shots at three different experimental conditions demonstrate the production of low-divergence spectra and shot-to-shot reproducibility.](image)

In order to investigate the effect of independent parameters on spectral broadening the covariance matrix was calculated using data from \( n = 217 \) shots obtained with the two-stage gas cell configuration. The covariance matrix enables the variance of multiple parameter to be determined with respect to each other. In this analysis, six
independent parameters \((m)\) were considered: (1) Laser power, (2) Grating position, (3) Plasma length, (4) Density in the short stage, (5) Density in the main stage, (6) Density ratio. The covariance of these parameters was considered with respect to two dependent variables: (1) the fraction of radiation in 2-2.4 \(\mu m\), (2) the total energy of the mid-IR pulse. This data is compiled into two matrices, each of size \((m + 1) \times n\).

The sample covariance matrix of a matrix \(X\) is given by:

\[
\Sigma(X) = \frac{1}{n}XX^T - \mu_X\mu_X^T
\]

where \(\mu_X = 1/n\) is the mean column vector of \(X\). The resultant matrix \(\Sigma(X)\) is an \((m+1) \times (m+1)\) matrix (here, \(7 \times 7\)), where the diagonal elements are the variance \((\sigma^2)\) of the covariance of a variable with itself. The covariance of each independent variable with respect to the dependent variable or interest is contained in the final row of \(\Sigma(X)\), in value of zero means no covariance between variables.

Subsequently, the Pearson correlation coefficient is applied to the covariance matrix to determine the parameters which are most highly correlated with a desired output. The Pearson correlation coefficient is a measure of the linear correlation between variables, and yields output variables between + and - 1, with 1 indicating positive and negative linear correlation, respectively. A value of zero indicates no correlation. The formula for the Pearson’s correlation coefficient for two variables, \(\rho_{x,y}\), is:

\[
\rho_{x,y} = \frac{\Sigma(x, y)}{\sigma_x\sigma_y}
\]

where \(\sigma_x\) \((\sigma_y)\) is the standard deviation of \(x\) \((y)\). From \(\Sigma(X)\), \(\sigma\) for each independent variable is obtained from the square root of its diagonals.
The Pearson correlation coefficient for long wavelength generation and pulse energy are given in Table 5.3.4. For the greatest production of wavelengths extending from 2 - 2.4 µm (normalized to the total signal in the pulse), plasma length and laser power were found to have the most pronounced effect, followed by the density in the second stage. The energy in the mid-IR pulse was found to be most variable with laser power and densities in the main and short cells. These results are consistent with the results in Section 5.3.3.

These results indicate that while changing a single parameter can in some instances provide low variance spectrum at desired a wavelength, determining the other laser and plasma parameters that contribute to this condition is not trivial. Therefore, optimization of mid-IR pulses from an LWFA would be best conducted using high-repetition rate laser systems, where adaptive control methods, like those applied in Ref. [106] could be applied to converge on ideal conditions.

<table>
<thead>
<tr>
<th>Parameter:</th>
<th>Correlation coefficient: 2 - 2.4 µm fraction</th>
<th>Correlation coefficient: Energy (mJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser Power</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>Grating position</td>
<td>0.35</td>
<td>0.44</td>
</tr>
<tr>
<td>Plasma length</td>
<td>0.71</td>
<td>0.68</td>
</tr>
<tr>
<td>Density in second stage</td>
<td>0.63</td>
<td>0.76</td>
</tr>
<tr>
<td>Density in main stage</td>
<td>0.59</td>
<td>0.83</td>
</tr>
<tr>
<td>Density ratio</td>
<td>0.59</td>
<td>0.62</td>
</tr>
<tr>
<td>2 - 2.4 µm fraction</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 5.1: The Pearson correlation coefficient calculated from two covariance matrices formed by independent variables (first column) with the dependent variable (first row).

5.4 Particle-in-cell simulations

2D Particle in Cell (PIC) simulations were performed by Josh Ludwig at the University of Alberta using the OSIRIS code [87, 88]. The simulation box size was 200 × 200 µm, with resolution 10000 × 10000 cells (50 cells/µm), and 20 electron particles per cell with stationary ions.
An 800 nm, 30fs, f/20, Gaussian laser pulse with (30 - 60) TW power was simulated. The pulse was linearly polarized in the z-direction (transverse to the simulation domain). Density profiles used in simulations for single and two-stage cells are shown in Figure 5.10a and b, respectively. Plasma profile were simulated with varying electron densities in the main stage \((n_1, \text{with } x_1 = 10 \text{ mm})\) and second stage \((n_2, \text{with } 1 \text{ mm length})\), where present. In all simulations, the electron temperature was initialized to \(T_e = 10 \text{ eV}\).

### 5.5 Simulation results and analysis

To explore the effect of density tailoring on long wavelength radiation, 2D PIC simulations were conducted with single stage and two-stage density profiles. 1D Fourier transforms of the laser field \((E_z)\) were taken in space along a line-out of the laser axis \((y=L_y/2=100 \mu \text{mm})\) at 200 times during the laser propagation to resolve the laser spectrum as a function of time, as shown in wave-number and wavelength for two stage density profiles in Figure 5.11(a,b). Simulation results show bursts of long wavelength (up to 50 \(\mu\)m) light originating from the laser pulse. The frequency downshifting results from the density gradient at the leading edge of the laser pulse.

Simulations were conducted using single and two-stage density profiles, as shown in Figure 5.10. Lineouts of the Fourier transformed laser field \((y=L_y/2=100 \mu \text{mm})\) after the light has exited the plasma \((t = 45 \text{ ps})\) found that long wavelength radiation was enhanced using density tailored targets, in good qualitative agreement with experimental measurements (cf. Figure 5.12a,b).

Simulations indicate that the evolution dynamics of long-wavelength light during LWFA were affected by the interaction with the relativistic electron beam. As the red-shifted light lags further behind the driving pulse a portion of it interacts with
an accelerated particle bunch (Figure 5.13a). The result of this interaction is an blueshift and side-scattering of the light, as shown in Figure 5.13b. The particle energy distribution was sampled 200 times during the simulation to give the electron energy distribution as a function of time, as shown in Figure 5.13c.

From the particle energy distribution discrete bunches of accelerated particles
Figure 5.11: 1D Fourier transforms of the laser field ($E_z$) taken in space along a line-out of the laser axis ($y=L_y/2=100 \, \mu \text{mm}$) at 200 times during the laser propagation resolve the laser spectrum as a function of time, shown in a) wave-number and wavelength (b). Simulations were conducted using an electron density of $n_e=4 \times 10^{18} \, \text{cm}^{-3}$ in the main stage and $n_e=(5-8) \times 10^{18} \, \text{cm}^{-3}$ in the rear stage.

Figure 5.12: Lineouts of 1D Fourier transforms of the laser field ($E_z$) along the laser axis ($y=L_y/2=100 \, \mu \text{mm}$) after the light has exited the plasma ($t = 45 \, \text{ps}$) for single-stage a) ($n_e = 4.35 \times 10^{18} \, \text{cm}^{-3}$) and two-stage b) plasma targets ($n_1 = 4.00 \times 10^{18} \, \text{cm}^{-3}$, $n_2 = 8.0 \times 10^{18} \, \text{cm}^{-3}$).

can be observed. The bunches will continue to accelerate until they reach dephase from the laser pulse or interact with the lagging long-wavelength light. At 15 ps,
corresponding to the interaction of long-wavelength light with the electron bunch (c.f. Figure 5.13a,b), a rapid drop in electron energy is observed.

At approximately 15 ps, the interaction between the relativistic particle bunch and the slowing light may be modeled as a relativistic mirror. Typically in a relativistic mirror model, the mirror and light are considered to be moving in opposite directions, such that the relativistic mirror upshifts the frequency of the light; however, in this case the light and mirror are moving in the same direction, along the direction of laser propagation. In particular, the high energy particle bunch is moving at nearly the speed of light, with a velocity:

\begin{equation}
\frac{v}{c} = \left[ 1 - \left( \frac{E_k}{m_e c^2} + 1 \right)^{-2} \right]^{1/2} = 0.9999
\end{equation}

where \(v\) is the electron velocity, \(c\) is the speed of light in vacuum, \(E_k = 300\) MeV is the electron energy and \(m_e\) is the electron rest mass.

The red-shifted laser light more slowly than the vacuum speed of light due to the refractive index of the plasma. Laser light at the initial wavelength of 800 nm will move through plasma density of \(4.00 \times 10^{18}\) cm\(^{-3}\), \(n_2 = 8.0 \times 10^{18}\) cm\(^{-3}\), at \(v_g = 0.9988c\). For 10 \(\mu\)m wavelength light in this plasma, the velocity is reduced to 0.8c. Therefore, the electron bunch will rapidly outrun long wavelength light. This electron bunch has a high density, exceeding the critical density (\(n_e = 2.65n_c\) for 2 \(\mu\)m light and \(n_e = 66.5n_c\) for 10 \(\mu\)m light) and therefore acts as a relativistic mirror, blue-shifting and scattering long-wavelength radiation. In this way, the spectrally broadened laser pulse can decelerate electrons. The generation of side-scattered long wavelength radiation observed in Figure 5.13b may serve as a diagnostic of electron dynamics and the detrimental interaction of the laser pulse with the accelerated electron bunch, reducing the efficiency of LWFA and maximum electron beam energy.
Figure 5.13: a) Plasma density at 15.6 ps into the interaction. The accelerated electron bunch sits at approximately 4800 µm. b) The laser field in time and space, shown at 15.6 ps into the interaction. Simulations were performed with a moving frame, where long wavelength radiation is moving backward with respect to the driving laser field. The formation of long wavelength side-scattering is observed at approximately 4800 µm. c) Evolution of the electron energy as a function of time.

5.6 Conclusions

The generation of long-wavelength radiation extending to 2.5 µm was studied as a function of plasma density, plasma length, laser pulse and chirp, and laser power. The experimental implementation of tailored density targets using two-stage gas cells was found to enhance the production of long-wavelength radiation. Pulses with of 1
- 2.4 μm wavelength were found to contain up to 15 mJ of energy, with high quality beam profiles and the capability to ablate the surface of a copper target. Further, the sensitivity of spectral features to the co-variance of laser power, plasma density and plasma length indicate that the conditions necessary for control and tunability of a long-wavelength source from an LWFA could be achieved by utilizing high-repetition rate laser systems for adaptive control.

Supporting PIC simulations indicate that slow-moving long-wavelength radiation, which slips backward relative to the driving laser pulse, can interact the accelerated electron bunch, decreasing the energy of the electron beam and blue-shifting and scattering long-wavelength radiation. These results suggest that measurements of side-scattered long-wavelength radiation may serve as a diagnostic of electron dynamics and bunch formation.
CHAPTER VI

Backward stimulated Raman scattering from a laser wakefield accelerator

6.1 Introduction

SRS is a three-wave interaction that occurs in plasma at densities less than quarter critical \((n_c/4)\), where the critical density is \(n_c = m_e \omega_0^2 / 4\pi e^2\). Raman scattering involves the decay of the incident electromagnetic laser wave, \(\omega_0\), into an electrostatic plasma wave, \(\omega_{pe}\), and a scattered wave, \(\omega_{scatt} = \omega_0 - \omega_{pe}\). For \(n_e \ll n_c\), forward SRS results in the generation of relativistic plasma waves with wavelength \(\lambda_p \simeq 2\pi c / \omega_{pe}\).

![Figure 6.1: A schematic of Stimulated Backward Raman Scattering (SBRS) within a laser wakefield plasma bubble. The relativistic plasma wavelength is given by \(\lambda_p\). The interference of forward going laser light and backward propagating SRS can give rise to a beat structure on the laser wave packet.](image)
while backwards SRS generates non-relativistic waves with a wavelength $\lambda_p \simeq \lambda_0/2$. Interference between forward going light and backward propagating SRS light gives rise to a beat structure on a wave packet, which drives the plasma wave growth. A schematic of this interaction is given in Fig. 6.1. In the relativistic regime, where the electric field for electron acceleration is on the order of $m_ec^2/\lambda_p$, the laser pulse duration can be comparable to the growth rate of parametric instabilities such as Stimulated Raman Scattering (SRS) \cite{57, 111, 112, 56, 113}.

For “long” pulse durations (nanoseconds), backward Stimulated Raman Scatter (BSRS) can lead to the scattering and redistribution of incident laser light as well as plasma heating and hot electron generation by SRS driven plasma waves. Therefore, the presence of BSRS for inertial confinement fusion-related studies has posed a challenge for effective laser-plasma coupling \cite{114, 115}. The spectral signatures of BSRS have been found to depend on laser intensity. At high intensities with picosecond duration pulses, spectra exhibit broadening and modulation of the frequency spectrum, potentially due to “bursting” of the scattered light from the instability (rapid fluctuations in scattering intensity) \cite{57, 116, 112, 111, 113}. The spectra obtained from BSRS can be used as a diagnostic of the physics of high intensity laser plasma interactions \cite{116, 111, 56, 117, 82}.

The duration of BSRS light is related to the propagation time of the laser pulse through the plasma, and therefore can be much longer than the incident laser pulse. The growth rate of the SRS instability depends on the strength of the laser electric field, $E$, which is characterized by the dimensionless normalized vector potential, $a = v_{osc}/c = Ee/m_\omega_0/\lambda = I^{1/2}/\lambda$, where $v_{osc}$ is the peak quiver velocity, $\omega_0$ and $\lambda$ are the laser frequency and wavelength, respectively, and $I$ is the laser intensity. For high-intensity laser pulses ($I > 10^{18}$ W/cm$^2$), the peak quiver velocity of an electron
in the laser field, can approach the speed of light, resulting in growth rates of the SRS instability that exceed the electron plasma frequency ($\omega_{pe} = 4\pi n_e^2/m_e$). This is known as the strongly coupled regime, and is associated with components shifted to multiples of the plasma frequency $\omega_{pe}$, resulting in a highly broadened spectrum that is not clearly connected to the laser spectrum [56].

Strongly coupled SRS measurements from picosecond duration ($\simeq 800$ fs) pulses have been previously made, with the width of the spectra exceeding the plasma frequency [57]. A transition from classical to anomalous (broadened) BSRS with increasing laser intensity has been observed experimentally from 600 fs laser pulses [112]. Additionally, measurements from 450 fs high-intensity ($I > 10^{18}$ W/cm$^2$) laser pulses have yielded spectra with large-amplitude modulations [111]. Experimental measurements of BSRS from 120 fs pulses at sub-relativistic intensities have also been reported, where the amount of backscattered light was found to decrease at low pressures due to the ponderomotive expulsion of electrons along the laser axis [118]. BSRS measurements have also been made during LWFA with laser powers up to 8 TW (max intensity of $\simeq 2 \times 10^{19}$ W/cm$^2$) [119]. Kaganovich et al. observed saturation of BSRS signal due to strong self-focusing at increasing gas pressures (plasma densities). Their experimental results were consistent with BSRS generation in the weakly nonlinear regime, where the growth rate of SRS is positive only in a very narrow spectral region, resulting in a frequency component of the laser pulse with a width less than $\omega_{pe}$.

The observation of these broadened, highly modulated BSRS spectra, which are not predicted by the standard parametric theory of SRS, highlights the role of nonlinear dynamics in electron plasma wave generation [120, 59]. For high-intensity, short-pulse interactions, very large amplitude electron plasma waves are produced,
in which the oscillating electrons can have very high velocities. To account for the relativistic correction to electron mass (nonlinear detuning) at these intensities, Kono and Škorić included a nonlinear term in their one-dimensional model of SRS in a weakly-collisional plasma [121]. Their theory predicts a saturation of backscattered light for lower laser pump amplitudes, given by the ratio of the electron quiver velocity in a laser pump field to the speed of light \((eE_0/m_e\omega_0c)\), revealing quasiperiodic structures. However, with increasing pump strength, pronounced spectral broadening and chaotic bursting of back-scattered emission was observed, indicating a transition to chaos and eventual loss of coherent modulation. 1D-PIC simulations of Raman backscattered spectra were found to produce modulated spectra with increasing complexity as a function of pump strength, agreeing with experimental measurements from a 0.8 ps laser pulse by Darrow et al. [57]. Therefore, the extreme broadening of backscattered spectra may indicate scattering from many unstable plasma modes in the strongly coupled regime due to loss of coherence of plasma waves during wave-breaking [57, 56, 58]. Broadening may also be due to spatiotemporal localization (bursting) of the Raman scattered light within the laser pulse from a rapid saturation of the SRS instability [58, 59].

Additionally, electron injection and trapping during LWFA is connected with the wave breaking of electron plasma waves (EPW) having phase velocities approaching the speed of light [58]. Instabilities with a self-modulating laser pump can couple to relativistic plasma waves, creating new sidebands in the forward spectra, and contributing to the growth and ultimate breaking of these EPWs [56, 58]. However, severe side scattered SRS has been found to degrade electron beam quality in LWFA through the seeding of filamentation instabilities in the electron beam, as well as erosion of the incident laser pulse [82].
Backward SRS in the strongly coupled (strongly non-linear) regime during LWFA have not previously been observed experimentally. In the bubble regime of LWFA, the importance of this phenomenon is also unclear, however the backward SRS may generate large amplitude short wavelength plasma waves in a partially “evacuated” plasma bubble, which may affect the dynamics of electron injection and acceleration in this regime. Previous studies motivate measurements of backscattered spectra produced at these ultra-short pulse durations as a diagnostic of the interaction. Of particular interest is the efficiency and control of electron self-injection, which may potentially enable optimization of the LFWA mechanism, and generation of electron beams with higher charge. The utilization of BSRS to generate a counter-propagating photon beam could also be used to produce X-rays by the Compton scattering of photons with energetic electrons accelerated by LWFA [122, 123]. This method of all-optical Compton scattering could produce X-rays with a wide range of energies up to 1 MeV, and could provide a compact alternative to existing linear electron accelerator devices. Photons generated *via* BSRS may provide a more tractable realization of all-optical Compton scattering as compared to the use of two separate ultra-short pulses to generate the energetic electron-photon interaction.

Experiments conducted using the HERCULES laser system at the University of Michigan produced experimental measurements of backward SRS generated during LWFA in the strongly coupled regime. Resultant backscattered spectra were found to be highly modulated and significantly red-shifted beyond 830 nm in cases where electrons were accelerated. A correlation between the total amount of BSRS and charge of the accelerated electron beam was observed for laser powers exceeding 100 TW. The amount of BSRS (characterized by the intensity of the measured spectrum beyond 830 nm) was also found to increase as a function of plasma density
at these powers. For laser powers above 100 TW, where the ponderomotive force of the laser is higher, the BSRS signal was significantly less red-shifted, while still correlating with electron beam charge and plasma density. For laser powers below 50 TW, no such correlations were observed. Therefore, it is clear that the red-shift broadening of the backward SRS spectrum is associated with increased electron beam charge in a LWFA. These experiments were complemented by two-dimensional PIC simulations that indicate growth of BSRS until the wakefield bubble is evacuated of electrons due to relativistic self-focusing of the laser. Simulations and experiments indicate that measurement of backward propagating SRS may be used as a diagnostic of bubble formation and trapped electron charge within the bubble. A summary of the experimental setup is given in Section 6.2, PIC simulations are described in Section 6.3, and results and analysis are given in Section 6.4.

6.2 Experimental setup

Experiments were conducted using pulses from the HERCULES Ti:sapphire laser system. Pulses with powers between 20-180 TW ($1.3 \times 10^{19}$ W/cm² - $1.1 \times 10^{20}$ W/cm²) were focused using an f/10 off-axis parabolic mirror onto a pulsed gas jets generated from gas jet nozzles between 1.55 mm and 5 mm in diameter. A deformable mirror was used to correct the laser wave front and produces a focal spot with a full-width-half-maximum (FWHM) of 10 μm. Gas jet pressures up to 800 psi helium gas were utilized, yielding plasma densities up to $6 \times 10^{19}$ cm⁻³. Backscattered light was collected using an aluminum mirror at an angle of 5.5 degrees from the nozzle and collimated onto the entrance slit of an Ocean Optics HR2000 spectrometer (200-1100 nm). The laser spectral bandwidth was measured to be 30 nm; therefore, for backscattering measurements the area under the red-shifted spectrum was considered
Figure 6.2: Experimental setup for measurements of Backward Stimulated Raman Scatter on the HERCULES laser (800 nm, 30 fs, 30-200 TW, 4” diameter, focused with an f/10 parabola, shown in red). Interferometry measurements of electron density were made using a probe beam from a pellicle in the main interaction beam. An Ocean Optics HR2000 spectrometer resolving 200-1000 nm was used to measure backscatter signal (shown in blue) from the rear of the gas nozzle. Backscattered light was collected using an aluminum mirror and collimated through a 37 cm focal length lens of 125 mm diameter. Electron energies were measured using a 0.8 T magnetic spectrometer, a scintillating LANEX screen and a CCD camera.

for wavelengths beyond 830 nm. This region of the spectrum was chosen for the analysis of backscattered spectrum to avoid errors due to scattered laser light inside the target chamber. An electron spectrometer (using a 0.8 T magnet) with a LANEX phosphor scintillating screen and a charge coupled device camera enabled electron energy detection between 47-800 MeV. Interferometer measurements of the plasma density were obtained using a transverse probe beam. A schematic of the setup is given in Fig. 6.2.
6.3 Particle-in-cell simulation parameters

Two-dimensional simulations of a 30 fs, 800 nm laser pulse at 100 TW and 140 TW in varying plasma densities were performed by Josh Ludwig (University of Alberta) using the relativistic particle-in-cell (PIC) code SCPIC [89], which has previously been used to study electron acceleration in the bubble regime [124]. These simulations provide additional insight on the kinetic processes leading to SRS and particle loading. Simulations used a domain of 400 µm × 200 µm with resolution 12,000 × 6,000 cells (30/µm) and 16 particles per cell. Electron plasma densities of (0.5-2)×10^{19} cm^{-3} were simulated, assuming a plasma temperature of 50 eV. Several diagnostic probes were placed on the simulation boundaries to record SRS as the laser propagates in the x-direction through the plasma. A linear density ramp of 100 µm from vacuum to full density was included in the model.

6.4 Results and Analysis

A typical experimental backward SRS spectrum obtained from 30 fs laser pulses at 50 TW and 180 TW is given in Fig. 6.3a. A background backscatter shot without gas is also plotted for comparison. Dramatic broadening and modulation of the BSRS spectrum is observed at all powers with the generation of an electron beam. The laser intensity is centered at 800 nm and a red-shift in the BSRS spectrum was considered as signal extending beyond 830 nm (with 30 nm taken as the nominal spread of the laser wavelength). The integrated area under the red-shifted BSRS spectrum is taken as a Figure of Merit of the total BSRS signal, since the measured spectrum is approximately symmetric.

The spectrum measured without gas in Fig. 6.3a resembles the laser spectrum and results from stray light scattering inside the target chamber. We note here that
Figure 6.3: a) Example of Backward SRS spectrum, from a 180 TW laser shot producing electrons (blue), a 50 TW shot in which electrons were not produced (black), and a 180 TW shot without gas (green). The red-shifted area was considered as signal extending beyond 830 nm. b) Measured BSRS spectra and associated electron signal on the scintillating LANEX screen, demonstrating broadening and red-shifting of the BSRS spectrum with electron generation.

the signal level within the incident laser spectrum is negligibly weaker than the shots with gas and the BSRS signal dominates the signal. The observed broadening and modulation of the BSRS spectrum are similar to measurements at longer pulse durations in the strongly coupled regime [57, 112]. However, the modulation of the spectrum is more pronounced than any previously observed.

A comparison between BSRS spectrum with and without electron generation is given in Fig. 6.3b with associated electron signal. These measurements were obtained at a laser power of 30 TW, using a 1.5 mm diameter gas jet nozzle. No specific correlations between the energy spread of the electron beams and the amount of SRS
Figure 6.4: Total area under the red-shifted BSRS spectrum (representing the total BSRS signal) for helium gas at 100 TW, 115 TW and 140 TW, for three gas jet nozzles, where the quoted length refers to the nozzle diameter. Error bars for the integrated spectrum are the same size as the plotted points.  

a) The total BSRS signal is plotted as a function of integrated charge, on a semilogarithmic scale. An increase in BSRS signal as a function of charge generation is observed for all powers, and all nozzle diameters. Linear least square fits are shown to demonstrate this trend. Electron signal below 200 counts is considered background, and is represented by a shaded region. Error bars for the integrated charge are negligible relative to the signal and are not plotted. 

b) The total BSRS signal was found to increase as a function of plasma density at each laser power and nozzle diameter. Linear least square fits are shown. At all powers and nozzle densities, the electron charge was found to increase with plasma density.

were observed. Electron measurements shown in this figure correspond to signal on a scintillating LANEX screen. The contrast on each LANEX image is optimized to show variation in the signal above background, therefore these images do not have the same contrast.

BSRS broadening was found to increase with electron beam charge generation and plasma density for laser powers at and above 100 TW. Measurements taken at 100 TW, 115 TW and 140 TW, with 1.5 mm, 2mm and 5 mm diameter gas jet nozzles, respectively, are presented in Fig. 6.4. The integrated signal in the red-shifted BSRS
Figure 6.5: Total area under the red-shifted BSRS spectrum (representing the total BSRS signal) for helium gas at 50 TW and below, for three gas jet nozzles, where the quoted length refers to the nozzle diameter. Error bars for the integrated spectrum are the same size as the plotted points. **a)** A clear correlation between BSRS signal and electron charge does not emerge. Linear least square fits are shown. Electron signal below 200 counts is considered background, and is represented by a shaded region. **b)** No clear relationship between plasma density and the total BSRS signal is observed; linear least square fits are shown. Additionally, no relationship between the electron charge and plasma density was found for powers at and below 50 TW.
spectrum as a function of electron charge is plotted on a semilogarithmic scale in Fig. 6.4a, and as a function of plasma density in Fig. 6.4b. Plasma density was determined from interferometry images. Electron charge, presented in arbitrary units, refers to the integrated intensity of electron signal from the electron spectrometer onto the scintillating screen. All signal below 200 counts is considered background, and for all shots with near-zero BSRS there was also near-zero electron charge. For each power and nozzle diameter, each plotted point corresponds to a single laser shot from a single experimental run. The plotted data reflects all points obtained under the same experimental conditions (quoted power and nozzle diameter).

Linear least squares fits are plotted for each power to highlight an increase in BSRS as a function of electron charge on a semilogarithmic scale in Fig. 6.4a, and an increase in BSRS as a function of plasma density on a linear scale in Fig. 6.4b. However, these fits should not be considered as a scaling, as the process is highly non-linear. Note that the $y$-axis varies for each plot, with the total BSRS signal decreasing with increasing power. The total BSRS signal is greatest at 100 TW. Additionally, at laser powers at and above 100 TW, the integrated electron charge was found to increase with increasing plasma density. Correlations between BSRS signal and electron and plasma density are persistent for all nozzle diameters.

For powers of 50 TW and below, variations in the BSRS signal with electron charge is not as dramatic. This is shown in Fig. 6.5a. For helium gas targets at powers from 25 TW to 50 TW a clear trend is not obvious across all powers and nozzle diameters. Linear least squares fit to the semilogarithmic plot as a function of electron charge are shown for comparison with Fig. 6.4a; the total red-shifted area (and therefore the total BSRS), does not appear to increase with the total charge in the resultant electron beam. Additionally, at these lower powers, no clear correlation
Figure 6.6: PIC simulations reveal a finite duration to the backward traveling SRS signal. a) An example BSRS sample from PIC simulations indicating red-shifting and broadening as observed in experimental data. b) Time history of backscattered light frequency from PIC simulations at the diagnostic probe from the 100 TW laser in a plasma of density $2.09 \times 10^{19} \text{ cm}^{-3}$. Results show plasma waves at $\omega_{pe} \approx 0.1\omega_0$ (electrostatic waves that reach the probe) and backward traveling SRS at $\omega_{SRS} \approx 0.9\omega_0$. c) An increase in the total BSRS signal as a function of plasma density is observed, where total signal is represented by the integrated red-shifted area of the simulated BSRS spectrum beyond 830 nm. Exponential fits to the data are shown.

between the total BSRS signal and plasma density is observed. This data is plotted in Fig. 6.5b. Linear least squares fits are also shown for comparison with the high power trends in Fig. 6.4b. No obvious trend between BSRS signal and plasma length can be observed.

The results in Fig. 6.4 and Fig. 6.5 indicate that the intensity and broadening of the BSRS spectrum is most pronounced at powers above 100 TW. Additionally, the total area under the BSRS spectrum at powers below 100 TW was nearly half that observed for higher laser powers. The increased bandwidth and “spikey” structure of BSRS spectrum may indicate very rapid growth rate and saturation of the backward SRS instability at high laser powers.

Two-dimensional PIC simulations enabled a detailed analysis of BSRS production in a LWFA. Backward SRS signal was observed in the SCPIC simulations and the time history was recorded. Typical probe spectra are shown in Fig. 6.6a and Fig. 6.6b. Numerical simulations also reproduce the highly modulated experimental
backscatter spectrum, indicating the applicability of PIC simulations for modeling SRS in LWFA interactions. The production of anomalous spectra may also be influenced by relativistic frequency shifts in plasma waves, as predicted in calculations by Škorić et al. [59], wherein pronounced anomalous spectra, characterized by broadening and chaotic bursting, indicated a loss of coherent modulation for high laser intensities. However, no relativistic plasma waves due to BSRS, as postulated by Škorić et al. [59], were observed.

The BSRS spectrum was recorded from PIC simulation probes for laser powers of 100 and 140 TW. The integrated area under the red-shifted spectrum (beyond 830 nm), representing the total BSRS signal, is plotted as a function of plasma density in Fig. 6.6c. Each point corresponds to a single laser event. An increase in the total BSRS signal as a function of plasma density is observed and exponential fits to the data are shown. As in the experiments, PIC simulations show an increase in the SRS signal with plasma density and confirm that the 100 TW laser pulse typically produces more SRS than the 140 TW laser pulse.

PIC simulation results reveal a finite duration to the BSRS signal, as shown in the backscatter diagnostic probe of Fig. 6.6b. While bubble formation begins almost immediately upon the laser entering the plasma, the bubble is not completely evacuated of electrons until the laser is self-focused to sufficiently high intensity. During the period when there is finite electron plasma density inside the bubble, BSRS is produced from the laser, and once the bubble is evacuated the scattering stops.

A significant BSRS signal is observed only in simulations where the laser intensity is below the critical intensity for complete blowout of electron density in a bubble [125]. For 100 TW laser power, complete blowout occurs at plasma densities be-
Figure 6.7: 2D PIC simulations of the 100 TW laser in a plasma of density $1.56 \times 10^{19} \text{cm}^{-3}$. 

a) Plasma electron density at $t = 0.75$ ps, showing finite electron density inside the LWFA bubble resulting in SRS.

b) Plasma electron density at $t = 1.00$ ps, showing complete evacuation of electrons from the LWFA bubble due to relativistic self-focusing of the laser.

c) Laser amplitude and plasma density versus propagation distance 1D cut along $x$, at $y = L_y/2 = 100 \mu m$ at $t = 0.75$ ps and
d) $t = 1.00$ ps.
low $1.2 \times 10^{19}$ cm$^{-3}$ (c.f. Fig. 6.6c). At higher densities, the balance between the ponderomotive force of the laser and the force that arises due to the charge separation may allow for finite electron density inside the bubble.

For all the sub-critical laser intensity simulations, the evacuation of the wakefield bubble and termination of backward SRS occurred at about 700 fs after the laser entered the plasma. Fig. 6.7 shows 2D simulations and line-outs of plasma electron density as a function of time, indicating complete evacuation of electrons due to relativistic self-focusing of the laser after a propagation time of about 1 ps (simulation time).

By using the theory for complete electron blowout given by [125, 7], one can estimate the amplitude of the laser pulse required for complete evacuation of the bubble, for a given plasma density. Laser pulses with initial electric field amplitude below this threshold will first undergo relativistic self-focusing before complete evacuation of the bubble occurs.

Combining the laser amplitude requirements with a theory for relativistic self-focusing [126, 127] results in a critical length parameter that determines the distance the laser pulse must travel in the plasma before its bubble is completely evacuated:

\[
(6.1) \quad z_c = Z_R \sqrt{\left[ \frac{a_0}{a_c} - 1 \right] \left( 1 - \frac{P}{P_c} \right)^{-1}}
\]

\[
(6.2) \quad a_c = \left[ \frac{b^2}{2} + \frac{1}{2} (b^4 + 4b^2)^{1/2} \right]^{-1/2}
\]

\[
(6.3) \quad b = \left( \frac{(k_p r_0)}{2} \right)^{2}
\]

where the real component of $z_c$ is defined to be the critical length for blowout (i.e. restricting $a_0 \leq a_c$ and $P > P_c$), $Z_R$ is the laser Rayleigh length, $a_0$ is the initial normalized amplitude of the laser, $a_c$ is the critical laser amplitude for complete
blowout [125, 7], $P/P_c$ is the ratio of the laser power to the critical power for relativistic self-focusing, $k_p = \omega_{pe}/c$ is the plasma wavenumber, and $r_0$ is the diffraction limited spot size of the laser.

The amplitude threshold for the blowout increases with density, and the critical power $P_c$ for the relativistic self-focusing decreases with higher plasma densities. This results in a nearly constant critical length $z_c$ (independent of plasma density) for lasers with initial amplitude below the threshold for complete bubble evacuation. The critical length (6.1) $z_c \approx 33 \, \mu m$ for 100 TW lasers, corresponding to $n_e > 1.2 \times 10^{19} \, cm^{-3}$. To estimate $z_c$ from the simulation results, cf. Figs. 6.7c,d, one could evaluate the distance between the beginning of the homogeneous plasma at the end of the density ramp, $x \approx 200 \mu m$ in Fig. 6.7c, and the location of the fully evacuated electron density in Fig. 6.7d at $x \approx 270 \mu m$. The extent of the critical length, $z_c \approx 70 \mu m$, observed in PIC simulations corresponds very well to the region of the strong BSRS signal and corresponding duration of the scattered signal at the probe (see Fig. 6b and note that due to the counter propagation of the laser and its SRS, the duration of the scattered light signal is expected to be $2z_c/c$). Also, $z_c \approx 70 \mu m$ remains nearly constant in all runs at different plasma densities. The observed discrepancy between theoretical prediction and PIC results are well within the expected limitation of the scaling argument in Equation (6.1) and rough estimates based on the simulation results in Fig. 6.7.

While finite densities in the bubble (due to sub-critical laser amplitudes for the full electron evacuation) result in the strongest BSRS signals in the short PIC simulations, there is always SRS present due to plasma density at the front of the bubble (see Fig. 7d), which is also lower for higher intensity lasers because of the steeper density gradient. This BSRS produced at the front of the bubble is less prominent
PIC simulations indicate that BSRS signal persists until the wakefield bubble is evacuated due to relativistic self-focusing of the laser. Thus, measurement of backward propagating SRS appears to be a result of non-zero electron plasma density within the bubble. One explanation for this correlation is that the BSRS instability may be seeded by noise produced by electron injection into the bubble during self-focusing. Consequently, BSRS signal and time-resolved backscattered spectra may be useful as a diagnostic of bubble formation and trapped electron charge.

6.5 Conclusions

We performed the first experimental measurements of backward strongly coupled SRS in the bubble regime of LWFA. The observed spectra are unlike those observed in previous experiments, and are characterized by a very spikey structure, consistent with 2D PIC simulations, cf. Fig. 6.6a. The observed backward Raman spectrum is correlated with enhanced electron charge in the accelerated beam. For laser powers at and above 100 TW, the integrated BSRS spectrum at wavelengths beyond 830 nm (representing the total BSRS signal) was found to increase with both electron charge and plasma density. For laser powers below 100 TW, no such correlation was observed.

Two-dimensional PIC simulations show a correlation between BSRS signal and plasma electron density within the laser wakefield bubble. For increasing laser intensities, the intensity and duration of the BSRS signal decreases as electron density within the bubble is rapidly depleted. The BSRS signal is enhanced when the electron density in the bubble is nonzero. The broadened, highly modulated spectra obtained from backscattered light are also observed in PIC simulations. They are
results of rapid variations in the background plasma conditions during bubble formation and scattering of backscattered light on the secondary plasma wakes that are formed behind the primary bubble containing the short laser pulse. It has been shown in the past that wake formation contributes to the frequency shifts of the laser pulse [128, 129], and this in turn affects spectrum of the scattered light. These spectra of scattered light are reminiscent of the transition to chaos and eventual loss of coherence due to nonlinear detuning at relativistic laser intensities [121, 59]. However, no such transition has been observed in PIC simulations with varying laser powers. In addition, the low BSRS reflectivity would not be sufficient to produce relativistic Langmuir waves that would be responsible for such frequency shifts.

These results indicate that at highest powers (100 TW and above), the bursting, broadening and modulation of the BSRS frequency spectrum is associated with increased plasma density within the LWFA plasma bubble. The existence of a non-evacuated wakefield bubble, as indicated by backward SRS signal, may be related to enhanced electron injection, resulting in enhanced charge in the accelerated electron beam. The correlation observed between electron beam charge and BSRS is likely due to density fluctuations in the plasma, which may be due to the injection of electrons into a LWFA bubble. These fluctuations can provide a seed for the development of the BSRS instability. Therefore, it is possible that fluctuations due to BSRS can provide feedback for electron injection.
CHAPTER VII

Laser-wakefield accelerators for high-resolution X-ray imaging of complex microstructures

7.1 Introduction

Betatron X-ray beams produced via LWFA have been shown to produce stable, bright X-ray beams capable of high resolution tomographic imaging [16, 18, 19, 20, 21, 22, 43]. One exciting application for these novel X-ray sources is as a diagnostic tool for additive manufacturing processes. Laser-aided solidification is an avenue of interest in manufacturing science that requires in situ measurements with high spatial and temporal resolution[130, 131]. Such is the case for the solidification of eutectics, in which two (or more) solid phases grow simultaneously from a parent liquid phase[132, 133, 134, 135]. Once solidified, eutectics act as in situ composite materials, providing outstanding mechanical and electrical properties that are not afforded by their constituent phases alone. It is for this reason that lightweight Al-Si alloys comprise over 90% of the total Al parts produced by the United States [136]. Irregular eutectics such as Al-Si are composed of one faceted phase (Si) and
another non-faceted (Al) phase. Due to the stiffness of the faceted phase, irregular eutectics feature a non-periodic arrangement of lamellae (fine rods or sheets of adjacent material). The interfacial dynamics underlying irregular eutectic solidification (under relatively low cooling rates) has only recently been elucidated through synchrotron-based X-ray microtomography (denoted XRT), using conventional accelerators. [137]. In general, the lamellar spacing (between Al and Si phases) can be as fine as 1 $\mu$m, thus requiring experimental probes that are capable of delivering high resolution information.

Synchrotron-based XRT in the micrometer range have been achieved using modern third generation light sources, such as the the beamline for TOmographic Microscopy and Coherent rAdiology experimenTs (TOMCAT) of the Swiss Light Source (SLS) at the Paul Scherrer Institut in Switzerland [138]. The TOMCAT beamline has been employed to produce high-resolution, multimodal X-ray tomographic images using monochromatic sources with energies between 8 and 45 keV, a source size of 127 $\mu$m (V) $\times$ 38 $\mu$m (H) (FWHM) and a flux of $(0.5 - 2) \times 10^{12}$ photons/sec/mm$^2$ [139]. However, while conventional synchrotron light sources yield high average brightness, they are prohibitively large and expensive, limiting access to these facilities. The 1000 $\times$ stronger accelerating gradients in a LWFA enable miniaturization of the accelerator to a standard laboratory scale, potentially increasing the accessibility of advanced photon sources. And although compact synchrotron sources have recently been developed [140], laser-driven sources also have the unique capability to be co-timed to other laser-initiated events. In this way, LWFA sources can be used for so called pump-probe experiments of laser-irradiated targets [24, 21]. Additionally, while the source size of newest generation conventional beamlines has been reduced to the order of 10 - 20 $\mu$m, the resolution limit for X-ray imaging in a parallel beam
geometry on these systems is dependent on the pixel size of the detector and the brightness of the source. Conversely, for a LWFA X-ray source, where the source size has been measured to be on the order of a few micrometers [16, 18, 20, 22], high resolution measurements are obtained using a high geometric magnification, and the resolution requirements of the detector are relaxed.

LWFA experiments conducted using the Gemini laser at RAL investigated the potential of laser-based X-ray sources for the imaging of solid density targets. In this chapter, a comparison between the image sharpness and resolution of raw projection images of Al-Si alloys obtained via conventional synchrotron X-ray phase contrast imaging at the Swiss Light Source (SLS) and X-ray projection microscopy via a LWFA is presented.

7.2 Experimental methods

7.2.1 Conventional synchrotron X-ray phase contrast imaging

Phase contrast imaging of an Al-Si sample was conducted ex situ at the TOMCAT beamline of SLS (Paul Scherrer Institut, Switzerland) [138, 139] in 2012. This data was obtained from Prof. Ashwin Shahani (University of Michigan). In these measurements, the sample was located 20 m from the source and the sample-to-detector distance was set to 11 cm for a monochromatic X-ray energy of 28 keV produced by a broad-band ($\Delta E/E \approx 2\%$) W/Si multilayer monochromator, resulting in virtually no geometric magnification in the X-ray regime, i.e. a value of approximately 1. The X-ray radiographic image, which is produced by the absorption and refraction of the X-ray beam within the sample, was converted to visible light using a 100 $\mu$m thick LuAG:Ce scintillator. The corresponding visible light image was then optically magnified by a 10 × microscope objective onto the imaging chip of a pco.2000 CCD camera with 7.5 $\mu$m pixel size, yielding an effective pixel size of 0.75 $\mu$m. Individual
images were acquired with a 500 ms exposure time.

7.2.2 LWFA betatron X-ray phase contrast imaging

LWFA experiments were conducted using the Gemini laser at the Science and Technology Facilities Council (STFC), Rutherford Appleton Laboratory (RAL). The 40 fs FWHM laser pulse was focused using an $f/40$ parabolic mirror into a gas cell producing an electron beam. A schematic of the experimental setup at the Gemini laser system is given in Figure 7.1a). 3D printed two-stage gas cells have been shown to improve the stability, divergence and energy spread of LWFA accelerated electron beams [78], therefore a two-stage gas cell with a 3 mm first stage for injection and a 2 - 21 mm variable length second stage was employed in this experiment. Plasma density was controlled by altering the pressure of the gas supply of each individual stage, and density measurements were made using Stimulated Raman Side Scattering measurements. The plasma density corresponding to the optimum betatron spectrum was $n_p = (4.1 \pm 0.45) \times 10^{18} \text{ cm}^{-3}$ in both stages at a length of 15.5 mm.

For these densities, electron beams with average peak energies of $(1000 \pm 150)$ MeV were produced. Example electron beams are shown in Figure 7.1b), with a superimposed line-out of the spectrum, indicating a quasi-monoenergetic peak and a broad low-energy tail. A 1 T magnet was used to disperse the electron beam onto a scintillating LANEX screen, from which the electron beam was imaged using a CCD camera. Low energy features on the beams are likely untrapped energetic electrons, which have been found to form ring structures [141, 142].

The X-ray beam, which was assumed to be synchrotron-like as shown in Figure 7.1c), contained $1.94 \pm 1.24 \times 10^8$ photons above 5 keV, and is estimated to have a source size smaller than 3 μm. The X-ray beam was collected by an on-axis X-ray camera (model: Andor iKon-L SY DW936 BR-DD) with a 250 μm beryllium filter,
Figure 7.1: Experimental details for X-ray imaging using a laser wakefield accelerator. a) Experimental layout. High energy electron and X-ray beams were produced by focusing the beam into a two-stage gas cell. Gold-coated Kapton tape was used to block the laser pulse following the interaction, and was replaced on each shot. A 1 T magnet was used to disperse the electron beam onto a scintillating LANEX screen, from which the electron beam was imaged using a CCD camera. Betatron X-rays passed through the Al-Si sample, which was mounted on a rotation and translation stage at a distance of 19.3 cm from the source. Measurements were made through a Kapton vacuum window onto an Andor iKon 2048 × 2048 pixel CCD camera at a distance of 410 cm from the Al-Si sample. b) Samples of typical electron beams with a quasi-monoenergetic peak energy and broad low-energy tails. These measurements were obtained at the same experimental conditions as the phase contrast images and betatron spectrum. Electron beam divergence is plotted on the left axis and a line-out of the electron number density (right axis) is overlaid. c) A best-fit to the betatron X-ray spectrum from an Andor iKon X-ray camera was obtained using a 9-element filter array. Shaded error bars reflect the uncertainty in the critical energy over many shots due to shot-to-shot fluctuations in electron energy.
placed 429.3 cm away from the source. In front of the X-ray camera a 9-element filter array composed of various materials with different K-edges was placed to characterize the X-ray spectral distribution [20, 16]. Further discussion of this method is given in Chapter 3.4.4. The LWFA X-ray beam has been found in similar experiments to have divergence on the order of a few millirads [23, 20, 22] and femtosecond duration [24, 21].

The electron and X-ray measurements shown in Figure 7.1b) and c) were not obtained simultaneously, but were taken at identical experimental conditions. Simultaneous measurements of the electron beam with phase contrast imaging was not possible in these experiments due to the necessity of an additional “kicker” magnet to protect the sample by further deflecting the electron beam. In all experiments, the Al-Si sample was 19.3 cm away from the betatron source and an X-ray CCD camera with pixel size of 13.5 µm and a 100 ms exposure time was located 410 cm behind the sample. A total of 136 single-shot images were acquired and no reconstructions were applied.

7.2.3 Al-Si samples

Al-Si samples for phase contrast imaging were prepared by the Materials Preparation Center at Ames Laboratory, with a composition of 50 wt% Si for the LWFA experiment and 30 wt% for the SLS experiment. Although the Al-Si sample used in the LWFA experiment had 20% more Si than that used in the SLS experiment, this excess Si is associated not with the Al-Si eutectic but rather the primary (i.e., pro-eutectic) Si phase. The larger mass fraction of this primary Si phase in the Al-Si alloy used in these experiments clouded the field-of-view in the X-ray images, limiting the eutectic — which is last to solidify — to a smaller region of the sample. However, this has little to no bearing on the development of the eutectic microstructure. Both
alloys were cast in the exact same manner, and thus have comparable lamellar spacings [43]. For both experiments, the samples were machined into cylindrical samples of 1 mm thickness.

### 7.3 Results and Analysis

A microscope image of the 1 mm diameter machined sample is shown in Figure 7.2a) alongside an example image of the Al-Si microstructure obtained using X-rays
from a LWFA in Figure 7.2b). The LWFA projection image was obtained using a nearly $22 \times$ magnification, and the banded or lamellar structure can be observed in the zoomed-in image, from which a line-out indicates that the LWFA source is successfully resolving features smaller than 3 $\mu$m. The resolution of these images is determined by the geometry of the imaging system, as discussed below. The observed microstructure is consistent with that predicted for irregular eutectics, in which the lamellar spacing can be as fine as 1 $\mu$m (Figure 7.2c)). In this idealized schematic, the faceted phase $\beta$ (e.g., Si) and the non-faceted phase $\alpha$ (e.g., Al) are shown, growing in a non-periodic manner into the liquid.

### 7.3.1 Comparison of image quality

The quality of the SLS and LWFA projection images were compared according to two metrics: image sharpness and resolution. Image sharpness is closely related to the fineness of the resolvable details in an image (X-ray projection microscopic images in this case). This analysis was conducted by Dr. Nancy Senabuyla (University of Michigan).

The SLS projection image was normalized according to the standard procedure for synchrotron experiments using dark images and flat-field corrections as follows:

\[
\text{Normalized SLS image} = \frac{\text{(Raw SLS projection image)} - \text{(average of 21 dark shots)}}{\text{(average of 51 flat shots)} - \text{(average of 21 dark shots)}}
\]

No such normalizations were applied to LWFA images.

An algorithm developed by Shaked and Tastl [143] was used to determine the overall sharpness of an image. Here, their global single parameter sharpness model is used, implemented as the ratio between the output energy of an ideal high pass
filter and an ideal band pass filter, \cite{143} and described by

\begin{equation}
\text{Sharpness} = \frac{\int_{\tilde{\xi} \in H} |M(\tilde{\xi})|^2 d\tilde{\xi}}{\int_{\tilde{\xi} \in B} |M(\tilde{\xi})|^2 d\tilde{\xi}}
\end{equation}

where the image is indicated by \( m(x, y) \) and the Fourier transform of the image by \( F(m) = M(\xi_x, \xi_y) \), the Cartesian frequency coordinates are defined as \( \tilde{\xi} = (\xi_x, \xi_y) \), and \( H \) and \( B \) are the high and low-band pass frequency ranges, respectively. The images were initially resized to match the dissimilar pixel resolutions (0.74 \( \mu \)m and 0.61 \( \mu \)m for SLS and LWFA experiments, respectively), and the intensity histogram in each image was scaled to lie within the same intensity range. Subsequently, a 2D high pass filter and 2D band pass filter were applied to the 2D Fourier transform of each image matrix and the image sharpness was calculated according to equation (7.2).

A Fourier-based spatial resolution criterion\cite{144} was used to compare the sharpness of projection images obtained via a laser-wakefield accelerator system and the TOMCAT beamline at the Swiss Light Source. The power spectral density (PSD) profiles of lines arbitrarily drawn within the projection image at angles ranging from 0° to 90° with the horizon are computed. This was done to ensure that the power spectral density over all pixel directions in the projection images were statistically represented. The PSD values was then projected onto polar plots to reveal the power spectral distribution at varying angular positions within the image. The PSD converges to a value defined as the “noise baseline” obtained in our calculations by taking the mean of the last fifty (50) power spectral density elements in the array of PSDs. According to the criterion put forward by Ref \cite{144}, spatial resolution is computed by taking twice the value of the PSD at the noise baseline, and matching this value to the corresponding maximum spatial frequency, \( k_{res} \) \cite{144}. The spatial
resolution $x_{res}$ is related to the wave-number $k_{res}$ by:

$$x_{res} = \frac{2\pi}{k_{res}}$$

In this analysis, image quality was computed for the interior regions of phase contrast images to compare areas of highest resolution.

Normalized sharpness estimates given in arbitrary units ($1 \pm 0.05$ a.u. and $0.62 \pm 0.05$ a.u. for LWFA and SLS projection images, respectively) show that the LWFA projection images are comparable to the sharpness of projection images obtained at SLS. In addition, Figure 7.3 shows the calculation of the spatial resolution, where $|S(k)|^2$ is the spectral power of the detected signal and $k_{res}$ is the maximum spatial frequency when the spectral power is twice the noise level. The power spectral density (PSD) conveys the strength of the intensity variation in the image pixels as a function
of frequency; it indicates the frequencies at which intensity variations are strong and those at which the variations are weak. In other words, the high frequency wave-number for the PSD in the LWFA image is related to sharper variations in intensity values of the pixels in the image domain. Such variations occur in pixels near to an object edge, e.g., between different lamellae in the Al-Si eutectic.

The PSD shown in Figure 7.3a) and Figure 7.3b) have been calculated for line profiles in the images taken using the TOMCAT beamline and via LWFA, respectively. It can be observed that the LWFA image has a spatial resolution $x_{res}$ comparable to the spatial resolution in the SLS image. Figure 7.3b) shows a slightly higher auto-correlation at long wavelengths as evidenced by a higher $k_{res}$ (1.017 ± 0.01) px$^{-1}$ value compared to 0.98 ± 0.01 px$^{-1}$ for the SLS image, where LWFA images have been rescaled to the effective pixel value for proper comparison. Errors in the measurement of image resolution arise from the absence of normalization by white- and dark-field images for the LWFA projections (Figure 7.3b)), which ultimately lead to intensity inhomogeneities on the detector plane.
7.3.2 Geometric resolution limits

The resolution limits of phase-contrast X-ray imaging experiments are set by the source size and the imaging geometry, which determines the magnification of the system, and the detector pixel size. For synchrotron beamlines, such as TOMCAT, the source size is much bigger than the desired resolution, but the distance from the source to the sample is typically much larger than the distance from the sample to the detector, effectively resulting in a large demagnification factor of the source size. Therefore, the effective pixel size of the detector (which includes the optical magnification provided by the visible light microscope coupling the scintillator to the detector’s imaging chip) is the limiting factor for high-resolution imaging, and needs to be minimized for the highest possible resolution. Conversely, for LWFA sources, where the source size is much smaller than the pixel size of the detector, the high magnification in the X-ray imaging geometry reduces the resolution requirements of the detector.

The resolution in a lens-less X-ray image setup is determined by the imaging geometry and the detector, as shown in Figure 7.4. For a source of size $s_o$ at a distance of $x_1$ from an object, $O$, an image is formed at the detector, $D$. The distance from the object to the detector is $x_2$. In this configuration there are two limitations on the resolution dictated by source size and the detector resolution, both of which depend on the magnification of the system.

The geometric magnification of the system is related to the distances between the source and the object and the object and the detector using similar right angle triangles: $M = D/O = (x_1 + x_2)/x_1$. The transverse projection of a point in the object onto the detector determines the source-size limited resolution, $S_r = s_o x_2/x_1$. At the object plane, the resolution limit of the source is given by $S_r/M = s_o x_2/(x_1 +$
The resolution limit of the detector is set by the pixel size, $p$, and therefore the lower bound on detector resolution is $D_r = p/M = px_1/(x_1 + x_2)$. The total resolution, $r$, can be considered as the 2-norm of these limits [145]:

$$r = \left( \frac{s_0x_2}{x_1 + x_2} \right)^2 + \left( \frac{px_1}{x_1 + x_2} \right)^2 \right)^{1/2}$$

(7.4)

For high resolution phase contrast imaging, the conditions for detection of bright and dark phase contrast fringes are set by the detector resolution, and the bandwidth and size of the source [146]. The X-ray detector must have sufficient resolution to resolve separate fringes, where the fringe spacing is given by $z \simeq \sqrt{x_2\lambda}$ where $\lambda$ is taken to be the wavelength of the critical energy of the source, given in Table 7.1. Using the values in Table 7.1, it is clear that this condition is satisfied in both the SLS and LWFA experiments. The condition on the longitudinal coherence of the source is given by $\Delta\lambda/\lambda \ll 2$. These conditions are rather weak and therefore can be assumed to be automatically satisfied for both sources [146].

The final condition on the resolution of phase-contrast imaging is set by the lateral coherence of the source, or the source size. A finite source size can be considered as a pair of point sources, separated by a finite distance, $y$. These two sources will each produce fringes at the detector. The shift between these fringes can result in blurring and decreased resolution. The limit on the source size for resolving individual fringes is given by $y \ll x_1\sqrt{\lambda/x_2}$. The parameters above are tabulated for the SLS and the LWFA generated X-ray source in Table 7.1. From the limits on phase-contrast imaging an upper bound of 1 $\mu$m on the source size is obtained.

### 7.3.3 Image blurring due to betatron emission length

Beyond sharpness and resolution, another consideration in the practical application of LWFA for X-ray imaging is blurring due to the non-zero emission length of
the betatron source [147]. Betatron emission is highest at the location of high energy electrons, yielding a very small source size on the order of a few µm[16]. However, the emission length of a betatron source has been found to extend a few millimeters along the axis of laser propagation, resulting in blurring in X-ray images and decreased resolution [147, 148]. This blurring can be observed in Figure 7.5, where the image resolution is highest near the central axis of the X-ray beam (circled) and begins to blur towards the edges of the sample. It has also been found that the betatron emission length tends to increase with increasing plasma length [148], therefore longer plasma lengths are associated with lower resolution away from the central axis of the laser beam. Additionally, instability in beam pointing can result in variation of the location of highest resolution. For a plasma cell of length 15.5 mm, as employed in these experiments, the emission length of the betatron source was found to be on the order of 5 mm. Image blurring is also a challenge with conventional synchrotron sources, where the emission length can be much longer (≈m), versus ≈mm for a LWFA source. However, the large divergence of the LWFA source makes this a concern when the full beam size is used for imaging. It is also important to note that
Figure 7.5: Blurring of LWFA X-ray images due to finite betatron emission length. Three LWFA phase contrast images of the Al-Si sample are shown. In a) and b) the sample is at the same orientation perpendicular to the laser axis. In image b) the sample has been translated horizontally by approximately 30 µm. In c) the sample has been rotated by 90 degrees about the vertical axis. Regions of sharpest resolution are circled with a dotted line, with a radius of approximately 600 µm at highest focus. In all images, blurring can be observed on the order of a millimeter away from the central point due to the emission length of the betatron source. Highest resolution imaging is obtained along the axis of the electron beam; only this section of the image is used for resolution analysis. Blurring due to the emission length of the X-ray source is not unique to betatron sources, also occurring with conventional synchrotron beams, but is exacerbated by high magnification in cases where the full beam is used for imaging.

7.3.4 Critical energy of the betatron source

For high contrast imaging of features in dense materials the critical energy of the X-ray beam must be on the order of several keV. In this experiment, the critical energy of the resultant X-ray beam is determined by comparing the transmission through an array of different elemental filters. The critical energy as a function of plasma density was found to increase with increasing plasma density, as shown in Figure 7.6a), reaching a maximum critical energy of nearly 10 keV. These results indicate that LWFA X-ray sources can provide a tunable X-ray source for phase contrast imaging.
The critical photon energy of a LWFA source is related to the maximum energy of the electron beam, $\gamma$, and the plasma density, $n_p$, by [63, 149, 77]:

$$E_c = \frac{3}{2} \hbar \omega B K \gamma^2 = \frac{3}{4} \frac{e^2}{\epsilon_0 m_e c} \frac{\sigma}{2} n_p \gamma^2$$

where $\sigma = 2r_\beta$ is the approximate betatron source size and $r_\beta$ is the amplitude of betatron oscillations. From equation (7.5), one can see that the electron energy can be retrieved from the measured critical photon energy, the plasma density $n_p$ and an assumed source size $\sigma$ using $\gamma \propto \sqrt{2E_c/n_p \sigma}$. Figure 7.6b) shows the retrieved electron energies with measured plasma densities and fitted source size $\sigma$ of (0.2 - 1 $\mu$m). A plot of the experimentally measured peak electron energy is superimposed on retrieved electron energies, showing best agreement between theory and experimental data for betatron source size on the order of (0.4 - 1.0 $\mu$m).

For comparison with experimental results it is important to note that the critical photon energy in equation (7.5) is mainly determined by the maximum electron energy achieved during acceleration because of the $\gamma^2$ scaling. Therefore, the retrieved electron energies represent the maximum electron energies during the acceleration, which are not necessarily the same as those measured from the experiment. This is because for high plasma density (here, $n_p > 1.2 \times 10^{18} \text{cm}^{-3}$) the dephasing length is shorter than the gas cell length and electron beams will experience dephasing. Currently, information about electron dephasing cannot be captured experimentally in a single shot, however novel techniques employing a transverse density gradient may provide single-shot diagnostic information of the temporal evolution of the betatron X-ray spectrum and electron acceleration [150].
Figure 7.6: Critical energy of the LWFA betatron source. a) Experimentally measured critical energy of the LWFA X-ray beam as a function of plasma density. b) Theoretical predictions of the maximum electron energy corresponding to experimentally measured critical energy, shown for betatron source sizes of (0.2 - 1.0) µm along with experimentally measured maximum electron energies in the resultant LWFA beam (black).

7.4 Discussion and conclusions

Thus far, Al-Si eutectics have only been investigated via conventional synchrotron-based phase contrast tomography (PCT)[151, 152, 153]. PCT enables the study of weakly absorbing samples, as well as materials systems consisting of elements with similar atomic numbers. This is because variations in the real valued refractive index are several orders of magnitude larger than the imaginary component [154, 146]. In order to recover the microstructure from projection images obtained via PCT, phase-retrieval algorithms are first applied to the projection images [155, 156]. Subsequently, a projection algorithm (e.g., filtered back projection[157]) is used to reconstruct a three-dimensional (3D) map of the refractive index decrement (i.e., the difference between the sample’s index of refraction and that of air). Image segmentation of the PCT reconstructions is crucial for quantitative analysis of interfacial properties, e.g., orientations, velocities, curvatures, and n-point statistics [158, 159]. However, sharp images taken at high resolution with sufficient contrast, such as
those obtained with a LWFA source, can mitigate the challenges associated with low pass characteristics in projection images and in turn ease the data analysis process down-stream [160, 161, 151].

From the projection images obtained in the LWFA experiment the microstructural details can be measured straightaway and throughout the sample volume owing to the fact that the projection images were reasonably sharp. In particular, the spacing between neighboring Si lamellae was measured to be between 10 and 90 $\mu$m. Using the Jackson-Hunt relationships modified for irregular eutectics [132, 162, 163, 134], the average lamellar spacing was correlated with an average growth rate and undercooling, estimated to be $0.35 \pm 0.3 \, \mu\text{m/s}$ and $0.13 \pm 0.03 \, \text{K}$, respectively [43].

A comparison of experimental parameters used in the SLS and LWFA experiments presented here indicates that these sources have comparable geometric resolution limits, and both satisfy the criteria for fringe detection. However, our analysis of the projection images shown in Figure 7.3 indicates that the LWFA source has slightly greater sharpness and spatial resolution for these conditions and is able to resolve micrometer-scale lamellar features. The reason for resolution loss in the SLS projection image is likely due to vibrations in the experimental setup. At the time of the experiments, the relative sample to detector position could vibrate at an amplitude of up to 0.5 - 1 $\mu$m consequently resulting in a blurring of the projection images over the 500 milliseconds exposure time. Conversely, although LWFA experiments are prone to similar instabilities, the femtosecond timescale of the betatron source enables ultra-fast imaging. Therefore, single-shot LWFA images are not subject to motion blur. In this way, the visibility of small-scale features such as lamellae is enhanced. It is also worth noting that the conditions for detecting phase contrast fringes for the LWFA experiments set an upper bound of 1 $\mu$m on the source size (see
Table 7.1), indicating that betatron sources may be much smaller than previously noted.

These results indicate that betatron X-rays from LWFA can be competitive with conventional synchrotron sources for the characterization of eutectic alloys and solid density materials. This opens the door to high-resolution materials diagnostics using laser-based sources, without needing to visit a synchrotron facility. Indeed, projection images of the Al-Si sample obtained using LWFA betatron X-rays were of comparable sharpness and spatial resolution to projection images obtained at SLS. Fine details of the lamellar microstructure were clearly resolved in LWFA projection images (Figure 3b) inset), indicating an upper bound of 2.7 \( \mu \text{m} \) on the resolving power of this method. Furthermore, the phase contrast spatial resolution criteria indicate that the LWFA source size may be much smaller than a micrometer, which is corroborated by the theoretical scaling of the betatron energy with plasma density in Figure 7.6b) in which the retrieved electron energy was most closely fit assuming betatron source sizes on the order of (0.4 - 1) \( \mu \text{m} \). However, it is important to note that the enhanced spatial resolution reported here is specific to the experimental conditions of these experiments, and that neither of the two experiments was optimized to obtain the ultimate spatial resolution. The ultra-short exposure time of betatron sources may also provide improved spatial resolution by enabling imaging on a timescale shorter than the frequency of vibrations in experimental setups.
CHAPTER VIII

Conclusions and future work

8.1 Summary

In this dissertation, four experiments are presented on electron acceleration and radiation production using relativistic intensity laser pulses. This work explores optimization of DLA, as well as the role of bubble formation in infrared radiation and the diagnosis of bubble dynamics using stimulated Raman backscattering. The first comparison between betatron radiation from an LWFA and synchrotron radiation from a conventional acceleration is also presented.

The experiments presented in Chapter IV demonstrate an optimal plasma density for DLA, resulting in electron beams with energies up to 600 MeV. These beams were also found to be of high charge (10s of nC), but of reasonably high divergence (65 mrad). Experimental measurements were in good agreement with PIC simulations. Additionally, the existence of a threshold density for a fixed $a_0$ was in good agreement with theoretical predictions. PIC simulation work designed to match the parameters of the OMEGA EP laser reveals that stable channel formation results from a balance
between self-focusing and filamentation. At low densities, surface wave production was reduced, which may prevent pre-acceleration and injection of plasma electrons. Tracking of individual electrons confirmed DLA as the dominant acceleration mechanism and revealed regular betatron oscillations of the highest energy electrons at the highest density. These oscillations indicate that high-energy X-ray sources may also be produced during DLA. Further investigations into the role of pulse duration on DLA using 2D PIC simulations indicate the total charge of DLA electron beams of energetic electrons can be significantly enhanced by using longer pulses.

In Chapter V, infrared radiation produced by spectral broadening of the laser pulse in an LWFA was shown to be highly dependent on laser and plasma conditions. The use of a tailored density plasma target, consisting of a long low density stage followed up a high density step, was found to increase spectral broadening, shifting the laser frequency to longer wavelengths. Increased plasma density in the short, high-density cell was associated with enhanced broadening, however the intensity of the infrared pulse dropped significantly when the density was high enough to induce bubble collapse. Measurements of the total energy in the infrared beam exceeded 10 mJ, and measurements of the beam profile indicate at high plasma density spatially uniform infrared beams can be produced. Under certain conditions, infrared spectra centered on a specific wavelength could be produced, however it was not clear which combination of laser and plasma parameters enabled control of spectral features. A sensitivity analysis using co-variance matrices and applying the Pearson Correlation Coefficient indicated that laser power, plasma length and the density of the plasma step played the greatest role in generating wavelengths between 2 - 2.4 µm. 2D PIC simulations indicate that the interaction between long wavelengths, which lag being the driving laser pulse, and accelerated electron beams can result in scattering
and further up-shifting of the laser pulse. An increase in spectral broadening was associated with a decrease in electron energy.

In Chapter VI, the first experimental measurements of backward strongly coupled SRS in the bubble regime of LWFA were presented. In these experiments, the spectra of backscattered light was dramatically broadened and highly modulated. For laser powers at and above 100 TW, the BSRS signal was found to increase with both electron charge and plasma density, although no such correlation were observed at lower powers. Experimentally observed spectral characteristics were reproduced in 2D PIC simulations. Additionally, a correlation between BSRS signal and plasma electron density within the laser wakefield bubble was observed in simulations. As the laser intensity was increased, the intensity and duration of the BSRS signal decreased until the electron bubble was fully evacuated. These results indicate that at highest powers (100 TW and above), the bursting, broadening and modulation of the BSRS frequency spectrum is associated with increased plasma density within the LWFA plasma bubble. Charge can become trapped in the plasma bubble through electron injection, therefore the observed correlation is likely due to density fluctuations in the plasma, associated with this phenomena and seeding the BSRS instability. Therefore, it is possible that fluctuations due to BSRS can provide feedback for electron injection.

Finally, in Chapter VII, the spatial resolution and sharpness of X-ray images obtained using LWFA and conventional accelerator sources were compared. These results indicate that betatron X-rays from LWFA can provide an alternative to conventional synchrotron sources for high resolution imaging of eutectics and, more broadly, complex microstructures. An upper bound on the resolving power of $2.7 \pm 0.3 \, \mu m$ of the LWFA betatron source was determined.
8.2 Future work

In Chapter IV, the considerable acceleration and deceleration of DLA electrons observed in 2D PIC simulations indicates that this process can be an efficient X-ray source. In fact, previous work has indicated that the betatron oscillations of DLA electrons are of higher amplitude than in the wakefield regime, which could result in higher energy X-ray sources. The characterization of this radiation is an important step in the development of hard, pulsed X-ray sources for advanced imaging of dense plasma relevant to inertial confinement fusion and high-energy-density physics. Additionally, the OMEGA EP laser beam was found to refract away from the plasma target, due to density gradients in the plasma. This resulted in the electron beam moving off of the laser axis, and therefore no longer being centered on the magnetic spectrometer. Therefore, it is unlikely that the highest energy electrons were measured on the electron spectrometer. This deflection of the laser beam might be minimized by using plasma targets with more shallow density gradients, such as those produced using a gas jet. Electron acceleration could also be enhanced using a chromatic focusing system to produce a co-propagating or “flying focus” [164]. Finally, although good qualitative agreement between experimental results and 2D PIC simulations was obtained, important physics of the DLA process, such as self-focusing and parametric amplification of electron energy through transverse oscillations, are not properly captured in this space. While 3D simulations would be ideal, quasi-3D simulations, which capture many dominant 3D phenomena through the inclusion of azimuthal harmonics, could be performed to elucidate the impact of this physics on electron acceleration and channel formation.

The infrared spectra measured in from an LWFA in Chapter V were found to be
highly dependent on laser power, plasma length and plasma density. While density tailoring enhanced spectral broadening, the generation of quasi-monochromatic infrared pulses was not found to depend on a single parameter. The sensitivity analysis performed on this data indicates that further study on the role of laser and plasma conditions on plasma wave formation and morphology, and associated changes to the refractive index, is required. These studies are best suited to high-repetition rate laser systems, where the tunability of these sources could be investigated using adaptive control algorithms. Additionally, while the infrared radiation was only measured along the axis of laser propagation in these experiments, 2D simulations suggest that long wavelength radiation measured at different angles may serve as a diagnostic of the interaction between long-wavelength laser light and the accelerated electron beam.

In Chapter VI, BSRS radiation was found to be broader and more pronounced than any previously observed in the cases where a high charge electron beam was accelerated using laser powers higher than 100 TW. The temporal nature of this radiation, ceasing with evacuation of charge in the plasma bubble, indicates that BSRS may serve as a diagnostic of bubble formation, but also that BSRS can be enhanced or turned off. Significant enhancement of backward scattered photons could be used to generate MeV level X-ray sources through inverse-Compton scattering. The ability to diagnose the formation of an empty bubble cavity could also be used to optimized infrared radiation (where spectral broadening was found to decrease in the blow-out regime).

The realization of high-repetition rate laser drivers for LWFA [165, 166, 167], combined with the micrometer-scale spatial resolution demonstrated in Chapter VII, could enable dynamic measurements on an ultra-short timescale. These sources
would have myriad of applications, from in vivo imaging of physiological processes, to probing of phase changes in materials under extreme conditions.
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