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ABSTRACT 

An ultrafast high energy electron diffraction technique has been 

developed for quantitative studies. We believe that this technique has great 

potential in the studies of lattice dynamics, pulsed laser heating of materials, 

phase transitions, and surface phenomena. The electron pulse has up to 20- 

ps resolution permitting it to probe many transient phenomena. This 

technique has been applied in this thesis to investigate pulsed laser heating 

of 25-r~m 'thick polycrystalline and single-crystal gold films. The time 

resolution of the electron probe was 100 ps in the experiment. The diffraction 

intensity measurement is related to the laser-induced lattice temperature via 

the Debye-Waller effect whereby the diffraction maxima intensities decrease 

because of the random thermal motion of the atoms. An initial decay 

observed in the measured time-resolved electron diffraction intensity indicated 

a temperature rise due to laser pulse heating. The temperatures obtained are 

in reasonably good agreement with the values calculated using a thermal 

diffusion model. However, the temperature profile extracted from the 

experimental data shows a rise time longer than that predicted by the thermal 

diffusion model, as well as oscillalions which are wholly unexpected. We 

postulate that the oscillatory behavior of the scattered electron intensity is due 

to laser-induced surface expansion and its subsequent relaxation. We 

surmise that the surface expansion is associated with the generation of 

surface plasmons. The surface plasmon lifetime is thus found to be about 3 ns. 
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1.1 BACKGROUND 

The gradual transition of materials research from an almost purely 

technological basis to a combination of basic science and applied materials 

research has been accelerated by recent developments in experimental 

research tools and techniques. Because of developments in devices and 

techniques for materials studies, such as the optical microscope, X-ray and 

neutron diffraction, the electron microscope and, more recently, the high 

energy pulsed laser and the scanning electron microscope, fundamentals 

concerning thermodynamics, solid-state physics, and quantum mechanics of 

materials are now accessible to study and have become increasingly 

interesting to physicists, chemists and materials scientists. In recent years, 

laser technology has been one of the driving forces behind this basic 

transition, and future developments in lasers are expected to continue this 

%trend. Because of the unique spatial and temporal properties of the laser, 

laser processing of materials has been an important and active research area 

since the beginning. Some topics of current interest are laser annealing'-4 

and quenching ,5-6 laser surface processing7-8 of materials, such as 



martensitic hardening,g meltinglre~r~stallization,~ 0-1 1 alloying,l 2-1 4 and 

cladding.15 A more fundamental note, interest in the dynamics of 

laser-material coupling has prompted intense studies16-21 regarding the 

mechanisms involved in materials processing with lasers. This interaction 

results in changes in the optical and thermodynamic properties of the 

materials. From optical reflectance22-27 and transmittance28-29 

measurements under laser irradiation, the nature of energy transfer processes 

can be revealed, and measurements of laser-induced temperature rise can be 

used to determine the dominant effects in coupling mechanisms. 

1.2 TRANSIENT MEASUREMENTS 

Time-resolved experimental techniques have proved to be 

indispensable tools for the study of laser-material interactions. It is now 

possible to explore transient phenomena more thoroughly since the 

development. of short pulsed lasers. The time-resolved probes developed are 

now so fast that fine detail in the fundamental mechanisms of laser-material 

interactions can be resolved and complex theoretical models can be devised. 

One of the main goals of the present work is to develop and demonstrate a 

new investigative tool based on a time-resolved transmission electron probe, 

which we believe has useful aspects which complement other time-resolved 

techniques. Before describing our method, it is worthwhile to discuss the 

more commonly-used time-resolved probes. 



(a) Reflectivity, absorption and transmission 

The sensitivity of the optical properties of materials to laser 

irradiation30 makes an optical probe suitable for time-resolving the 

mechanisms of laser-material interactions. In metals, the transmissivity is 

relatively low due to its strong absorption coefficient and so reflectivity and 

absorptance measurements are more common. The change in optical 

properties is a window to processes induced by pulsed laser irradiation. 

Electron-phonon energy transfer processes in Si were investigated by using 

femtosecond reflectivity measurements25 and a triple pulse scheme.29 The 

metallic state of molten Si can be clearly distinguished in reflectance 

measurements since its absorptance and reflectance increase dramatically 

from those of crystalline Si. Anomalous surface transformations were 

observed31 under subpicosecond laser pulse irradiation by reflectivity 

measurements. The results indicate that melting occurred, followed by rapid 

resolidification forming an amorphous ring. This was an important 

investigation in surface morphology.32-35 

Despite its wide use, there is one aspect of transient reflectivity 

measurements that is not well understood; the reflectivity curves do not 

converge for various laser power densities at long delay times.37 

Nevertheless, this probe is commonly used in time-resolved measurements 

because it reveals directly the energy transfer processes. Electron and/or 

lattice temperatures and melt depths, however, can be determined only 

indirectly, in contrast with the direct deterrnhation by other high-penetration 



methods, such as X-ray38-40 and high energy electron diffraction.41-42 

Reflectivity measurements are not used in studies of crystalline structure. 

(b) Raman scattering 

Lattice temperatures can be determined from Raman spectra by 

measuring the position and the width of the optical-phonon line and the 

Stokes-to-anti-Stokes intensity ratio of Raman scattering.43 The position and 

width of the optical-phonon line of a Raman spectrum undergoes a sharp shift 

which is dependent on lattice temperature. However, Raman scattering 

measurements have been controversial because of difficulties in intensity 

calibration. Consequently, earlier experimental work which conflicted with the 

generally accepted thermal diffusion model of laser-material interactions did 

not find full acceptance until cornpaan44 and ~at tmann45 reinterpreted the 

data in light of two significant points. First, the factor CR(T) of 

Stokes-to-anti-Stokes intensity ratio SR(T) was revised significantly where 

SR(T) can be expressed as 

where* and kB are Planck's constant and Boltzmann's constant, respectively. 

The value of the temperature dependent CR(T) was not well-known until 

recently.44-46 Wattmann et a1.45948 estimated the lattice temperature rise to 

be as high as 1400 K which was in agreement with thermal diffusion model. 

The second point is that the Raman scattering efficiency decreases strongly 



with temperature so the lattice temperature could be underestimated unless a 

high time-resolution Raman probe were used. 

This technique is particularly important in surface studies. Raman 

scattering can be enhanced due to laser-induced surface asymmetry as in the 

case of second-harmonic generation on the surface.49 This optical probe is 

applied extensively in investigations of surface chemical processes. We note, 

however, that the Raman results can be complicated by other emission 

processes so extreme care needs to be taken in interpreting the results. 

(c) Second-harmonic generation (SHG) 

It has been demonstrated that SHG component in reflection signals50 

from media with inversion symmetry can be used to investigate the dynamics 

of structural changes. The orientation dependence of reflected SHG signals 

from ~ i 5 l a n d  ~ e 5 2  was observed. SHG is a nonlinear probe which has been 

used to settle some ambiguous questions raised by linear optical probes on 

whether the thermal diffusion model or the plasma model correctly explains 

the laser annealing process. It was used to study the recrystallization process 

on the surface of gallium arsenide53 following laser irradiation. A low SHG 

efficiency initially was observed, and it was suggested that the subsequent 

strong increase in SHG efficiency indicated recovery of the 

noncentrosymmetric lattice by liquid epitaxial growth following a melt. The 

conclusion was then reached that the thermal diffusion model correctly 

describes fhe annealing process. Like the Raman scattering process, SHG is 



also used in surface studies.49 A surface temperature measurement based 

on the SHG effect on a Ag(l l0) was monitored with a picosecond probe 

pulse. The second harmonic intensity for incident fundamental light (628 nm) 

descreased dramatically when the crystal temperature was raised. The 

transient temperature rise induced by the laser pulse, a nanosecond-duration 

infrared pulse, agreed with a thermal diffusion model simulation. 

(d) Electrical conductivity and resistivity measurements 

The electrical conductivity or resistivity undergoes changes when a 

phase transition occurs. Thus, melting and recrystallization kinetics can be 

studied in detail by monitoring the electrical resistivity as a function of laser 

fluence. Both metals and semiconductors are suitable targets of study by this 

technique, but metals show a far less dramatic response than semiconductors. 

A direct measurement of liquidlsolid interface kinetics of ~ 1 5 4  and ~ i 5 5  during 

melting has been reported by this transient probe. The electron temperature 

can be estimated from the electrical resistivity of a metal by applying simple 

Drude's electron theory. Results from using this technique indicated that the 

electron temperature can be raised to 106 K in near-solid density Al under 

irradiation by a 400 fs laser pulse.56 Baglin et a1.57 have reported using 

conductivity measurements in amorphous Si to determine whether annealing 

produced by pulsed ion heating depends on high density electronic excitation. 

Using two different pulsed ion beams, energy was deposited principally to the 

lattice in one case and as electronic excitations in the other. The results for 



melting time were the same, leading to the conclusion that equilibrium of 

electronic and vibrational states is fast compared to phase changes in the 

material and that electronic excitations are unimportant in annealing. 

(e) X-ray 

X-rays, in general, are a probe for bulk structural studies. 

Nanosecond-resolution time-resolved X-ray diffraction has been used to 

measure liquid-solid interface overheating and undercooling in ~ i 3 8  and in 

~ e 3 9  during pulsed laser irradiation. The temperature profile of the material 

can be determined from the measurement of the width and shape of the Bragg 

peaks. The rocking curves caused by thermal expansion is indicative of an 

increase in lattice parameters near the liquid-solid interface. Reflective 

steady-state X-ray diffraction of a surface, however, was used to investigate 

melting of a lead surface.58 A much lower melting point for the lead surface 

was observed. Laser-induced strain and electronic structural change were 

monitored by X-ray absorption spectra.40 

X-ray probing is a direct measurement of structure and temperature. 

The temperature determination is based on the Debye-Waller effect wherein 

the diffraction intensity is reduced during a temperature rise according to an 

exponential Debye-Waller factor. 

(f) Electron diffraction 

The principle of the electron diffraction probe is similar to that of the 



X-ray probe. Because of the availability of short wavelengths, the electron 

diffraction technique is capable of revealing structural information on an 

atomic scale. In addition, the short-time resolution enables the study of pulsed 

laser interaction with material on a nanosecond or picosecond time scale. 

Nanosecond low energy electron diffraction ( L E E D ) ~ ~  is an ideal probe for 

surface melting and heating because of its small extinction depth, but its low 

scattering efficiency is a disadvantage. However, a medium or high energy 

electron operating in reflective mode (RH E E D ) ~ O - ~ ~  can provide higher 

scattering efficiency than LEED. Although surface structure studies in 

molecular beam epitaxy (MBE) growth has been done, but to the author's 

knowledge, there is no time-resolved results reported using this method. With 

all electron diffraction techniques, the lattice temperature can be determined 

through intensity measurements by utilizing the Debye-Waller effect. A major 

difference between electron and X-ray diffraction is that electrons interact with 

atoms much more strongly than do photons. This makes electron diffraction 

better suited for thin film and surface studies. However, one should note that 

problems remain in the interpretation of electron diffraction images because of 

multiple scattering processes. 

The use of time-resolved electron diffraction to study ultrafast dynamics 

is a fairly recent development. In 1982, a picosecond electron diffraction 

technique41 was reported for the first time. It showed that picosecond 

electron diffraction (using 25 keV electrons) can be used to time-resolve the 

laser-induced melting process41-42 in thin aluminum films. The time taken for 



the disappearance of the electron diffraction patterns allowed the melting time 

to be inferred. This showed that it is possible to melt the aluminum in a time 

as short as 20 ps if sufficient laser fluence is applied. Other true structural 

probes, such as X-rays and LEED, thus far demonstrated are limited to a 

nanosecond time scale. A subpicosecond probe based on second harmonic 

generation,51 which is structure dependent, can give only indirect structural 

information. The time-resolved probes such as electrical conductivity,56-57 

optical probes for transmission62-63 and reflection24-25 measurements, 

nonlinear optical probes based on Raman scattering ,44.48 and time of flight 

mass spectrometry,64 have time resolution as short as femoseconds in some 

cases; however, they do not provide structural information in general. It has 

been suggested41-42 that among the time-resolved structural probes, the 

ultrafast (picosecond to subpicosecond) electron probe can produce 

unambiguous structural information of thin metal films. 

1.3 'THE ULTRAFAST ELECTRON DIFFRACTION PROBE 

We now briefly discuss the ultrafast electron probe and describe how 

the data obtained using this technique may be analyzed. The basic principle 

of the ultrafast electron probe is illustrated in Fig. 1.1 , An optical pump pulse 

is directed at the sample, which is subsequently probed with an 

subnanosecond electron pulse synchronized with the pump pulse. In our 

experimental apparatus, the electron pulse is produced through the 

photoelectric effect by a synchronized UV laser pulse on a gold photocathode. 
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Fig. 1.1 Schematic of an ultrafast pump-probe experiment with an electron 

probe. 



The time resolution of the electron pulse is limited to the duration of the laser 

pulse. The non-relativistic de Broglie wavelength of the electrons is 0.0768 A, 

corresponding to an operating voltage of 25.5 kV. The relativistic correction is 

about 1%. The size of the focused electron beam is 250 to 400 pm in 

diameter. The diffraction pattern is amplified by two-stage microchannel 

plates and imaged onto a fast phosphor screen. Measurements of the 

diffraction intensities of a particular order may then be performed using any of 

several photodetectors. The phosphor had a relaxation time of several 

hundred nanoseconds. Note that the phosphor relaxation time has no 

connection with the resolution achieved by the electron probe pulse. With 

available pulsed lasers, picosecond resolution should be ultimately attainable 

for ,the electron probe. Quantitative ultrafast time-resolved measurements of 

diffraction intensities have not been performed previously. 

The measured time-resolved electron diffraction intensities are directly 

correlated with the lattice dynamics of the sample. This allows us to observe 

laser-induced microstructural and temperature changes in the sample on a 

picosecond time scale by monitoring either the decrease in electron diffraction 

intensity (the Debye-Waller effect) or the contraction of diffraction maxima 

spacing due to expansion of the lattice with higher temperatures. We have 

found in practice that changes in the diffraction maxima intensities provide an 

easier and more sensitive measurement compared to changes in the 

diffraction maxima spacing. The relation between the temperature and the 



diffraction intensity is given in a first approximation by the Debye-Waller 

theory. 

According to Debye-Waller theory, a direct relationship between the 

lattice temperature of the sample and the electron diffraction maxima intensity 

can be established. The temperature factor was first derived by ~ e b ~ e 6 5  and 

the theory was later refined by ~a l le r66  and ~axen.67 According to these 

theories, the intensity of the diffraction maxima decreases with the increasing 

lattice temperature as exp [ -2M(T) 1, where 

M = B (sin20d X2) 

and 

Here 8 is Debye temperature, x = 8K, m is the mass of the atom, h and kB are 

Planck's constant and Boltzmann's constant, respectively, ehkl is the Bragg 

angle for each plane (hkl), and Xis the wavelength of the electrons. The 

interplanar spacing dhkl for the diffracting plane (hkl) of a cubic system can be 

written as 

dW = a 1(h2+k2+12)1/2 1.3 

where h, k, 1 are the Miller indices, and a is the lattice constant. D(x) is the 

Debye function68 given by the expression 
f a  

x ' dx' . 
exp ( x' ) - 1 



As the lattice temperature is raised and the melting point of the material is 

approached the diffraction maxima become progressively broader and of 

lower intensity and finally merge with the background. The lattice temperature 

can be extracted from electron diffraction intensity measurements. The portion 

of the intensity of ,the diffraction maxima that is lost in the Debye-Walter effect 

shows up in the thermal diffuse background because of energy conservation. 

Figure 1.2 illustrates the features of the electron diffraction intensity that the 

theory predicts, including the background thermal diffuse scattering (TDS), as 

a function of scattering angle. The monotonic background is that predicted by 

the Debye theory. In experiment, the TDS is not uniform and is found to be 

stronger around the diffraction maxima. Later work by ~axen67 predicted the 

shape of the TDS and did not change Debye's expression for the intensity of 

the diffraction maxima. 

There have been a number of studies on the Debye-Waller factor in 

various materials. Lattice vibrations in aluminum single crystals69 have been 

studied at various temperatures from 100 to 300 K, showing the temperature 

dependence of X-ray diffraction. By observing the (h 0 0) reflections of Al, they 

used the temperature derivative of the Debye-Waller factor dM/dT to 

determine the De bye characteristic temperature 8. Various X-ray diffraction 

results69-75 in several metals were analyzed theoretically by ~ u p t a 7 6  using 

an anharmonic correction to the Debye theory. Electron diffraction techniques 

has been used to study steady-state temperature-dependent dynamical theory 



1 Debye-Waller factor 1 

sin 8 / ?L sin 8 / ?L 

Fig. 1.2 Schematic representation of the temperature effect on the 

diffraction intensity according to (a) the simple Debye theory and (b) after 

Faxen's correction. (After L. Azaroff, Elements of X-ray Crystallography, 

McGraw-Hill, 1968.) 



of diffraction in polycrystals77-79 and in the surface atoms of single 

crystals.80 The temperature dependence of high energy electron diffraction 

intensities in metals has been investigated by several research groups. Some 

looked at the size effect,81 -B4 that is, large surface vibrational amplitudes 

significantly alter the Debye-Waller effect in small particles. ~nharmonicit~85 

at very high temperature was also investigated by high energy (50 keV) 

electrons. A strong decrease in the intensity of the low-energy electron 

diffraction patterns from the surface of nickel80 and gold86 crystals as the 

temperature of the crystal increases has been observed. The strong 

temperature dependence corresponding to a large Debye-Waller effect arises 

from larger surface vibrational amplitudes. 

The simple kinematic Debye-Waller theory holds only when the sample 

is thin enough to neglect interactions among the scattered waves. As the 

mean crystal size increases, dynamical considerations grow more important 

because of the multiple scattering processes caused by the relatively strong 

electron scattering by the atoms of the crystal. The dynamical effect is 

particularly significant in electron diffraction because of stronger coupling 

between the electrons and the material. The apparent absorption78~8~-90 

arising from such dynamical processes can alter the temperature dependence 

of diffraction intensity considerably. The steady-state high energy electron 

diffraction was used to study the strong temperature dependence in the 

intensities of the primary beam and low-order reflections for thick crystals, 

which can only be explained by the dynamicaltheory.91-94 



In time-resolved work, surface structural changes of a Ge(ll1) crystal 

during pulsed laser annealing have been measured using nanosecond 

time-resolved low energy electron diffraction ( L E E D ) . ~ ~  LEED is both 

structure and surface (depth about 10 A) sensitive. The results revealed a 

rapid liquid layer formation and subsequent surface recrystallization and 

cooling. In our work, we have investigated the laser-induced heating process 

of thin films on a subnanosecond time scale by transniission electron 

diffraction. 

1.4 COMPARISON OF ELECTRON AND X-RAY DIFFRACTION 

The ultrafast electron probe is basically a surface and strutural probe 

with unique characteristics that should enable it to become a valuable 

investigative tool. The other common structural probe is X-ray, but there are 

major differences between the two in terms of pulse duration, wavelength, 

scattering probability, and absorption. 

The fast electron beam can be produced on a picosecond time scale 

easily using a picosecond laser. The development of ultrafast pulsed lasers 

has made it possible to produce picosecond electrons via the photoelectric 

effect.95-96 The fastest pulsed X-ray source38 developed to date is of 

nanosecond duration and was produced at the Cornell High Energy 

Synchrotron Source. 

The range of electron wavelengths available is wider compared to that 

of X-rays (Duane-Hunt short-wavelength limit) for commonly used operating 



voltages. It can be ten times shorter than that of X-rays given the same 

operating voltage. The major significance of shorter wavelength is greater 

resolving power. The expression with relativistic correction for the electron 

wavelength is 

l ( A )  = h l a m  , 1.5 

where mo is the electron rest mass, e is the electron charge, h is Planck's 

constant, c is the speed of light, V is the operating voltage, and 

a = [1 +(eV/2moc2)]'/2 is the relativistic correction factor. For V < 50 kV, this 

can be approximated by the non-relativistic expression (0-1) 

l (A) = (1 50 I V)l/2. 1.6 

There is a 2% relativistic correction in wavelength for V = 50 kV and 10% for 

V = 200 kV. The X-ray wavelength produced by a tube with operating 

voltage V is calculated using the relation 

1 (A)= ( h c l e ~ ) =  123991~. 1.7 

For comparison, the wavelengths of electrons and X-rays are listed in 

Table 1.1 for various operating voltages. 

Electrons are negatively charged and are sensitive to the electric fields 

belonging to both the nucleus and the atomic electrons and so the atomic 

scattering factor fe(8) is proportional to [Z - fx(8)], where Z is the atomic 



Table 1.1 The wavelengths of electrons, calculated without and with 

relativistic corrections, and of X-rays for various operating 

voltages. The correction factor o is defined on p. 17. 

v ( kv) electron wavelength X-ray wavelength 

nonrelativistic relativistic o 

( A )  ( A ,  o/ ) t A \  
1 .O 0.3873 0.3871 0.05 12.4 

5.0 0.1 732 0.1728 0.24 2.48 

10 0.1 225 0.1 21 9 0.48 1.24 

15 0.1 000 0.0993 0.72 0.83 

20 0.0867 0.0859 0.96 0.62 

25 0.0775 0.0766 1.2 0.50 

30 0.0707 0.0697 1.4 0.41 

40 0.061 2 0.0601 1.9 0.31 

50 0.0548 0.0535 2.4 0.25 

60 0.0500 0.0486 2.8 0.21 

70 0.0463 0.0448 3.2 0.18 

80 0.0433 0.041 8 3.7 0.16 

90 0.0408 0.0391 4.1 0.1 4 

100 0.0387 0.0370 4.6 0.12 

125 0.0346 0.0327 5.6 0.1 0 

150 0.031 6 0.0295 6.6 0.08 

175 0.0293 0.0271 7.6 0.07 

200 0.0274 0.0250 8.5 0.06 

300 0.0224 0.01 97 12 0.04 

500 0.01 73 0.01 42 19 0.03 



number and fx(8) is the atomic. X-ray scattering factor. I fe(8) 1 and 1 fx(8) 1 

are the scattering cross sections at angle 8 for electrons and X-rays, 

respectively. However, the scattering of X-rays is produced indirectly by 

atomic electrons accelerated through interactions with the incident field and 

so the scattering factor fx(8) depends only on the electron density distribution. 

The strong interaction of electrons with materials results in an electron atomic 

scattering factor that is much larger than that of X-rays, fe(8) - 104 fx(8). This 

sometimes results in multiple electron scattering and increases the complexity 

of scattering processes, making the interpretation of electron diffraction 

patterns more difficult. 

Electrons are absorbed much more readily than are X-rays. At very low 

voltages, electrons are adsorbed on the first monolayer on the crystal surface 

allowing the study of surface structure and dynamics. Finally on a more 

practical note, ultrafast electron pulses can be generated readily in a wide 

range of wavelengths using standard laboratory equipment. High energy 

(- 10 MeV) short wavelength X-rays, by contrast, require large and expensive 

electron accelerators. 

1.5 OUTLINE OF THE THESIS 

In this thesis, the ultrafast electron diffraction technique is shown to be 

feasible and is established as a time-resolved structure probe. Through 



careful signal-to-noise enhancement procedures for the electron diffraction 

intensity measurements, a quantitative study of laser-induced temperature rise 

in thin films was completed. A 100-ps, high-intensity, and high-repetition-rate 

regenerative Nd:YAG laser system was used in the ultrafast electron 

diffraction technique. An operating repetition rate of up to 1 kHz permitted us 

to use signal averaging, which is essential to the experiment. 

In Chapter 2, the features and the operation of the ultrafast electron 

diffraction apparatus and the regenerative laser system are described and the 

procedure for the synchronization of the optical pump and electron probe 

pulses is explained. Experimental results obtained are then given. 

Steady-state temperature measurements by the electron diffraction technique 

to investigate the Debye-Walter effect in thin aluminum films are presented 

first. The time-resolved measurements consist of two parts in which different 

measurement techniques are used. In the first part, digital image analysis is 

applied to a photographic image of the diffraction pattern to enhance the 

signal-to-noise ratio and to extract information. Experimental results on both 

polycrystalline and single-crystal gold films are presented. In the second part, 

a technique using a boxcar averager that is interfaced to a personal computer 

is described. The computer is also used to control the experiment and 

computer sorting of the data allows the reduction of noise and error due to 

laser fluctuations. Extensive and detailed measurements of the time-resolved 

(220)-order diffraction intensity of single-crystal gold films are obtained. The 

two measurement techniques are complementary; the digital image analysis 



method is better suited for the analysis of global features of the diffraction 

pattern whereas the boxcar technique is ideal for the observation of specific 

features. An unexpected finding of the experiment is an oscillatory behavior in 

time of the intensity of the diffraction maxima. The observed oscillations were 

superimposed on the monotonic Debye-Waller curve and are not predicted by 

theory. This behavior was observed with both measurement techniques. 

The interpretation of our time-resolved experimental results and their 

implications are discussed in Chapter 3. A computer simulation of the lattice 

temperature rise based on the one-dimensional heat diffusion equation is 

described. The theoretical predictions of the thermal diffusion model are 

compared with experiment. There is good agreement, but the temperature 

rise in the experiment is slower than that predicted by the model. The thermal 

diffusion model is unable also to explain the oscillations in the diffraction 

intensity. Several possible mechanisms for this oscillatory behavior are then 

explored. As a result of our investigations, we propose a surface expansion 

model to explain the oscillations. The expansion of the surface is postulated 

to arise as a resutt of laser-induced surface plasmon generation. We surmise 

that the subsequent relaxation of the surface atoms to their equilibriuni 

positions is responsible for the observed oscillations. We have done a 

computer simulation of the surface expansion model and have obtained 

reasonably good qualitative agreement. 



Finally, in Appendix A, a detailed description of the preparation of the 

gold and aluminum samples is given. In Appendix 8, some limitations and 

extensions of the Debye-Waller theory are discussed. 



CHAPTIER 2 

IEXPIEWIIMIENTS AND RESULTS 

2.1 OVERVIEW 

In this chapter, we describe in detail an ultrafast electron probe that we 

have developed and show some results obtained using this instrument in a 

pump-probe experiment. The quantitative investigation of lattice vibrations in 

thin metal films under stimulation by short intense laser pulse irradiation is a 

major goal in our work. We have investigated 25 nm thick single-crystal and 

polycrystalline Au films under pulsed laser irradiation and have obtained 

time-resolved measurements of the diffraction intensity with 100 picosecond 

resolution using this ultrafast time-resolved electron probe. To the author's 

knowledge, this is the first time such results have been obtained. The basic 

mechanism relating the diffraction intensity of the electron probe to the sample 

temperature is described by the Debye-Waller theory, which shows that the 

intensities of the diffraction maxima decrease with increasing lattice 

temperature.l-2 As the lattice temperature is raised and the atomic vibrational 

amplitudes increase, the intensity of the diffraction maxima decreases. 

In Section 2.2 we describe the ultrafast electron diffraction apparatus 

and the pump-probe experimental arrangement. - We present in Section 2.3 



some time-resolved intensity measurements on Au film using two different 

techniques, a photographic imaging technique suited for studying global 

characteristics of diffraction patterns such as thermal diffuse scattering 

distributions, and a technique employing a personal computer interfaced with 

a boxcar that is best suited for investigating specific features of the diffraction 

pattern. In addition, computer control allows us to reduce certain sources of 

noise. We also include some steady-state measurements of the Debye-Waller 

effect in 25 nm thick polycrystalline Al film. Finally, in the last section we 

present some conclusions. 

2.2 THE ULTRAFAST ELECTRON APPARATUS 

The experimental setup for the ultrafast electron probe is illustrated in 

Fig. 2.1. A high repetition-rate regenerative laser system   REG EN)^-4 is used 

to generate both the infrared (IR) pump pulse and the electron probe pulse. 

The IR pulse of the REGEN laser was collimated and spatially fittered with a 

100 pm pinhole. This attenuates the laser power by about 10 percent, but the 

spatial profile of the pulse is considerably improved by this procedure. The 

spatially filtered 1064-nm REGEN laser pulse entering from the bottom in 

Fig. 2.1 is frequency-doubled by a KDP (potassium dihydrogen phosphate) 

crystal and is then split by the dichroic mirror (DM) into two pulses. The SHG 

efficiency of KDP is approximately 25%. The dichroic mirror DM allows up to 

98 percent of the frequency-doubled (20) pulse to be transmitted and 100 
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Fig. 2.1 Schematic of experimental apparatus for an ultrafast electron 

probe. 



percent of the infrared pulse (o) to be reflected. The reflected beam (o) after 

passing through an adjustable optical delay line (not shown in diagram) is 

employed to heat the sample. The transmitted frequency-doubled pulse (20) 

is frequency-doubled again by a temperature-controlled ADP (ammonium 

dihydrogen phosphate) crystal to produce an ultraviolet 266 -nm optical pulse 

(40) in order to generate primary electrons through the photoelectric effect. 

The temperature of the ADP crystal was set at 50 C. The frequency 

conversion curve as a function of crystal temperature for the harmonic crystals 

is provided by the manufacturer and is shown in Fig. 2.2. 

The two major components of the experimental apparatus are the 

REGEN laser system and the electron diffraction system. A small but important 

accessory component is a device specially constructed in order to 

synchronize the IR pump and electron probe beams. In the rest of this section, 

we describe these components and their operation in detail. 

(a) The REGEN laser system 

The REG EN^-4 laser system was recently developed at the Laboratory 

for Laser Energetics, University of Rochester. The high-repetition-rate (as 

high as 1.5 kHz), 1 mJ/pulse, and 100-ps REGEN laser was an essential part 

of the pump-probe experiment because of signal-averaging requirements. A 

schematic of the configuration of the laser is shown in Fig. 2.3. The laser 

system is comprised of two lasers, the CW mode-locked Nd:YAG oscillator 
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Fig. 2.2 Wavelength range and temperature dependence of various 

nonlinear crystals used in second harmonic generation. (After a data sheet 

from Quantum Technology, Inc.) 
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Fig. 2.3 Schematic the regenerative (REGEN) laser system. PC1 and PC3 

are external switchouts, and PC2 is the REGEN cavity Pockels cell. 



and the Nd:YAG regenerative amplifier. An optical fiber transports the output 

pulses from the oscillator to the amplifier. The use of a fiber not only 

decouples the alignment of the two lasers but also allows them to be in 

different locations without the need for long beam paths. 

A CW, mode-locked Nd:YAG laser is used as the oscillator. The YAG 

rod, 40 mm in diameter, is placed at a distance of about 45 cm measured from 

its center to the 12% flat cavity mirror (output coupler). This distance is 

determined by the thermal lensing effect of the YAG rod for an operating 

current of about 34 amperes. A graph of gaussian beam radius vs. the 

distance for this rod is shown in Fig. 2.4. The gaussian radius of the optical 

beam is defined as the distance between 10% and 90% of measured beam 

intensity and is measured by scanning a razor blade across the beam. The 

acoustic-optic mode-locker is an anti-reflection coated quartz crystal . A 

frequency synthesizer supplies a 50 MHz signal with amplitude of 1 V 

peak-to-peak for both of the radio-frequency (RF) amplifier and the 

Pockels-cell drivers. The split signal for the RF amplifier, however, was 

attenuated in order to obtain the required output power for the mode-locker. 

Normally, an RF power of 4-6 W is used. If the cooling of mode-locker is 

sufficient, a maximum power of 8 W may be applied. 'The mode-locker should 

be adjusted to be at Bragg's angle so that the laser power is close to zero or at 

the minimum before the RF signal is applied to it. The RF frequency needs 

some adjustment in order to optimize the output power of the laser pulse. At 

this point, the refkction of RF power should be zero. The mode-locked pulse 
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Fig. 2.4 Beam radius as a function of cavity distance. The center of the 

YAG rod is placed at the position where the maximum radius occurs (45 cm). 



train can be monitored by a streak camera which is controlled by an optical 

multichannel analyzer (OMA). This procedure was used to determine the 

pulse width and to fine-tune the cavity in order to obtain the maximum laser 

power and yet retain stability. The physical cavity length was 145 cm, slightly 

less than the 150 cm optical cavity length. The normal CW laser output power 

was 5-10 W with a 12% output coupler. The output of the oscillator has a 100 

ps pulse duration with a repetition rate of 100 MHz . A 4% reflector was used 

to pick up a portion of this mode-locked pulse train for injection into the fiber. 

An optical switch-out (PCI), made of LiNb03 crystal, was used to 

preselect only one pulse from the CW mode-locked pulses for injection into 

the fiber. This significantly improved the Q-switching efficiency. In Fig. 2.5, 

the difference in the intensity of the REGEN output pulse, with and without 

using the switch-out, is shown. If the whole pulse train is injected, interference 

among the pulses can reduce the Q-switching efficiency greatly. The 

interference arises from the difference in the cavity lengths of the two lasers, 

the oscillator and amplifier. The injected pulse energy was about 10 pJ. The 

$fiber was 9 pm in diameter and a few meters in length, although a longer fiber 

may be used if a shorter injection pulse (optical fiber pulse compression) is 

desired. 

A second CW Nd:YAG laser was used as the amplifier and was tuned 

to have a CW lasing power of about 3-4 W measured with a 12 percent output 
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Fig. 2.5 Streak camera trace of the REGEN laser pulse with switch-out and 

without switch-out. The pulse width is about 120 ps. The pre-pulses are 

from the trace without the use of the swich-out. 



coupler. A quarter-wave plate was placed in this laser cavity both to frustrate 

CW lasing and to reject the injected pulse after two round trips. A LiNb03 

crystal was placed in the cavity to serve as the Q-switching and 

cavity-dumping Pockels cell PC2. The Pockels cell was driven by a driver 

supplying a fast two-step electrical pulse. The size of the first step is about 2.5 

kV in order to produce a quarter-wave rotation to compensate for the 

quarter-wave plate in the cavity. The Pockels cell not only acts as a 

Q-switching device but also traps the injected pulse in the laser cavity. The 

pulse train is Q-switched and mode-locked as shown in the V-curve in Fig. 2.6. 

At approximately 500 ns (about 45 round-trip passes) later, the second 

electrical pulse triggers PC2 to cavity-dump the strongest pulse of the 

mode-locked giant pulse train (Q-switched). The optimum output of REGEN 

amplifier with a 100% reflector is a 100-ps duration pulse with an energy of 1 

mJ. The REGEN amplifier can be triggered at any repetition rate up to 1.6 kHz 

which is a limitation due to the Pockels cell driver power supply. However, in 

our experiment the typical operating repetition rate was 1 kHz, the maximum 

rate at which the pulse energy remains constant since it was found that energy 

roll-off occurs at higher repetition rates.4 The output pulse of the REGEN laser 

was preceded by pre-pulses separated by about 1-2 ns which were not 

completely blocked by Q-switching. Therefore, a second switch-out PC3 

(KDP) was placed after the ejection of the REGEN amplifier pulse to block 

such pre-pulses. It should be noted that some of the experiments in this work 

were performed with a longer pulse duration, about 250 ps, because of 



Q-SWITCHED 
PULSE 

Fig. 2.6 Mode-locked train enveloped by the giant Q-switched pulse which 

has a rapid risetime and a relatively long tail. 



greater maintenance difficulties of the laser system when shorter pulses are 

used. 

(b) The electron diffraction system. 

The electron diffraction instrument consists of an electron emitter, a 

focussing and deflection system to control the electron beam, and an image 

forming system. 

The front end of a streak camera tube was converted into an electron 

probe-forming system.8 The tube contains a photocathode, an extraction grid, 

a focus cone, deflection plates, and the image forming assembly. The 

photocathode was made by vapor-deposition of 250A-thick gold film onto a 

quartz or sapphire substrate. The work function of Au is 4.8 eV. The quantum 

efficiency of Au is 10-4 for photon energies above 3.0 eV. A yield spectrums 

of evaporated gold film is shown in Fig. 2.7. The photoelectric effect is 

relatively clean and is capable of providing an extremely short and 

well-formed electron pulse that is a replica of the optical pulse. The 

frequency-quadrupled 266 nm UV pulse matches the work function of the gold 

photocathode and produces the primary electrons. The lifetime of the 

photocathode was typically 100 hours due to laser damage in our experiment. 

An extraction grid with a pinhole approximately 250pm to 350pm in 

diameter was placed immediately after the photocathode, about 1 mm from 

the Au film of the photocathode, in order to reduce the energy-spread of the 



Fig. 2.7 The yield spectrum of evaporated gold film. The threshold energy 

is 3 eV. 



electrons. A negative potential was applied to the photocathode and the grid 

to accelerate the electrons to an energy of 25.5 keV through the focus cone. 

The nonrelativistic de Broglie wavelength of the electrons is 0.07680 A for an 

operating voltage of -25.5 kV (the relativistic correction to the wavelength at 

this energy is about 1%). The spatial resolution of electron beam can be as 

small as 100 pm. In our experiment, the electron beam was 250 pm to 400 

pm in diameter. 

A set of electron deflection plates for x- and y-direction are placed right 

after the anode for positioning the electron beam on the specimen. In the 

course of the experiment, suface charge can build up on any ungrounded or 

insulating components to the extent that the electron beam path is changed. A 

Faraday cage is placed around the electron beam path in order to prevent the 

shift of the electron beam on the sample. 

The image forming system consists of a two-stage microchannel plates 

(MCP) and phosphor assembly. The MCP can be used to amplify the electron 

signal with a maximum amplification of 104. The RCA P-47 ultrafast phosphor 

screen that was used has a relaxation time of several hundred nanoseconds. 

The phosphor coating is on the inner surface of a fiber-optic faceplate. The 

faceplate provides a one-to-one image of electron diffraction pattern. This 

MCP and phosphor assembly is mounted on a vacuum flange for attaching 

directly to the vacuum chamber. The spatial resolution of the MCP is 10 pm, 

which is the size of each element. The response of the electron intensity 



measured as a function of UV pulse intensity for several amplification voltages 

of the MCP is shown in Fig. 2.8. At high amplifications the MCP shows 

saturation effects even at very low UV intensities because of high peak power. 

We usually used 1.25 to 1.3 kV in order to obtain adequate signal strength 

and still remain in a linear region. The MCP had a 5 mm hole drilled in the 

center of each plate. The purpose of this hole is to prevent the amplification of 

the strong directly transmitted (000) beam. The constant illumination of this 

zero order (primary) beam on the phosphor layer will reduce its lifetime. A 

high voltage of between 4.0 and 5.0 kV was applied on the P-47 phosphor. 

The spectral response of the phosphor is shown in Fig. 2.9. The spectral 

response peak is around 4.1 0 nm. In photographic imaging analysis, a high 

resolution aerographic film with UV-sensitivity that provides a good match to 

this spectral response was chosen. 

(c) Synchronization of pump and probe beams 

A laser-activated electron-deflection techniquee-7 was applied to 

accomplish synchronization between the laser heating pulse and the 

electron-probe beam. A balanced stripline formed by two planar electrodes 

was used as the electron deflection assembly. A photoconductive silicon 

switch was integrated into the top electrode. When the switch is activated by 

an IR laser pulse, an electric field is established between the two electrodes 

with a rise-time equal to the IR pulse duration. Since zero time is when the 

electron probe beam is coincident with the IR heating beam at the sample 



UV Intensity ( % ) 

Fig. 2.8 Transmitted electron intensity as a function of UV intensity for 

various MCP amplification voltages. 
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position, the deflection plate assembly was placed in the path of the electron 

beam at the position where the sample would be in the experiments. In the 

synchronization procedure, the IR pump pulse activates the photoconductive 

switch, producing an electric field at the sample position. If the electron pulse 

arrives before the switch is activated, no electron deflection is observed; 

otherwise the electron beam position on the phosphor screen is shifted. The 

IR delay line is adjusted until the electron beam profile on the phosphor 

screen shows a unique double spot. This indicates that the pump and probe 

pulses are synchronized. This method will determine the "zero time" within an 

accuracy of 50 ps, the same as the time resolution of electron pulse. A 

diagram showing the changes in shape and position of the electron beam 

image on the screen as a result of altering the relative timing of the IR and 

electron beams was given in ref. 8. This diagram is reproduced in Fig. 2.10. 

The two peaks at t=O indicate that electron pulse was at the sample position 

just as the IR laser activated the photoconductive switch. 

The significant features of this ultrafast electron probe are the following: 

(a) It can provide an extremely short electron pulse; (- 20 ps); (b) The 

electrons are monoenergetic with a relative energy spread of about 10-4; (c) 

The electron pulse can be synchronized with the optical pulse to tens of 

picoseconds accuracy depending on the duration of optical pulse. A portion 

of the same infrared laser pulse that generates the electron pulse can be split 

off and passed through an optical delay line to provide a synchronized 

heating pulse to the specimen. 
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Fig. 2.10 Spatial profile of electron beam for various delay times between 

the IR pulse and the electron probe. (From ref. 8.) 



2.3 STEADY-STATE DEBYE-WALLER EFFECT IN THIN Al FILMS 

During the initial stage of ,the development of the ultrafast electron 

probe, a study was made of the Debye-Waller effect in thin polycrystalline Al 

film. The electron diffraction intensity measurement was carried out using the 

electron diffraction system described in the previous section. However, a UV 

mercury lamp was used to generate the photoelectrons instead of the REGEN 

laser system in order to produce a CW electron beam. The Al sample was 

prepared by vacuum evaporation with a deposition rate of 1 A per second on 

a formvar substrate that was later removed by ethylene dichloride vapor 

etching. The details of its preparation are given in Appendix A. The sample 

was mounted on a specimen holder and was otherwise free-standing. The 

diameter and the thickness were 0.5 mm and 25 nm, respectively. The 

heating was achieved by attaching the sample onto a hot plate which was 

heated uniformly. A temperature rise from room temperature to 400 C was 

achieved. The temperature of the sample was monitored by a 

copper-constantan thermocouple. Signal-to-noise ratio (SIN) enhancement 

was achieved by using a EG&G PAR Model 124A lock-in amplifier with a 

Model 1 16 differential preamplifier. 

In this experiment (see Fig. 2.1 1) two nearly identical Al specimens with 

a polycrystalline structure were used. One specimen was heated by the hot 

plate and the other remained at room temperature. The CW electron beam 

was deflected every 0.5 ms by using a pair of deflector plates which was 

driven by a 1 kHz square wave from a pulse gen&ator. The two specimens 
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Fig. 2.11 Schematic of the experimental arrangement for a CW electron 

probe of polycrystalline aluminum film. Also shown is a photograph of the 

resutting diffraction pattern. 



were positioned so that they were alternately irradiated by the moving electron 

beam. The dual electron diffraction image so produced is shown in Fig. 2.1 1. 

The square wave was also used to trigger the reference channel of the lock-in 

amplifier. The dual diffraction image was masked off so that only the 220 

order rings (the third one from the center of each diffraction pattern) were 

visible. The intensities of the 220 order rings were measured with a 

large-area photodiode connected to the input of the preamplifier. The lock-in 

amplifier converted the intensity difference of the hot and cold specimens into 

a DC level which was applied to the Y-input of an X-Y chart recorder. The 

temperature of the hot specimen was measured by a copper-constantan 

thermocouple which had one junction in contact with the hot plate at 

temperature T and the reference junction in contact with the ground plane at 

the room temperature To. The thermoelectric emf corresponding to a 

temperature AT = T - To was applied to the X-input of the chart recorder. The 

raw data is shown in Fig. 2.12 with the intensity difference in arbitrary units. 

Before these data can be used, the thermoelectric emf plotted on the X-axis 

must be converted into temperature. This was done using the manufacturer's 

published data. 

Figure 2.13 shows the normalized intensity difference Y plotted against 

the temperature difference AT = T - To. 'The normalized intensity difference Y 

is defined by 

Y= ((cold - Jhot) 1 lcold 1 
2.1 



Fig. 2.12 Negative of the change in the electron diffraction intensity of 

polycrystalline aluminum (arbitrary units) as a function of thermocouple emf. 
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where lhot ( Icold ) is the intensity of the 220 diffraction ring of the hot (cold) 

specimen. The data show a quasi-linear characteristic. The normalized 

electron diffraction intensity Eq. (2.1) can be rewritten in terms of AT by using 

Debye's expression for the temperature-dependent diffraction intensity 

Eq. (1.2) for the case T > (1/3)8, resulting in 

Here ~ = 3 h 2 / m k ~ d ~ ~ 2 8 ~ ;  all these quantities are the same as those defined in 

Eq. (1.3). When the two specimens are at the same temperature, Y is zero. At 

extremely high temperatures, Y approaches unity. For small values of PAT, Y 

may be approximated by 

Y = BAT 2.3 

This implies that in Fig. 2.13 the slope of the straight dashed line passing 

through the data points at small AT values is just P. The P value for the 

(220)-order of Al was found to be 4.9 x 10-4 K-1. This value for P was then 

inserted into Eq. (2.2) to plot the solid curve in Fig. 2.13. The solid curve, as 

expected, show significantly better agreement with the experimental data for 

large AT compared with the dashed straight line. 

The results show that diffraction intensity profile of polycrystalline Al 

films conforms to the Debye-Waller theory. The Debye temperature of 

alumi-num is determined to be 450 f 50 K, in close agreement with the known 



Fig. 2.13 The normalized electron diffraction intensity Y (Eq. 2.1) as a 

function of temperature rise from ambient temperature for polycrystalline 

aluminum. The slope of the dashed line is found to be 4.9 x 10-4 K-1. The 

dots are the experimental points and the solid line was fitted with Eq. 2.2. 



value of 420 K for bulk aluminum.9 

2.4 TIME RESOLVED ELECTRON DIFFRACTION INTENSITY 

MEASUREMENTS 

(a) Introduction 

We have already seen that by making steady-state electron diffraction 

intensity measurements, the lattice temperature can be deduced from the 

temperature dependence of the electron diffraction intensity. However, 

time-resolved measurements are much richer in information than steady-state 

measurements. An ultrafast electron probe is potentially capable of providing 

insight into many solid state phenomena such as lattice dynamics in crystals, 

energy transfer processes, phase changes, defect formation, and various 

surface processes. In this section we report 100-ps time-resolved 

measurements of the diffraction intensities of Au film irradiated by an IR laser 

pulse. 

In principle, the measurement of a time-resolved electron diffraction 

intensity profile is straightforward. However, 'the desired signal may be hidden 

because of the large fluctuations originating from both 'the laser and the 

production of the electron pulse. An additional hurdle is the low average level 

of the electron diffraction intensity. The diffraction pattern can be enhanced by 

using image intensifier, but this procedure also contributes noise at the same 

time. So a major goal of this experiment was to develop a measuring 

technique to extract the change in time-resolved electron diffraction intensity 



caused by pulsed laser heating. 

We investigated several techniques, including using a boxcar averager, 

electronic imaging by video camera, and a photographic imaging method. 

Two different and complementary methods have been successfully 

implemented. The photographic imaging technique was used extensively in 

the beginning. This technique basically consists of two steps: digitization of a 

photographic negative of the electron diffraction image and signal processing 

by computer data analysis. The photographic imaging method is best suited 

for investigating global features of the diffraction image such as the 

distribution of #thermal diffuse scattering. This method may also be used to 

investigate specific features such as diffraction maxima, but it is more 

cumbersome and susceptible to noise than our other method. With this other 

technique, a personal computer is used to control the experiment. The 

diffraction image is masked off except for the specific feature of interest. The 

intensity is measured with a photomultiplier tube connected to a boxcar 

averager that serves as a gated integrator. The use of the computer allows 

the noise from some sources to be reduced. 

(b) Experimental consideration 

Before proceeding further, we describe the experimental features 

common to both techniques. 

High electron flux is desirable in the experiment for good 

signal-to-noise ratio. Unfortunately, the maximum electron flux is constrained 



by space-charge broadening effects arising from the mutual repulsion of the 

electrons. Low electron flux, therefore, is required in order t-o prevent 

space-charge broadening of the pulse which would reduce the temporal 

resolution of the electron beam. We have measured the duration of the 

electron pulse using a streak camera and have confirmed that the electron 

pulse has the same duration as the UV pulse for sufficiently low UV intensity. 

This constraint on the electron flux may be relaxed somewhat if a longer 

electron pulse duration is acceptable. However, it may then be necessary to 

carefully consider the heating effect of the electron probe on the ~am~le.10-13 

We have made a worst case analysis of this effect where we have assumed all 

the energy of the electron pulse is deposited into the sample. Our calculations 

show only an modest 15 K rise for the gold samples that we used in our 

experiments. Additional evidence that electron heating is insignificant was 

provided by changing the UV intensity and hence, the electron flux in our 

experiments; our results remained the same in each case. The low electron 

flux used in our experiments, in order to obtain good time resolution, results in 

a poor signal-to-noise ratio in the electron diffraction intensity measurements, 

and therefore it is necessary to employ signal enhancement methods as 

discussed below. 

Because of the need to resolve very small changes in the diffraction 

intensity due to laser heating, the stability of the heating fluence on the sample 

is critical to the success of the experiment. The path of the heating beam 

passes through an optical line and also a rotating filter used to control the 



heating fluence. The adjustment of either of these two components may alter 

#the alignment of the heating beam on the sample. The sample, which was 

mounted on a specimen holder, was about 0.5 mm in diameter and roughly a 

factor of two smaller than the heating beam spot. Thus, it was possible to 

monitor the transmitted laser intensity to check the alignment of the heating 

beam. A mirror was placed behind the sample to intersect the transmitted 

heating beam. This beam was then monitored by photodiode connected to a 

fast oscilloscope. The alignment was checked and readjusted if necessary 

after each change of the optical delay line or the rotating filter. This procedure 

also served to detect sample damage. A sudden large increase in the 

transmitted intensity through the sample is an indicaton of permanent damage 

in the sample. 

One of the most difficult aspects of the experiment involved the retrieval 

of the signal from the large amount of noise present. A major source of noise 

is the REGEN laser system. The short-term (shot-to-shot) laser fluctuation was 

about 5% and there was a long-term drift with a time scale of several seconds 

that could result in a fluctuation as high as 10 to 15%. Some noise is also 

contributed to the UV beam by the frequency-doubling crystals and a large 

amount of shot noise is produced by the photoelectric process and the image 

intensifier. The measured electron diffraction intensity had around 40% 

fluctuation, but it could be even greater with a damaged photocathode. The 

typical photocathode lifetime was found to be about 100 hours. 



(c) Photographic imaging technique 

Digital image signal processing was developed to- study a 

three-dimensional real-world physical process through a two-dimensional 

image which is projected by means of an optical process, such as diffraction, 

absorption, reflection, or emission. An image acquired by photographic 

means is analog in nature. In order to obtain information by using computer 

image enhancement, the image must first be quantized with respect to its 

spatial coordinates and intensities. A digitized image is usually analyzed 

using one or more computerized signal-processing methods, which include 

digital image enhancement, image restoration, and even image segmentation, 

before it is interpreted. A block diagram of digital image analysis is shown in 

Fig. 2.14 A fundamental part of two-dimensional signal imaging is based on 

the Fourier transform which provides a useful signal analysis technique for 

obtaining information from a physical process.14 The theory of the Fourier 

transform can be used to analyze or characterize relationships not evident in 

the brightness (gray-scale) distribution of the digitized image through a space, 

time, or intensity representation. 

Film images of the diffraction pattern at various probe delays were 

obtained. The spectral response of the P-47 phosphor used in the electron 

diffraction experiment is shown in Fig. 2.9 for an incident electron energy of 

20 keV. The wavelength corresponding to maximum response shifts very 

little for electron energy above 20 keV. A blue-sensitive aerographic 

duplicating film therefore was chosen to record the electron diffraction images. 
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Fig. 2.1 4 Block diagram showing the digital image analysis process. 



A custom-made film holder was used to obtain contact negatives of the 

d i f  raction images off the fiber-optic faceplate. 

The negative duplicating film used, Kodak aerographic 4421, was 

found to have very little variation from batch to batch so the error contribution 

from this source could be ignored. This black-and-white negative duplicating 

film has a very high resolution, extremely fine grain emulsion. The resolving 

power is 4pm and 10pm for a image contrast of 1000:l and 1.6:1, respectively. 

The thick ESTAR base (about 7-mil) of the film provides excellent dimensional 

stability, which is required in the accurate mapping of images. 

The microchannel plates (MCP) amplification voltage was set at 

between 1.25 and 1.3 kV for the best signal level while keeping the linear 

relationship between the electron intensity and the UV intensity. For this 

image brightness, an exposure time of 50-60 seconds was normally used. 

The exposed films were processed in a JOB0 ATL-1 processor, with 1:1 

Kodak DK-50 developer. The developing time was maintained at 7 minutes at 

20 C throughout the process. 

A necessary part of our experimental procedure was the creation of a 

D-log I (image density vs. logarithm of intensity) calibration curve that relates 

electron diffraction intensity to the image density of the film developed under 

these processing conditions. The first step was to make four contact negatives 

of a defocussed electron beam set at four different intensities. There was no 

sample in the electron beam path. The electron beam intensity was reduced 



by a factor of 2, 4, and 8, in succession, by inserting appropriate UV filters in 

the UV beam path. Linearity of the electron beam intensity with respect to the 

UV beam intensity was ensured by measuring the intensity of the beam image 

on the phosphor screen with a photodetector as each filter was inserted. The 

photodetector was UV-sensitive to match the phosphor spectral response. 

These four pieces of photographic film were developed using the same film 

processing condition as in the experiments in order to obtain a valid D-log I 

conversion curve for the experimental data. Each piece of film was digitized to 

obtain density levels corresponding to exposures that differ by factor of 2. 

These density values were #then used as inputs to an Image Analysis 

Laboratory (IAL) "dlog I" computer program to produce an intensity calibration 

file. The "dlog I" routine produces a D-log I conversion curve, (displayed in 

Fig. 2.15) that can be used to map pixel values (actually densities) into 

intensities. 

Information on photographic film is analog in nature. Converting the 

grey-tones of a black-and-white photograph to density levels is the first step in 

digital image processing. These density levels, which are defined as the 

degrees of opacity of a translucent material, can be converted into numbers by 

digitization with a microdensitometer. The light transmitted through each 

picture element, isolated by an aperture of a suitable size, is measured with a 

photodetector. The logarithm of the opacity, i.e., log(l/TI), where TI is the 

transmittance, is equal to the density which is then digitized and stored in a 

computer. In this way, the entire photographic film can be converted into a 
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Fig. 2.15 D-log I curve for translating image densities to intensities. 



matrix of numbers available for digital image analysis. Each picture element 

after the digitization represents a discrete element known as a pixel. In order 

to preserve #the data of a picture, the pixel size or aperture size should be 

comparable to the resolving power of the film. 

The microdensitometer used in the IAL of Laboratory for Laser 

Energetics at the University of Rochester is a Perkin-Elmer PDS 

Microdensitometer System, Model 1010GMS, and is herein referred to as the 

PDS (for photometric data system). The PDS is especially designed to take 

highly accurate density readings of extremely small areas, as small as 5 

micrometers of photographic film. The 12-bit PDS can measure analog 

densities of up to 5.12, i.e., a pixel value of 4095 corresponds to a density of 

5.12. This relationship can be used to compute the density of a digitized 

image from its pixel value. Square or rectangular apertures are available on 

this unit. The actual size of aperature used depends on the particular 

application. An extremely small aperture size is not recommended because of 

jitter due to vibration. For a small segment of the electron diffraction image, a 

square aperture 25 pm by 25 pm was normally used. However, when the 

whole electron diffraction image was digitized, a rectangular aperature of 25 

pm by 100 pm was used in order to save computer memory space and time. 

The intensity corresponding to each pixel value of this digital image can be 

obtained by intensity conversion using the D-log I conversion curve in 

Fig. 2.15. A digitized image, shown in grey-scale, is displayed in Fig. 2.16. 
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Fig. 2.16 Printout of a digitized image of the diffraction pattern of 

polycrystalline gold. 



Note that the image quality is limited by poor printer resolution and does not 

reflect the quality of the image data file. 

Linear smoothing operations, such as averaging can reduce the 

intensity spikes produced in the digitization processes. However, some fine 

structure of the image is lost due to suppression of high frequency 

components of the signal. This process produces a less sharp, i.e., slowly 

varying, intensity value, so that the abrupt intensity change at the transition 

edge is suppressed. Nonlinear median filtering was developed to avoid this 

disadvantage and to sustain edge sharpness of image. However, 

unacceptable image artifacts may sometimes result. For a circularly 

symmetric image, a circular operator window instead of a rectangular operator 

window is normally preferable. Therefore, cone low-pass filtering, which is 

particularly suited for circular symmetric images, was used for smoothing the 

polycrystalline Au diffraction images. The pixels or elements lying at a 

distance r from the center were averaged. All these pixels were then assigned 

their average value. It should be clear that the determination of ,the center of 

the diffraction image was crucial for this averaging to be effective. The author 

is indebted to S. Swals for his help in writing the software for this circular 

averaging. The circularly-averaged image is shown in Fig. 2.1 7. The 

diffraction rings are much better defined after circular averaging. The mottled 

appearance in some portions of the picture is a grayscale printer artifact. 

Once an image is digitized, it is easy to plot a scan or "lineout" across 

the image in any direction desired. The computer command: LINEOUT of the 
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Fig. 2.1 7 The digitized image of Fig. 2.1 6 after circular averaging. 



IAL software package performs this function, allowing scans to be made in any 

direction by specifying the appropriate coordinates. The scans are equivalent 

to microdensitometer traces over a specified region. It is also possible to 

specify a width about the specified coordinates to plot the scan as average of 

a number of lines around the coordinates. The width is the distance above 

and below the specified coordinate. The lineout can be plotted as pixel 

values, densities or intensities of the image. A lineout of a specified width 

involves a certain amount of spatial signal averaging. The lineouts of the 

circularly averaged image of Fig. 2.17 are presented in Figure 2.18(a). This 

may be compared with Fig. 2.18(b), the lineout of the raw image shown in Fig. 

2.16. The lineouts are one pixel wide and they clearly show the effectiveness 

of circular averaging in reducing fluctuations. 

The strong background intensity evident in Figs. 2.18(a) and 2.18(b) 

can be removed by further processing with Fourier transform techniques.15 In 

frequency domain representation, the slow-varying background of the electron 

diffraction image is represented by the low frequency components of the 

Fourier-transform image. High-pass filtering can eliminate or reduce the 

low-frequency background components. The inverse Fourier transform can 

then convert the image from the frequency domain back to the spatial domain. 

Figure 2.1 8(b) was processed with a Butterworth high-pass filter, and the 

results are shown in Fig. 2.18(c). Most of the background has been removed. 

The scale in Fig. 2.18(c) has been multiplied by a factor of 5 to show the peaks 

clearly. 
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Fig. 2.18 Panel (a) shows a 

lineout (single-pixel scan) alorrg a 

radius of the digitized image of Fig. 

2.16. Panel (b) shows the 

corresponding lineout for the 

cicularly averaged image of Fig. 

2.17. The last panel shows the 

result after the lineout in panel (b) 

was high-pass filtered to remove the 

background. The intensity in (c) has 

been scaled by a factor of 5. 



Figure 2.19 shows the lineouts of the electron diffraction patterns of 

polycrystalline Au at room temperature and at 100 ps and at 500 ps after laser 

irradiation. The lineouts were processed in the same way in Fig. 2.18(c). At 

100 ps (Fig. 2.19(b)) the intensity of each peak is much reduced compared 

with corresponding peak at room temperature in Fig. 2.19(a). The (220) order 

peak shows a smaller relative reduction. We attribute this to the stronger 

temperature dependence for higher order diffraction maxima. At 500 ps 

(Fig. 2.1 9(c)) the intensities of the peaks show either partial or near-complete 

recovery. This is puzzling since, according to the Debye-Waller theory, all the 

peaks should recover at the same time. We will examine this anomaly more 

closely in the next chapter. 

We have also investigated the single-crystal Au film. The film was 

prepared by vacuum evaporation onto a hot NaCl substrate with a deposition 

rate 1 A per second. When the vapor deposition is carried out with a hot 

crystalline substrate, the orientation of the film follows that of *the substrate and 

grows epitaxially.16 For the substrate, we cleaved single crystal rock salt 

(NaCI) to form a smooth [I001 orientation. This was placed on a hot plate in 

the evaporator. The temperature of the substrate was monitored and 

maintained at 450 C. Using a low deposition rate, a continuous coherent thin 

single-crystal gold film with a [I001 orientation could be produced. We 

required the thickness to be less than 30 nm for the transmission electron 

diffraction experiment.16 The actual thickness was was 25nm. The film was 

removed by dissolving the substrate in water and then lifted out with a 
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specimen holder with hole diameter of 0.5mm. The sample was otherwise 

free-standing. The electron diffraction image for the Au single crystal in 

Fig. 2.20(a) shows a typical dot pattern for a face-centered cubic crystal with a 

[I001 orientation. The digitized image is shown in Fig. 2.20(b) and each dot 

pattern was indexed according to the relationship 

where the distance r is the distance from diffraction maximum to the center, 

and h, k, and 1 are the Miller indices. 

Since the diffraction peaks are much stronger than the diffused 

background for the case of single crystalline Au films, there is no need for 

extensive averaging or high-pass filtering to be applied. A 3-pixel wide 

lineout of the digitized image that passes over the (200), (220), and (331) 

diffraction peaks is shown in Figs. 2.21 (a) and 2.21(b). The 3-pixel width 

provides a limited amount of spatial averaging. The averaging, however, does 

not affect the peak values of the diffraction maxima since the tops of the peaks 

are about 5 pixels wide. Figure 2.21(a) was taken from a sample at room 

temperature (no laser irradiation) and Fig. 2.21(b) was taken from a sample 

1 ns after laser irradiation. The diffraction maxima are reduced as a result of 

laser heating. The background contribution comes from the base level of the 

photographic film and thermal diffuse scattering. It can be seen that the 



DISTANCE ON FILM ( rnrn) 

Fig. 2.20 (a) Photographic image of the diffraction pattern of single-crystal 

gold film. (b) A portion of the diffrction image in (a) after digitization. The 

diffraction maxima are indexed for a face-centered-cubic structure. 



no laser irradiation 
2500 

0 10 20 30 35 

DISTANCE ON FILM ( mm ) 

Fig. 2.21 Lineouts showing the diffraction intensity of single-crystal gold (a) 

without laser heating and (b) 1 ns after laser heating. 



background level is slightly higher in Fig. 2.21 (b) compared to Fig. 2.21 (a) as 

a result of the loss of intensity from the diffraction maxima to the thermal 

diffuse background. 

The diffraction intensities as a function of probe delay time for the 

various diffraction orders of 25-nm thick Au film can therefore be taken from 

the lineouts of the digitized images. The results are plotted in Figs. 2.22 and 

2.23 for the (220) and (331) orders, respectively for 9 delay times. The 

intensities do not include the background and were normalized by the 

intensity measured at the room temperature, that is, without laser heating. 

Figures 2.22 and 2.23 each contain 2 sets of data points corresponding to 

separate experimental runs and they show good agreement with each other. 

The data points in each run were taken in no particular order to reduce the 

possibility of system error. The initial sharp decay is indicative of the increase 

of lattice temperature rise induced by laser heating. The peak-to-peak error in 

the intensity measurements was estimated to be less than 5%. The fast 

recovery and apparent oscillations following the initial decay were at odds, 

however, with the expected monotonic Debye-Waller curve. The limited data 

we have on polycrystalline Au seem to show similar behavior. To confirm that 

oscillations were indeed present, an additional, more extensive experimental 

run for the (331)-order diffraction was then carried out. The results are shown 

in Fig. 2.24 and clear evidence of an oscillatory behavior is observed. The 

error bars have been removed because of congestion. As before the data 

points were taken in a random order. Discrepancies in the change of the 
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Fig. 2.22 The relative (220)-order electron diffraction intensity for 

single-crystal gold as a function of probe delay time. The two sets of data 

points correspond to different experimental runs. 
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Fig. 2.23 The relative (331)-order electron diffraction intensity for 

single-crystal gold as a function of probe delay time. The two sets of data 

points correspond to different experimental runs. 
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Fig. 2.24 The relative (331)-order electron diffraction intensity for 

single-crystal gold as a function of probe delay time. The sample used here 

is different from the one in Fig. 2.23. 
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diffraction intensity between Figs. 2.23 and 2.24 may be accounted for by the 

fact that different specimens were used. 

The error in the intensity measurements in Figs. 2.22 and 2.24 is 

estimated to be less than 2.5 percent. The PDS contributes a digitizing error 

of less than 1 percent for the particular aperture size used. Very small 

apertures, which were not used in our work, may result in a larger error since 

jitter then becomes a problem. The D-log I calibration is not only essential but 

also required special care in electron diffraction intensity measurements. 

Usually more than 2.5OA of error is possible in the density to intensity 

conversion process. However, in this particular experiment, we were 

interested in only a small relative change in electron diffraction intensity due to 

laser heating, and so highly accurate absolute values of the electron 

diffraction intensities were not needed. A small change in density of the 

image, AD, can be converted with a good accuracy to a change in the intensity 

AI, with a reasonably good D-log I conversion curve. Nevertheless, the 

conversion is still our greatest source of error. The long exposure time, 50-60 

seconds, which is equivalent to 50-60 thousand shots when the laser system 

is operating at 1 kHz, was needed to average out fluctuations in the system. 

(d) So rtinglaveraging technique 

The photographic imaging technique is basically a two-dimensional 

investigation where a PDS digitizer was used to quantize the film image and 



convert the analog film image to digital numbers (pixel values). The 

information for several diffraction orders can be then obtained at the same 

time. The elimination of the system fluctuations depends on a long time 

exposure. The signal was extracted through digital data analysis of the 

image. We have designed an experimental procedure based on a computer 

interfaced boxcar that allows us to investigate specific features of the 

diffraction pattern more quickly and efficiently than the photographic imaging 

procedure and with greater accuracy. 

The two key components in this scheme are an IBM compatible 

personal computer and a Stanford SR250 boxcar averager. The SR250 

boxcar provides two input channels. Each channel contains an input amplifier 

and a gated integrator that features a continuously adjustable gate width of 2 

nanoseconds to 15 microseconds. The gate delay can be adjusted from a few 

nanoseconds to 100 miliseconds, and can be triggered internally or 

externally. A special feature of the SR250 boxcar is its "last sample" capability 

which allows selective shot-to-shot measurement of a process through a 

computer interface. Both digital and analog output are available on the 

boxcar, but we chose to interface the computer to the analog output through a 

12-bit analog-to-digital (adc) converter card because of superior speed. The 

computer and the boxcar are synchronized with the REGEN laser system. The 

triggering signal is the same as that used to trigger the Pockels-cell driver of 

the REGEN amplifier and consists of a square pulse with an amplitude of 2.5 V 



and a duration of 1 ps . The risetime of the pulse is less than 10 ns. 

This combination of a personal computer and a boxcar allows us to 

look at the noise of the laser system and to see the additional noise 

contributed by other components in the experiment. Figure 2.25 is a 

histogram showing the intensity distribution of the IR pulses from the REGEN 

laser. The intensity scale is in arbitrary units. There were 25,000 samples in 

the data set and the distribution shows a spread of 10 percent. The IR pulse 

intensity was measured using a photoconductive diode. Figure 2.26 shows 

the UV intensity plotted as a function of IR intensity in arbitrary units. The data 

contains 500 samples. The short term spread in the IR pulse intensity is 

5 percent, which is typical. The corresponding spread in the UV intensity is 

15 percent, reflecting the additional noise contributed by the KDP and ADP 

frequency-doubling crystals. 'The UV intensity was measured with a UV 

sensitive photodetector and the intensity increases with the fourth power of the 

IR intensity, which is as expected for fourth harmonic generation. Figure 2.27 

shows the electron diffraction intensity of single crystal Au as a function of IR 

intensity for 4 sets of 500 shots. As in Fig. 2.26, the IR intensity show a 5 

percent spread in each of the four cases, but the center of the IR distribution 

changes because of long-term fluctuations in the laser system. The electron 

diffraction intensity shows a spread of 40-50 percent. This is partly due to a 

deteriorating photocathode. With a fresh photocathode, the spread is usually 

about 35 percent which is still large. Beca.use of the much larger amount of 
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Fig. 2.25 Histogram showing the energy distribution of the REGEN laser 

pulse output. The data represents 25,000 consecutive samples. The 

asymmetry in the distribution is due to long-term laser fluctuations. 
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Fig. 2.26 The measured UV pulse intensity and the corresponding IR pulse 

intensity plotted for 500 samples. Both intensity scales are in arbitrary units. 
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Fig. 2.27 The measured electron pulse intensity and the corresponding IR 

pulse intensity plotted for 4 runs of 500 samples. Both intensity scales are in 

arbitrary units. The center of the IR intensity distribution is different in each 

run because of long-term laser fluctuations. (see next page) 
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noise in the electron diffraction intensity, no correlation can be observed in the 

relationship between the electron diffraction intensity and IR intensity. 

A diagram of the experimental arrangement for the computer-controlled 

data acquisition procedure is shown in Fig. 2.28. In order to monitor the laser 

output, a photoconductive detector DIODE1 was placed before the optical 

delay line to pick up a fraction of IR pulse. The IR monitor signal was sent to 

the first channel of the SR250 boxcar integrator. The second channel was 

used to integrate the output of the photomultiplier PMT which measures the 

electron diffraction intensity. The peak of the spectral response of the 

photomultiplier was about 350 nm. The gating of the two channels of the 

boxcar is triggered by a synchronization pulse from the laser system. The 

typical gate width was 50 ns for the IR pulse measurement and 150 ns for the 

electron diffraction intensity measurement. The data is stored in the computer 

in an array. The array is sorted according to IR intensity and only those data 

that fall within an specified IR intensity bracket are kept. This serves two 

important functions. First, it effectively reduces the fluctuations of the laser 

system to about 1-2 percent. Second, it improves the intrinsic resolution of our 

data since, without the sorting, the measured electron diffraction intensity is 

an average over the temperature range produced by the spread in the IR 

pulse energy. The data acquisition and analysis was performed using the 

ASYST scientific software package. 

An important part of the experimental arrangement is the 

computer-controlled shutter placed in the path of the IR heating beam. The 
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purpose of the shutter is to quickly alternate between measurements of a hot 

(shutter open) and a cold (shutter closed) specimen so that the measurements 

are taken at nearly the same time. This is to minimize experimental error due 

to long-term drift in the operating parameters of the equipment. This may 

result, for example, from the progressive deterioration of the photocathode, 

and temperature fluctuations and vibrations in the frequency-doubling 

crystals. Typically, it took 4-5 minutes to measure a single data point. The 

error due to drift within this time could be significant if not wmpenstated for. 

A flow chart of the experimental procedure typically followed in taking a 

single data point is displayed in Fig. 2.29. The shutter was opened to allow 

200 single-shot measurements of the hot specimen. The shutter was then 

closed to allow 200 single-shot measurements of the cold specimen. This 

process was repeated, usually about 150 times, and the data taken was 

sorted and accumulated for averaging. The reason we chose to accumulate 

data in increments of 200 shots was that a larger increment resulted in 

reduced consistency. 

Figures 2.30(a), (b), and (c) show the relative (220)-order time-resolved 

electron diffraction intensity, lhot/lcold for three heating intensities 

corresponding to the three laser power densities of P1=0.66x1 08, Pp=l .3x108 

and P3=l .6xl08 W-cm-2, respectively. The brighter (220) order of the 

electron diffraction pattern was measured because it gave the best 

signal-to-noise ratio. The electron diffraction intensity I,M was that measured 
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Fig. 2.29 Flow chart showing computer data acquisition procedure. 
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Fig. 2.30 The (220)-order normalized electron diffraction intensity for 

single-crystal gold as a function of probe delay for the three indicated laser 

power densities, the heating laser power density is indicated in each pannel. 



without laser irradiation, so lcold is the electron diffraction intensity of the 

sample at room temperature. The electron diffraction intensity ratio, lhot/lcold, 

is unity in 'the absence of laser heating. The figures show not only the 

corresponding electron diffraction intensity changes for different heating levels 

but also an oscillatory structure. The oscillatory structure was also seen in the 

photographic image analysis of the electron diffraction intensities, but it is 

more evident here because of a greater number of data points and better 

experimental resolution. The number and the amplitude of the oscillations are 

more pronounced with increasing laser irradiance. The sharp initial decay is 

indicative of the rapid bulk temperature rise of the material. The initial decay 

time is about 500 ps, whereas the REGEN laser pulse width FWHM was 

250&25 ps. The figures show the results before background correction. The 

peak to peak error is about 0.5% while the change in Ihot/lcold due to laser 

irradiation was as high as 10%. Near t=O, there is an occasional anomalous 

rise in the intensity ( see Fig. 2.30(a) and 2.30(c)) above lmM which we cannot 

explain. 

The oscillation superimposed does not agree with the predictions of the 

Debye theory. This unexpected outcome prompted us to investigate possible 

mechanisms responsible for this oscillatory behavior. Since the oscillatory 

structure was more pronounced at increasing laser heating power in terms of 

the amplitude and the number of oscillations, it was surmised that the 



thermodynamic response of sample to the influence of laser irradiation was 

playing an important role. The interference between scattered electrons from 

different regions of the sample with different time-varying lattice constants can 

produce minima and maxima in electron diffraction intensity. The oscillation 

amplitude is about 2 percent for both of irradiating laser power densities P2 

and P3 respectively, and is 1 percent for PI. The oscillation rate in each case 

decreases continuously with increasing delay time which again may be 

associated with thermal relaxation processes within the sample. 

2.5 SUMMARY 

In summary, using an optical pump and electron probe we have 

obtained what we believe are the first quantitative time-resolved 

measurements of the electron diffraction intensity. Our measurements were of 

subnanosecond resolution, but it is feasible to extend our technique into the 

picosecond regime by using lasers with shorter pulse widths. We have 

developed two techniques for the acquisition and analysis of %the electron 

diffraction intensity. One technique involves photographic imaging and digital 

image enhancement. 'The advantage of this technique is that the information 

on the whole .diffraction pattern can be acquired and analyzed at the same 

time. The other technique used a boxcar interfaced with a personal computer. 

The computer enables us to control fluctuations in the laser and to reduce 

error due to drift in the operating parameters of the experimental equipment. 



We have measured the time-resolved diffraction intensities of 

single-crystal and polycrystalline gold films under pulsed laser irradiation. The 

sharp decay in the electron diffraction intensity indicates an increase in the 

lattice temperature as a result of laser heating. We have also observed an 

unexpected oscillatory behavior in the intensity which we surmise is 

associated with thermal relaxation processes. The origin of the oscillations is 

investigated in the next chapter. 



3.1 BACKGROUND CORRECTION 

In Chapter 2, it was found that the time-resolved diffraction intensity 

maxima of the Au exihibited an unexpected oscillatory behavior in time. The 

oscillations are superimposed on a decay which appear to correspond with 

the expected Debye-Waller effect, namely, a decrease in intensity with 

temperature rise. The oscillations are particularly evident in the 

computer-interfaced boxcar measurements of the (220) diffraction order. In 

this Chapter we analyze these results and explore some possible 

mechanisms that may provide an explanation for these oscillations. However, 

in order to proceed with our analysis, we must first remove the background 

contribution to the (220)-order diffraction intensity. 

The measurement of the (220) diffraction intensity on the phosphor 

screen image was performed using a photomultiplier in conjunction with a 

mask containing a hole with a radius of 1 mm that was centered over the 

diffraction spot. To correct for the background, the measured signal is 

assumed to consist of a diffraction spot with a Gaussian profile superimposed 

on a constant background that is uniform over the hole in the mask. The 

background has two major sources, thermal diffuse scattering (TDS) and 



noise in the microchannel plates (MCP), neither of which are expected to vary 

significantly over the dimension of the hole. The relative intensity of the 

background to the total signal car1 be estimated by making use of the lineout 

of the (220)-diffraction peak at room temperature in Fig. 3.1. By separately 

integrating the gaussian diffraction peak and the thermal diffuse background 

over the aperture, we estimated that the thermal diffuse background 

comprises approximately 40 percent of the total signal at room temperature. 

For simplicity we now assume that the background level remains constant 

under laser heating in order to make our background correction. This is not 

strictly true since the loss in diffraction maxima intensity due to laser heating 

goes to increase the thermal background. The increase in the background 

level can be seen in ,the lineouts shown in Fig. 2.21, but it is very small and we 

shall neglect it. Figure 3.2 show the background corrected relative 

time-resolved intensities Ihot/lcold of the (220) order of gold for the three laser 

power densities P1=0.66 x 108, P2=1 .3 x 108, and P3=l .6 x 108 Wlcm? To 

obtain these data, the background was subtracted from the raw data of 

Fig. 2.32 and then rescaled so that lkt/lcold is unity at room temperature. The 

overall effect of the background correction is to accentuate the initial decay 

and to increase the amplitude of the oscillation. 



HORIZONTAL SCAN 

DISTANCE ON FILM ( rnrn ) 

Fig. 3.1 The lineout of the diffraction intensity for single-crystal gold at 

room temperature used in the background correction. 
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3.2 MECHANISMS OF OSCILLATIONS 

We have noted that our observed oscillations in the experimental 

results shown in Fig. 3.2 is at odds with the monotonic-curve expectation of 

the Debye-Waller theory. We have considered several mechanisms to 

explain the observed oscillations. These include bulk phenomena such as 

laser-induced shock-wave modulation, membrane or thin plate vibration, and 

temperature gradients in the sample and surface phenomena such as 

enhanced surface heating and su rface plasmon formation. 

(a) Shock waves 

Laser-induced shock waves in metals and their formation mechanisms 

were first proposed in 1963 by Askaryon and Morez and explored by other 

workers.1-3 It was suggested that a hig h-intensity laser pulse can produce 

recoil pressure pulses on metal surfaces due to vaporization and induce 

surface shock waves. This effect was verified for either confined surfaces,4-6 

i.e. surfaces covered by suitable transparent overlay, or unconfined 

surfaces7-9 of metals. The significance of the confined configuration is that 

the vaporized materials stayed near the metal surface and increased the peak 

pressure developed during the laser irradiation considerably and thus 

enhanced the density of shock waves. The surface shock waves then 

propagate into the bulk and are presumed to attenuate exponentially. The 

propagation speed is of the order of sound speed in the media. The highly 

locallized thermal expansion due to the short and intense laser pulse 



irradiation are considered as the origin of shock deformation of metal 

surfaces. We do not, however, believe that the shock wave mechanism 

provides an adequate explanation for the oscillations in our data. The sound 

speed in gold film is in the order of few nanometers per picosecond. 

Therefore the shock-wave modulation is extremely fast with a propagation 

time on the order of tens of picoseconds through a 25 nm-thick gold film. The 

shock wave mechanism is thus too fast to produce the comparatively slow 

oscillations observed. In addition, shock wave formation is accompanied by 

vaporization and damage to the material. No such permanent damage to the 

Au sample was observed in our experiments. 

(b) Normal mode vibrations 

A very thin free standing film is a thin plate that vibrates when a laser 

pulse is applied. We consider thin plate vibrations rather than membrane 

vibrations in our model. The essential difference between thin plate vibrations 

and membrane vibrations is that in a membrane the restoring force is entirely 

due to the stretching tension whereas in a thin plate the force is due to the 

stiffness of the material. Our sample preparation technique does not put 

appreciable tension in the film. For a circular thin film with radius rc, the 

fundamental frequency of vibration is given10 as 



where d, is the thickness of the film, Y, is Young's modulus, p is the volume 

density of material in kilograms per cubic meter, and y is its Poisson's ratio. 

Poisson's ratio is the negative of the ratio of the lateral strain ac/az to the 

longitudinal strain ag/ax. The negative sign in the definition is to ensure that y 

be a positive number since a positive longitudinal strain of tension is always 

accompanied by a negative lateral strain of compression. The fundamental 

frequency fl for the 25 nm-thick gold film with radius 0.25 mm is calculated to 

be about 400 Hz. This vibrational frequency is far too low compared with the 

oscillations observed in time-resolved electron diffraction intensity profile. 

Higher order modes are also ruled out because of the seemingly regular 

oscillations observed in the experimental results--the density of the higher 

modes would preclude well defined oscillations. 

(c) Temperature gradients 

Differential thermal expansion due to the laser-induced temperature 

gradient in the sample was investigated in order to examine its effect on the 

electron diffraction intensity. The mean free path, i.e., the skin depth in metals 

for visible and near infrared laser radiation, is about ten nanometers. 

Therefore, only a very thin surface layer is directly heated by the laser. In 

addition, if the laser beam is of sufficiently short duration, the laser energy 

deposition rate could be so rapid that the heating rate exceeds the thermal 



diffusion time within the sample. Under these conditions, it is possible to have 

a large temperature gradient with very high surface temperatures. In some 

cases, the surface of a material heated by a short pulsed laser can vaporize 

without going through melting. Therefore, the thermal vibrational amplitudes 

and lattice constants are expected to vary within the sample because of the 

temperature gradient. Different regions on the sample will have different 

Debye-Waller factors and different lattice constants. When the lattice constant 

changes from layer to layer because of a temperature gradient, the scattered 

electrons from these layers cannot be in phase and will give rise to 

interference. Relaxation of the temperature gradient could then cause 

oscillations in the time-resolved electron diffraction intensity. This possibility 

will be considered in a thermal diffusion model calculation in the next section. 

(d) Surface expansion 

The thickness of the gold film is about 25 nm. In a thin sample, the 

surface atoms form a significant fraction of the total number of atoms and may 

influence experimental results in a way that is not normally observed for the 

bulk material. The observed oscillations may be due to interference between 

the scattered electrons from the surface and from the bulk. Surface atoms are 

more loosely bound and have larger vibrational amplitudes giving rise to a 

larger temperature effect. Moreover, we note that the interlayer spacings 

between the top few surface layers, in general, are significantly larger than the 

bulk spacings,ll that is, the lattice in the surface region is distorted and has a 



different thermal expansion coefficient. Surface oxide, impurities, defects, and 

excitations may increase the coupling with photons and cause -enhanced 

surface heating. Evidence of surface heating due to 

surface-plasmon-enhanced absorption has been investigated by ~usa l .12  

Surface plasmons are coherent fluctuations of electrons on a metal surface. 

Their existence has been confirmed in electron energy loss experiments by 

Powell and swan13 after surface plasmons were first suggested by ~itchie.14 

More recently, transient optical reflectivity measurements15 have confirmed 

the dense surface plasma formation under laser irradiation. Surface plasmon 

formation on metal mirrors is believed to lead to enhanced thermally induced 

surface damage. 

3.3 THERMAL DIFFUSION MODEL 

(a) Pulsed-laser heating 

In this section we use a thermal diffraction model to simulate the 

time-dependent temperature distribution induced by the laser in the Au 

sample and calculate the corresponding electron diffraction intensity. The 

basic dominant effect of laser irradiation in semiconductors and metals is 

believed to be heating and melting processes.16 The temperature rise 

induced by the laser pulse therefore can be simulated by using a thermal 

diffusion equation with appropriate initial and boundary conditions. The 

mathematical description of laser heating used here is volume heating which 

is based on the laser energy absorbed by a layer of thickness up to the 



absorption depth. The volume heating model and the surface heating model 

have been discussed by ~echtel.17 In the surface model the absorption 

coefficient is taken to be infinity or, equivalently, the absorption length is 

assumed to be zero. The physical meaning is that the laser energy is coupled 

to the irradiated surface. The surface model is mathematically simpler than 

the volume model. However, the surface model of heat generation is not 

valid when the thermal diffusion length for the laser pulse duration is 

comparable to or less than the absorption length as is the case here. Most of 

the calculations on laser heating are based on conventional macroscopic 

diffusion equations with a finite-difference formulation18 so that the space, 

time, and temperature dependence of various physical parameters such as 

the thermal diffusivity, specific heat, optical absorption coefficient, etc., can be 

included in the laser heating model. However, for metals, the temperature 

dependence of the absorption coefficient and the reflectivity may be neglected 

since they change less dramatically (than for semiconductors) for the 

temperature range we are interested in. The thermal diffusivity is less 

sensitive to the temperature except near phase transitions. It should be noted 

that when phase transition occurs, the latent heat should be included in model 

calculations. 

The computation of laser-induced temperatures is very complex in 

general because it involves the material properities and optical parameters 

which often are unknown. The initial and boundary conditions may not be 

necessarily linearly coupled to the spatial and temporal variables. Fortunately 



some approximation can be made for the specific case here so that the 

calculation procedure can be simplified. 

When there is no melting or vaporization involved during pulsed laser 

irradiation, a heat conduction differential equation with a source term 

representing the heat absorbed by the material from the laser can be applied. 

The relevant thermal diffusion equation is 

where K is the thermal conductivity, ~('?,t) is the time-dependent temperature 

rise distribution in the material, ~(?,t) is the source term due to laser irradiation, 

p is the density, and C is the specifc heat capacity. 

For a laterally large irradiating beam traveling in the z-direction and 

incident on a target surface in the xy plane, a one-dimensional thermal 

conduction equation can be used. The laser intensity has a gaussian profile 

in both of time and space with l / e  radii rp and pulse width tp, respectively. In 

the material, the laser is exponentially attenuated with an absorption 

coefficient a. The thermal conductivity K and specific heat per unit volume pC 

of the solid can be taken to be constant over the temperature range of interest. 

Radiative heat loss from the surfaces is negligible (about 1 K per nsec for a 

surface temperature of 1000 K) in the time scale of the experiment ( 4 0  ns). 

Appropriate boundary conditions and initial conditions must be specified in 



order to solve the heat diffusion equation. Some approximations may be 

made to arrive at an analytical solution. The initial temperature rise 

distribution is 

T( z, t= 0) =O 3.3(a) 

where T( t, z) in Eq. (3.3(a)) is the temperature increase above the room 

temperature To. The final temperature distribution resulting from laser heating 

can be calculated using 

T f ( t , z )=T ( t , z )+To  3.3(b) 

In our model we assume that the film is of infinite extent in the radial direction. 

This is an acceptable approximation since heat conduction through the edges 

affects only a negligible fraction of the extremely thin metal film on the time 

scale of interest. For all times, we have the boundary conditions 

Equation (3.4) implies that there is no heat loss through the surfaces. The 

source term representing heat produced by the laser is given by 

where I, is the maximum incident irradiance, R is the reflectance for the 

irradiating laser wavelength, a is the absorption coefficient, p(r) is the lateral 



distribution of laser irradiance, and q(t) is the temporal dependence of laser 

irradiance. A simplifying assumption that we make here is that p(rj is unity, 

that is, the the sample is uniformly irradiated. This approximation is justified 

since the IR beam diameter is much larger than the size of the specimen. A 

major advantage of this approximation is that we can now use a 

one-dimensional diffusion equation to model the laser heating of the 

specimen. A gaussian distribution was used for the temporal profile of the 

irradiating laser beam, that is 

The solution of the thermal diffusion equation Eq. (3.2) for this set of boundary 

conditions is given by 

The Green's function G( z, t I 2'. t' ) is the solution of the one-dimensional 

differential equation 

where is the thermal diffusivity. The one-dimensional Green's function 

satisfying the boundary and initial conditions can be expressed as 



where W(n) is a weighting factor. A closed expression for the laser-induced 

temperature rise T(z, t) can be obtained in terms of the error function erf( x ), 

where X, = qnDT tp. 3.10 

The simulated laser-induced surface temperatures of a thin 25-nm-thick 

gold film for the three laser power densities, PI, P2, and P3, respectively, are 

shown in Fig. 3.3. A constant absorption coefficient a=1x106 cm-1 for gold 

and a laser pulse duration of 250 ps were used. The thermal diffusivity for 

bulk-gold at room temperature is 1.255 cm2/s. The final predicted 

temperatures ranged from 400 K to 560 K. The largest temperature gradient 

in the sample occured at approximately t=O. Figure 3.4 shows the 

temperature gradient at t=O for the highest laser power density P3. The 
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Fig. 3.3 The surface temperature of a laser-heated 25-nm thick gold 

sample as a function of time calculated using the thermal diffusion model 

described in the text. The pulse width and the power densities of the heating 

pulse are indicated. 
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Fig. 3.4 The temperature of a laser-heated 25-nm thick gold Film as a 

function of its depth at t=O calculated using the thermal diffusion model. The 

laser power density and the pulse width are as in Fig. 3.3. 



temperature difference of the front and the back surfaces is only about 5 K. 

The theoretical calculation shows that, because the sample is so thin, thermal 

equilibration takes place during the pulse and equilibration is essentially 

complete at the end of the pulse. The thermal diffusion length for a 250-ps 

pulse is about 300 nm. This is much larger than the sample thickness. In 

other words, no significant temperature gradient will develop unless the 

thermal diffusivity is much smaller. 

(b) Temperature conversion 

Given the temperature of the sample as a function of time, we can 

calculate the time-dependent electron diffraction intensity using the 

Debye-Waller factor for gold. This requires a reliable value for the 

Debye-Waller factor which we were unable to measure because of outgassing 

problems in our apparatus at high temperatures, a problem not encountered 

during the very brief localized heating by the laser pulse. We can, however, 

look at published values. The steady-state temperature dependence of 

electron diffraction intensities in metals has been investigated by several 

research groups. Experimental values of P (defined in Eq. (2.2)) for the 

(220)-order of gold are listed in Table 3.1. Except for the cases in which the 

size effect21 -23 (large surface atomic vibrational amplitude) or 

anharmonicitylg-20 at very high temperature must be taken into account, the 

values are in good agreement, better than within an order of magnitude, with 
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the Debye value 4.58~10-4 K-1. Various X-ray diffraction results22 were 

analyzed by 0u~ta23 and the values in the harmonic approximation and with 

an anharmonic correction are listed in Table 3.1 for comparison. We noted 

that Niedrig et. al.24-26 obtained a larger value for P. They attributed this 

discrepancy to the dynamical effects of electron diffraction. The limitations of 

the Debye-Waller theory are discussed more fully in Appendix B with 

particular err~phasis on dynamical effects. 

(c) Time-resolved temperature results 

We have chosen to use the P value given by Niedrig et. a1.24 to convert 

our experimental time-resolved electron diffraction intensities into 

temperatures because their experimental conditions (26 keV in electron 

energy and 25 nm film thickness) most closely resemble ours. The resulting 

temperature values plotted as a function of probe delay, are shown in 

Figs. 3.5-3.7 with the incident surface temperatures calculated from our 

thermal model for the three laser fluences. As we have noted, the surface 

temperatures do not differ significantly from the bulk temperature in our model 

simulation We estimate from the data that the maximum laser-induced bulk 

temperature rise from room temperature for the three laser fluences were 75, 

155, and 160 K, respectively. In Figs. 3.5-3.7 the error in the determination of 

these numbers is estimated to be f20°h. The maximum temperatures T 

obtained experimentally are therefore 375, 455, and 460 K for the respective 
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Fig. 3.5 The time-dependent temperature extracted from the time-resolved 

electron diffraction intensity data given in Fig. 3.2(a) for single-crystal gold. 

The dashed line is the calculated from the thermal diffusion model and the 

crosses are the experimental points. 
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Fig. 3.6 The time-dependent temperature extracted from the time-resolved 

electron diffraction intensity data given in Fig. 3.2(b) for single-crystal gold. 

The dashed line is the calculated from the thermal diffusion model and the 

crosses are the experimental points. 
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Fig. 3.7 The time-dependent temperature extracted from the time-resolved 

electron diffraction intensity data given in Fig. 3.2(c) for single-crystal gold. 

The dashed line is the calculated from the thermal diffusion model and the 

crosses are the experimental points. 



laser fluences for the p value of Niedrig et. a/.. The values for the final 

temperature produced by the laser power density P3 calculated using other 

reported experimental values of @ are listed in Table 3.1 for comparison. The 

model-calculated maximum bulk temperatures corresponding to the three 

laser heating levels were found to be 400, 500, and 560 K, which are higher 

than the temperatures extracted from the experimental data by about 20%. At 

the same time, they are consistently lower than those we might predict from 

the use of a Debye-theory temperature factor. As noted in Table 3.1, the 

appropriate value of P which would have predicted these values is 

8.1 x 10-4 K-1. We believe that our Albrecht-Niedrig calibration 

underestimates the temperature rise, if anything, since the criterion for 

anomalous transmission may not be as well satisfied as in their case. It was 

pointed out24-25 that the value given by their theory,26 which agreed with 

their experiment, is likely to give an upper limit for the temperature factor 

under more general circumstances. We note that in Figs. 3.5-3.7 the duration 

(about 500 ps) of the temperature rise is slower than the 250 ps that the 

thermal model predicts. The longer rise time in the experimental curve may 

represent the electron-phonon energy transfer time. 

(d) The temperature-gradient effect 

We have seen that, according to our themal model simulation, only a 

very small temperature gradient (about 1 Wnm) develops within the sample. 



This seems to preclude the temperature gradient as an explanation for the 

oscillations. However, this conclusion may be premature because- we used 

an extremely simple model. There may be some unanticipated phenomena 

present in thin films that may result in a larger than expected temperature 

gradient. Therefore, we have created an artificially large gradient by 

assuming a small thermal diffusivity and calculated the resulting electron 

diffraction intensity using a modified Debye-Waller expression. The 

temperature-dependent atomic scattering amplitude % as a function of time t 

for electrons for a crystal of N atoms is 

2 A 
Where fs is the atomic structure factor of the atom at r,, g is the reciprocal 

lattice vector which determines the possible electron beam reflections, 

a A 
[gers(T,t)] is the phase factor when the diffraction condition is satisfied, and 

2 
us(T,t) is the thermal displacement of the atom fluctuating in time. In the usual 

Debye-Waller model the time-averaged term <...> is the same for all atoms. 

The differential thermal expansion in the normal direction will cause different 

interplanar spacings, which contributes a phase factor $ among the scattered 

electrons. For the jth atom, the phase factor is 

sin 8 ej = 47Wj 2 € T(tJ) * 
X 



where E is the linear thermal expansion coefficient. The scattering intensity 

can then be expressed as 

where M is the Debye-Waller factor defined in chapter 1, and F is the structure 

factor. For a face-centered cubic crystal. F is equal to 4 fe, where fe is the 

atomic scattering factor for electrons. By summing over all atoms or 

integrating over the sample depth z, the intensity as a function of time can be 

obtained. If there were no temperature gradient, then all the values of $would 

be identical. The intensity can be written as 

I = lo exp (-2M), 3.14 

where lo is the diffraction intensity at the absolute zero temperature for a 

perfect crystal. This is identical to the Debye-Waller expression. 

Figure 3.8(b) shows the calculated time-dependent electron diffraction 

intensity for 25-nm Au film that is the result of a large artificial temperature 

gradient. A calculation using the thermal diffusion model for the laser-induced 

temperature profile was carried out first and then the corresponding electron 

diffraction intensity was simulated using Eq. (3.13). The thermal model results 

shown in Fig. 3.8(a) showed that a temperature gradient of several hundred 

degrees Kelvin can be induced between the front and back surfaces of the 

sample by using a value D = 1.255~10-4 cm2/s (four orders of magnitude 

smaller than the bulk value). There are oscillations in the electron diffraction 
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Fig. 3.8 (a) The temperature of the front and back surfaces of a 

laser-heated 25-nm thick gold film as a function of time calculated with the 

thermal model assuming the thermal difffusivity D=1.255 x10-4 cm21s which 

is four orders of magnitude smaller than the actual value. The duration of 

the laser pulse was 250 ps and the power density was 1.6 x 108 ~ l c r n ?  (b) 

The calculated time-dependent (220)-order normalized diffraction intensity 

corresponding to the temperature profile in (a). The average intensity is very 

low. 



intensity but a significant decrease in diffraction intensity is also obtained, see 

Fig. 3.8(b). This implies that a continuous function such as the temperature 

gradient can not be responsible for the interference since its contribution to 

phase factors results in large reduction in the diffraction intensity, contrary to 

the experimental results. The calculated electron diffraction intensity for the 

correctthermal diffusivity D = 1.255 cm2h is shown in Fig. 3.9 for the three 

laser fluences. 

3.4 SURFACE EXPANSION MODEL 

The relatively small amplitude in oscillation seemed to indicate that the 

interference of scattered electrons was mainly between a small fraction of 

material, i.e. atoms at or near the surface, and the atoms of the bulk. In a 

25-nm sample, the surface atoms form a significant fraction of the total number 

N and must be treated separately. They will have a different Debye-Waller 

factor. In addition, we note that the interlayer spacings between the top few 

layers, in general, are significantly larger than the bulk spacings,ll that is, the 

lattice in the surface region is distorted and has a different thermal expansion 

coefficient. Additionally, the period of oscillations increases with time 

indicating that some relaxation processes are involved. We postulate that the 

rapid laser excitation of the material is followed by a surface lattice relaxation 

that is much slower than thermal equilibration within the bulk. The observed 

increase of the oscillation period with time and the size of the oscillation 

amplitude is consistent with this surface relaxation model. The electron waves 
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Fig. 3.9 The (220)-order normalized electron diffraction intensity as a 

function of probe delay for the three laser fluences. The solid curves were 

calculated using the thermal diffusion model. The crosses are the 

experimental points. 



scattered by the atoms of the outermost surface layers are not necessarily in 

phase with those from the bulk, and therefore the resulting interference may 

produce an oscillation superimposed on the expected Debye-Waller 

monotonic curve. 

It is well known that surface plasmons can be produced by relatively 

low laser fluences and may be associated with the observed oscillations. The 

formation of surface plasmons is initiated by electron emission from the 

surface of metals. This relatively low electron density then is increased by 

further absorption of laser photons to form a plasma layer. The plasma 

strongly couples with laser radiation and enhances the surface absorption. 

The surface plasmons will relax by either re-radiation (causing a change in 

optical reflectivity) or thermal equilibration with the surface atoms thus 

increasing the surface temperature. With thin films, as in this case, the 

plasmon formation may be quasi-symmetric with respect to the two 

surfaces.27 

The surface plasmon-generation is a two-step process. First, 

free-electron emission occurs. Second, this relatively low electron 

concentration increases through further absorption of laser energy to form a 

plasma layer. For the initial electron emission to occur at the laser fluence 

much below the bulk mett threshold, one mechanism requires the presence of 

localized surface defects, such as foreign particles on or embedded in the 

surface, metal flakes over a subsurface that are in poor thermal contact with 

the bulk. Another mechanism is electron emission due to plastic 



micro-yielding of the metal surface that is induced by a rapid rise of surface 

temperature. The electrons are emitted from the metal surface at the 

deformation sites as a result of thermal stresses built up under laser 

irradiation. The number of the ejected electrons is assumed to be proportional 

to the total plastic strain. 

The analytical model of plastic deformation proposed by ~ u s a l l 2  

defines the plastic yield threshold for a metal surface in terms of a critical 

surface temperature rise ATy, which can be used to determine the laser 

fluence threshold P,. Here ATy is given as 

where S is the yield stress, is poisson's ratio, E is the coefficient of the 

thermal expansion, and Ym is Young's modulus of the metal. If the maximum 

temperature rise during a laser pulse exceeds ATy, electrons will be ejected 

from the surface. The sudden change in surface temperature required for 

plastic deformation can be as low as 20 K for copper irradiated by a C02 laser 

pulse.12 We have estimated this required temperature-rise for our gold 

sample to be about 100 K. The further build-up of electron density is achieved 

through the interactions of the laser beam with the electrons which eventually 

form a dense electron plasma layer. With a shorter pulse duration, the laser 

fluence threshold electron emission will decrease. Other electron emission 



initiation, such as through multiphoton photoelectric emission and high field 

emission processes, however, requires substantially higher laser intensity. 

We have incorporated these concepts into a model calculation of the 

electron diffraction intensity. We considered a perfect lattice sandwiched 

between four layers of surface atoms with larger interlayer spacings than that 

of the bulk. The increase in the outermost interlayer spacing was taken to be 

larger than that between the second and third layer. Model simulations have 

shown that only the two or three outermost interlayer spacings depart 

appreciably from the bulk value.11 After pulsed laser irradiation, the surface 

interlayer spacings are assumed to relax exponentially to their equilibrium 

values. The scattered electron waves by the surface atoms will not be in 

phase with those from the bulk under this condition. Therefore, this 

interference could cause the oscillation superimposed on the Debye-Waller 

monotonic curve. We proposed a simple model for this relaxation process as 

a preliminary investigation. A surface atom will be displaced to a position 

relative to the reference point in the reciprocal space as z(t,T) 

Where zo is the displaced position initially and Az = zo - 7 is the difference in 

distance between the expanded and relaxed position. The effect of irradiating 

laser power density levels on the phase factor was taken into account by 

adjusting the lattice spacing for both surface atoms and the atoms of its 

adjacent layers. Those free parameters were manipulated in order to obtain a 



best fit with the experimental results. The size of the oscillation amplitude 

depends on the number of atoms affected by the distortion of the crystal lattice 

near the surface relative to the number of bulk atoms. If it is a large fraction, 

the overall oscillation amplitude will be larger. The period of the oscillations 

depends on the magnitude of the rate of change in the interlayer spacings. 

More oscillations occur with larger changes in the spacings. Both of the 

fraction of displaced surface atoms and the interlayer spacings are 

temperature-sensitive parameters dependent on the fluence of the laser 

heating pulse. The relaxation time constant controls the period of the 

oscillations. A smaller time constant causes faster oscillations. The best fit 

with our experimental data can be obtained by adjusting the changes in the 

interlayer spacings of the surface layers Az and the relaxation time constant to. 

The outermost spacings used in the surface expansion model simulation were 

15% and 25% larger than their equilibrium values for the cases of laser 

heating power densities P1 and P3, respectively. Our simulated curves for the 

three laser fluences are given in Fig. 3.10-3.12, where -the exponential time 

constant was taken to be 3 ns. The sequence of maxima and minima is in 

reasonable agreement with the data considering the crudeness of the 

parameters used in the calculation. The calculated oscillation amplitude is 

considerably larger than the experimental. This may be due in part to a larger 

temperature factor p when suface plasmons are densely excited. Another 

possible reason for the large calculated amplitude is that in our model, we 
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Fig. 3.1 0 The time-dependent (220)-order electron diffraction intensity for 

the indicated power density. The solid curve was calculated using the 

surface expansion model and ,the crosses are the experimental points. 
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Fig. 3.1 1 The time-dependent (220)-order electron diffraction intensity for 

the indicated power density. The solid curve was calculated using the 

surface expansion model and the crosses are the experimental points. 



Fig. 3.12 The time-dependent (220)-order electron diffraction intensity for 

the indicated power density. The solid curve was calculated using the 

surface expansion model and the crosses are the experimental points. 



assumed the surface layers expand and contract uniformly so that the 

electrons scattered from the atoms each individual layer are in phase. This 

may not be true. There may be some degree of incoherence in the movement 

of the atoms in the surface layers that would act to reduce the amplitude of the 

oscillations. The incoherence in the movement of the atoms is consistent with 

the plastic micro-yielding mechanism of electron emission by the surface 

layers. 

The exact relaxation mechanism responsible for the observed 

oscillations has not been determined. One possibility is simply thermal 

relaxation of extremely hot surface atoms with the bulk. However, the long 

relaxation time we obtained (3 ns) is at least an order of magnitude greater 

than the thermal relaxation time of the bulk material. Therefore, this 

mechanism seems to be an unlikely explanation for the observed oscillations. 

A more plausible explanation is that the long relaxation time corresponds to 

the surface plasmon lifetime. This concept is in accord with estimated surface 

plasmon lifetimes (1 0-7 - 10-9 s).28 We surmise that the excitation of surface 

plasmons weakens the bonds attaching the surface atoms leading to 

expansion of the crystal lattice in the surface region. This weakening of the 

bonds has obvious bearing on investigations of laser annealing. The 

postulated contraction of the surface region of the lattice is thus a direct 

consequence of the relaxation of surface plasmons. Further experiments are 

needed in order to establish the surface plasmon relaxation mechanism. 



3.5 CONCLUSION 

This work has established what we believe is the fastest lattice 

temperature probe to study the dynamics of pulsed laser heating. We 

observed oscillatory behavior in the electron diffraction intensity as a function 

of delay time. We offered an interference mechanism between the scattered 

electron waves from surface atoms and those from bulk atoms as an 

explanation of the oscillations observed in the experimental data. The 

amplitude and the number of oscillations depend on the increased lattice 

spacing near surface with respect to bulk lattice. The lattice distortion near the 

surface, resulting from surface-plasmon excitation, relaxes to its equilibrium 

position in about 3 ns which is considerably longer than the bulk thermal 

relaxation time. 

The model associated with the surface effect can explain the oscillation 

only qualitatively. However, the computer simulation gave a reasonably good 

data fit with the experimental results. It should be noted that this above 

discussion was not intended to give a conclusive interpretation but rather, to 

evaluate the possibility of surface effects. For future studies we would urge 

that data be taken with various thicknesses, various diffraction orders and 

different materials to enable further interpretation. More detailed theoretical 

models should employ lattice dynamics directly. 
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APPENDIX A: THIN FILMS PREPARATION 

The thin films prepared for electron diffraction studies should have the 

desired surface orientation and be reasonably uniform, and the region probed 

by the electron beam should be a representative area of the sample. 

Preparation methods for suitably thin samples from bulk samples for 

transmission electron diffraction studies, include electropolishing,l chemical 

etching.2-3 and ion bombardment? A jet-machining methods can be used to 

reduce massive samples to a 100-200 pm thickness before applying the 

electropolishing technique. Many nonmetallic materials, such as rock salts, 

graphite, molybdenite, and mica, etc. can be cleaved easily6 to form thin 

flakes or layers for examination by transmission electron diffraction or 

microscopy. 

It is also possible to prepare thin films directly by vacuum 

evaporation,7* particularly for the thin metal films. Pertinent physical data 

on the evaporation of metals can be found in ~o l l and lo  and also in 

~homas.11 Other techniques for the direct formation of thin films include 

distillation from the vapor in vacuum to form dislocation-free crystals.12 

deposition from a dilute solution,l3 regrowth from a melt.14 shock-wave 

chilling of droplets of molten metal,l5 and electrodeposition16 by epitaxial 

growth of electrodeposits. For soft metals, particularly for multi phased alloys, 

or biological sections, ultramicrotoming17 is an useful technique. In his book, 



Transmission Electron Microscopy of Metals, Chapter 4, ~ h o m a s l l  describes 

several methods for the preparation of thin specimens. 

A.l Vacuum evaporation methods 

The structures and properties of thin film prepared by vacuum 

evaperation method can be affected by the following factors: 

(a) Evaporation conditions. The pressure and the nature of the residual 

gas in the vacuum chamber, the temperature and the material of the filament 

used to evaporate the material, and the deposition rate are variables that must 

be controlled to obtain the desired properties in the deposited film. 

(b) Substrate. The crystal structure and the temperature of the 

substrate can affect the orientation of thin film. i f  metal film is deposited on a 

hot, crystalline substrate, the orientation of the film follows that of the substrate 

surface and thus grows epitaxially. 

(c) Diffusion. The surface diffusion of substrate atoms into the film is a 

problem sometimes encountered. Chemical reactions or alloying between the 

atoms of the film and substrate changes both the structure and the properties 

of the film, but this can be avoided by choosing an appropriate substrate. 

(d) Charged particle bombardment. Exposure of the substrate surface 

to the bombardment of charge particles, such as ions and electrons, may 

increase the density of surface defects which act as nucleation centers.18 

The presence of these defects seeems to enhance epitaxial growth and can 

result in a great improvement in the quality of sirlgle-crystal films. 



Normally, films of materials with a cubic crystal structure can be formed 

in a [ I  111 orientation by evaporation onto a cleaved mica substrate at about 

270 c.7-9 H a cleaved salt crystal is used as substrate material then a (1001 

orientation can be produced at a higher temperature, around 400-450 C. By 

controlling the substrate temperature and the evaporation rate, a continuous 

thin film with a desired orientation can be obtained. In general, the higher the 

substrate temperature the more likely it is for the orientation to form. However, 

it is not so clear concerning the role of the deposition rate. Although a low 

deposition rate is favored for epitaxial growth, the formation of a continuous 

film is more likely with higher rate. Thus a compromise in the evaporation rate 

is necessary for a continous oriented film to be formed. The typical deposition 

rate is 1 A per second, which can produce reasonably continuous thin 

single-crystal. The metal film can be peeled off a mica substrate. In the case 

of a salt substrate, it may be removed from the film by dissolving in water and 

then catching the film on a holder, such as a grid or mesh. 

Sometimes the high temperature requirement may be obstacle for the 

preparation of films of certain metal such as Pb and Rh or where the substrate 

tends to form a amorphous structure at a high temperature. In these cases, an 

intermediate metal film, such as silver, can be evaporated at a lower substrate 

temperature to form a thin layer (1 0 to 20 A) with the desired orientation on the 

surface of the substrate.88 Oriented films of the desired metal may then be 

formed by depositing onto the silver layer. In this way, the substrate 

temperature required for the formation of single-crystal films can be as low as 



250-300 C. The silver film can be removed by dissolving it in nitric acid. 

If a cold (at room temperature) amorphous or polycrystalline substrate 

is used for evaporation, a film with polycrystalline structure is formed. A 

smooth polycrystalline substrate can be made by the evaporation of a thin film 

of formvar solution floating on top of water. The formvar can be susequently 

removed by ethylene dichloride etching . 
Sometimes, the prepared polycrystalline film requires post-growth 

treatment, i.e. annealing. A large crystallite can be formed by a dumbell 

growth process18 which depends on the surface diffusion mobility and the 

interfacial energies associated with a grain boundary. 'The annealing 

temperature, heating rate, and the presence of gas can be controlled to 

achieve the desired result. 

A.2 Polycrystalline thin films 

Our free-standing aluminum and gold polycrystalline fims were 

deposited onto a formvar substrate at room temperature. Formvar is soluble in 

ethylene dichloride. Ethylene dichloride is quite toxic, however, so the 

preparation of the formvar substrate should be done under a vent hood and 

surgical gloves should be worn. The typical concentration of the formvar 

solution, which can be prepared by dissolving calcium oxide (formvar resin) in 

redistilled ethylene dichloride, was 0.25%,. To produce a thin formvar 

substrate, a pipette was used to carefully drop some formvar solution into 

some water. The formvar spreads to form a thin plastic film on the water 



surface. After the ethylene dichloride had evaporated, a specimen holder 

was inserted underneath the plastic film and lifted up to form a thin coating of 

formvar over the specimen holder. The coating should be examined to see 

that it is smooth and continuous over the holes in ,the specimen holder with 

good attachment at the edges . After drying, the forrnvar substrate was placed 

in the vacuum evaporator. A deposition rate of 5Als was normally used to 

form a continuous thin film. The thickness of aluminum and gold films were 

200-250A. Since the formvar would interfere with diffraction of electrons, the 

formvar is dissolved by ethylene dichloride vapor etching. The process 

should be gentle because the sample surviving rate is quite low. Usually, only 

50% of the samples were good enough for use in the electron diffraction 

experiments. 

A.3 Single-crystal thin films 

The single-crystal thin films of gold were prepared by vacuum 

evaporation. When vapor deposition is carried out with a hot crystalline 

substrate, the orientation of the film follows that of the substrate and grows 

epitaxially. For the substrate, we cleaved single crystal rock salt (NaCI) to 

form a smooth [I001 orientation. This was placed on a hot plate in the 

evaporator. The temperature of the substrate was about 450 C and was 

carefully monitored. Using a slow deposition rate (less than 1 A per second), 

a continuous coherent thin single-crystal gold film with a [I 001 orientation can 

be produced. We required the thickness to be less than 30 nm for the 



transmission electron diffraction experiment because of the short extinction 

length of gold. The extinction lengths for various electron energies of several 

metals that have a face-centered-cubic crystal structure are listed in Table A.1. 

The gold film was freed by dissolving the substrate in water. It was then lifted 

out of the water with a specimen holder with hole diameter of 0.5mm. 
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APPENDIX B : TEMPERATURE EFFECTS IN ELECTRON 

DIFFRACTION 

~ e b y e l  first realized the effects of small and random thermal 

displacements on the intensity of diffraction maxima. He later applied his 

theory of specific heat, i.e. modes of vibration for discontinuous solids, to the 

role of thermal vibrations of the atoms in diffraction phenomena. He found that 

such displacements diminished the intensity of diffraction maxima but left their 

sharpness unaltered. A complete expression for the temperature factor in 

terms of the normal modes of the lattice was first given by ~ a l l e r 2  and 

subsequently ~axen3  gave a necessary modification to De bye's original 

time-averagirrg method. Faxen's treatment'did not affect the intensity of 

diffraction maxima but introduced a correct expression for thermal diffuse 

scattering (TDS). The neglect of interatomic force in Debye's model was not 

correct in dealing with real crystals. The monotonic TDS curve predicted by 

Debye thus was corrected and replaced by a discrete function in Faxen's 

treatment. An interaction coefficient was introduced by Faxen to represent the 

interatomic force between any pair of atoms which is essential in predicting 

the actual shape of %the TDS curve. The correct TDS function has broader and 

more diffuse maxima in the direction of the Bragg diffraction, see in Fig. 1.2, 

and increases with the diffraction orders. These diffuse maxima were 

neglected in earlier experimental photographs4 until they were definitely 

observed by ~avel5 in 1 938. 



The effect of heat is to introduce a factor exp(-2M) (see, e.g., ref. 6) into 

the diffraction intensity, where M was defined in Chapter 1. The Debye-Waller 

factor applies strictly only to the cubic crystals containing one kind of atom. 

~elmholz7 developed an anisotropic temperature factor to describe a crystal 

without cubic symmetry. This was studied experimentally for various materials 

with less cubic symmetry and was found in good agreement with the 

calculated anisotropic temperature factor.8-9 Moreover, for a crystal 

containing different kinds of atoms which do not have identical vibration 

amplitudes, it is necessary to include the appropriate Debye-Waller factor for 

each atom in the unit cell. Other limitations of the theory are the following: 

(a) Constant volume. 

This assumption is not consistent since the volume of the crystal 

changes with temperature. The correction must be made by taking higher 

order corrections to the thermal displacement into account in the temperature 

factor. This is the anharmonic correction for high temperature. A qualitative 

investigation was made by ~ a l l e r l o  and a numerical work treating the Debye 

characteristic temperature as a function of the temperature was performed by 

Zena and ~ilinsky.11 The temperature dependence of the Debye temperature 

is a consequence of thermal expansion. 

Owen and ~ i l l i a m s l 2  measured X-ray reflection intensities as a 

function of temperature for various metal (Al, Cu, and Au) powder specimens. 

A sharp fall in the intensity at very high temperature was observed and was 



attributed to the temperature dependence of the Debye temperature. The 

reduction of the characteristic temperature with increasing temperature results 

in an increasing temperature factor. This anharmonic phenomena was 

studied theoretically for many metals by ~ u p t a l 3  who analyzed various 

experimental results for the temperature dependence of X-ray diffraction 

intensity. Buffat14 obsetved a similiar result in electron diffraction intensity of 

gold by using 50 keV electrons. Although he attributed this to the size effect, 

some doubts have been raised concerning his interpretation. 

(b) Single cutoff frequency. 

This assumption basically treated the real crystal as isotropically 

continuous, and the actual discrete nature was considered by terminating the 

series of propagating waves with an upper cutoff limit. For the lattice of one 

kind of atom, Blackman15 had shown that there are several frequency 

maxima in the frequency spectrum and some of them, he found, were at a 

much lower frequency than the cut-off value used in Debye's theory. For 

diatomic crystals,l6 Debye's theory must be modified. 

(c) Surface effect 

Surface effects have been studied by means of low energy electron 

diffraction (LEED)~ 7-1 8 which is basically surface sensitive. Those results 

showed larger surface atomic vibrational amplitudes than those of the bulk 

material. A stronger than expected in the temperature effect for surface atoms 



was observed. The reduction of the surface Debye-Waller factor from its bulk 

value was related to the decrease of the Debye temperature for surface atoms. 

The effective surface Debye temperature is found to be reduced by a factor of 

two from its bulk value.17-18 As the energy of the electron beam increases, 

the surface Debye temperature approaches the bulk value. This implies that 

the electron sees the bulk properties rather than those of the surface. It was 

shown that when the energy of electron beam is at or about 200 eV, the 

Debye temperature for Au[l lo]  is near the bulk value.17 

(d) Size effects 

Large atomic vibrational amplitudes for small particles have been 

studied by using high energy electron diffraction   HEED).^ 9-22 The 

connection of the size effect to the surface effect is that a larger fraction of 

surface atoms contribute to the effective atomic vibrational amplitudes in small 

particles. The effective temperature factor P (defined in Eq. (2.2)) increases 

with the decreasing particle size and results in a larger decrease in the 

observed electron diffraction intensity for small particles. Some experimental 

results have shown that gold particles exceeding 20 nm in diameter does not 

exhibit any size effects at a electron beam energy higher than 50 kev.22 It is 

clear that the critical size of crystal for size effect depends on the electron 

energy. This is consistent with what was found in LEED surface studies. 



(e) Dynamical effect 

As the mean crystal size increases, dynamical considerations grow 

more important because of the multiple scattering processes and appreciable 

interactions among the scattered waves. The dynamical effect is particularly 

significant in electron diffraction because of strong coupling between 

electrons and materials. 

Several experimental studies of the temperature dependence of 

dynamical electron diffraction intensities in thick polycrystalline metal films 

have been carried out by Niedrig et al. (1963-1970).23-25 Their 

polycrystalline films were tempered so that the crystal grain size was larger 

than the film thickness which was then taken as 'the mean crystal size. They 

observed a larger than expected increase in electron diffraction intensity23 

when the thick sample was cooled from room temperature to liquid helium 

temperatures, particularly in strongly scattering metals. They attributed this 

strong temperature dependence to anomalous transmission.24-26 Albrecht 

and ~ i e d r i ~ 2 5  found the experimental $ value to be 1.3 x 10-3 K-1 for (220) 

order of a 25 nm thick gold film, about three times as large as the Debye value 

of 4.58 x 10-4 K-1. The apparent absorption arising from dynamical processes 

can thus alter the temperature dependence of diffraction intensity 

considerably. 

The two-beam approximation for the dynamical theory in electron 

diffraction was used by Boersch, Jeschke, and Raith ( B J R ) ~ ~  to investigate the 



strong temperature effects, observed by Niedrig et. a1.,23-25 which can not be 

explained with Debye's kinematic theory. It was assumed that there are only 

two strong beams excited, that is, the transmitted (primary) and one reflected 

beam, and they form a two-beam system. The anomalous absorption was 

derived by considering interactions in the two-beam system. The temperature 

dependence of the imaginary part of the electron atomic scattering factor gives 

rise to the anomalous absorption coefficient. It is defined similiarly to the 

Borrmann effect28 in X-ray diffraction. This anomalous absorption adds an 

extra term to the total absorption coefficient. The total absorption was defined 

as 

Here, pow is the mean absorption coefficient, and pgw is the anomalous 

absorption coefficient. The coefficient pgw is temperature dependent and is 

reduced according to the Debye-Waller effect. The temperature dependence 

of the electron diffraction intensity was thus suggested to be associated with 

the temperature dependence of q w .  The decrease in pgw cause an increase 

in the total absorptionyand enhances the temperature effect on the electron 

diffraction intensity. 

In BJR's theory, it was assumed that some of the electron energy loss 



was due to the absorption by the weakly excited beams (i. e. higher diffraction 

orders). 'This will contribute to the mean absorption coefficient since it was 

assumed that they do not scatter back into the two-beam system. This is likely 

to overestimate the mean absorption coefficient p,". For the case of thick 

perfect crystals, it was believed that the absorption due to weak-beam 

absorption may be less important*g so the mean absorption coefficient may 

be smaller in this case when compared to the crystal with defects, such as 

polycrystalline films. Therefore, the total absorption coefficient is then smaller 

than what BJR theory may predict since the contribution by the weak-beam 

absorption was not considered. This implies a smaller temperature factor P 

than the BJR value. Therefore, it is reasonable to believe that under the 

influence of the dynamical effect, the P value is larger than the value given 

with the simple Debye theory but is smaller than that derived from BJR theory. 

The essential condition for the anomalous absorption to be important is that 

the material thickness 6 has to be larger than the anomalous absorption 

length rhkl. When this criterion is satisfied, the effective P value is larger than 

the Debye value and increases with film thickness until inelastic scattering30 

becomes dominant for extremely thick films. 
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