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ABSTRACT

Measurements have been made of the hydrodynamic effi-
ciency of energy transfer to planar CH targets irradiated
by 1 nsec pulses of 351-nm 1light. This efficiency is
measured over a range of intensities varying from 1013 to

014 W/cm2 using various targets and irradiation con-

2 X1
figurations. The energy of the accelerated target is
measured using plasma calorimeters on the rear side of the
target. Hydrodynamic efficiencies as high as 17% of inci-
dent energy are observed. The dependence of this effi-
ciency on intensity, wavelength and target thickness is

IO‘S, J\'l'4, and t"l respectively. The

measured to be:
angular distribution of the blowoff is also reported.
This distribution indicates a highly two dimensional beha-

vior in these targets.

The transmitted light and x-ray emission from layered
targets were measured in order to determine the depth to
which the laser could penetrate. At the highest intensi-
ties reported, the laser could penetrate 10 um of CH at
2 X 1014 W/cmz. At this intensity the we found indica-
tions of significant heating of the rear surface of a
12 ym target as evidenced by the velocity distribution of
the accelerated target material. In these distributions

the effect of laser transmission is observed; as well as

iv



characteristics that indicate preheat in the wunablated
target mass. The evaluation of the focal intensity dis-
tribution provided quantitative measurements of the lack
of thermal smoothing in targets irradiated by 351-nm

light.

All of the above results were modeled by the
two-dimensional hydrocode SAGES. These simulations indi-
cated that care must be taken to correctly model the
two-dimensional behavior of the targets. For these simu-

lations a flux limiter £=0.04 was used, though for these

intensities the effect of flux limiting is minimal.
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CHAPTER 1

INTRODUCTION

In a laser fusion target the thermonuclear fuel is
heated and compressed by the implosion of the target shell
which contains the fuel. In a direct drive target the
primary driver is incident onto the surface of the target.
The laser 1light is converted into hydrodynamic motion of
the shell causing it to implode. A measure of this energy
conversion is called the hydrodynamic efficiency. This
efficiency directly affects the overall performance of the

target.

The manner in which light is converted to hydrody-
namic motion is dependent upon the characteristics of the
target and the irradiation. In the ideal case, laser
light is absorbed in the plasma formed by the ablation of
the initial target surface. The absorbed energy is then
conducted to the solid in the form of a steep thermal
front. This front ablates cold target material which is
then heated and accelerated in the coronal plasma. This
mass flow maintains the plasma and drives the target just
as a rocket is propelled by its exhaust. A 1laser fusion

target 1is the spherical analog of a rocket where the



exhaust flows outward and the payload travels inward. A
target driven by the ablation of cold material is said to

be ablatively driven.

Ideally, the target material ahead of the ablation is
cold and is uniformly accelerated as a bulk. This accel-
eration is the reaction to the momentum of the ablated
portion of the target. 1In reality, the material ahead of
the ablation front can be heated before the main thermal
front reaches it. This heating is detrimental to the per-
formance of a target for two reasons. Premature heating
of the fuel raises the energy required to compress it and
heating of the target shell causes it to explode, thereby
impairing its "pusher" action. Preheat can occur as a re-
sult of radiation, long-range electrons and shock waves,

all of which originate in the laser plasma.

Laser fusion experiments using 1light with an
intensity-wavelength product I).z greater than 1014
(W/cmz)(pmz) are dominated by non-thermal electrons which

are produced by resonance absorption.l_3

These suprather-~
mal or hot electrons have mean free paths which are long
compared to the thermal electrons of the plasma. The ef-
fect of these electrons is to delocalize the energy depo-

sition causing preheat, high plasma temperatures and the

acceleration of ions to very high velocities. The result



is a degradation of the laser-target coupling and poor
compression dynamics. These long range electrons tend to
uniformly heat the target shell causing it to explode;
targets driven in this manner are called explosive or ex-
ploding pusher targets. The manner in which a target is
driven, ie. explosive or ablative, is determined by the
relative magnitude of surface ablation pressure and bulk
shell pressure caused by hot electron heating. The design
of ablatively driven targets relies on large ablation
pressures as well as 1low levels of preheat for optimum

performance.

Much of current research 1is directed at achieving
ablatively driven targets by using lasers with a shorter
wavelength. It has been demonstrated that, by reducing
I'RZ, high absorption with negligible suprathermal elec-
tron generation can be obtained.4_7 In particular, the re-
duction of the laser wavelength raises the density to
which the laser propagates. This increase in density pro-
vides a more collisional plasma where inverse bremsstra-
lung absorption dominates. Besides higher absorption the
increased density provides higher ablation pressure and

mass ablation rate,

In a spherical target, the kinetic energy of the

shell is not directly accessible for diagnosis. Planar



targets are often used to approximate a section of the im-
ploding shell, thereby allowing access to the material
which has been accelerated by the laser. The subject of
this work is the hydrodynamic efficiency of planar tar-
gets. We present the results of experiments which measure
the hydrodynamic efficiency of thin planar targets irra-

diated by short wavelength ( A= 351 nm) laser light.

Hydrodynamic efficiency of planar targets has previ-
ously been measured using various experimental methods.8
The Naval Research Laboratory (NRL) experiments, performed
with a 1060 nm wavelength laser, used large uniform laser
spots to produce nearly planar accelerations of foil tar-
gets. Those experiments used balistic pendula, ion
calorimetry and ion time of flight diagnostics to deter-
mine the hydrodynamic efficiency. The NRIL experiments
found a satisfactory agreement between the different meth-
ods used to determine the hydrodynamic efficiency of pla-
nar targets.8 In one method, planar geometry is assumed
and the hydrodynamic efficiency is inferred from only the

front and rear velocities of the target.

It has been demonstrated by Meyer and Thiell9 that an
agreement between the various experimental methods is not
obtained for experiments performed using 351 nm laser

light. The experiments described in reference 9 also used



large diameter (300 um) spots in an a attempt to acceler-
ate the target as a plane. As cited in that work, the
large spots are highly nonuniform, resulting in a nonuni-
form acceleration of the target. The results for the hy-
drodynamic efficiency are then found to depend upon the

method used to diagnosis the accelerated target material.

One method, which utilizes the one-dimensional planar
assumption, measures the velocity of the accelerated tar-
get using optical methods. As pointed out by the authors,
the use of optical interferometry and shadowgraphy is sen-
sitive to preheat and expansion of the target. This pre-
heat causes an over estimate the velocity and hence the
hydrodynamic efficiency. The authors indicate that pre-
heat is present in their experiments and is the primary
source of error in the hydrodynamic efficiency measure-

ments.

In reference 9 only the indirect measurements of the
hydrodynamic efficiency are quoted. The authors claim
that the direct measure of the target momentum, using
ballistic pendula, was hindered by the quality of the
laser spot and the existance of low levels of first har-
monic light which was transmitted through the frequency
tripling and filter system. The scaling of the indirectly

determined efficiencies is reported as a function of laser



intensity, wavelength and the target thickness. However,
the authors qualify the results as being accurate only to
a factor of two. This thesis describes experiments which
offer a more direct approach to the determination of the

hydrodynamic efficiency of planar targets.

We describe experiments which are designed to measure
the kinetic energy of the accelerated target, thereby pro-
viding a direct determination of the hydrodynamic effi-
ciency. This analysis does not require the strict
assumption that the target is accelerated as a plane. Our
approach is to use the small but relatively smooth inten-
sity distributions available near the best focus position
of the lens. The size (120 um diameter) of these spots
causes a two-dimensional acceleration of the targets. The
result is that the more simple one-dimensional analytic
models cannot be used to analyze the experiments.
However, we do show that these simple models can provide
insight in to the scaling of these two-dimensional experi-
ments. The results of these experiments are compared with

these models and with the results from ref. 9.

The detailed analysis for these experiments relies on
the simulation of the experiments using the hydrocode
SAGE10 developed by Craxton at the Laboratory for Laser

Energetics (LLE). An additional experiment is described



which provides proof that target preheat occurs in these
experiments. Using measurements of the ion velocity spec-
tra from the rear side of these targets we provide evi-
dence of a thermal component 1in the acceleratred target
mass. The hydrocode simulation results are used to show
that the form of the rear-side velocity distribution can

indicate presence of preheat in the target.

In target design analysis, the hydrodynamic effi-
ciency is typically normalized to the absorbed irradiance.
This 1is done to account for the variation of absorption
with the irradiation conditions. Here, we quote the hy-
drodynamic efficiency normalized to the incident irradi-
ance because the absorption was not measured in our
experiments, When we infer a wavelength dependence, the
effect of absorption is accounted for by using the absorp-
tion values from the results of simulations using the hy-

10 It has been demonstrated that these

drocode SAGE.
simulations have accurately modeled the absorption in pla-

nar targets at both UV and IR wavelengths.

As mentioned, the modeling of a laser plasma is sig-
nificantly easier if the interaction can be assumed to be
one-dimensional. For a planar target experiment to be
one-dimensional it must be free of any edge effects or

divergent flow. To obtain such an interaction with a thin



planar target the lateral extent of the laser spot should
be much greater than the target displacement. The energy
available from the laser dictates the spot size which can
be used to produce intensities of interest. For the
50-60 J available from the GDL-UV laser we require a spot
smaller than 200 um in diameter in order to produce inten-
sities of the order of 1014W/cm2. At these intensities,
the target will be accelerated a distance comparable to
the spot size, creating a highly two-dimensional expan-
sion, Two-dimensional expansions from both sides of the
target preclude the use of any one-dimensional approxima-

tions.,

In this work we conclude that these experiments, and
most other single-beam planar-target experiments using 351
nm laser light, are highly two dimensional and serve as
poor approximations to their. spherical counterparts. The
results of these experiments have provided useful insight
into the two-dimensional behavior of these targets and has
added to the predictive capability of the two-dimensional

hydrocode SAGE.

The initial objective of these experiments was to
measure the hydrodynamic efficiency of planar targets. We
report on experiments using planar CH targets, 3-12 um

thick, irradiated with 0.8-1.0 ns pulses of 351 nm laser
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light at intensities between 10 to 4 X 10 W/cmz. To
obtain the hydrodynamic efficiency we measured the kinetic
energy of the target mass accelerated by the laser. We
report hydrodynamic efficiencies as high as 17%, with res-
pect to the incident laser energy. For constant thickness
targets the hydrodynamic efficiency was measured to scale

Io'5 and

with the laser intensity and wavelength as
)L,_1'4 respectively. The hydrodynamic efficiency is

also reported as a function of the target thickness.

The analysis of the hydrodynamic efficiency experi-
ments raised questions regarding the behavior of the thin
foil targets. In order to provide additional constaints
on the simulations, we required knowledge of the level of
light transmitted though the targets and the temperature
of the accelerated target mass. To obtain these we per-
formed an additonal set of experiments using the same tar-

gets and irradiation conditions as described above.

The transmission of 1laser 1light through various
thickness targets is reported. For the highest intensity
used, it was found that the laser light could penetrate 10
pm of CH. The numerical simulations are also compared

with this data.
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Experiments by Yaakobi et al.ll

indicate that target
preheat is considerably reduced for 351 nm wavelength
laser light. In this regard, we expect the accelerated
target material to be relatively cold and to move as a
whole at a single velocity. The temperature of this bulk
will provide an observable distribution about this single
velocity. In order to characterize the thermal energy in
this unablated target mass we measured the 1ion velocity
distribution from the rear side of these targets. The ex-
perimental velocity distribution indicated that there was
considerable thermal energy in the blowoff. The simula-

tion of these velocity distributions indicated shock heat-

ing may account for much of this heating.

It was noted that the velocity distribution from the
thicker targets had the form predicted for an adiabatic
expansion of a finite mass plasma. We present the result
cf an analytic model developed by Farnsworth et al.12
which provides a 1limit on the temperature which can be
inferred from the velocity distributions. We conclude
from the model that significant heating of the accelerated
target mass occurs. Temperatures as high as 235 ev for
the unablated target mass are inferred. Using x-ray spec-
troscopy and layered targets the penetration of the ther-

mal front into the target was measured. These

measurements confirm that marginal heating occurs in the
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target material greater than 10 um.

In chapter II we present the analytical treatment for
the hydrodynamic efficiency. 1In order to predict the de-
pendence of the hydrodynamic efficiency on laser intensity
and wavelength a review of one dimensional analytic models
is presented. Since most of the simulation of these ex-
periments is performed using SAGE, there is a brief review
of the physics included in the code, For the analysis of
the ion velocity spectra a model for the adiabatic expan-

sion of a finite mass plasma is presented.

Chapter III is a description of the experimental con-
figurations for the various experiments performed.
Chapter IV is a presentation and discussion of the results
of these experiments. Chapter V contains the conclusions

and summation for this work.
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CHAPTER 11

THEORY OF EXPERIMENT

A. HYDRODYNAMIC EFFICIENCY

The analytic description of a laser plasma is depen-
dent upon the phenomena which are to be modeled. For the
ablative acceleration of thin foils, primary interest is
in the transfer of momentum to the foil by the ablation of
matter from the target. The mass ablation rate is depen-
dent upon the hydrodynamics of the laser plasma, particu-
larly the energy deposition, the thermal conduction, and
the plasma expansion. In the simplest approximation,
these details of the laser plasma are treated as averaged
guantities which describe the constant flow of mass from

the target. This is the so called “rocket model"l3.

The rocket model gives the most basic description of
the ablation process using the conservation of momentum in
one-dimensional planar geometry. 1In this model, a target
(rocket) of initial mass m, is accelerated to velocity
v(t) by the ablation (exhaust) of target material at a
constant velocity U with respect to the target and at a
rate m. ﬁ, the time rate of change of the target mass, is
also the rate at which the target mass is ablated away.

This mass loss is assumed to be exhausted at a constant
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velocity U with respect to the accelerating target. The
The target, which is decreasing in mass, reacts to the
momentum of the ablated mass resulting in a continuous ac-

celeration of the target.

The momentum balance provides an expression for the

target velocity v(t) given by:

Vi) = UAn (%(;?) ‘Eq. II-1

Since the exhaust velocity U is a constant, equation II-1l
indicates that the target velocity is dependent only on

the fraction of the target mass ablated away.

The hydrodynamic efficiency of this system is the ra-
tio of the instantaneous energy of the variable mass tar-
get to the energy expended in the exhausted fuel and is

written as:

) —;ma)v‘m
M= £ W (meml)

Eq. II-2
x A2 (%)

71!4: (1-%)

where x=m(t)/m . Recall that U=const. is the exhaust
velocity with respect to the accelerating target. The in-

stantaneous target velocity v(t) 1is in the laboratory
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frame. Equation II-2 indicates that the hydrodynamic ef-
ficiency depends only upon the ablated mass fraction.
This relation indicates that a maximum hydrodynamic effi-
ciency of 65% occurs when 80% of the target mass is

ablated away.

Laser driven ablation has considerably more complica-
tions to it than described by the rocket model. In this
model, the cold exhaust material is accelerated to the ex-
haust velocity in a negligible distance. In a laser
plasma the light is absorbed in the underdense corona from
which heat must be conducted through the overdense mater-
ial to the ablation surface. At the ablation surface cold
target material is heated and accelerated through the con-
duction zone and into the coronal plasma. A proper treat-
ment requires modeling of the absorption and conduction
processes. In order to properly account for the energy
one must also consider the enthalpy of the expanding

plasma.

The effects of the laser plasma can be accounted for
by using several approximations. If the laser pulse
length 1is sufficiently long, a steady state solution can
provide a reasonable approximation to the problem. Such a
refinement was developed by Fabro et al.14 by including

analytical descriptions for the laser plasma. This
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treatment uses a steady state solution for the region
between the ablation and critical surfaces. Since no in-
finite steady state solution exists for one-dimensional
planar geometry the underdense coronal plasma is treated
using an isothermal expansion model. The two solutions
are linked together by defining the critical surface as

the sonic point.

The isothermal approximation has been used succes-
sively to represent many laser plasmas. Isothermality can
be assumed because the high conductivity of the plasma al-
lows the electron distribution to be in equilibrium with
the laser heat source. Such models have been used exten-
sively throughout the field and have provided understand-

ing of the scaling of ablatively driven targets.15

Fabro's analysis uses rocket the model in order to

find an expression for the target velocity v(t). We have:

Pq m(¥)

AL ANEL

V() pey m.
where Pa and m are the ablation pressure and mass ablation
. rate as determined from the steady state model for the

laser plasma. The hydrodynamic efficiency is therefore

given by:
F m® V)

U Zt

e
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where It is the absorbed energy. Equation II-4 reduces

to: F>x
_ o XDadx No* 272

71,,- 770'('7%'{)— L{T Eq. II-5
X= "-,%‘—3

This 1is the same result as eq. 1II-2 except for the con-
stant factor 720, which arises when thermal energy carried
by the blowoff plasma is accounted for. The fact that
N. is a constant can be seen in the following way. The
ablation pressure is defined, by conservation of momentum,
as Um. Squaring this quantity and dividing by m yields
the kinetic energy in the plasma blowoff which is propor-
tional to the incident laser energy. Hence, the factor
M, is independent of the laser characteristics. The ana-
lysis by Fabro indicates that 910=.5, meaning that half of
the energy of the "cold" rocket model actually escapes as
thermal energy of the plasma. This model predicts an op-
timal hydrodynamic efficiency of 32% for the ablation of
80% of the mass, ie. m(t)/mo=0.2. This dependence of hy-
drodynamic efficiency on ablated mass fraction is shown is

figure II-1.

For a constant thickness target the hydrodynamic ef-
ficiency should scale approximately as the mass ablation
rate since this will determine the amount of mass which is

ablated during the 1laser pulse. The amount of mass
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ablated by a laser is dependent upon the characteristics
of the laser. This dependence on absorbed laser intensity

has been  investigated extensively in laser fusion

16

experiments. These experiments indicate that the mass

ablation rate scales with intensity approximately as
0.540.1 .
I . The results of the burn-through experiments
described in chapter IV confirm this scaling for the thin

foil experiments. We expect the hydrodynamic efficiency

to follow the same scaling with laser intensity.

Since the plasma pressure is dependent upon the den-
sity of the plasma we expect that for similar intensities
short wavelength 1light to exert a higher pressure than
long wavelength light. The hydrodynamic efficiency scales
as the ablated mass fraction which is prc¢goortional to the

17-19

mass ablation rate. various experiments indicate

that the mass ablation scales with wavelength as

‘l -3itl
AL .

The model described above provides useful insight
into the behavior of ablatively driven targets. The as-
sumptions which enable straight forward solutions to the
problem also hinder its applicability. The geometry is
one such assumption; the model considers one-dimensional
planar geometry. The geometry or shape of the expansion

of a finite plasma is dependent upon the axial and
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transverse gradient scale lengths in the plasma.

A plasma can be assumed to expand as a plane when the
transverse scale length is large compared to its axial
counterpart. The axial scale length is approximately cstL
where Cg is the plasma sound speed and t is the laser

L
pulse length. When this factor becomes comparable to the
effective radius of curvature due to finite spot size the
flow 1is divergent and no longer planar. For a constant

intensity beam incident upon an originally planar target,

the expansion 1is considered planar if cStL<2Rspot' This
constraint would require experimental spots 150 um in ra-
dius in order to provide a planar acceleration. 1In addi-
tion, the Gaussian intensity distributions produce even
greater divergence, thus requiring even larger spots. Our
experiments are therefore dominated by two-dimensional ef-
fects thus precluding any detailed one-dimensional ana-

lysis.,

Another problem occurs in the description of the ab-
sorption process. The model treats the laser absorption
as occuring in a narrow region at the critical surface.
Though applicable for long wavelength laser plasmas, the
approximation breaks down for interactions dominated by

20

inverse bremsstrahlung absorption. Mora has found an

expression for the intensity which separates the regimes
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where either inverse bremsstrahlung absorption or reso-
nance absorption are dominant. The characteristic flux

which separates the two regimes is given by:

£ Z
Tox sod' s () (5 (&) G oo me

where AL and tL are the laser wavelength and pulsewidth,

Z is the average charge state, and A is the atomic number.

For IL<<Ic inverse bremsstralung dominates and the
absorption is not  ocalized to the critical surface. For
our experiments IL< IC/200 indicating that the laser en-
ergy is deposited throughout the corona rather than just

at the critical surface.

We have shown that to properly treat our experiments
one needs to use a two-dimensional description for the
plasma expansion which correctly models the energy deposi-
tion and conduction. Multi-dimensional flow affects the
shape and behavior of the front and rear blowoffs. An al-
ternative to the analytic approach is to use a numerical
hydrocode developed for this purpose. One such code is
the two-dimensional hydrocode SAGE developed by Craxton9

at the Laboratory for Laser Energetics,



21

B. THE HYDROCODE SAGE

SAGE 1is a two-dimensional Eulerian hydrocode which
uses an orthogonal grid with arbitrary mesh spacing. For
the simulations of the experiments described here SAGE was
used in two-dimensional cylindrical (r,z) geometry. By
using this geometry we implicitly assume azimuthal symme-
try about the laser axis. 1In order to describe the co-
ronal plasma the conservation equations were used in a

simple physical model.

A perfect-gas equation of state with a single temper-
ature fluid are assumed., Radiation emission,
suprathermal-electron production and magnetic field gener-
ation are not included in this model. For the case of CH
targets irradiated by 351-nm light a real equation of
state is unecessary since the corona is fully ionized. At
this laser wavelength the corona is collisional and domi-
nated by inverse bremsstrahlung absoption. 1If we discount

2l the lack of su-

the effect of parametric instabilities
prathermal electrons is a good approximation. Though mag-
netic fields may exist for these finite-spot single-beam
interactions, we found no evidence that inclusion of mag-

netic field generation would significantly alter these

simulations.
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The thermal conduction is modeled using a flux lim-
iter prescription for the electron transport. The flux
limiting algorithm wuses the minimum of the classically

calculated flux?22 and the limited flux.23

This 1limited flux is a fractional correction to the
free steaming limit of heat flow. The value is given as
an empirically derived correction factor f which is typi-
cally in the range f=.01-.06. The heat flux in SAGE is
limited in both directions (rx,z) so as to provide appro-
priate values for the axial and 1lateral transport. The
effect of this limitation is minimal, since for these ex-
periments the incident heat flux is below the limited va-
lue for the thermal flux. For the experimental conditions

14

flux limiting is not important below 3 X 10 W/cmz‘

SAGE has successfully modeled the absorption in pla-

nar and spherical target524’25

using a flux limiter of
£f=0.04. This value was necessary to correctly model the
experimental results for higher intensity, and is used in
the simulation of these experiments for continuity. A few
test runs were made with f values as high as £=0.1 and
little difference was found for the hydrodynamic effi-
ciency and blowoff distributions. The transmitted 1light

fraction tended to be smaller for higher flux limiter va-

lues. This change appeared to be a result of a lower
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coronal temperature thereby causing more aborption of the

beam before it is transmitted.

The code also makes use of three-dimensional ray
tracing in order to calculate the ray trajectories. The
inverse bremsstrahlung absorption is calculated for the
rays as they are propagated through the coronal plasma.
The strong dependence of the absorption coefficient on the
density and density scale length require precision in cal-

culation not available in simple models.

For the long wavelength (IR) simulations the genera-
tion of hot electrons 1is approximately accounted for.
This approximation dumps 15% of the energy reaching criti-
cal into a "nonthermal" electron distribution with a tem-

perature given by the prescription for T
26

H developed by

Estabrook and Kruer. This prescription has been sucess-

ful for the simulation of long wavelength laser plasma

experiments.27

For the simulations, the experimental laser intensity
distribution and energy were used in the code. Since the
experimental pulse width was only known to be between 0.8
and 1.0 nsec a range of values were used to provide a
bracket for the simulated results., The mesh size in SAGE

was chosen so as to resolve the various regions of
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interest. Care was taken to insure that the zoning was
sufficient to provide results that were convergent for the

zone size.
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C. THE EXPANSION OF A MASS LIMITED PLASMA

For laser driven targets, the heating of the un-
ablated target material can be a complex process. In ad-
dition to the problems associated with electron thermal
transport, mechanisms such as shock heating, radiational
preheat and non-uniform laser intensity can contribute to
the thermal energy of the solid target material. By ex-
perimentally determining the temperature of the matter
ahead of the ablation surface these processes may be

better understood.

Our aim is to develop a simple analytic model for the
expansion of this target mass which is heated and acceler-
ated by the laser. By fitting this model to the experi-
mental velocity spectra we infer a temperature of the

unablated target mass.

The plasma expansion from the rear of a thin foil
target will be a combination of the thermal expansion of
the target and the acceleration by the laser., If we con-
sider that the laser acceleration occurs independently of
the thermal expansion, the problem may be analyzed as the
expansion of a heated plasma in an accelerating frame.
Formally one is required to write the governing equations

in an accelerated reference frame. The space coordinate
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X' is written as:
, <
X=X+ f w®d¢' Eq. II-7
o

where w(t) is the velocity of the accelerating frame. The
continuity equation remains unchanged except for the
transformation in space and velocity. The momentum and
energy equations gain the terms J)dv/dt and fvdv/dt, res-
pectively. These terms represent an inertial force and
the rate at which the force does work on the system. Fa-

bro et.al.13

have found that these terms are negligible
for the case of short-wavelength laser plasmas. With this
consideration, we write the governing equations with out
regard to the target acceleration and compare the results

of the model with data with only a constant velocity

transformation.

Many problems in hydrodynamics can be described by
self-similar solutions if expressed in terms of the proper
variables, In similarity flow the distribution of guanti-
ties such as velocity, density and temperature will be
similar for all times provided the scale length changes
appropriately in time. By scaling length in wunits which
increase proportionally with time, the profiles will re-
main unchanged. The guantities of the problem are func-
tions of the independent variables x and t only through

the ratio x/t; called the similarity variable.
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The rarefaction of a laser plasma into vacuum can be
modeled using similarity flow. The solution of plasma
rarefaction has been treated in the planar semi-infinite
case by Guerivech?8 ,pg subsequently by many others.?? By
semi-infinite it is meant that the plasma originally fills
a one-dimensional half space and is allowed to expand into
the void of the adjacent space. The semi-~inifnite case
has infinite mass and energy to drive the expansion.
Self-similar solutions for the isothermal and adiabatic
limits are discussed in ref. 30. These solutions use a
similarity variable {°=x/t to transform the continuity and
momentum equations. The isothermal and adiabatic approxi-
mations occur in the definition of the sound speed. Fi-
nally, the velocity, density and pressure all have closed
form solutions in both approximations. The density and
pressure are normalized to the initial conditions of the
plasma. These solutions rely of the semi-infinite char-

acter of the plasma for the solution.

The analysis of planar semi-infinite plasmas is help-
ful in understanding laser produced plasmas whose mass is
a small fraction of the total target mass. For
semi-infinite targets the ablation process provides a con-
tinuous mass source which supports the flow. For the case
where the target mass is nearly depleted during the laser

pulse the effect of finite mass becomes evident in the
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The rarefaction of a laser plasma into vacuum can be
modeled using similarity flow. The solution of plasma
rarefaction has been treated in the planar semi-infinite

h28 and subsequently by many others ,2? By

case by Gurevic
semi-infinite it is meant that the plasma originally fills
a one-dimensional half space and is allowed to expand into
the void of the adjacent space. The semi-infinite case
has infinite mass and energy to drive the expansion.
Self-similar solutions for the isothermal and adiabatic
limits are discussed in ref. 30. These solutions use a
similarity variable (’=x/t to transform the continuity and
momentum equations. The isothermal and adiabatic approxi-
mations occur in the definition of the sound speed. Fi-
nally, the velocity, density and pressure all have closed
form solutions in both approximations. The density and
pressure are normalized to the initial conditions of the

plasma. These solutions rely of the semi-infinite char-

acter of the plasma for the solution.

The analysis of planar semi-infinite plasmas is help-
ful in understanding laser produced plasmas whose mass is
a small fraction of the total target mass. For
semi~-infinite targets the ablation process provides a con-
tinuous mass source which supports the flow. For the case
where the target mass is nearly depleted during the laser

pulse the effect of finite mass becomes evident in the
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flow. As the rarefaction begins the behavior is approxi-
mately semi-infinite wuntil the rarefaction wave reaches
the axis of symmetry. At that point, the reduction in
peak density changes the flow. This transition can be
avoided by assuming that the initial target is negligible
in egtent, thus neglecting the semi-infinite behavior.
This assumption requires that the transit time for a sound
wave through the half plasma to be much less than a char-

acteristic expansion time.

The contrast between massive and thin foil target be-
havior is demonstrated in figures II-2 and 1II-3. These
figures depict the density, temperature and pressure from
two target simulations by SAGE. Figure 1II-2 shows the
simulation of a 50 um CH target irradiated by 351-nm laser
light. The on-axis density and temperature profiles show
the classic form of the steep temperature front propagat-
ing into the dense target material. The temperature is

approximately constant in the coronal plasma.

Figure 1II-3 shows the simulation of a 10 pm foil for
similar irradiation conditions. Note that the peak den-
sity of the target has decreased as a result of the lim-
ited mass of the target. The temperature within this mass

is seen to vary, with a rise at the rear side.
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Figure 1II-2 Density and temperature profiles from a SAGE
simulation of a thick (50um) CH target. These profiles dep-
ict the "classic" case of a steep thermal front propagating
into the dense material. Note that the shocks have raised
peak density to slightly greater than solid (ns).






