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The Observation of Enhanced Thomson
Scattering in Submicron-Laser Plasmas

Abstract

Frequency up-scattered light produced by laser-plasma interaction was
measured under three different plasma conditions. The corresponding down-scattered -
light was also observed. The measured wavelengths were, in all cases, in good
agreement with the results of the enhanced Thomson scattering (ETS) theory. The
up-scattered band, shifted to a frequency higher than the laser frequency g, had not
previously been systematically studied. The other was down-shifted in frequency to
between wg and a/2 and typically has been referred to as the Raman scattering band.

Enhanced Thomson scattering is not an instability, but rather depends on the
presence of nonlinear plasma processes (resonance absorption) and instabilities
(stimulated Raman scattering or two plasmon decay) to produce fast and superfast
electrons, respectively, that enhance background plasma waves to large amplitudes.
Incoming laser light scatters from the enhanced density fluctuations into two
“plasma-line” features, one on each side of the laser frequency. The position of these
bands depends on the fast and superfast electron temperatures through the phase
velocity of the plasma waves that are enhanced.

The primary variation in the plasmas studied was in scale length. Variations
were produced by changing laser parameters such as wavelength and energy. The first
experiment was conducted using a 60-J, single-beam, 527-nm laser focused to a small



spot, producing a scale length of about 80 pm. The presence of fast electrons from
resonance absorption was inferred. The second experiment was performed using a
ten-beam, 20-kJ, 351-nm laser. Nine low-intensity beams were used to produéc an
ultra-long-scale-length plasma with a scale length of approximately 5,000 laser
wavclehgths. The tenth, or “interaction,” beam, obliquely incident on a 15-pm-thick
CH foil, was delayed 2.7 ns to simulate interaction with a reactor-type target. The third
experiment was conducted using a single-beam, 2-kJ, 351-nm, high-intensity laser

which created a plasma with a 200-pum scale length.
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Chapter I: Introduction

There are two ways to harvest large amounts of energy from the atom: fission
and fusion. Fission is the splitting apart of large nuclei to smaller, more stable ones.
The excess binding energy is converted into heat through the release of energetic
neutrons. This well understood process has been known since 1940;! however, in the
past 20 years, many disadvantages have been discovered, including the real and
perceived danger of accidents and disposal of radioactive wastes from nuclear (fission)
power plants.

Fusion, the merging of two light elements to make a heavier element,

D+Toa+n+17Mev, a-n
does not have most of these disadvantages. The reaction is not a chain reaction and the
radioactive wastes generated by fusion, primarily through activation of the support
structure and fuel-handling equipment, have much shorter half-lives than those
produced by fission. There is also much less radioactive waste produced.

The two major areas of fusion research differ in their approaches to confining
and heating the fuel. Magnetic confinement fusion (MCF) relies on magnetic bottles to
confine the fuel. Heating is done by electric fields, neutral particle beams, or rf waves.
Inertial confinement fusion (ICF) uses the mass of the fuel itself to confine the fuel.
Direct-drive ICF uses large laser or particle beams that are focused onto small glass
microballoons containing the fuel. The beams heat the outside of the pellet and cause
the surface of the pellet to ablate. To conserve momentum, the inside surface of the
pellet must move inward (the “rocket effect”). The pellet implodes and the fuel is
compressed to hundreds of times its initial density. It is also adiabatically heated as it is



compressed. Indirect-drive ICF, some details of which are still classified, first
converts the laser energy into x rays which then implode the peliet.

Important proof-of-principle experiments in the last year have shown the
viability of ICF. Direct-drive target experiments at the University of Rochester have
achieved compression of greater than one hundred times liquid fuel density by utilizing
cryogenically cooled DT targets and by using extremely uniform target-irradiation
conditions produced by distributed phase plates.2 By using an optimized indirect-drive
target, Lawrence Livermore National Laboratory has achieved a volume compression
ratio of about 3 x 104 and a neutron yield that is essentially in agreement with spherical
implosion calculations.3 In addition, target ignition has been apparently achieved, in
classified experiments, using the radiation from a nuclear weapon as the driver.4

Many problems and challenges remain to be overcome before commercial ICF
power becomes available. Two of the major difficulties are energy coupling and fuel
preheat by fast electrons. Energy coupling is important because the overall efficiency
of the process is proportional to absorption efficiency. Fast-electron generation is a
problem because the electrons can deposit their energy in the cold fuel before the
imploding shock front can compress the fuel, reducing the overall efficiency of the
fusion reaction because the compression occurs on a higher adiabat. The origin of both

- problems is in the pellet corona. Not surprisingly, the high temperatures and short time
scales of an ICF interaction produce a plasma around the pellet. Laser light will
propagate through a plasma if the electron plasma frequency, @p [= (4ne2ne/me)1/2), is
less than the laser frequency, @p. The plasma is termed overdense where wp > 6 and
underdense where wp < 9. The critical density, ng, is the density at which the laser
light is reflected (i.e., where wp = p). The pellet corona is then the entire region
where the plasma density is less than the critical density. It is here where the laser light



is absorbed and fast electrons are produced.

A. Plasma Processes in the Corona

Laser light is absorbed primarily due to inverse bremsstrahlung (IB) and
resonance absorption (RA).5 Inverse bremsstrahlung, also known as collisional
absorption, occurs when an electron absorbs a photon during a collision with an ion.
Consequently, in a laser plasma, the electrons are heated and the laser beam is
absorbed. Inverse bremsstrahlung occurs only in the corona because the laser cannot
penetrate the critical surface.

Resonance absorption (RA) causes laser energy to be converted into electron
suprathermal energy at the critical surface of the plasma when there is a component of
the laser electric field parallel to the density gradient. The electric field excites resonant
plasma waves at the critical surface which are then damped. Since any laser beam has a
non-zero divergence, RA is always possible. Hot electrons are then created by
wavebreaking — a situation where the electric field has grown large enough at the
critical density surface that electrons are accelerated through it in less than one
oscillation period.6 Resonance absorption is important with 1-4m and 0.53-pm lasers,
but is less important for 0.351-um-laser irradiation, because with shorter laser
wavelengths the collision frequency is higher, leading to higher absorption due to IB
and consequently less absorption by RA.

Parametric instabilities may also produce hot electrons. In stimulated Raman
scattering, a typical parametric instability, an initial noise source in the electron density
(Sn) interacts with the electric field of the laser to give rise to a transverse current

(On ¢ Eg). The current radiates a scattered wave, Es. The ponderomotive force



between the two light waves, V(Eg ¢ Eg), causes density perturbations, 8n, that
reinforce the initial noise sources. Thus, the density fluctuations and scattered light
levels grow exponentially. The most common parametric instabilities in a laser plasma
are three-wave interactions whose pump, (wg,ko), and daughter waves, (01,2,k1,2),
satisfy energy- and momentum-matching conditions:

W, =0, + O, a-2)

ko=k +k, . a-3)

The rate of energy transfer between the pump and daughter waves increases with time.
The fﬁ:dback loops for each instability are similar and an example of a feedback loop
for one such instability, the stimulated Raman scattering instability (SRS), is shown in
Figure I-1. The pump wave is the laser, and the daughter waves are a scattered light
wave, (ws,Ks), and a plasma wave, (wp,kp). The SRS instability may be either
convective, where the wave grows as it moves through the plasma, or absolute, where
the growth of the wave is temporal only.

There are other parametric instabilities besides SRS. These are summarized in
Table I-1 and the regions in the laser plasma where these instabilities occur are shown
in Figure I-2. The first two (SRS and SBS) are very detrimental to ICF because they
rcﬁect large amounts of the laser light and thereby limit the amount of energy absorbed.
Up to 10% of the incident energy may be reflected by SRS in a plasma created by a
1.06-pum laser? and up to several percent is reflected by SRS in a 0.53-pum-laser
plasma8 Increased reflectance is also found when Brillouin scattering is present.9-11

Inverse bremsstrahlung raises the average thermal level of the electrons in the
plasma while resonance absorption creates hot electrons that are substantially hotter
than the thermal background temperature. The two plasmon decay and absolute SRS

(SRS-A) instabilities create still more energetic electrons, called superhot electrons, at



Feedback Mechanism for SRS
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Figure I-1. The feedback loop for the stimulated Raman scattering instability. The
instability is driven by the interaction between an initial electron-density perturbation
(noise) that produces a transverse current, due to the oscillatory pump wave, which in
turn produces a scattered EM wave. The ponderomotive force of the interacting
incident and scattered EM waves enhances the initial density perturbations.



Table I-1: Parametric Instabilities

Stimulated Brillouin Scattering (SBS) W — W + Wiz
Stimulated Raman Scattering (SRS) Wy — W + Wp
Parametric Decay Instability (PDI) Wy — Wijg + Wp
Two Plasmon Decay Instability (TPD) Wy — Wp + Wp
g = incident laser ;i3 = ion-acoustic wave
@p = plasma wave @ = scattered light wave




Plasma Coupling Processes
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Figure I-2. Plasma coupling processes occur in the corona where (gp < @p. Some
instabilities are restricted to certain density regions by frequency and wave-number
matching conditions.



the quarter-critical density surface. Therefore, there may be three components to the
electron-temperature distribution: a cold background from IB, a hot component from
RA at the critical surface, and a superhot component from SRS-A or TPD at the

quarter-critical surface.

B. Enhanced Thomson Scattering

The plasma processes presented in the last section also lead to another reaction:
enhanced Thomson scattering (ETS).12:13 Physically, ETS is the scattering of the
pump wave from density fluctuations that have been enhanced by the presence of
suprathermal electrons. The scattered light is emitted in two frequency bands; one is
up-scattered to a frequency higher than the laser frequency and the other is down-
scattered to a lower frequency. More than one pair of bands may be present if both hot-
and superhot-electron components are present.

Particular care must be used to distinguish between three related, but different
processes that occur in a plasma. Ordinary Raman scattering (ORS), in general, refers
to the scattering of frequency up- and down-shifted EM waves as the result of the
interaction of an incident wave with an electron-plasma wave. Stimulated Raman
scattering (SRS), refers to a special form of this in which feedback between the pump
wave, the scattered EM wave, and the plasma wave produces a parametric instability
with exponential growth of the daughter waves.

Thomson scattering!4:15 of a laser by a plasma is a powerful diagnostic in
which a probe laser is scattered into two “electron-line” features whose shift from the
laser frequency is equal to the Bohm-Gross frequency [A® = (“);zx + 3k2v2)”2]. In
terminology reminiscent of the density and temperature diagnostic, enhanced Thomson



scattering refers to the large increase in scattering into the electron-line frequency when
the local plasma-wave amplitude is enhanced by the presence of a non-Maxwellian
distribution of electrons. This is also a form of ordinary Raman scattering. For this
reason, ETS has also been called “Enhanced Incoherent Ordinary Raman Scattering”
(EIORS).12

Enhanced Thomson scattering may be an obstacle to achieving fusion because it
is yet another process that increases the reflectivity of the plasma. It is also a signature
of processes detrimental to achieving fusion that are occurring elsewhere in the plasma
corona. In particular, ETS is a signature of suprathermal electron production.

Current theories of the convective SRS instability (SRS-C) predict a threshold
intensity that is much higher than the experimentally observed threshold of
down-scattered light while ETS has no threshold, per se. The enhanced Thomson
scattering bands can be confused with the scattered light from SRS-C, as will be
discussed later. This may mean that the classic theories on the production of SRS-C
may actually be in better agreement with experiments than previously thought. It ﬂso
means, however, that the overall picture of coronal physics must be modified to

explicitly include the production of up-scattered light bands.

C. Summary

This dissertation shows the existence of ETS in several different experiments
under widely varying conditions. In all cases, the measured wavelengths of the up-and
down-scattered bands were found to be in good agreement with the theoretical
predictions.

The theory of enhanced Thomson scattering is discussed in Chapter II,
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beginning with classical Thomson scattering of an EM wave from a free electron.
Perkins and Salpeter's14 derivation of scattering from the ionosphere when the electron
distribution contains energetic electrons is reviewed and then Simon's12 generalization
to a nonuniform plasma is presented. The chapter concludes with a discussion of
competing theories, including SRS-C and anti-Stokes generation.

Chapter III reports the results of experiments performed at the Laboratory for
Laser Energetics using the single-beam Glass Development Laser operating at
0.527 um. The plasmas created had moderate scale lengths and were characterized by
a three-component electron-temperature distribution. Scattering bands at frequencies -
above 3wq/2 were observed on the same target shots as down-scattered bands were
observed, eliminating the possibility that the up-scattered light was the anti-Stokes
mode of the SRS-C instability.

A very different experiment was conducted at Lawrence Livermore National
Laboratory using the Nova laser operating at 0.351 pm and is described in Chapter IV,
A high-intensity laser beam was passed through a preformed plasma that had an
ultra-long scale length. Time-resolved up- and down-scattered spectra, as well as
time-integrated hot-electron temperatures, were collected and are included in
Chapter IV.

A single-beam experiment was also performed using a single arm of Nova.
This provided a good contrast to the GDL experiments, since the experiment was
conducted at 0.351 pm with thirty times the laser energy and six times the laser
intensity. These results are presented in Chapter V. In this case, both ETS and SRS
were observed on the same shots.

A summary of the experimental results is given in Chapter VL. The applicability
of the ETS theory under the three very different irradiation conditions is also discussed.
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For the three experiments, the ETS theory accurately reproduces the position of the
down-scattered band, the appearance and position of the up-scattered band, and
explains the appearance of both scattered-light bands even below the theoretical
convective stimulated Raman scattering threshold. Deviations from the theory are also
discussed.

The appendices contain additional explanations of the experiments. Appendix A
describes the GDL system and the diagnostics used in that experiment in more depth.
Appendix B discusses an experiment that measured the absolute responses of several
films that are important in the interpretation of the GDL experiments. Appendix C
describes the Nova laser system and the diagnostics used in that experiment.



Chapter II: Theory

Thomson scattering is the process by which an electromagnetic wave accelerates
an electron, causing it to radiate. This description can be generalized to include the
scattering of a laser (or microwave) beam from collections of electrons in a plasma.
The application of this theory has resulted in a very powerful diagnostic for measuring
the temperature and density of low-density plasmas such as occur in tokamaks16 and
CO»-laser-produced plasmas.17 The scattering theory has been extended to include
plasmas that can be described by a non-Maxwellian temperature distribution.14 This
has been particularly useful in ionospheric experiments where solar ultraviolet and x
rays have heated a small fraction of the free electrons to very high temperatures as
compared to the background electron temperature. In a laser plasma, there may be three
different electron temperatures present: a cold background temperature from bulk
heating of the plasma, a hot temperature created by the resonance absorption of laser
light at the critical surface, and a superhot component created by either the two plasmon
decay or the absolute stimulated Raman scattering instability at the quarter-critical
plasma-density surface.

This chapter will quickly review the ordinary Thomson scattering theory and
Salpeter's approximation that describes the plasma density and temperature diagnostic.
Then, following Perkins and Salpeter,!4 the case of non-Maxwellian plasmas will be
presented, treating first the collisionless case to show the effects of Landau damping,
and then the collisional case. Simon's generalization1213 to a nonuniform plasma is
straightforward if an average “directed velocity” of the electrons can be defined in terms

of the measured electron temperatures. The primary result of this theory is the

12
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prediction of “scattering bands” whose wavelength and presence are not predicted by
the usual parametric instabilities present in a laser plasma. In particular, the appearance
of “gaps” in the scattered light spectrum are predicted by this theory. ‘

It will be shown that the most important factors in determining the wavelength
of the scattered light are the hot or superhot electron temperature and the angle between
the laser and the density gradient. The wavelength shift is greater for hotter electron
temperatures. The angle not only determines the direction of the emitted light, but also
how much the light is subsequently refracted. Other factors, such as the average ionic
charge of the plasma and the bulk electron temperature, have a lesser effect.

Several competing theories have been advanced to explain anomalies in the
scattered light spectrum, particularly the existence of a “gap” between the
down-scattered light and the plasma emission at wg/2. Only one other explanation has
been offered to explain the existence of up-scattered features (those at higher
frequencies than the laser). These theories are touched upon briefly to act as a basis for
comparison in the succeeding chapters describing the results of the experiments.

Finally, the major results are summarized and a brief discussion of the

assumptions and limits of the enhanced Thomson scattering model are given.

A. Ordinary Thomson Scattering

A free electron will scatter electromagnetic radiation. The effective scattering
cross section8 of the interaction is defined as the power scattered into a given solid
angle divided by the incident power. This can be calculated as follows. First, consider

a plane, linearly polarized wave with an electric field
E= Eiocos(k-r -ot+a),
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propagating in the # direction incident on an electron at rest. ‘The subscript “i” will
denote the incident wave. The force due to the magnetic field of the EM wave is
negligible if it is assumed that the velocity of the electron is very much less than the

speed of light. By defining the dipole moment as d = er, the equation of motion of the

electron leads to
2 2
dd
== %Ei : @-1)
dt

Since it is assumed that the velocity of the unperturbed electron is small, the scattered
radiation is at the same frequency as the incident radiation (@ = ®;) and the scattered

intensity into a solid angle dQ is given by the dipole radiation formula!?

4
d = —> (Exh )aq . (M-2)
23 1
4tm'c

The unit vector fi is in the scattering direction. The scattering cross section is defined to
be

do=—, (I-3)

| B

where §; = cEi2/41t is the magnitude of the Poynting vector of the incident wave.

Letting © be the angle between Ej, and f yields

2
2
do= (Lz-) $in’B dQ . (-4)

mc

The Thomson cross section is then obtained by integrating Eq. (II-4) over all angles,
gn| ¢’ i 8r 2
G 3| 3 "3 @)
mc

where 1 (= 2.82 x 1013 cm) is the classical electron radius.
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The differential scattering cross section of unpolarized light is also easily
calculated, assuming  is the scattering angle between the incident and scattered wave

vectors, to bel8

2
2
do=%(-i-2-) (1+cosdy )dQ . @-6)

mc

Scattering of elliptically polarized light is of interest because the Glass Development
Laser at the Laboratory for Laser Energetics has a slight elliptical polarization.20 If the
incident laser has an electric field of

E = A cos(ot + a) + B sin(ot + o)

with A and B perpendicular to each other, the scattering cross section is given by18

2
do=(iJ (Axf >+ (Bxh )

dQ . -7
2
A2 + B2

mc

The frequency of the scattered radiation is different than the incident frequency

if the restriction of small electron velocity is relaxed. The assumption that v << c is

retained, however, so that the magnetic field contribution to the scattered power is zero.

The equation of motion2! is similar to Eq. (II-1), except that the time-scale of interest is
the retarded time, t":

m % = ¢E, cos[ker(t) - 0f] . (I-8)

The retarded time may be approximated by
t=t-(R-f +rjic), (I-9)
where R is the position of the observer with respect to the moving charge. If the

influence of the EM wave on the translational motion of the electron is ignored, the

scattered electric field is given by the field of a moving charge
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E(R) =(—c%] B xd xSy, @-10)

with B = (& * v)/c, and its derivative is evaluated at the retarded time. Equations (1I-8)

and (11-9) are used to evaluate the scattered field in terms of the real time:

2
ER) = ;—° [h x( xE,)]coslkR - ot - ker(0)] . (W-11)
The wave propagates at the Doppler-shifted frequency
O =0+0=0+kv 0-12)
with the wave vectors
k=k-k, k=(@pc)h and k=(0c)f . (T-13)

The angular factor in Eq. (II-11) depends on the polarization of the incident

wave. If the angle between fi and { is defined as 6, and ¢ is the angle between the
polarization vector of the incident wave and the plane containing fA and £, the angular
factbr takes on the simple form:

i x (@ x§ )*=1-sin® cos’d, (T-14a)

for polarized radiation, and
A x@ xt )]2=1--;-sin29 (- 14b)

for unpolarized radiation.

The total Doppler shift has two sources.22 The first is that the incident wave
has a Doppler-shifted frequency, as seen by the moving electron. The second shift is
from the component of the electron velocity in the direction of the scattering. Equating

the Doppler-shifted frequencies and then rearranging, recovers Eq. (1I-12):
1

f ev 1 fl ov
o=0|1- . - =+ kev . @-15)
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The quantity of interest for any real experiment is the scattered power into some

solid angle d(2 at a frequency g:
dP.(R,») :
__'___._‘-=R2(_c_)15: . {1-16)
dQ 4n

Substituting the expression for the scattered electric field obtained in Eq. (I1I-11) into

this equation yields the power scattered by a single electron
2

Ccr
PRw)dQ="EdQ[h x@ xt)]° . (I-17)

The electron radiates at the Doppler-shifted frequency, ws, given by Eq. (II-12), which -
reflects the electron velocity. The electron velocity distribution may be determined from
this equation. Since the scattered frequency is given [Eq. (II-12)] in terms of the
electron velocity component (vi) in the direction of the differential scattering vector (k),
the scattered intensity in a given frequency range about @ is proportional to the number
of electrons in a corresponding velocity range about vi.23

Because the ions are much more massive than the electrons, they scatter much
less. Therefore, the time-averaged power scattered per unit solid angle at the observer
from an incident EM wave is a superposition of the scattered electric fields from each

electron. This is equivalent to integrating the scattered field from each electron over the

electron velocity distribution23:
N
—t = E. E |, (11-18)
a 4 (j=l "; y

which may be rearranged by separating out the terms where j=1 (N is the total number

of electrons), yielding

dr CR2 CR2
] - ° . 9
= 8 NE:"F N(N-1) (EJ E))'i . I1-19)
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The first term represents incoherent scattering which is the simple sum of scattering
from uncorrelated electrons. The second term is coherent scattering from correlated
groups of electrons. The electrons may be correlated by being a part of a ﬁcbyc
shielding cloud, by some collective motion such as electron density fluctuations
produced by a parametric instability, or some other process. The size of a typical
clectron feature is of the order of the Debye length. At the quarter-critical density
surface of a 527-nm-laser-produced plasma with a temperature of 1 keV, the Debye
length is approximately 7 nm.

It is useful to introduce the scattering parameter ¢,

b 17
1 1.08x107A(cm) { n,(cm™) ]
o= = ’ (H'ZO)

K, sin (8/2) TV

where k = 27 sin(8/2)/A; and Ap = (KT/4nen)12 is the Debye wavelength. When a. is
small, that is, A; << Ap, the EM wave incoherently scatters from the individual
electrons because the incident wavelength is smaller than the dimensions of a typical
electron feature (of the order of the size of a Debye sphere). In this case, the second
term of Eq. (II-19) is zero and the scattered light spectrum gives the electron
distribution. When « is large, the second term of Eq. (TI-19) dominates the distribution
of the scattered power because the incident wavelength is larger than a Debye length so
that the scattering is from “coarser-grained” features and the scattered light spectrum
will reflect this.

The density of a laser-produced plasma is high enough that the scattering
parameter is always larger than one for any commercially available laser. Thus, the
calculation of the scattered power from a plasma must include the effects of collective

motions. That is, the EM wave scatters from shielding clouds of electrons, rather than
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from individual electrons. Each particle in a plasma may be considered as a test particle
moving with velocity V', shiclded by a cloud of oppositely charged particles, and also
as a part of the shielding clouds around other test particles. It is helpful here to note
that the electron density at (x,t) in the vicinity of a test charge, at position x', is24
n(x,t; X', v) =n_+n, 4ne’ 1imj :xp leex - x01 kV g
k™ D(k,kev')(kev - kev' - ig)

£-0

dk
(2r)

X

dv + chp [ike(x - x")] dk , d1-21)
3 3
(2x)
with
o 2kev (3f (/sz) dv
D(k.kev) =1- z — 1im J' =
a K et kev - kev' - i€

1I1-22)

The total scattered electric field is the ensemble average of the field scattered by one
electron [Eq. (I-17)]):
| i x{(h -B)xP)

c
E Rt =-— |dr|dv Fe(r,v,t') . (1I1-23)
* °RJ J [ (1-A +p)° }

=
where JdvFe = n(x,t) is the average electron density. The time-averaged scattered

power is then the sum over all test particles in the plasma,

ek’ [
—— — 2 -
PR) Q= 7-dQ Lin Tjdt|Eml : (11-24)

The quantity measured in an experiment is the power scattered in some frequency range
s + dwg2, since any detector accepts radiation only over a finite range. Therefore,
the scattered power must be expressed in terms of frequency. To achieve this, the

Fourier transform of the electric field is defined as



E, (@) = Idt E, ®exp {-iny) . (-25)

The application of Parseval's theorem results in an expression for the scattered power

per unit frequency
) o+d02 |, 2
cR"dQ , 1 Aot
P(R.0)dQdo, = — 1 im ﬁjdm‘ J.dt E (e . (11-26)
o.-d0 2 [I*=

Recalling that Eg 1 is proportional to the number of scatterers, Eq. (II-26) shows that
the scattered power is proportional to the square of the total number of scatterers, or,
equivalently, the square of the density of the plasma.

Taking the spatial and temporal Fourier transforms of the density and

substituting into Eq. (II-26) yields an expression for the scattered power,

+ oo
cdQ de ¢
P,(R,0)dQdo =——1im T‘l_[dt ~E, (6 x( x1)]

n . X me

fer R |2
XJdr n(r.t) cxp[ - m)'(t g +?)] coskk,er-onl . (0-27)

After substituting the Fourier transform of the electron density and then performing the
integrals over wave vectors, time, and position, the scattered power can be written in

terms of the ensemble average of the density fluctuations,

Eyr 2
Ps(R,m‘)demff—w—:-ngdms'ﬂ x@ xt )| Nskw , @28
16n

with

1 | ko)
S(kw) = Lim — (@-29)

T, Ve=ioo neo
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identified as the spectral density function. The curly braces denote an ensemble
average. Examination of Eq. (II-28) shows that all of the spectral information is
contained in the spectral density function. By measuring the frequency spcctrum ata
given scattering angle, or the wave-vector spectrum at a given frequency, information
on the size and frequency of electron density fluctuations can be obtained.

The spectral density function has been calculated!s in terms of G, and G;, the
dielectric susceptibilities of the electrons and ions, respectively, and the zero-order
velocity distributions feg(w/k) and fio(w/k). Itis

G,|”
?l fo(w/k) | (I1-30)

G 2
1-‘5’ faf,(m/k)+2’tz
€

Stkw) = 2~ =

Tk

with € = 1 + G, + G;j.

If the zero-order electron- and ion-velocity distributions are Maxwellian with
characteristic thermal velocities ve and vj, defined as vg = (2kgTe¢/mg)!/2, the
susceptibilities take the simple form15

G,=- 0’ W(x) (II-31a)

T
el 2

G,=- Z(’fi) o W(x) (1I-31b)
where the dimensionless frequency variables are xe = W/kve, xij = ®W/kvij, and o retains

its earlier definition. The plasma dispersion function is W(x):

o2 pz 2
Wx)=1-2xe" |e"dp -in xe~ , (11-32)
0

and the real and imaginary parts of W(x) are denoted by Rw(x) and Iw(x), respectively.
The function Iw(x) represents Landau damping. The spectral density function is easily
calculated to be25
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avn [ At A
S(k,(l)) = kv‘ Uz ’ (II'33)
where
T 2 T 2
Ac= cxp(-x:') (1 + a’Z—T—"Rw(xi)) + (a’Z,I—,’Iw(xi)) (I1-34a)
mt,)"” .
A=Z =5 expxd) [(@Rw(x)) + (@Tw(x))] (I1-34b)
and

2 2
T T
= [1 + a{Rw(x) + ZTiERw(xi))] + [azlw(xe) + a’ZT—:Iw(xi)] . (I-35)

An interesting approximation is due to Salpeter.26 When T, = Tj, the quantity

X¢/Xi << 1. The spectral density function is now greatly simplified to

2
12 12 2
2n 2n o
S(k,(l)) = Era(x) + -FI—Z ( 1+ uz) l"p(xl) , (H-36)
where

T (x)= exp(x) @-37a)

P 1 +pRwI + [PIw())

2
Za
B2= =t . (II-37b)
1+ a2 Ti

This approximation shows many of the features that are important in a plasma with a
Maxwellian distribution. For small values of the scattering parameter, a, the scattered
frequency is proportional to the electron velocity distribution in the direction of k, the

differential scattering vector. More importantly, when « is large, two “plasma-line”
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features appear at frequencies @ where the denominator of I is a minimum, These
frequencies are shifted from the incident EM frequency by the Bohm-Gross frequency,
WBG, |

O =010 (11-38a)

W =l + VK (11-38b)

An example of the electron feature spectrum is shown in Figure II-1.
As shall be shown in the rest of this chapter, enhancements of the level of
scattering of the plasma-line feature may occur for electron distributions that deviate

from Maxwellian.

B. Scattering from Non-Equilibrium Plasmas

Non-Maxwellian electron distributions give rise to greatly enhanced scattering
levels of the “plasma-line” feature. This effect was first observed in jonospheric
experiments conducted at Arecibo?7 and explained by Perkins and Salpeter.14 The
principal result of their work, the power spectrum near the plasma line including the
effects of clectron-ion collisions, will be generalized in the next section to the
conditions of laser-produced plasmas following Simon's derivation.

This section begins with the derivation of the power spectrum near the plasma
line in a collisionless plasma. This result does not show all of the features of the
collisional case, but is much easier to derive.

The derivation and notation of Perkins and Salpeter4 will be followed closely.
The following assumptions are made: (1) the plasma is uniform and consists of N
electrons and N/Z ions of charge Z; (2) the plasma fills a volume V so that the electron

density is n = N/V; and (3) the ions are motionless. This last assumption is valid
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Figure II-1. The Salpeter approximation to the spectral density function as a function
of the scattering parameter, &, for electron and ion temperatures equal to 1500 eV.



because the ion thermal velocities are much smaller than the electron velocities. An
expression for the power spectrum near the plasma line will be derived by assuming
that the electron distribution function, which satisfies the Vlasov equation, consists of
three terms representing the average velocity distribution, ion effects, and
time-dependent fluctuations from the time-averaged distribution, respectively. The first
two terms are considered known and used to solve for the level of the fluctuations
whose Fourier transform is related to the power spectrum. The two important physical
effects for the collisionless case are the excitation of plasma waves by fast electrons
whose phase velocity is in resonance with the electron distribution at the Bohm-Gross
frequency and the broadening of these resonance regions by Landau damping.
The electron distribution is described by the function

F(x,v,t) = Fo(v) + Fl(x,v) + f(x,v,t) (I1-39)

where Fy is a zero-order isotropic distribution normalized to 1, Fy is the first-order
time-independent distribution, and f is the first-order time-dependent distribution that is
responsible for the enhancement of the plasma lines. The first-order potential, @y, is
produced by F;. The zero-order potential, due to Fo, is zero. The complete distribution

function, F, satisfies the Vlasov equation and Poisson's equation:

oF oF e oF
?+V°§;+EV¢°'B—V=O s (11-40)
z
V20 = 4ne nIde-Z 8(x-Rj)] . m-41)
j=l

The total electrostatic potential is @ and R, is the position of the jth ion. Since the
zero-order part of the potential is zero, the quantity @ is first-order and consists of a
time-dependent term from f, and a time-independent term, @;.

The method of solution for Egs. (II-40) and (II-41) is to take the
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Fourier-Laplace transform and then linearize the result by keeping only those tenms that

are first order in f or Q, where Q is the Fourier-Laplace transform of the electron

density:

N
QK = Y, j dt exp ( - ikex() + G-t} , (@-42)
i=1 g

the summation is over all electrons, and vy is a small positive number. The transform of

the time-dependent distribution, f,

o0 4oo

f(k,v,0) = de Idt fx,v,t) exp{-ikex + l@-Yt} , {[-43)
. 0

is related to Q (for nonzero ®) by

Qk,0) = njdv f(k,v,) . (11-44)
By taking the Fourier-Laplace transform of Eq. (II-38), the electrostatic potential can be
expressed in terms of Q:

4ne

k2

Qk,0) = J'de‘dt ® exp{-ikex + (iw - Yt} . (1I-45)
0

The contribution to Q comes only from the potential due to f since @) is independent of
time.
The linearized transform of the time-dependent part of Eq. (II-40) is

o, oF,
(Y+ik e v -io) f(k,v,0) - i Y Qk,0) k
nk ov

2
| @ Qq.w)  9F,K-q.v)
-1("$);{ q2 : ov




27

e kg

®,k-9 LR } ctwven . @as
4ne

The sum over q contains all the terms bilinear in the first-order parameters f and ¢1, or
Q and Fj, which represent the electron-ion collisions. These terms represent the three-
wave excitation of an electron density fluctuation (q) by an electron density fluctuation
(k) interacting with the static electron-ion correlations (q - K) These terms will be

important when the collisional case is considered, but neglecting these terms yields a

collisionless equation:
@ oF,
(y+ik * v - io) f(k,v,0) - i —E Qk,0) k * = f(k,v,0) . (I1-47)
nk? ov

Let n(k,v,0) and y(k,w) be the collisionless approximations of f and Q, respectively.
Then

-if(k,v.,0 2ink?) wik,)k * OF /0
kv = (k,v,0) + (@fnk) y(k, W)k * F OV s

kev-o-iy

Multiplying by the density n, integrating over velocity space, and using Eq. (II-43),

yields the solution for y:
yaw = || [flrD dv @1-49)
gk | “kev-o-iy
with the definition
® ke dF ov dv
gko)=1--F I 0 : (11-50)
K Ykev-o-iy

The integral in Eq. (II-49) consists of a sum over N terms, since

fk,v,t=0) = -ln- Z exp(-ik xi) S(v - vi) . (1I-51)



where x; and v; are the initial position and velocity of the ith electron.

The power spectrum is given by
) =1lim (;}'ﬁ) IQGk,m) , (@-52)
-0

and the approximation, V, is substituted for Q. Substituting Eqs. (1I-49) and (II-51)
into Eq. (I1-52) yields
Ik,0) = X 2
k,w) lim (nN) e (k,w)!

Y0

exp{-ik * (x.- x.
2 xp{-ik * (x, i,)} . @53
ij (k-vi-m-iy)(k-vj-m+iy)

The double sum can be evaluated by separating out the terms where i = j, to obtain

L {j Fy(v) dv
= 1m—'!—
j y»0 BN (k-v-m)2+72

F (v.)F(v. ik * (X, - X,
S dN-1) ”- o(vy) Fo(v) {explik » (x; x)h dv.dv.} . aLsd)
(ke v,-0-if) ke v,-0-i) v

The quantity ) indicates an average over the positions of the two electrons with their
velocities kept constant. At resonance, ® = k » v, and as y—0, the first term of Eq.
(II-'54) is of order y-1 (a large value), while the second term tends to a constant limit
because the denominator can only be in resonance at one phase velocity.26 Clearly, the
second term may be neglected so that only the terms where i = j survive the limit. The

power spectrum then reduces to
10e,0) = k" FyXak) leko)” (0-55)

where the term, Fo(!)(u), is defined as a one-dimensional velocity distribution:



29

Fu) = J F(v)2rvdv . (W-56)

An approximation to the collisionless dielectric function [Eq. (II-50)] can be made since

the phase velocity, vg = w/k, satisfies vy << wp/k for all values of interest,28

2
op| kT | o FPew

g,k.0)=1- —% 1+ +in— {1-57)
© mo kK dwk)
The average temperature, T, is defined by
3k, T =j mv’ Fy(v) dv . (@-58)

Large enhancements of the power spectrum (the “plasma lines™) occur at

frequencies where the real part of gg vanishes. Denoting these frequencies as WG, the

enhancements occur at
0= p; =+ (o} + 3Kk, T /m)'? | (I-59)
Near these frequencies, the power spectrum has the form
2 g
( )
1k,0) = » Wpg Fo @5k (T-60)

2
LAY
&Y @-0ge) +[ 7 i du

u=o/k

The second term of the denominator of Eq. (TI-60) is very small, showing the resonant
nature of the power spectrum when @ = WG = Wp and that the line has a Lorentzian
shape. The width of this plasma line is determined by the Landau damping term.

The goal of the rest of this section is to derive an expression for the power
spectrum near the plasma line including electron-ion collisions, which will give the

correct width of the plasma lines. The natural approach to this problem is to use a
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Fokker-Planck equation that correctly models the electron-ion collisions. The collision
term, or drag on the particle, represents the loss of energy due to a large number of
small angle deflections. By using a Green's function to represent a test pai'ticlc
traveling through the plasma to solve the Fokker-Planck equation, the electron-density
term will be seen to contain terms that describe the excitation of plasma waves by
random collisions. That same Green's function will also describe the damping of those
waves. Finally, the power spectrum will be derived.

The starting point is to derive the Fokker-Planck equation for f(k,v,w) without
neglecting the collision terms by rewriting Eq. (II-46) to solve for f(q,v,w) in terms of
f(k,v,w) and then substituting back into the original Eq. (11-46)14:

of(k,v,
(k * v - ©-iy) f(K.V,0) + iv(V) %v: (v’&aB AR —ia%
w2 aFo
= S(k,v,0) + —£ Qk,0) k * , (11-61)
nk2 ov

where the source term representing electron-ion collisions is

mz
S(k,v,0) = - i f(k,v,0) + —2 Etb(q-k)

2 1

knvV ¢

X {[ey(k,0)/kg(T)k « [9¥(v)/aV)]

- (Y4ne) (k - q) » [NK.V.0)0V]) . (1-62)
Several definitions have been made here,
YW EEWFW , (1-63)
S -1 mv i ]
@'=[FmEmav, TR . @6

and the collisional terms are
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2 2
Zw_In A \
v(v)=—B——; v =J' _.(ml_ F o(v) dv . 1-65)
87nv ky E(V)

In the above, ¥ is a modification of the zero-order distribution function, v is the
collision frequency, V is an average collision frequency, and A = 41ml13). If Fg is a
Maxwellian, the term E(v) is independent of the velocity and is equal to the temperature
of the Maxwellian. . Consequently, ({) =& =T, and ¥ = Fg. Because the distribution
F) is independent of time, its contribution to the scattered spectrum is a delta function at
zero frequency. This represents the effects of the ions which were assumed to be
fixed. This term shall be neglected because the light is mostly scattered by the shielding
electrons. The indirect effects of F) in Eq. (II-46) will be retained, however.

A Green's function will be used to solve Eq. (II-61). The Green's function

satisfies
Ko iy + iv(v) d W% d
vV-0-1Y lV(V -a—v: \' op - vaB WB- G(k,V,V',O))

=-13(v-v), (11-66)

and describes the propagation of a test electron through a plasma of fixed discrete ions
shielded by the static electron shielding clouds. Using this definition, f(k,v,m) may be

written as

f(k,v,0)=1i Idv' Gk,v,v', )

m2 BFO
X { Sk,v,0) + —J’-Q(k,m) ke 3v° } . {11-67)
k'n v

The quantity Q and the dielectric function are expressed in terms of the velocity integral
of G,
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H(k'v.’w) = Jdv G(k,V,V',(D) ’ (H'68)
as
in
Q@) =—— [ av' Hk,v'\0) Skov,0) @-69)
ek,m)
and
i @ oF
ekow)=1- -—23‘[ dv' Hk,v,0) Kk * —a——? . 11-70)
k v

The denominator of Eq. (II-69) represents the damping of plasma waves while
the numerator represents the excitation of those waves due to random collisions
represented by S, the source term for fluctuations. Both of these terms require
approximations of the function H. Since plasma waves are damped primarily by the
randomization of the electrons by electron-ion collisions, the approximation in the
denominator must be a function that slows down along the direction of motion and that
reproduces the average position vector (x). By inverting the Fourier-Laplace transform
for G, Eq. (II-66), and using the correct initial condition, G(x,v,v',0) =

8(x) 8(v - v"), (x) may be calculated as
(x) = _[x Gdxdv=v v (1-¢2) . @-71)

Representing G as a delta function in position and velocity space that reproduces {(x)

correctly will be an adequate approximation to use in the denominator of Eq. (II-69),
H(k,v', @) = H(k,v',0)

=_[cxp{(im-y)t-ik-v'(zv)"(l ). @72
0

From the collisionless case, it is expected that the dielectric function will only be

important for frequencies ® = wy, and for scattering parameters o >> 1. In this limit,
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€(k,w) becomes
2 2
o 3%k, T
eko)=1-—L| 1+ knz
(02 m@
2(02' mo2 orY -
e e @-73)
o k¥ \ou ) )
In the above,
T=T, v=ow pZA'l n A2n) /6 ([-74)

because, according to Eqs. (II-58) and (II-65), these quantities depend mainly on
particles of average energy so that the function Fg may be replaced by a Maxwellian in
their calculation. The damping is now due to two effects: electron-ion collisions (via 9)
and Landau damping. The two damping terms are now stated explicitly. In the limit of
zero collision frequency, Eq. (II-57) is recovered and e(k,®) becomes eo(k,®).

An approximation to the numerator may be obtained by considering a
Fokker-Planck equation that describes sideways deflections correctly on a short time
scale, vt << 1, which will correctly model the excitation of plasma waves. This
approximate Fokker-Planck equation is the Fourier-Laplace transform of Eq. (II-65)
wifh the variable tensor (v28ap - vavp) replaced by a constant tensor (v'28“p - v"xvé).
This equation models sideways deflections correctly. The solution of this new equation
is then used to calculate the approximation of H used in the numerator, HN(k,v',®).
Only components of JHN/dv' that are perpendicular to v' will be needed and will be
denoted by the subscript xy:

@H"Bv), =k, [ arLit- 2wk + v
0
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Finally, two simplifying approximations are made that allow a calculation of the
numerator of Eq. (II-69). The first is that the limit y—0 represents an average over
long times so that initial conditions, such as the term f(k,v,0), may be neglected. The
second is that only terms that are logarithmically dominant sums over q will be kept. In
particular, only the largest term in the limit of large q will be kept. This leads to an

expression for the numerator of Eq. (II-69):

in [av H kw0 Sy = Y, S ka0, @76)

where

. -e -ige X. .
s‘=(;\7)2<1>,(k-q)c“I @ vi-o-m &-q)
q

« @H' (k,v,0)/3v) . a1-77)
The power spectrum depends on the double sum

Y s . @-78)
5

This is really a quadruple sum when the sums over q and q' are considered. As
before, only the i = j terms are logarithmically divergent, leaving the double sum over q
and q'. Using the same reasoning, however, reduces the result to a sum over the
q = q' terms. Therefore, the power spectrum is proportional to

nm(;’ﬁ) [ Z, ' <s">*]

-0

. 0 0
= ]‘_yir([; % dv FO(V) ( -aV_aHN) Tab(V) ( a—v'p-HN) ’ (H-79)
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where
2
dk e Ia>1(k)|2 k kg .
CrYmV[(qev+kev-0)’+y]

'ruB<v)=_[ (11-80)

Only the elements of Tqp perpendicular to v are nonzero. These elements are equal to
v(v)v2fyif only the logarithmically dominant part of the integral is kept by cutting off
the integration at k = kg {({)/e2. The sum then becomes,

lim (;Yﬁ) [ 2} s (sjr*}

¥-0

= %jdv F,(v) I(aHN/i)v)xyl2 v(v) v

K2 Fo /)
=— Jdv Fy(v) (vxy)2 v(v) + -2 . . (11-81)
To
This last integral is
Jdv Fy(v) (v,)" v(v) = 29k, /m (I1-82)

where Fo(v) has been replaced by a Maxwellian because this integral is not sensitive to
the high energy tail.
The power spectrum may now be calculated by inserting Eqs. (II-73) and
(11-82) into Eq. (II-53),
I(k,0) = le(k, @) 20k, Tm ™ + K 'F k) (11-83)

This result is similar to that of the collisionless case of Eq. (II-55). The dielectric
function, €, is given by Eq. (II-73) and has sharp resonances when ® = + wgg, just as

in the collisionless case. Near these frequencies, the power spectrum has the form
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In the limit of zero collision frequency, this reduces to the collisionless result,

Eq. (1I-60).

C. Enhanced Thomson Scattering in a Laser-Produced Plasma

The main result of the previous section [Eq. (II-84)] can be generalized to
predict the spectral location of scattered-light bands emanating from a laser-produced
plasma.12.13.29 The bands are the result of the interaction between the heating laser
beam and density fluctuations whose amplitudes have been enhanced by the presence of
fast or superfast electrons created by parametric instabilities or resonance absorption in
the underdense corona. If no hot or superhot electrons are present, the density
fluctuations still exist, but their amplitudes are not enhanced above the background
thermal level. Incoming laser light will still Thomson scatter from the thermal plasma
waves in the standard manner,17 although much more weakly than in ETS.30

The electron-velocity distribution is not a simple Maxwellian in a laser-produced
plasma and the zero-order velocity distribution used to determine the location of the
scattering bands must reflect the nonisotropic nature of the electrons. In general, the
distribution consists of three terms: a cold background at temperature T, a hot
component caused by resonance absorption of the laser at the critical surface with
temperature Tp, and a superhot component of temperature T, that may come from

either the two plasmon decay instability or the absolute stimulated Raman scattering
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instability. For example, it was found that under the conditions of the experiment
described in Chapter I, a plasma produced by a 527-nm laser had a cold temperature
of 1.5 keV, a hot temperature of between 5 and 10 keV, and a superhot temperature
greater than 15 keV.31 The plasma studied in Chapter IV, produced by 351-nm
radiation, had a cold temperature of about 2.7 keV and a superhot temperature of 25
keV. No hot-electron temperature was observed or inferred.

The power spectrum [Eq. (II-84)] is restated here with a slight change of
notation so as to follow Reference 13 more closely:

1(k,0) = le(k,@)|” [ 29 kT (xmeo’)" + Py) . (-85)

The wave number and frequency of the plasma wave are given by k = kg - kg and
o = (g - W5, respectively. It is assumed that the bulk of the electrons can be described
by a Maxwellian distribution with the cold background temperature T.. The effective

dielectric function, including collisions, is given by

2 2
P 3%, T 2m2v )
e(k,co)=1-(—n§ 1+—>=2i| 25— PP | . @86

2
mao co3 k

The terms F, and F, are integrals over the zero-order uniform isotropic electron

distribution, Fo, [Eqs. (1I-49) and (II-50)];

F d
Ppmtimd [ 00 -87)
=077 [(kev-0)+7]
and
k » oF /ov d
Py =1im lj o/ov_ v (11-88)

[kev-0)+]
The cffect of fast and superfast electrons will be modelled by generalizing Fo.

The definition of the average collision frequency is retained, so that when
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applied to the bulk Maxwellian,
v ZInA

- — << 1. (11-89)
©  m3en* |

The major contributor to the collision frequency comes from particles of average energy
[Eq. (II-64)]. That is, the contribution from non-thermal electrons is considered to be
negligible as compared to the contribution from the background Maxwellian, Fy.
Substituting Eqs. (II-86) through (II-89) into Eq. (II-85) yields the power
spectrum,

W[ Py + 2TV (nwim)” ]

L @90
4{@-0) +[V -n Py T }

Ik,) =

The thermal correction term is small and has been neglected so that wWpg = @p.
The power spectrum determines the shape of the scattered spectrum. The
scattered power, however, is the product of the total number of scatterers, N, and the

power spectrum:
_l_ dp
Pi dQdo \

= FK 0.(6,¢) 1(k,®) , (I-91)

where A is the area of the laser beam. The Thomson scattering cross section,
6;0.0) = 15[ 1 - 5in’®, cos’(® - 6] @-92)

accounts for variations at angles, 05, from the incident directions, and ¢ - ¢y is the
angle between the projection of the scattered beam on the plane normal to the incident
and the incident electric polarization vector. Because this is an inhomogeneous plasma,
the total scattered power is then a function of position in the plasma through the varying
density, n(x), and the density (position) dependence of the power spectrum. If the
plasma varies along the direction of the laser beam, say in the x direction, then the
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scattered power is more properly generalized to

1 dp

Pi daQ dm'

= n(x) c’r I(k,(o,X) dx ’ (H'93)

where the dependence of the power spectrum, I(k,), on position through co§ and Fo,
is explicitly stated in I(k,w,x). The electron temperature is assumed to be constant
throughout the plasma corona.

Because I(k,) is resonant at points where w?= coi, the integral (over x) in Eq.
(T1-93) will be highly peaked at points, xg, where the frequency, , is at its critical

density: w’= colz,(xo). The density may then be expanded in a Taylor series about this

point,
2 4né? 2 41tc2
@ (x) = n(x) ~ Wxg) +——0'(x) (x - xp , (I-94)
so that
W (x) = @ (x) [1+ (x - x/L] . (T-95)
The local density scale length, L, is defined by
n(xo)
L= ;(x—o)— . (H-96)
Substituting this into Eq. (II-93) yields
1 2 2 - 4.-1
—_ =n(x)C,.0 [P, +2k &, TV (mtmow) ]R, {-97)
Pi a0 dm. 0) T 0 kB c

where

+ oo

dx
L 0 (x-x)L7 + 2V - 70 Pk )’

R=
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The integral is over all of the underdense plasma. Because the numerator of I(k,w)
[Eq. (T1I-90)] is nonresonant, the values of the plasma frequency and of the integral Py
have been assumed to be those of the resonant point. The scattered power, prior to
specializing to a laser plasma, is then

1 dp  n(xp) ol ox [P+ 2%k TV (ameY)” ]

= ~ : . @-99)
P} a0 do, 12V - nw’P, k2|

Large enhancements in the scattered power can occur when the growth of the plasma
waves via inverse Landau damping, represented by F , balances the damping due to
collisions.

There remains only to develop a realistic model of the electron distribution
function, Fg. The bulk of the electrons are heated by inverse bremsstrahlung
absorption of the laser energy. For plasmas where szsc/v%. << 1, (the case here), the
electrons may be characterized by a Maxwellian distribution with a cold temperature,
T, because the electron-electron collisions are rapid enough to thermalize the
distribution produced by inverse bremsstrahlung.3233

| Electron-heating mechanisms occur at positions in the plasma where large
electric fields are produced. The large fields drive strong electron oscillations that
produce longitudinal electron-plasma waves. One possible mechanism for the
production of the fast electrons is wavebreaking that occurs when the orbits of the
electrons cross each other,34 or more physically, wavebreaking occurs when the
oscillation velocity of the electron in the enhanced electric field equals the phase velocity
of the wave. Electrons are accelerated to energies far above their thermal levels and are
excited in a beam. If the amplitude of plasma-wave field at wavebreaking is denoted by
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Ew, the energy gained by an electron through wavebreaking is approximately e¢E,, L
because the electrons accelerate through a potential ¢E,, over a scale-length distance,
L.35 These electrons may still maintain their relative velocity distribution, but now
have a directed velocity, vp. The electrons are in a beam that is traveling up or down
the density gradient because the electron plasma waves will tend to propagate in this
direction due to refraction.!3 The beam can be reflected by sheaths at either the
overdense or underdense edges of the plasma so it is possible for the same electrons to
traverse the plasma more than once. A characteristic “temperature” is assigned to this

beam of electrons by
1
kg T, = 3, - (11-100)

There are two classes of mechanisms that can produce the greatly enhanced
electric fields needed to create non-thermal electrons. The first of these is resonance
absorption30 which occurs at the critical-density surface and creates a large electric field
which resonantly drives electron oscillations producing longitudinal electron-plasma

waves.37 The amplitude of the plasma-wave field, Ey, at wavebreaking in a linear

¢E, [2EL
o N (1I-101)

where Eq is the component of the laser field that drives the oscillation and L is the linear

density profile is38

density scale length. The electrons produced by RA are termed “fast” or “hot” and can

cause a large amount of fuel preheat in inertial confinement fusion of infrared-laser

irradiated targets. Shorter-wavelength lasers suppress the production of fast electrons.
Parametric instabilities at densities below critical produce superhot clectrons

where the instability has increased the electric field so that electrons are accelerated via
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wavebreaking or trapping in an electron-plasma wave. Trapping occurs when the
plasma-wave field vector is strong enough to accelerate electrons to the wave-phase

speed, vg, from an initial velocity U in a single period39:

2neE
U+ ¥

=V, - (I-102)
mo

Trapping is the more dominant acceleration mechanism because the required electric
field is lower than that for wavebreaking. Wavebreaking may still be important, and, in
the corona, produces electron-plasma waves with a phase velocity40 of Vo= 3.
According to some simulations, the electron distribution produced is approximately
Maxwellian,3%:41 although there there is some experimental evidence that the electrons
are in a nearly monoenergetic beam.42 Because the instabilities are in a cycle of
exponential growth, saturation, and collapse, the accelerated electrons emerge in bursts
that move through the plasma and can be reflected at sheaths. Locally, this produces a
transient bump-on-tail (BOT) electron velocity distribution if the number of hot
electrons exceeds some minimum value.

The two conditions for fast electron generation are the production of plasma
waves and the localization of the generation region. Three parametric instabilities
satisfy these criteria. The first is the two plasmon decay (TPD) instability. This

three-wave process satisfies the energy matching condition

W=0+0,, (11-103)

and the two daughter plasma waves must each satisfy the dispersion relation

2 2 2.2
Wy, =0, +3 vk, . (T1-104)

When combined, these two conditions constrain the instability to the quarter-critical
density surface. The existence of this instability is difficult to show in submicron-laser

plasmas since the two decay products are non-radiating plasma waves. The presence of
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TPD, however, has been inferred from measurements of super-hard x rays,40 the x-ray
continuum,43 secondary emission#4 at 3w¢/2, and also by increases in the level of
unpolarized scattering at t/2.45 The plasma waves have been measured directly in a
CO,-laser-produced plasma using a Thomson scattering diagnostic.46 The superhot
electrons produced by TPD in a UV-laser plasma have also been measured directly with
an electron spectrometer.47

The second hot-electron generating instability is absolute stimulated Raman
scattering (SRS-A),48 which occurs at either the nc/4 surface or at the extremum of a
parabolic density profile.49 In Raman scattering, the two daughter waves are a plasma
wave obeying the dispersion relation Eq. (II-104), and a scattered-light wave obeying
the dispersion relation

@ =, + K, (I-105)

where ®; (k;) is the wave frequency (wave vector) of the scattered light wave. The
absolute instability grows in time at a localized position, in contrast to the convective
stimulated Raman scattering (SRS-C) instability which grows as a function of position
(the region of growth “convects™ through the plasma). Observations of scattering that
have been unequivocally attributed to SRS-C are rare 45,50 The SRS-A instability,
however, has been conclusively identified from observations of scattered light at /2
or at wavelengths appropriate to the peak density present in a plasma with a parabolic
density profile 45,51

Another parametric instability that can produce suprathermal electrons is the
Parametric Decay Instability (PDI).52 The daughter waves for this three-wave
interaction are an ion-acoustic wave and a plasmon. For this reason, PDI is also
known as the ion-plasmon decay instability. Because the ion frequency is always much
smaller than the pump frequency, the instability occurs near the critical density. The



plasma wave vector is much larger than the pump wave vector at the critical density
which means that the plasmon and the ion-acoustic wave have large transverse
components. It is expected that in long-scale-length plasmas, PDI will be a more
important source of fast electrons than will resonance absorption.52

There is now enough information to build a model of the electron distribution
function. In general, the distribution function will consist of three parts; however, only
two temperature components will be considered here: the cold and superhot
components. The effects of adding the hot-electron component will be discussed in the
next section. The temperature of the superhot component will be assigned by assuming
that the mean thermal energy of the superhot electrons is equal to the energy in the
beam:

1 2
I:BTlh = kBTb =3 mv, . (1-106)
Therefore, the electron distribution function is
FW=F® + fFym , (W-107)
where
372
1{ ™ M2
F (v) = 7| 2mk T, | SXP| 2k, T, ) (1I1-108)
and

n
) L
Ep(v) = f( 2mk,T, ) X

exp| "3 0V H VY Loy vy @)
Pl 2T T x T Tyl AV, eV

The superhot-electron fraction, fsh, is simply the number of superhot electrons divided
by the number of cold background electrons at any local point. It is usually smaller
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than 1 for a laser plasma. The only free parameter is f5p, if the cold and superhot
electron temperatures for a particular experiment are known. V
The total scattered power may then be found from inserting Eqs. (II-107) and
(II-100) into Eq. (II-99),
1 da nlo
P aq dA, A,

’ (11-110)

where the differential scattered power is now in terms of the scattered wavelength, dAs,
to make comparison with experiments easier. The incident laser wavelength is A,

corresponding to a critical density nc. The density scale length has been assumed to be
constant. The shape factor, S, is

e
€

(I-111)
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where
12
W = (E fkyT) " exp (- E /kgT)
+ TV Ex ol +f, w2yl expl- iy - 1, @112)
D= /x o)) + €,k T)"” exp (- E /kgT,)
n 2
+1 W% (yl- 1) expl - iyl - )7 @-113)
and
1 2
Epsim(%) , OE@,-0, k=|k,-k]|,

pE_X  gnd yPe— P (W-114)

The average collision frequency can also be found:



l- wZ InA
©  w,302n" @),

@-115)

where (nAp3). is evaluated at the critical surface. These equations are only valid for
@ ~ 0p and have been derived by neglecting the contribution of the central ion peak.
Scattering bands occur for frequencies where the shape factor is resonant. That
is, large increases in the scattered power occur for frequencies that make the shape
factor denominator, D, small or negative. This term can only be negative if [y| - 1 <0,
making the third term of D negative. This is equivalent to requiring that
m(wk )3 <T, ; @-116)

the phase velocity of the electron-plasma wave must fall on the reverse slope of the
hot-electron pulse, as shown in Figure II-2. If the phase velocity is larger than this
value, the radiation will be damped. Inspection of Figure II-2 shows that there is also a
limit on how small the phase velocity may be that depends not only on the value of the
hot-electron pulse “temperature,” but also on the width of the background Maxwellian
distribution through T¢.

As T gets larger, the total electron distribution function no longer has two
separate peaks as in Figure II-2, but develops a plateau where the two different
wrﬁponcnts overlap as shown in Figure II-3. In this plateau region there is no reverse
slope to amplify any plasma waves, however, there is no positive slope to Landau
damp the waves. Hence the electron-plasma waves appear enhanced by the lack of
actual damping. Increasing T will narrow and then eliminate the region available for
growth. For very small T, the width of the “bump” is very narrow and the resonance
region is correspondingly small. Increasing Tgp, the energy of the superhot-electron

pulse, allows reverse-slope growth for larger values of Te.
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Bump-on-tail Instability

f(v)

ye<i

Figure I1-2. Considerable enhancement of elec

y>1

tron-plasma waves is possible when

y < 1. This corresponds to the wave phase velocity falling on the reverse slope of the

hot-electron pulse.
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Large Region with no Damping

f(v)

Figure II-3. For lower values of Tp and higher values of T¢, a large plateau is formed
that will neither enhance nor damp the plasma waves. For still lower values of Tp, all
plasma waves are damped and there is no scattering.
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D. Predictions of the Theory

Enhanced Thomson scattering is fundamentally different than the parametric
instabilities. For example, the stimulated Raman scattering instability (SRS) occurs due
to the coupling of a scattered electromagnetic (EM) wave with a plasma wave through
the presence of an oscillating EM pump wave. An initial electron-density perturbation
(noise) produces a transverse current due to the oscillatory pump wave, which in turn
produces a scattered EM wave. The ponderomotive force of the interacting incident and
scattered EM waves enhances the initial density perturbations.33 This feedback
mechanism will amplify the plasma and scattered EM wave amplitudes exponentially
until the instability saturates by convection or by some nonlinear process. To initiate
this cycle, the pump wave must be strong enough to overcome any losses in this
system, including convection and damping of the waves. Therefore, a threshold pump
power (i.c., threshold laser intensity) will exist for SRS.

Even below the threshold for the SRS instability, there will still be “ordinary”
Raman scattering of EM light by interaction of the pump wave with collective thermal
fluctuations in the plasma. This scattered EM light is what is called the “electron-line
feature” of classical Thomson scattering. As long as the plasma waves are at thermal
levels, the fractional energy scattered this way is quite small. The blackbody emission
from a laser-produced plasma has been estimated to be 10-3 J/sr/cm?2 for conditions
appropriate to a Novette green experiment.54 The apparent noise level was measured in
an experiment>4 where the noise was assumed to be the amount of energy scattered into
the wavelength region between 600 and 950 nm from a low laser-intensity irradiance
(Maser = 0.53 um) and was found to be ¢7 to ¢ times greater than the blackbody
emission. Thermal Thomson scattering will increase the noise level above thermal.

The total Thomson cross section is calculated to be 6 = 7 x 10-10 cm2 for scattering
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from a plasma volume of 10-6 cm3 at the quarter-critical density of a
527-nm-laser-produced plasma.55 If, for some reason, the electron distribution
deviates significantly from Maxwellian, considerable enhancement of some of the
plasma-wave levels may exist. In such a case, enhancement of the corresponding
Raman scattering may occur. This chain of events is known as enhanced Thomson
scattering. If only the lower frequency electron-line feature is measured, this process
could be easily mistaken for SRS-C since the SRS-C signal also occurs near this
frequency range.

Even when the SRS threshold is exceeded, the exponential growth of the
scattered EM wave proceeds from an initial noise level. Those plasma densities at
which enhanced plasma-wave levels already exist will contribute most efficiently to the
initial Raman noise level; thus the enhanced “seed” may still determine the frequency
spectrum of the observable SRS scattering.

Equations (TI-103) through (1I-105) imply that the frequency of the Raman
scattered light is proportional to the plasma density at its origin and that the scattered
SRS EM wave may occur only in the frequency interval36 0y/2 < g < wy. The

threshold for convective SRS (SRS-C) in an inhomogeneous plasma is given by>?

2
v
( ‘;") kL>1, (0-117)

where v, is the electron oscillatory velocity, kg is the laser wave number inside the

plasma, and L is the plasma scale length. In physical units, the threshold condition on
the incident intensity may be written as

_44x107 W
) LA, cm?

nsc . @118)

with L, and A, expressed in microns. In the experiment described in Chapter III,
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A, =0.527 and L, ~ 80, corresponding to an intensity threshold of 1 x 1016 W/cm2,
The long-scale-length experiment described in Chapter IV had A, = 0.351 and
L,, = 1500, corresponding to an intensity threshold of 8 x 1014 W/cm?2. |
Absolute SRS has a much lower threshold,8
4x10"7 w

I =
SRS-A J
[I"z}u] »m 2

which, for the above two cases, is an order of magnitude smaller than the SRS-C

-119)

threshold. It is therefore possible that only the absolute instability could be excited.
Because SRS-A occurs only at nc/4 in a monotonic density profile, scattered light is
emitted only near wg/2. Enhanced Thomson scattering, in contrast, has no intensity
threshold as such, but does require an electron distribution that is non-Maxwellian,
such as the BOT model discussed in the previous section with sufficient numbers of hot
and superhot electrons.

If it is assumed that the fast-electron bursts move up and down along the
direction of the density gradient, it is possible to calculate the resulting enhanced
Thomson scattering, as derived in the previous section. Numerical calculations show
that the enhanced scattering in an inhomogeneous plasma will occur whenever the
electron-plasma wave and the hot-electron pulse are in resonance. Generally, the
resonance regions scatter light into two bands: one, a down-scatter band between w,
and @y/2; the other an up-scatter band between 2w, and ®;,. The two bands are not
symmetrical about @, nor need they have the same minimum number of fast electrons
(i.c., the same threshold) for the enhancement to occur.

The widths of the two bands differ because the wave vectors of the scattered
wa;rcs are different for the two bands. As was required in Eq. (II-116), the

electron-plasma wave phase velocity, (Wkyx), must fall within some range determined
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by the fast and background temperatures. In down-scattering, ® < g, and some range
of (co,ki) pairs are resonant. In order for the up-scattering to be in resonance, different
wave vectors are required since @ > 9. Consequently, k: > kz. Therefore, the widths
of the bands are expected to be different. The shift of these bands from the laser
frequency is asymmetric because the electron-plasma wave vectors are different.

If there are two distinct hot temperatures identified in an experiment, a second
pair of enhanced scattering bands is expected to be present. However, the minimum
number of hot electrons required may vary considerably from band to band, and so not
every band need be observed in any given experiment.

The spectral location and width of the bands are also functions of three
variables: the angle of incidence of the laser relative to the density gradient, the angle of
observation, and the average ionic charge. All these variables have been included in a
numerical calculation.59 The predicted locations of the scattering bands are usually
insensitive to the value of T because the phase-matching requirement is determined by
Ty, the effective temperature of the directed pulse of suprathermal electrons. A certain
fraction of hot electrons is required to form the “reverse-slope” amplification region that
initiates the scattering bands. As this fraction is increased, the width of the band will
also increase (the resonance region in Figure II-2 is getting larger) because more
suprathermal electrons increases the range of phase velocities that fall on the
reverse-slope portion of the electron distribution. The upper phase-velocity limit will
not vary appreciably because the “temperature” of the suprathermals is not changing.
Therefore, one edge of the scattering band will shift to widen the band as the
hot-electron fraction increases, but the other edge will remain fixed.

An example of a simulated spectrum for the conditions of this experiment,
including refraction, is shown in Figure 1I-4, where the enhanced wavelength bands are
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Figure II-4. The scattering bands predicted by ETS theory to radiate at a 45° angle
from the laser beam. The target is tilted at 45° from the laser beam and has an
ionization state of Z = 3.5. The electron temperatures were Tgp = 30, Ty, = 10, and
Tc = 1.5 keV.



shown as a function of fj, the fraction of directed suprathermal electrons in the pulse
relative to the background density. This calculation assumed a tilted target at 45°, a
laser wavelength of A = 527 nm, an average ionic charge of Z = 3, a cold temperature
of T = 1.5 keV, and a suprathermal temperature of 30 keV which is typical of superhot
eclectrons. There is as yet no reliable theory which will predict the number of fast
electrons; hence, f;, is unknown. Fortunately, the central location of each band is quite

- insensitive to the value of f,. As an example, if the suprathermal-electron fraction is
equal to 1%, Figure II-4 then predicts an up-scattered band between 286 and 350 nm
and a down-scattered band between 777 and 920 nm. Note that unlike SRS theory,
this theory predicts a gap between the long-wavelength limit of the down-scattered
feature and the half-harmonic at 1054 nm. Also noteworthy is that the up-scattering
feature extends to wavelengths shorter than 3wg/2.

Figure I1-4 also shows the additions to the predicted spectrum if another, lower
temperature, component is present. An additional pair of bands is produced. As an
example, for Tp = 10 keV, typical of hot electrons from resonance absorption in a
527-nm laser-produced plasma, and fp = 8%, there will be up-scattering between 360
and 400 nm, on the long wavelength side of the three-halves, and down-scattering
between 690 and 760 nm. A four-peaked spectrum would be observed if a large
fraction of the electrons were in both the hot and superhot components.

In producing Figure II-4, it was assumed that the presence of a third
temperature component would have no effect on the other two components. In reality,
the third component may modify the electron distribution function enough to cause
changes in the width of the scattering bands, depending on the relative values of Ty,
Tsh, fo, a0d fyn. As Ty is increased, the width of the scattering band attributed to
superhot electrons would first decrease after T}, reached some significant fraction of Tgp,
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because the negative slope region would be decreased. The width of the scattering
band due to hot electrons would increase (as well as shift away from the laser
frequency) because the negative slope region would grow larger as the hot “bﬁmp”
separated from the background distribution. Eventually, the hot “bump” would lie
close enough to the superhot “bump” to creatc one large scattering band. The
temperature ranges for this to occur depend on the magnitudes of f;, and fy,, the relative
local populations of the two distributions, and have not been calculated explicitly.
There are two points in Figure II-4 that will be useful to note when interpreting
experimental results. First, the superhot-electron fraction threshold for down-scattering
is much lower than that for scattering caused by hot electrons. It is entirely possible
that only the superhot down-scattering band will be observed. Second, while the
superhot-clectron fraction threshold for down-scattering is lower than that for
up-scattering, the reverse is true for the hot features. In fact, the hot up-scatter
threshold is less than half of that for the hot down-scatter threshold. It is therefore
possible that there are enough hot electrons to produce the up-scattering band, but not

enough to produce the corresponding down-scattering band.

E. Alternative Theory

Stimulated Raman scattering (SRS) must be considered as an alternative theory
to explain the scattered-light spectrum from a laser-produced plasma. At intensities
above iué threshold, convective stimulated Raman scattering (SRS-C) could produce a
down-scattered (Stokes) band that could extend from near wg/2 to the laser frequency,
®p. Under certain geometrical conditions, SRS-C also could produce a weaker
up-scattered (anti-Stokes) band.
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As has been seen from Eqgs. (II-103) through (II-105), the frequency of the
SRS-C scattered wave may only occur in the range wy/2 < @ < 09, although some
unexplained scattering below @g/2 has been observed in Novette green cxpcrimchts at
Lawrence Livermore National Laboratory.34 The frequency of the scattered wave is
directly proportional to the plasma density at the point of creation of the scattered light.
Because the SRS growth rate is highest near the nc/4 surface, it is expected that the
SRS signal will be most intense at frequencies near /2. Scattered light at frequencies
near wq correspond to scattering from very low density regions. Since this density
range is always present, it is expected that scattering near g should always be present.

Absolute stimulated Raman scattering (SRS-A) may also provide an explanation
of these spectra. The usual SRS-A instability only occurs at nc/4, producing scattered
light in the frequency region near wo/2. In recent presentations,60 the production of
SRS-A at discrete “scattering sites” where the electron density has a local minimum or
maximum and the background plasma density is less than quarter-critical, has been
postulated. This theory allows the production of scattered light at any frequency
between wo/2 and wy because the frequency is directly proportional to the density at the
density extremum of the scattering site. Through the production of the anti-Stokes
mode, up-scattered light with a frequency between ©g and 3wo/2 is accessible;
however, scattering at frequencies above 3wy/2 is not allowed. No complete theory or
conclusive experimental results have been presented.

There are several problems with an SRS-C interpretation of scattered light
spectra. The first is that the spectrum does not extend from Ap to 2Ag as would be
expected from the frequency and wave-vector matching conditions. There are two
“gaps” in the spectrum, as illustrated in Figure II-5. At higher frequencies, Landau
damping is expected to become important and efficiently damp the plasma waves to cut
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Figure II-5. A typical down-scattered-light spectrum from a 527-nm laser-produced
plasma shows the existence of two gaps in the spectrum. The “lower gap” is between
the ETS signal and the wq/2 feature whereas the “upper gap” is between the ETS signal

and the laser frequency, Gy.
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off the scattering. This phenomena has been used as a temperature diagnostic by
assuming that the plasma-wave cutoff is at approximately kAp = 0.2 and then solving
for the temperature as a function of the short-wavelength edge of the observed
scattering:

czlf

Te-'=—2"5—,?n . (H-IZO)

This estimate is difficult to confirm experimentally since small shifts of the
short-wavelength edge of the scattering band imply large changes in the plasma
temperature. Since the most reliable temperature diagnostic, the x-ray continuum-:
spectrometer, measures the time-integrated electron temperature, direct comparison to
the rapidly changing temperature is not relevant.

The low-frequency gap has been ascribed to density profile steepening due to
ponderomotive forces near nc/4, but without direct supporting evidence.45 If the
profile steepening is caused by ion fluctuations4! producing a ponderomotive force, it
is expected that the “steepness” of the density profile, and hence the size of the gap,
would increase as the laser intensity is increased. However, the experimental evidence
is that the gap decreases as the intensity is increased.45 The ETS theory naturally
predicts this low-frequency gap as the region where plasma waves are no longer in
resonance with the hot-electron puise.

The second problem with SRS-C is that its theoretical threshold is at least an
order of magnitude above the experimentally measured threshold of the down-scattered
light. Also, the intensity threshold of down-scattering seems to be better correlated
with the threshold intensity of the SRS-A instability whose threshold is predicted to be
lower than that for SRS-C [Eq. (I-119)).12,13,29

In a laser plasma, an anti-Stokes line may be excited by “piggybacking” on a
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growing Stokes mode. However, usually only the Stokes line will be observed
because the intensity of the anti-Stokes mode is too small. The dispersion relation

governing this joint interaction can be shown to be

(1)2 v k2 1 | 1
2 2 —_Dpe osc 3
©U6="7 | D@ o k- k) D@+ k+ky | * T2

with D(@,k) = ©2 - c2k2 - "’lzx-" The up-shifted term, D(@ + g,k + ko), is non-

resonant and can be neglected for back or sidescattering. For instance, the maximum

growth rate, Ymax, for the Stokes mode occurs when the scattered light is directly
backscattered in the direction of the laserS! and is
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The oscillatory velocity is defined as
¢E, 12

Vo = = 2561\, cm/sec , (I-123)
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where the intensity is in W/cm2 and the wavelength is expressed in pm, The plasma

wave vector, k, for maximum growth is
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For forward scattering, both terms are nearly resonant when the density is very

low,62

|0, - K| << 2007, - (I-125)

For very low densities, the maximum growth rate becomes

2
Voax ™ Dpe Vose ! (cwyV8) , (11-126)



and is valid for 104 < n/nc < 0.05.62 This is the growth rate for the electron-plasma
wave and consequently, the growth rate for both of the scattered light waves. The
exact dispersion relation has been solved numerically for both forward‘ and
backscattering.62 For a low background electron temperature (T = 1keV), the growth
rate for backscattering is several times that for forward scattering until the density origin
of the scattering is near nc/4 . The growth rates are equal at quarter-critical because the
scattered light wave has zero wave number. At high temperatures (T, = 10 keV), the
growth rates are nearly equal for all densities.

A sct of forward scattering measurements has been performed by Tumer ez al.
at Lawrence Livermore National Laboratory using the Novette laser system.50 The
incident-laser wavelength was chosen as 0.53 pm to simplify data acquisition. Both
up- and down-shifted scattering in the forward direction was observed. It was also
observed that the down-scattered signal was 35 times more intense than the up-scattered
light. The observed spectrum, when viewed as a function of inferred
clectron-plasma-wave frequency, Wepw = £ (W5 - @0), showed that both scattering
bands originated in the same density range since m:p“/u)g = n/nc. The Stokes and
anti-Stokes modes must be produced at the same density since they are the result of the
pump-laser wave mixing with the same plasma wave. This is in contrast with
backward and forward scattering where the two processes are separate and produced as
the result of the pump wave mixing with different plasma waves at different densities.
This experiment probably measured scattering that was the result of SRS-C, since the
laser intensity was above the instability threshold and both the Stokes and anti-Stokes
modes of the Raman scattering were excited. However, the restriction of the
down-scatter to a particular finitc wavelength band probably results from growth on
ETS enhanced noise.
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These observations are not in contradiction with the predicted enhanced
Thomson scattering spectrum. Measurements were not made in the spectral band
where the ETS up-scattering band is predicted to occur. For example, the preciicted
up-scattering band, for the measured superhot temperature of = 130 keV, lies at a
shorter wavelength than the observed peak, in a region that was not experimentally
observed. The wavelength position of the down-scattering band is in agreement with
the ETS theory. Therefore, Tumer's results do not contradict ETS theory.59

A conclusive proof that these alternative theories are inappropriate is the
presence and position of the up-scattered frequency band. Even though SRS-C mixing
may produce up-scattered light, the anti-Stokes mode is only resonant for propagation
in the forward direction. Thus, observations in the backwaid direction of up-scattered
light will rule out the possibility of anti-Stokes generation. There is even more
conclusive proof, however. From the matching conditions, it is obvious that the
scattered light from the Stokes mode of SRS is in the interval g < @5 < g/2. Since
the scattering into the anti-Stokes mode is symmetric in frequency, this implies that the
anti-Stokes scattered light must be in the interval 3wg/2 < g < wg. Therefore,
enhanced scattered light from frequencies above 3wg/2 cannot come from either
convective or absolute Raman scattering and can only be a product of enhanced

Thomson scattering.
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F. Summary

What is termed “enhanced Thomson scattering” (ETS) in this dissertation is
really ordinary Raman scattering whose scaftering level at the electron line is enhanccd
by the presence of externally generated large-amplitude electron-plasma waves. The
waves are amplified by the presence of superhot or hot electrons created at the quarter-
critical and critical densities, respectively. This result is obtained by Simon's
generalization12 of Perkins and Salpeter's theory!4 to an unstable and nonuniform
plasma and includes the effects of a small nonisotropic electron-distribution component
superimposed on a Maxwellian background plasma. The major result of their work,
greatly enhanced scattering in the two electron-line features, is retained.

The major assumption of this theory is that enhanced scattering bands will occur
whenever the denominator of the power spectrum, I(k,®) [Eq. (II-90)], becomes
negative. Note that no attempt has been made to predict the intensity of the scattering or
to obtain a threshold other than in terms of the fraction of hot or superhot electrons.
Also required is at least a two-temperature electron distribution, but no crucial details of
how the hot-electrons are generated have been assumed. Although it is assumed that
the hot electrons have a velocity spread determined by the background velocity
disﬁ-ibution, this has been shown, via computations, to have little effect on the scattered
light.63 The effect of the incident laser light on the plasma (by increasing the oscillation
velocity, vosc) has been examined by Boyd er. al.58 It was shown that the down-
scattered band may be broadened by higher values of vosc, and that when v is above
the SRS threshold, both ETS and SRS may be present.58

Other theories that attempt to explain observed scattered light spectra were
briefly discussed. The production of SRS-A at “scattering sites” that lie at densities
below nc/4 may be able to produce both up- and down-scattered light, but only in the



Chapter III: Enhanced Thomson Scattering
Experiments at 0.53 pm

An experiment was devised to test the predictions of the enhanced Thomson
scattering (ETS) theory1213 using the single-beam Glass Development Laser (GDL)
system64.65 at the Laboratory for Laser Energetics. A single-bcam laser-plasma
interaction experiment is a simple and straightforward test of the ETS theory. For
example, the use of a single beam eliminates the ambiguity in the definition of the
scattering angle that is present when multiple-beam illumination is used.

Using the GDL system also allowed a choice of irradiation wavelengths, either
0.35 um or 0.53 um. While the ETS theory is equally applicable in cither case,
choosing the longer wavelength simplified the experiment considerably. The primary
test of the theory is the observation of up-scattered emission bands in the frequency
range 2mg < Wy < g, where @y and wg are, respectively, the frequencies of the
up-scattered band and of the laser. These features had not been systematically studied
before this experiment. If GDL were operated at 0.35 pum, this up-scattered band
would lie in the far ultraviolet and its observation would require the use of special
optics and detectors. These problems were avoided when the laser wavelength was
0.53 um. The longer wavelength does make down-scattering measurements more
difficult because the scattering band (of frequency «wq), which is always in the range
00/2 < g < W, is now in the near-infrared region. Special detectors are needed to
observe radiation at wavelengths greater than 900 nm. This was less difficult than the
far-ultraviolet measurements needed for 0.35 um experiments.

In this chapter, a brief discussion of the GDL system and the instruments used

to diagnose the experiment is given. More detailed descriptions are given in

63
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interval wp/2 < ®5 < 30p/2. No conclusive supporting experiments or detailed
theoretical details are yet available on this theory. The SRS-C model was found to be
unable to explain particulars of the down-scattered bands, the existence of up-scaﬁcn:d
bands in the backward direction, and was also unable to correctly predict the

experimentally measured intensity threshold.



Appendix A. A discussion of illumination uniformity (intensity hot spots), which was
found to have a large effect on the laser-plasma interaction, is included. Scattered light
spectra were collected by two 1/4-m spectrometers, giving almost complete coverage of
the optical spectrum from /2 to 2ag. The electron temperatures were determined by
measuring the x-ray continuum emitted by the target.

The results of several variations of this experiment are then described.
Parameters that were changed included the angle of the target, the observation angles of
the diagnostics, and the use of a streak camera to produce time-resolved down-scattered
spectra in some situations. In the discussion, the data is compared with the ETS
predictions and the failure of alternative theories to explain these data is explored.

Finally, the results of this series of experiments are summarized.

A. Experiment

A series of experiments using the Glass Development Laser (GDL)64:65 gystem
at the Laboratory for Laser Energetics was conducted to observe the up- and
down-scattering bands. GDL is a single-beam Nd:glass system that, for this series of
experiments, delivered up to 200 J at 1.054 pum. Frequency doubling produced
on-target energies of up to 60 J at 527 nm. The pulses were Gaussian in time with a
typical pulse width of 600 ps after frequency conversion, although some experiments
were done with 1-ns pulses. The beam was focused onto 50-pum-thick CH targets by
an £73.6 lens. The x-ray spot size at 10% of the maximum intensity, as measured by an
aluminum- and beryllium-filtered pinhole camera, was 120 um at best focus.
Assuming that the laser spot is also this size implies an average on-target intensity of
8 x 1014 W/em?2,



The actual on-target energy at any point in the interaction region may vary
considerably from the average value due to hot spots in the laser beam. A typical
equivalent-target-plane image (ETP) is shown in Figure III-1. The hot spots may be
due to damage in the laser amplifier chain or turbulence in the beam path. Besides
creating a poor far-field distribution themselves, these nonuniformities also lead to
phase errors at the input of the conversion cells, which may yield substantial spatial
differences in conversion efficiency, exacerbating problems at the focus of the final
GDL lens. Peak-to-valley variations of 100% are not uncommon in these distributions.
Especially troublesome is filamentation,56 where hot spots of the order of a few
microns in size may lead to increased levels of Raman scattering. No attempts were
made to smooth the laser beam using distributed phase plates,2 beam tubes, or other
technical fixes. The variable on-target-energy distribution could cause the production
of suprathermal electrons to vary from one shot to the next.

Because the scattered-light spectrum from laser-produced plasmas has strong
emission at even and odd half-harmonics of the fundamental laser frequency,
precautions were taken to limit the amount of third-harmonic and fundamental energy
that reached the target. In particular, potential problems were third-harmonic light at
351 nm that coincided with 3wy/2 emission when the incident wavelength was 527 nm,
and resonance absorption of the 1054-nm laser energy. The residual 1054-nm light
intensity was reduced by the use of an IR-absorber plate, dichroic mirrors, and by the
chromatic shift of the focusing lens, resulting in I;9s4 nm = 10 1537 nm.

Third-harmonic light was produced when the first crystal in the conversion cell
was used to produce green light. Some of the green light would mix with the residual
red light to produce small amounts of 351-nm light even though the second crystal was
detuned from maximum efficiency. The amount of 351-nm energy produced in this
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Figure ITI-1. Equivalent-target-planc photograph of the GDL green laser beam
showing “hot spots” that could be gencration zones of suprathermal electrons. The
contours are at 25, 50, 75, and 95% of the maximum film density.
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manner was approximately 1 J. Attenuation of this energy was made by the dichroic
turning mirror and the focusing lens. The chromatic shift of the lens contributed to
decreasing the blue-intensity that struck the target. Because the 351-nm light does not
produce hot electrons from resonance absorption as strongly as longer wavelength
lasers do,¥3 the effects of the very low intensity 351-nm interaction were negligible.
However, stray 351-nm light was apparent on the up-scattering spectra that were
measured. During later experiments, the blue light was eliminated by using the second
crystal in the conversion cell to produce green light. No further mixing of the light
could take place and so only the 527-nm light, with some residual fundamental light,
was produced.

An accurate test of the ETS theory requires measurement of three quantities: the
spectral positions of the up- and down-scattering bands, and the “temperature” of the
three electron components. Several different target and diagnostic orientations were
used to simplify data acquisition, but they also served to measure the angular variation
of the scattered light bands. ’

Scattered light was collected by two f/13 spherical aluminum mirrors, each
subtending a solid angle of 0.028 sr, and imaged onto the entrance slits of two 0.25 m
spectrometers. The first (UV) spectrometer, which incorporated a cross Czerny-Tumer
design with a 275-mm focal length and used a 600-groove/mm grating blazed at 300
nm, was usually tuned to observe the spectrum between 250 and 425 nm in order to
view the up-scattered feature; the spectrum was recorded on Kodak 2495 film, with a
resolution of better than 1 nm. The second (IR) spectrometer, which was used to view
the down-scatter at wavelengths longer than 600 nm, was a quarter-meter Ebert
monochromator equipped with a 170-groove/mm grating blazed at 500 nm. When used
to view the time-integrated down-scatter, the signal was recorded on Kodak 4143 High



Speed IR film. The spectral range was limited on the long-wavelength side to 925 nm
by the fall-off in film response. The short-wavelength side was limited to 570 nm by
the use of sharp-cut long-pass filters to reduce stray 527-nm light.

Three different target/observation geometries were used. The first, Figure
III-2(a), had the laser normally incident onto the target and the mirrors were placed at
135° from the forward direction. In this case, the two spectrometers were sampling the
same observation angle. The second geometry [Figure III-2(b)] had the target tilted at
45°. The collection mirrors were at the same angles with respect to the laser so that the
down-scattered spectrum was collected from the direction normal to the target and the
up-scattered spectrum was observed along the target face (90° sidescatter). The third
geometry [Figure III-2(c)] employed a similarly tilted target, but only one collection
mirror was used, sampling along the target normal. The scattered light was directed
onto the down-scatter spectrometer. A portion of this light was split off by an uncoated
microscope slide that acted as a 4%-per-surface beam splitter. Only the front surface
reflectance was directed onto the up-scatter spectrometer.

The use of an aluminized 10% beam splitter in place of the uncoated glass
reduced the down-scatter signal below detectable levels, implying that the scattered light
was polarized. Direct scattering processes, such as enhanced Thomson scattering and
Raman scaftcring, will retain a high degree of polarization.45 Secondary emission,
such as mode conversion, will not be as polanized.

The IR spectra was also time-resolved for all three geometries (Figure III-3).
The output of the IR spectrometer was focused onto a streak camera slit by a pair of
lenses: first, a cylindrical field lens with a 400-mm focal length used to collimate the
spectrometer output, and second, a convex lens with a 43-mm focal length. The streak

camera and spectrometer slits were crossed to give both temporal and spectral
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Figure ITII-2. Three detector/target geometries were used in the experiment. The
scattered light is collected by two aluminum mirrors and focused onto the spectrometer
slits with an effective f-number of 13. In (a), both the up- and down-scattering signals
are observed at 135° from the direction of laser propagation. In (b), the target was tilted
at 45° to the laser with the observation angles unchanged. In (c), signals were sampled
in the direction of the tilted target normal. The mirrors are labeled by M, the
up-scattering (UV) spectrometer by U, the down-scattering (IR) spectrometer by D, the
beam splitter by BS, and the target by T.
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Figure ITI-3. Schematic layout for measuring the time-resolved down-scattering
spectra.  The optics between the streak camera slit and the photocathode were
wavelength corrected to reduce chromatic distortion. The up-scattered signal was split
off from the down-scattered by an uncoated glass slide.
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resolution. The optics between the streak camera slit and the photocathode were
corrected so that the effects of chromatic shifts were reduced.

An Imacon 675 streak camera, equipped with an S-1 tube whose norﬁinal
response peaked at 750 nm and fell off rapidly to either side, becoming 10 times less
sensitive at 1.05 pm, was used. The S-1 tube was very old and its long-wavelength
sensitivity had changed, so that at 1 um the tube response was very poor. Streak data
was taken at a nominal sweep speed of 100 ps/mm. Due to the finite size of the
photocathode, the spectral window was limited to 450 nm with a resolution of 10 nm.

The dispersion of the spectrometer/streak camera combination was determined
by directing the output of two HeNe lasers, operating at wavelengths of 628 and 543.5
nm, respectively, onto the spectrometer slit. The grating was set so that the first-order
red and second-order green and red lines could be seen on the streak camera image
intensifier phosphor when in focus mode. For an absolute wavelength fiducial, the IR
absorber plate was removed from the incident laser beam, the lens was defocused, and
low energy (<< 1-J) irradiances of gold targets, tilted at 22.5°, were taken to record the
unconverted fundamental laser line. The temporal dispersion was calculated by
measuring the known IR-pulse width. The data was recorded on Kodak Tri-X film,
which was push processed to an equivalent ASA of at least 4,000.

To determine the electron temperature, the x-ray continuum from the target was
measured and a two- or three-Maxwellian electron distribution was fit to it.43.67 The
x-ray detectors consisted of nine PIN diodes and six scintillator-photomultiplier tube
units filtered with various K-edge filters. Caution is advised when interpreting the
results of this diagnostic. The mode] upon which this diagnostic is based68 assumes
that the electrons have a multi-Maxwellian distribution, however, the detector array is

not sensitive enough to test whether this assumption is valid. There is some
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experimental evidence that the electrons are emitted in a nearly monoenergetic beam,42
and that the x-ray continuum generated by a beam would be very similar to that
generated by a Maxwellian populationS9 so that the actual temperatures deduced would
not change appreciably. In this dissertation, the standard, multi-Maxwellian results will
be used.

Two other caveats should be noted. The first is that the x-ray continuum
instrument collects the time- and space-integrated signal; no information about the exact
clectron temperatures at any point in space or time is gained. The second caveat is that
the method used to define the energy window of each detector, K-edge filtering, is an
inherently wide-bandwidth method. That is, the filters define a rather narrow band at
their K-edge, but the filter is essentially transparent to x rays with a much higher
energy. This high-energy window is only cut off by the detector's inability to measure
such higher-energy x rays. Therefore, the signal at a particular energy may be
measured by several different detectors. This must be taken into consideration in the
data reduction routine43.67 by finding a self-consistent fit, assuming the
multi-Maxwellian distribution and given the measured signal.

In this experiment, the best results were obtained assuming a two-temperature
model with cold and superhot temperature components. The former is characteristic of
the dense plasma near n, while the latter is characteristic of electrons generated by
nonlinear processes involving plasma waves at or below n /4. A third, or hot
component, which is characteristic of interaction phenomena near n; (resonance
absorption and/or the parametric decay instability) was not observed because its x-ray
signal was too weak. A typical reduction of the experimental data is shown in Figure
III-4. The large scatter is caused by uncertainties in the energy window of each

detector. It should be emphasized that this temperature measurement is independent of
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Figure III-4. A typical fit for the x-ray continuum diagnostic.
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scattered light measurements.

B. Results

The results of the time-integrated experiments using the geometry of Figure
III-2(a) are reported first. The observation angles were both 135°, so the observations
are affected by refraction, especially the down-scatter measurement. Refraction of
scattered light waves originating at different densities is included in the enhanced
Thomson scattering calculations. Figure ITI-5 shows three typical spectra. As the
incident intensity was increased from 7 x 1013 to 4 x 1015 W/cm2 (which would
correspond to raising the superhot-electron temperature), the long-wavelength shoulder
increases in intensity and its long-wavelength cutoff increases. The long-wavelength
sensitivity of this data is limited because of the extremely sharp cutoff, 925 nm, of the
Kodak 4143 film used. A discussion of the various films used in these experiments is
contained in Appendix B. Up-scattering spectra from this illumination geometry are
shown in Figure ITI-6.

From the presence of the double-peaked 3w/2 feature, a signature of the two
pla'smon decay instability, on all of the up-scattering data taken, it may be inferred that
superhot electrons were present. For example, in Figure III-6, stray 351-nm-laser light
has obscured one peak of the three-halves feature, but the presence of the total feature is
evident. Also apparent in Figure III-6 are two up-scattering bands: one at a shorter
wavelength than the 3w0/2 signal and one at longer wavelengths. Since the amount of
351-nm energy on target was very small (<<1 J), it had no effect on the interaction. In
later experiments (Figures ITI-11 and ITI-12), the residual 351-nm light was completely
eliminated. The two up-scattering features are distinctly separated from the three-halves
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Figure ITI-5. Time-integrated down-scattering spectra arranged in order of increasing
incident intensity. The spectral window was limited to 570 < A < 925 nm by cutoff
filters at 570 nm and by the film sensitivity at 925 nm.
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Figure ITI-6. Up-scattering spectra showing the 3a,/2 signal and two ETS features that
anise from a hot component of the electron temperature distribution at 8 to 10 keV and a
superhot component at 25 to 30 keV.
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spectrum, one to either sidc.- Because of experimental problems in this geometry, no
down-scattering measurements were taken on the shots on which the up-scattering was
measured (Figure II-6). However, Figure III-5 shows that the down-scattering
consistently appears in the same spectral range. If it is assumed that the spectra
presented in these two figures are typical and that the gross placement of these bands is
reproducible, they can be fit using the enhanced Thomson scattering theory, as shown
in Figure ITI-7. Estimates of the electron temperatures had to be made since no x-ray
temperature measurements were made for these irradiances. The hot and superhot
temperatures were estimated to be 7 and 30 keV, respectively, which are consistent
with later measurements. By choosing suitable hot-electron fractions, the observed
spectra of two up-scattered peaks straddling the three-halves feature and a
down-scattered feature near 700 nm can be self-consistently reproduced. The fourth
predicted band, above 900 nm, was not observed due to the lack of film sensitivity,
except for one irradiance (number 10567 in Figure ITI-5) that was extremely intense and
overexposed the film.

Using the same geometry [Figure III-2(a)], the down-scattering signal was
time-resolved, as shown in Figure ITI-8. The “time-integrated” signal, calculated by
averaging the streaked spectra over time at each wavelength, shows the down-scattering
observed at 900 nm and the familiar double-peaked wy/2 feature. By carefully
inspecting the time-resolved portion of Figure III-8, it is evident that the down-
scattering band extends from 900 to 980 nm, in good agreement with Figure ITI-7. The
majority of the scattered-light intensity, however, is in a band that is less than 40 nm
wide. Due to instrumental restrictions, no data below 800 nm was taken for this series
of experiments, and no attempt was made to correct the spectra for the frequency

response of the detector assembly. The time-resolved picture shows that the wg/2
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Figure ITI-8. Time-resolved down-scattering spectra. The average intensity was

1 x 10!5S W/cm2 in a 1-ns pulse. Note that the @/2 signal turns on before the ETS
signal.



signal turns on well before the ETS signal, as expected if TPD creates the 2 signal
and the superfast electrons that seed the ETS signal. The down-scattering is of very
short duration—1less than 200 ps—and turns itself on and off at least twice. In most of
the experiments using this geometry, the /2 feature was not observed; in many of the
irradiances, however, the down-scattering was evident and had the same sort of
temporal history as shown in this figure.

The half-harmonic signal was not consistently observed for three reasons.
First, the wy/2 emission was strongly peaked in the direction of the density gradient,
which was not the same as the direction of observation. Second, whatever /2 signal
was emitted in the observed direction would be strongly refracted. Finally, since an old
S-1 streak tube was used, its sensitivity to 1-pm light was very low.

The experiments using the geometry described by Figure III-2(b) were less
illuminating. No up-scatter signal was observed at all, primarily because the
observations were at 90° from the density gradient. The ETS theory predicts
up-scattering signals in this geometry only for T, > 60 keV and then only for
extremely large hot-electron fractions (of the order of 10%). The down-scattering data
was similar to the following, since the down-scattering geometries were the same.

A series of experiments was conducted using the geometry depicted in Figure
I1-2(c). In this geometry, simultancous observations were made of the up- and
down-scattering in the same direction, along the target normal, which, to a good
approximation, may be assumed to be the direction of the density gradient. Two
down-scattered spectra are presented in Figure ITI-9. On both, the large /2 signal can
be seen because refraction has been minimized by the choice of target orientation. The
absence of the w,/2 splitting is attributed to saturation of the streak camera

photocathode and the S-1 aging problem already discussed. The position of the
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down-scattering peak is different for these two shots, even though the average
intensities (8 x 1014 W/cm?2) and measured superhot-electron temperatures are the
same.

These differences are attributed to hot spots in the on-target energy distribution,
which varies from irradiance to irradiance due to air turbulence in the laser-beam path.
The 50-nm shift between the two down-scattered spectra in Figure III-9 is consistent
with a superhot-electron temperature change of less than 10 keV, well within the
experimental uncertainty of the electron-temperature diagnostic. Although not observed
on the same shots as Figure II1-9, a 10-keV temperature change would correspond to a
10- to 20-nm wavelength shift of the up-scattered band. The poor dynamic range of the
recording film (see Appendix B) would make a shift of this magnitude difficult to
measure because the full-width of the band is not detected. A shift of the wavelength
corresponding to the peak scattered intensity is not a conclusive signature of a shift of
the entire band because there are, as yet, no theoretical predictions of the detailed
spectral shape of each band. The hot spots dominate the interaction process described
here, especially in terms of the superhot-electron production and consequently the
enhanced Thomson scattering signal. The uncertainty in the superhot-electron
temperatures is greater than the variation in temperature needed to explain the observed
spectra.

The temporal history of this irradiance, as shown in Figure III-10, is similar to
Figure III-8, showing that the same process is being observed. The ETS signal is of
shorter duration (200 ps) than the /2 signal (700 ps). The half-harmonic signal turns
on first and the down-scattering occurs near its peak.

An up-scattering spectrum taken in this same geometry (Figure III-11) shows
the two peaks associated with ETS. The shorter-wavelength peak, identified with
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superhot electrons, occurs between 3ayy/2 and 2w,. The longer-wavelength peak, due
to hot electrons, occurs near 400 nm. The latter has been observed regularly in these
experiments, while the former was only rarely visible The absence of this peak is due
presumably to an insufficient number of superfast electrons to produce this band, even
though there were enough superfast electrons to produce a measurable x-ray signal.

A complete description for one particular irradiance is presented in Figure
II-12. This irradiance had a measured average intensity of 7 x 1014 W/cm?2 and a
measured superhot-¢lectron temperature of 17 keV. A better theoretical fit was found
using a superhot-temperature of 30 keV, which is reasonable considering the
uncertainties in the temperature diagnostic. A superhot-electron fraction of 1% was
found by comparing the measured down-scatter band with Figure ITI-13. This predicts
an up-scatter band between 290 and 350 nm, which corresponds very well with the
measured peak. Since there was no direct measurement of the hot-electron temperature,
a temperature of 10 keV was assumed and the second up-scatter band, at a wavelength
longer than 351 nm, was fit with a hot-clectron fraction of 1%. This value is below the
threshold for down-scattering, which is consistent with the observation of only a single
down-scattering band (from superhot electrons). Therefore, a complete set of data can

be self-consistently explained using the ETS theory.

C. Discussion

The enhanced Thomson scattering theory describes the results very well for
those irradiances in which a nearly complete set of experimentally measured parameters
could be obtained. However, in other instances one or more of the predicted peaks was

missing, especially the shorter-wavelength down-scattering band which is associated
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with the hot (but not the superhot) electrons. This may be due to the hot-electron
fraction not exceeding the threshold needed for enhanced scattering. At other times, the
up-scattering band associated with the superhot electrons was also absent, presumably
for similar reasons. The lack of sufficient numbers of hot or superhot electrons may be
connected to the lack of hot spots in the laser-beam intensity pattern where the
thresholds of suprathermal electron-generating instabilities may be more easily
satisfied. Since only a limited amount of energy was available, the enhancement of the
electron-plasma waves necessary to produce detectable scattering could only be reached
in hot spots of the laser beam where the peak intensity could be many times the average
intensity. It can be inferred from these measurements that the random distribution of
hot spots, presumably due to air turbulence, is responsible for the infrequent
appearance of the short-wavelength up-scatter band. The shift in the down-scatter
bands is consistent with small changes of the superhot-electron temperature while the
position of the up-scattering band is consistent with either approach.

Convective stimulated Raman scattering (SRS-C)62 could be invoked to explain
the existence of some of the scattered features that were observed. As discussed in
Chapter 11, this interaction takes place in the plasma corona at densities below quarter-
critical. According to this theory, the signature is a scattering band that should extend
from the half-harmonic of the laser up to a higher frequency, where it is cut off by
Landau damping (i.e., near kAp =~ 0.2). Density steepening at the quarter-critical
surface must be invoked to explain the “gap” which appears between the down-
scattering band and the /2 feature. In addition, the theoretical threshold for SRS-C is
usually not exceeded in the intensity region where down-scattering has been seen.!3
The SRS-C threshold is not reached in these experiments, even for 8:1 hot spots,

which are more intense than those thought to exist in the GDL beam. Stimulated
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Raman scattering may occur in filaments at imensit;cs below the SRS threshold,56 but
the multi-peaked spectrum, characteristic of this process, was not observed.

Stokes mixing has been suggested as an explanation for the existence of both
up- and down-scattering bands50 because the conditions for the SRS instability also
allow coupling to a fourth anti-Stokes EM wave at @, = g + Wgpy. Normally, the
amplitude of this wave is small since it is non-resonant. At low plasma densities, and
for scattering in the forward direction, the degree of off-resonance is reduced, and an
appreciable level can be reached. Note, however, that the frequency of this wave lies
above the laser frequency by the same amount as the down-scattered wave is below it,
and cannot exceed 3wyy/2. Since the dispersion relation for the up-scattered EM wave
will not be satisfied at the density where the instability occurs, some propagation of the
plasma wave toward a different density will have to be invoked so that the scattered
wave will be observable.

The observations cannot be explained by Stokes mixing since (a) the scattering
bands were not symmetric (see Figure ITI-12 where a scale in terms of @,py, /@ has
been added for convenience), (b) spectral features above the three-halves harmonic
were observed (Figures III-6 and ITI-11) (a region inaccessible to Stokes mixing), and
(c) the observations in the backscatter direction are incompatible with the resonant

condition for up-scattered light since the plasmon wave vector would be too large.

D. Summary
A series of experiments was conducted to observe the scattered light spectrum
from a 527-nm laser-produced plasma. Three features were observed: one was

down-scattered from the laser frequency and two were up-scattered, one on either side



of the three-halves feature. Using several different irradiation and observation
geometries, the down-scattered spectra was temporally resolved. In addition, the
continuum x-ray spectra was independently measured and corresponding electron
temperatures were determined. Good agreement with the enhanced Thomson scattering
model was found if it was assumed that the electron velocity distribution can be
described by three components: a cold Maxwellian background with T, = 1.5 keV, a
hot directed beam (moving both up and down the density gradient) created as a by-
product of resonance absorption or the parametric decay instability at n, with “T},” < 10
keV, and a superhot directed beam (again, moving up and down the density gradient)
created by either the two plasmon decay instability or the absolute SRS instability at
n/4 with “Tg,” > 15 keV. The presence of hot electrons from resonance absorption
could be inferred from the scattered light spectrum even though the x-ray diagnostic
was not sensitive enough to detect them. The appearance of hot spots of greater than
average intensity in the laser beam had to be invoked in order to explain shot-to-shot
variations in the spectral position of the down-scattered band. These variations were
not observed in the up-scattered spectrum, possibly due to the poor dynamic range of
the recording film used. It was also shown that convective stimulated Raman
scattering, or the anti-Stokes component of SRS, does not provide an adequate

explanation of the observed spectra.



Chapter IV: Long-Scale-L-ength Experiments

There are many differences between the single-beamn GDL system and the
multi-beam systems envisaged for commercial ICF power plants. The three principal
differences in the laser-driver are the wavelength, energy, and pulse duration. The
laser wavelength must be less than 0.53 um to avoid the creation of “fast,” or “hot”
electrons that preheat the fusion fuel and prevent efficient compression. The energy
must be high to implode the large fuel pellets to be used in power plants, and the pulse
duration must be long to reduce the fluence, or intensity per unit area, on the optical
elements of the laser system.

A long laser pulse incident on a large target will produce a large plasma, with a
scale length, L (= n/[dn/dx]), of about 10,000 laser wavelengths. The simulation of an
intense “interaction” beam with a long-scale-length plasma was the goal of an
experimental series conducted on the Nova laser system at Lawrence Livermore
National Laboratory. A complete set of diagnostics was available to test the enhanced
Thomson scattering theory in a long-scale-length plasma, more typical of a reactor-type
interaction than were the experiments on GDL. The diagnostics were time-resolved
optical spectrometers, one tuned to the spectra between wg and wp/2, and one to
measure the up-scattering spectra. Electron-temperature measurements were also made.

This chapter describes those experiments, beginning with a brief description of
the Nova laser system (more detail follows in Appendix C) and the method used to
produce a long-scale-length plasma. Also, the diagnostics deployed in this experiment
are briefly discussed (with more detailed descriptions in Appendix C). Results from
the three primary diagnostics are then presented and the spectra from “interaction” shots

91
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and “null” shots (where the “interaction” beam is not fired) are compared. The ETS
theory is shown to be in agreement with the experiments while alternate explanations

fail to be adequate descriptions. Finally, the key results of these experiments are

summarized.

A. Experiment

The Nova laser system is the most powerful in the world. Located at Lawrence
Livermore National Laboratory, Nova was designed to “address critical issues for
evaluating the feasibility of inertial confinement fusion ... and to perform a wide range
of high energy density plasma physics experiments.”6® The ten-beam laser has a
master oscillator power amplifier structure operating at a wavelength of 1.054 yum.
Several different oscillators are used to produce pulses that vary in duration (100 ps to
several ns) and temporal shape (Gaussian, square, or “picket fence™). The amplifier
chain consists of many stages of rod and disk amplifiers; the final disk amplifier is 46
cm in diameter. Each beam is then expanded to 74 cm and frequency doubled (to 0.53
um) or tripled (to 0.35 pm) before being focused onto the target with f/4 lenses to a
minimum spot diameter of 100 um. The maximum energy of each beam is 15 kJ. The
ten beams are divided into “West” and “East” clusters of five beams each. One cluster
enters the target chamber from each side, with the five beams equally spaced around a
cone with an opening angle of 100°. The two cones are rotated with respect to each
other so that no two beams are directly counter propagating.

Beam timing is adjusted with optical-trombone delay lines. There is one for
each cluster and then another for each beam. Relative timing changes are verified with

two streak cameras equipped with CCD cameras for real-time monitoring. Each streak



93

camera monitors the five beams of a cluster, a fiducial for absolute synchronization,
and a comb generator used for temporal dispersion calibration. A third streak camera
monitors the master oscillator pulse, a fiducial, and a comb generator.

When these experiments were performed, the maximum amount of 1.054-jm
energy was limited to 80 kJ by platinum inclusions in the disk-amplifier glass.
Consequently, the maximum third-harmonic, on-target energy was 20 kJ in a 2-ns-long
square pulse. Because of the long cooling time of the disk amplifiers at the end of the
amplifier chain, the repetition rate of the entire system was limited to two full-system
shots and one partial-system shot per twelve-hour workday.

The plan of the experiments was to use nine of the Nova beams as low
intensity, “heating” beams to create a long-scale-length plasma and to then use the tenth
beam as a time-delayed, high-intensity, “interaction” beam. Specifically, the goal was
to create a plasma with an on-axis scale length of 5,000 laser wavelengths at one-tenth
critical at the beginning of the interaction beam pulse. This goal was a compromise
between the desire to simulate a reactor plasma that will have a scale length of 10,000
Ap and limits imposed by the maximum amount of delay available in each beam line.
The scale length was estimated using the similarity solutions of the ideal hydrodynamic
equations as derived by London and Rosen’0 with the experimental parameters of laser
intensity, pulse duration, target thickness, and target composition as initial conditions.
No experimental data was taken to confirm this estimate.

The optical delays were set as shown in Figure IV-1. The west cluster reached
the target first, with all five beams timed to arrive simultaneously. Four of the east
beams were fired after a delay of 1.3 ns. The fifth, or interaction beam, was further
delayed to arrive at the target 2.7 ns after the west beams. The timing was verified by
comparing the shift between the fiducial and the leading edge of the pulse from each
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Figure IV-1. The cluster and beam timing offsets were designed to produce a
long-scale-length plasma. The square laser pulse was 2 ns wide with 100-ps rising and
falling edges.
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beam from a long-scale-length shot with the shift from an implosion shot. The
implosion shot was intended to have each beam arrive at the target simultaneously, but
the accuracy of the timing on this reference shot was not known. -

All of the beams were focused ahead of the target so that each beam was
diverging at the target plane. Because a lower intensity was desired from the heating
beams, they were purposefully defocused to give a spot size of 650 um. The
interaction beam was more tightly focused to a 250-pm spot size. The intensity in the
overlap region was approximated by simply summing the intensity of each beam at the
target plane. The target was placed perpendicular to the axis of the two cones so that
each beam (including the interaction beam) was at a 50° angle to the target normal, as
shown in Figure IV-2.

The 0.351-nm on-target intensity was 1 x 1015 W/cm?2 on the west side of the
target. Since there were only four heating beams on the east side, the intensity was
8 x 1014 W/cm2. The more tightly focused interaction beam had an intensity of
1.6 x 1015 W/cm2.

The targets were thin CH foils that were stretched between two wires. The first
target tried was 12 pm thick. The short-wavelength edge of the down-scattered
spectrum showed decreasing and then increasing densities of the scattering sites. These
inconsistencies were not understood and caused a switch to 15-um-thick targets, which
climinated the inconsistencies and gave a longer scale-length plasma. Plastic foils were
used because a low-density laser plasma will expand faster, thereby giving a longer
scale length. Also, reactor targets are projected to have a plastic outer layer.”!

The main diagnostics for this experiment were SOS-I and SOS-II. (The
acronym stands for Streaked QOptical Spectrometer.) Each SOS was a 0.22-m

spectrometer with the spectra time resolved by an optical streak camera of Livermore
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(a)

(b)

Figure IV-2. The heating beams struck the target from both sides. The beams were
each 50° from the target normal.
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design. Each camera had a time resolution of approximately 100 ps.72 The
spectrometers were on the east side of the chamber, each at an angle of 25° from the
target normal and 27° from the interaction beam (i.e., 27° from the backscattered
direction). Thus, each spectrometer (Figure IV-3) was out of the plane determined by
the target normal and the interaction beam, but the two were symmetrically located.
The two spectrometers did not have a common absolute temporal reference, but a
reasonable approximation about their relative timing was made by assuming that the
up-scattering began when the east beams were fired. This led to consistent temporal
histories for both spectra.

SOS-II was designated the up-scattering spectrometer and was set to observe
spectra around the three-halves harmonic wavelength of 234 nm. The
1200-grooves/mm grating, blazed at 250 nm, was chosen to give peak light
transmission efficiency and good resolution while retaining a large enough spectral field
of view (65 nm) to contain the up-scattering and three-halves features within it.

The down-scattering spectrometer, SOS-1, had a much larger spectral field of
view to observe the spectra from less than 400 nm to more than 700 nm (wg/2).

The third major diagnostic was a filter-fluorescer electron x-ray continuum
spectrometer (FFLEX).73 This diagnostic consisted of ten K-edge-filtered diodes and
PMT's and another ten filter-fluorescer channels. Located on the opposite side of the
target normal from the interaction beam, FFLEX measured an approximation to the cold
and superhot-clectron temperatures. Although a filter-fluorescer detector has a much
narrower energy bandwidth than a K-edge filter, interpretation of FFLEX data is
subject to the same caveats that are attached to the GDL clectron x-ray continuum
measurements that have already been discussed in Chapter II1.

Other diagnostics were also deployed. Although these measurements will not
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Figure IV-3. The scattered light was collected by two 1/4-m spectrometers and time-
resolved by streak cameras. These were 27° from the interaction beam and 18° out of
the plane defined by the interaction beam and the target normal.



be quoted in this dissertation, they served as a qualitative check on the understanding of
the plasma expansion and subsequent development. For instance, the results of the
22X device, a Wolter x-ray microscope with a streak camera output, could be
qualitatively modelled by LASNEX,74 the standard Livermore hydrodynamics
computer code.

A pair of instruments gave the time history of several discrete bands of optical
and x-ray emission. OP-XRAY was a three-channel x-ray spectrometer with pass
bands at 0.7, 1.5, and 2.5 keV. OX-OPT measured the time-resolved emission from
four channels: Wg/2, g, 3wg/2, and the 400- to 600-nm band (with residual,
unconverted, 0.53-um radiation blocked with a ﬁltcr). The last channel was meant to
measure the temporal behavior of the light scattered by SRS.

The SOP, or streaked optical pyrometer, was instead used as a 3wg/2
time-resolved, one-dimensional imager by réplaccmcnt of the usual wavelength
defining filter stack with a 3wg/2 bandpass filter. Since 3wp/2 emission is a signature
of the n/4 surface,’S this gave a time history of the expansion and bum-through of the
quarter-critical surface which is where superhot electrons are generated by two plasmon
decay.

Two other diagnostics were also important: SOS-IV and the EBM's. SOS-IV
measured the Brillouin backscattered light from the interaction beam as well as from
one other angle. The EBM's, or energy balance modules,’6 were photodiodes that
separately measured the time-integrated energy reflected at the fundamental (351 nm)
and in the SRS band. There were approximately forty pairs of diodes arrayed around
the chamber, covering all angles except direct backscatter into the interaction beam.
The total amount of Raman-scattered light was estimated by calculating the solid angle
of each photodiode and then assigning the signal from each diode a weight that
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corresponded to the solid angle between that diode and the nearest neighboring
diodes.”?

In order to find the amount of Raman light generated by the interaction beam
only, two kinds of shots were attempted. The first was the usual interaction shot. The
second was termed a “null” shot because the interaction beam was not propagated to the
target. In all other respects, the shots were identical. By subtracting the Raman energy
generated by a null shot from that generated by an interaction shot, the Raman light
created by the interaction of the interaction beam with a long-scale-length plasma was
measured. The fraction of Raman scattered light was found to be approximately 10% -
to 20% of the energy in the interaction beam,’8 not much higher than for
short-scale-length interactions. This is an important piece of evidence for the feasibility
of inertial confinement fusion.

The shots for which a useable and complete set of data has been compiled are
listed in Table IV-1. Problems with diagnostics, and especially with beam timing, are

the reasons for the low yield of useable shots.

B. . Results

The primary result of this chapter is shown in Figure IV-4. In it, the temporal
and spectral histories of the up-scattering and down-scattering from the same interaction
shot are shown. The important result of this figure is that the temporal histories of the
up- and down-scattering bands are well-correlated with each other and with the
high-intensity interaction beam. Both streaked spectra are complex and deserve a
detailed discussion, beginning with the up-scattered spectra.

First, the stray light bands must be ignored. This light was eliminated in later
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Table 1V-1: Long-Scale-Length Shots at LLNL

Shot Number 18012007 18012904
Type of Shot Null Interaction
Number of Beams 9 10

Relative Timing (ns)

West 0.0 0.0
East 1.3 1.3
Interaction 2.8
351-nm Energy (kJ)
West 7.1 9.9
East 59 7.3
Interaction 0.0 2.1
Total 13.0 19.4
Intensity (x 1014 W/cm?2)
West 7.9 10.7
East 6.4 7.8
Interaction 0.0 15.6
Electron Temperatures (keV)
" Cold Temperature 2.5 2.8

Superhot Temperature 25 26

18020407
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Figure IV-4. Time-resolved spectra from the interaction shot. The relative timing of
the clusters is shown in the center. The stray-light bands in the up-scatter spectrum
should be disregarded. The up-scatter intensity contours are at 1, 5, and 10% of the
maximum intensity while the down-scattering contours are at 5, 10, and 15% of
maximum.
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shots. Then, the correlation between the timing of the laser and the appearance of
intense scattering bands should be noted. Initially, no scattering is seen when the west
beams are fired because the target has not yet burned-through. (SAGE calculations
show that the target burns through at approximately 2 ns.79) When the east cluster
turns on, broad-band scattering is immediately seen because the diagnostics are on the
same side of the target as the east cluster. This is enhanced Thomson scattering. This
scattering lasts for less than 1 ns because the plasma is rap{dly evolving. The plasma
becomes underdense at approximately the same time that this burst of scattering ends.
Another pulse of ETS light is seen when the interaction beam, also on the same side of
the target as the diagnostics, turns on. The scattered light does not last throughout the
duration of the interaction beam because by that time, the plasma has essentially
disappeared.

The presence of 3wq/2 scattering in these streak photographs indirectly shows
the presence of superhot electrons. Scattering at 3wo/2 is primarily caused by the
nonlinear coupling between an incident laser photon (at t) and a plasmon of frequency
wo/2. Higher order processes, such as a three-plasmon interaction, or a 2w photon
coupling with a plasmon, are also possible, but are considerably weaker.”S No matter
which of the processes is invoked, mixing with /2 plasmons is required. The source
of these plasmons can only be the two plasmon decay instability. The TPD instability
is expected to be present because its threshold is low, much less than the threshold for
SRS-A or SRS-C,37

L 2 x 10°° T (keV)
D~ :
)‘uLu

av-n

The threshold intensity is ITpp = 104 W/cm2 for the conditions of this plasma with T

= 2.6 keV, which is much less than the intensity of any of the laser beams. If the
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clectron temperature were lower, the threshold would also fall (e.g. if Te = 1 keV then
ITpp =~ 4 x 1013 W/cm2). Thus, the TPD instability is easily excited in a
long-scale-length plasma produced by a 351-nm laser. The presence of 3wg/2
scattering is a confirmation of this and also that a quarter-critical density surface exists
since TPD can only occur in the vicinity of nc/4.

Superhot electrons are produced by cither SRS-A at the peak of a parabolic
density profile,49 (the profile here) or by SRS-A or TPD at the quarter-critical surface.
Three-halves emission shows that TPD is excited and is therefore producing superhot
clectrons. The presence of the three-halves scattering is evident in Figure IV-4. It
begins as soon as the east beams turn on and does not end until almost the end of the
interaction pulse (Figure IV-5). The growth, saturation, and decay of the up-scattering
signal follows the changes in the level of 3wo/2 scattering very closely. In particular,
there is no up-scattering after the 3wg/2 signal ends; that is, the scattering ends when
the superhot-electron production ends.

The location of the quarter-critical surface is also important. SAGE
simulations, Figure IV-6, show that the foil burns through, on-axis, approximately 2,
ns into the shot and that the peak plasma density, on-axis, falls below quarter-critical
very quickly after that (in a few hundred picoseconds). The same qualitative features
are reproduced with the hydrodynamic similarity solution of London and Rosen.70 The
quarter-critical surface must then be off-axis, and be a part of the cold finger of
non-ablated material shown at the top of Figure IV-7. The actual Nova beams are
focused with /4 lenses while the SAGE simulations were performed with an f/1 beam
representing each cluster of five beams. It is not expected that these simulations will
exactly model the interaction, but they do serve as a general guide. LASNEX
simulations also show the colder, denser material near the beam. Although the part of
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Figure IV-5. Temporal lineouts show the good correlation between the up-scattering

band and 3wy/2 radiation.
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Figure IV-6. SAGE calculations show that, on-axis, the target burns-through in less
than 2 ns and that, on-axis, the quarter-critical surface disappears a few hundred

picoseconds after that.
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Isodensity Contours at 2.7 ns
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Figure IV-7. Although the target burns through quite early, at the time of the
interaction pulse, higher density areas remain off-axis. The isodensity contours
represent changes of a factor of 2 of the density. The lowest contour represents a

density of 0.002n,.
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the Nova beam containing most of the beam energy misses these denser regions, the
beam has very large wings80 that may have enough energy to produce the 3wg/2 light
and the superhot electrons. '

The time-resolved down-scattering is also shown in Figure IV-4. Correlation
with the up-scattering spectrum is readily seen. The fiducial is 527-nm light that has
not been converted in the tripling crystals, reflected by the target support stalk. The
fiducial from the west beams is seen first, before any signal is seen in the up-scattering
spectrometer. This is because the up-scattering signal, which originates on the far side
of the target, is masked from the spectrometer until the target burns-through. On the
other hand, the fiducial light is reflected from the target support frame, from cither
above or to the side of the target, and is not blocked by the target. The tum-on of the
east and interaction beams is easily seen.

The correlation between the up-scattered band at 254 nm and the down-scattered
band at 569 nm is shown in Figure IV-8. The relative timing between the two spectra
is estimated to be within 100 ps. Scattering of stray green light from the target support
structure gave the absolute calibration of the down-scattering to the sequence of laser
pulses. The absolute timing of the up-scattered spectra was estimated from the onset of
the stray light from the interaction beam and checked against the observation of ETS
with the commencement of the east beam irradiation.

There seem to be two peaks in the down-scattering spectrum that are correlated
with the up-scattering due to the interaction pulse. Although there is a relative
minimum in the up-scattering corresponding to the minimum between the two
down-scattering peaks, there are no laser or plasma parameters that are changing at that
time. There does not seem to be any down-scattering above the noise level when the

east-cluster irradiation begins.
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Up- and Down-Scattering Correlation
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Figure IV-8. The down-scattering at 569 nm and the up-scattering at 254 nm are
well-correlated in time, and both immediately grow when the interaction beam turns on.
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Figure IV-9. Time-resolved spectra from a null shot where the interaction beam was
not used. Intensity contour levels are at 1, 5, and 10% of the maximum intensity.
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The interaction shot can be contrasted with a null shot, Figure. IV-9, where the
interaction pulse was not fired. The second null shot was similar to the one presented
in Figure IV-9. These spectra, being taken later in the experimental campaign, have
much less stray light and are easier to interpret. The down-scattering shows only a
single burst when the east beams are fired. The down-scattering temporal history of the
interaction and null shots are the same until the interaction beam is fired. The
up-scattering also appears similar. The three-halves feature is still in existence from
near the beginning of the pulse throughout the duration of the heating beam's pulse.
The ETS signal at longer wavelengths than the three-halves, however, lasts slightly
longer than on the interaction shot. The temporal history of the up-scattering in the null
shot is shown to be similar to the interaction shot in Figure IV-10. The up-scattering in
the two shots begins at the same time, reach comparable intensity levels, and the rise
and fall times are similar. There is no more up-scattering after the last heating beam
tul;ns off. These two shots show that while the interaction beam creates distinct ETS
up- and down-scattered bands, the initial heating beams also create ETS scattering
bands.

The electron temperatures inferred by FFLEX are included in Table IV-1. All
shots were reasonably fit with two temperatures; an example is shown as Figure IV-11.
The cold-electron temperatures, due to collisional absorption of the laser light, varied
between 2.5 and 2.8 keV. The superhot temperature, from processes at the
quarter-critical surface, varied between 21 and 30 keV. Generally, the interaction shots
seem to have had higher superhot temperatures, but all of the measurements are subject
to uncertainties. The cold temperatures could vary more because only two detector

channels (5-7 and 7-9 keV) determined the cold temperature.

Although the best fits were with two temperatures, several shots were initially
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Up-Scattering and Null
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Figure IV-10. Temporal lincouts of up-scattering at the same wavelength, 254 nm,

from the null and interaction shots show the reproducibility of the heating phase of the
shot and highlight the scattering caused by the interaction beam.
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FFLEX Spectrum: Shot 18012904
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Figure IV-11. The time-integrated electron temperatures for the interaction shot were
deduced by fitting a bi-Maxwellian distribution to the x-ray continuum energy
measurements.
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fit with three temperatures — a hot-electron temperature was included. When these
were recalculated for two temperatures, no apparent degradation in the fit was seen. A
two temperature fit is more plausible since it is expected that the level of resonance
absorption, the source of the hot electrons, is greatly reduced in 351-nm-laser

irradiation as opposed to 527-nm-laser irradiation.43

C. Discussion

As was shown in the previous section, the differences between the interaction
and null shots were as expected. Both the measured superhot- and cold-electron
temperatures were slightly higher for the interaction shot. Both the up- and
down-scattered spectra were also similar until the time when the interaction beam fired.
For the null shot, Figure IV-9, the interaction ended, but for the interaction shot, Figure
IV4, both three-halves harmonic and enhanced Thomson scattering were evident until
near the end of the interaction pulse. Both of the down-scattering spectra showed a
burst of light when the east cluster fired, correlated in time with the appearance of an
up-scattered ETS band. The null shot shows just this one down-scattered feature, but
the interaction shot shows another down-scattered band when the interaction beam is
fired.

The location of these scattering bands will now be compared to the theory
developed in Chapter II. A spectrum of the interaction shot at 3.6 ns is presented in
Figure IV-12. Note that the wavelength scales are different and that the relative
intensity scales each have different arbitrary units. The up-scattering spectrum shows a
large, narrow peak at approximately 254 nm. The peak is much more intense than the
3wg/2 signal. The down-scattering is a very broad, intense scattering band between
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Figure IV-12. A spectral lineout taken during the interaction-beam pulse shows a

narrow up-scattered band and a rather wide down-scatter band.
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approximately 500 and 600 nm. It is consistent with the ETS theory that the
up-scattering band is much narrower than the down-scattering band.

The predicted enhanced scattering bands are shown in Figure IV-13, With a
hot-electron fraction of fi = 10-3, the fit is in reasonably good agreement with the
measured spectrum. Theory predicts an up-scattering band at a slightly shorter
wavelength than was observed. This could be due to a more complicated refraction
than was modelled in the calculation. The cold-electron temperature that gave the best
fit to the data, 1 keV, was not the same as the measured value of 2.8 keV. The cold
temperature is much lower because FFLEX is a time-integrated (over the entire
interaction) as well as a spatially-averaged measurement and varies depending on
irradiation energy and electron density, as well as many other factors. The
cold-electron temperature varies throughout the plasma corona at any given time. The
suprathermal electrons, however, are expected to have approximately the same
temperature throughout the corona. The real temperatures of interest are the
time-averaged temperatures averaged over only a relatively short interval immediately
before the time of interest. SAGE calculations, Figure IV-14, show that at 3.6 ns into
the interaction, the electron temperatures are much lower than the FFLEX
measurement. Off-axis, where the quarter-critical-density surface is, the temperature is
about 1 keV. In the rest of the interaction region, the temperature is between 0.5 and
1.5 keV, a small enough range to have little effect on the ETS fit.

In ETS, the incident laser light scatters from plasma waves enhanced by the
presence of bursts of suprathermal electrons. The plasma waves that are enhanced have
a phase velocity equal to the velocity of the electron burst. Therefore, the scattered light
should be symmetric in electron-plasma-wave phase-velocity space. In particular, the
scattered light should be symmetric in the phase velocity that is calculated by only
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Te Contours at 3.6 ns
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Figure IV-14. SAGE calculations show that the bulk electron temperature of the
plasma is approximately 1 keV during the interaction pulse. The target was initially at
the center of the horizontal axis and was assumed to be of infinite extent verticaily. The
interaction beam is incident from the right-hand side of the simulation frame.
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considering the component of Kepw that is along the density gradient;

®
= L\V -
Ve (Kepw)s ’ -2

Even though the frequency-matching conditions,

0 =0, e » av-3)

are symmetric in frequency shift (the + sign refers to up-scattering), the only scattering
that will be enhanced is that which has the correct phase velocity. The frequency shift
of the scattered light will not be symmetric if the up- and down-scattering spectra are
measured at the same angle with respect to the laser direction. The following argument
shows this. The measured frequency of the up-scattered light is, by definition, greater
than the down-scattered light. This means that the up-scattered wave vector, and
consequently the electron-plasma wave vector, will also be larger. The up- and
down-scattering spectra are thus sampling different plasma waves. However, because
it is assumed that the electrons have been emitted in monoenergetic, unidirectional
bursts, the phase velocities of the electron-plasma waves must still be the same. This
also means that the electron-plasma-wave frequencies will differ, so that, from Eq.
(IV-3), the scattered light will not be symmetric in scattered light frequency. For the
sax;xe reason, the scattering will not be symmetric in electron-plasma wave vector space.

Direct comparison to the ETS theory can be made in phase-velocity space.
Figure IV-15 plots the scattered-light intensity as a function of phase velocity for the
data presented in Figure IV-12. Overlaid are the ETS-predicted bands calculated for a
hot temperature of 26 keV. It is readily apparent that the majority of the down-scattered
light is fit by the ETS theory. There is some additional scattering from
high-phase-velocity plasma waves (long-wavelength scattered light). This extra

scattered light may be at the noise level of the streak camera, or it may be the result of
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some other plasma process.

The up-scattered light is also reproduced by the theory. The low-phase-velocity
(long-wavelength) cutoff is accurately reproduced, but the high-phase-velocity cutoff is
not. A consistent feature of almost all of the spectra examined is that when the
down-scattering peak is correctly fit in terms of the electron temperatures aﬂd the
hot-clectron fraction, the up-scattering band does not extend to wavelengths as short as
predicted. This is a counter-intuitive result because up-scattered light (in this geometry)
originates from electron-plasma waves that are propagating out of the plasma.
Suprathermal clectrons are assumed to be emitted in this same direction and then
reflected by sheaths at low electron densities. Because the electrons must lose some
energy as they traverse the plasma, it is reasonable to assume that the electrons flowing
towards lower density would have a higher energy (velocity) than those that have been
reflected once. This means that the phase velocities of the plasma waves contributing to
up-scattering should be higher than those directed into the plasma that contribute to
down-scattering. From this argument, the scattered light is expected to be asymmetrical
with the phase velocity shift corresponding to the energy loss of the electrons. The
spectra shown in Figure IV-15 show that just the reverse shift was measured. There
must be some cutoff mechanism that will self-consistently reproduce the observed
spectra.

Because the bulk of this plasma is below n./4, it may be possible that no
scattering is seen from higher phase velocities because there is too little plasma at the
appropriate density. This conjecture requires an examination of the density at the origin
of the scattering. Figure IV-16 once again reproduces the spectra of Figure IV-12, but
this time in terms of the density required to satisfy the frequency- and wave-matching

conditions. The down-scattered light comes from electron densities between 0.03 and



122

Density at Origin of Scattering

- Up-Scattering
3
s
g |
0N
s
£

Fiduclal
s ; Down-Scattering

intensity (a.u.)
L

0.0 0.1 0.2 03
n/ng

Figure IV-16. Both up- and down-scattering originated at densities below
quarter-critical. The bands did not, however, originate at the same density.
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0.2 nc. The lower frequency of the down-scattered light requires a smaller Kepw, which
in turn, requires a smaller plasma frequency. The up-scattered light occurs at much
higher densities, between 0.1 and 0.22 n.. Again, this is required to saﬁsﬁ the
matching conditions. It should be noted here that both up- and down-scattering can
occur at many other densities than those presented in Figure IV-16. It is the placement
of the optical diagnostics that restricts the scattering to the density ranges observed.
Also, while the two spectra were not collected by the same diagnostic, the two
spectrometers were symmetrically placed with respect to the interaction beam and the
target normal.

A sharp plasma-density cutoff at 0.2 n; would explain the up-scattered spectrum
because higher phase velocities come from denser plasma for both up- and
down-scattering. For the observed spectra to match ETS predictions, it would be
necessary to observe up-scattering from densities greater than 0.3 n;, while no
scattering was observed from densities greater than about 0.2 n.. A sharp
plasma-density cutoff would not be a factor in the down-scattered spectrum. It has
already been inferred from the existence of 3/2 emission that a quarter-critical density
surface exists in the plasma. However, by comparing a Nova beam intensity profile80
to the density distribution predicted by a SAGE simulation, Figure IV-7, it is apparent
that the threshold for the two plasmon decay instability, which is the mechanism that
occurs only at n./4 and produces 3wy/2 emission, is only marginally satisfied. This is
especially true after the east and west clusters turn off, as is shown in Figure IV-5 by
the drop in 3wg/2 emission. The majority of the laser energy encounters plasma that is
much less dense than nc/4. The most intense scattering (see Figure IV-16) occurs at
densities near n/10. This is consistent with the experimental design goal of producing

a large plasma whose peak on-axis density, during the interaction pulse, was nc/10.
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Higher densities are assumed to be produced only near the remains of the “cold finger”
of target material that extends into the low density region. Because the ETS theory, in
its present form, does not make any predictions of the spectral shape or level of
scattering, it is possible that the laser intensity at the nc/4 surface may be high enough to
excite the TPD instability, but still be low enough that enhanced Thomson scattering
will not be observable.

As discussed in Chapter II, stimulated Raman scattering has been suggested as
an alternative theory to explain the complicated spectra that were observed. The
up-scattered light would be the anti-Stokes line of SRS. Because both the Stokes and -
anti-Stokes lines are produced by the pump wave mixing with the same electron-plasma
wave, the two modes will be scattered in different directions as a consequence of
momentum conservation. An ideal test for this mechanism would observe the scattered
light at two different angles so that the same electron-plasma wave satisfies both
matching conditions. If SRS were the cause of both scattering bands, the scattered
light would be symmetric in frequency shift from the laser frequency. Unfortunately, it
was not possible to perform this test. Figure IV-17 shows that the up-scattered light
was the result of scattering from plasma waves that had a significantly larger wave
number than did those plasma waves leading to the observed down-scatter signal. The
electron-plasma-wave frequencies deduced from the spectra of Figure IV-12, as
suggested in Reference 50, are reproduced in Figure IV-18. Although the frequency
up-scattered peak lies within the frequency range of the down-scattering band, the
shape and size of the two bands are different. The up-scattered band, as predicted by
ETS theory, is much narrower than the down-scattered band. Figure IV-16 shows that
the electron densities observed are different for the two bands, or equivalently, the

plasma frequencies at the origin of the scattering are different. The frequency of the
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Figure IV-17. The up-scattering and down-scattering bands are scattered by different
plasma waves.
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Figure IV-18. The electron-plasma-wave frequencies implied by the relation s = g
w Show that these spectra are difficult to explain in terms of Stokes mixing. The
spectra is the same as is in Figure IV-12.
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electron-plasma wave is approximately equal to the plasma frequency at the origin of
the scattering because the thermal correction term, 3v¥k§pw, is small. Nothing can be
determined from these plots about Stokes/anti-Stokes generation in the plasma. It is
unlikely that this type of emission was seen, however, because the production of
frequency up-scattered light is usually limited to the forward direction where the small
value of the electron-plasma wave vector makes the anti-Stokes mode resonant. The
backwards anti-Stokes mode is not produced because the large electron-plasma wave
vector is non-resonant for this direction.

The enhanced Thomson scattering during the interaction beam pulse varies in
intensity (Figures IV-5, IV-8, IV-10) and in spectral width as shown in Figure IV-19.
The band begins as a narrow, low-intensity signal, increases in width and in intensity
as more hot electrons are generated and enhance the plasma waves, and ends as a very
intense band that is somewhat narrower. The evolution of the width of the band,
although very small, may give an indication of the temporal evolution of the
background electron temperature. Figure IV-19 shows that the spectral width of the
band may be roughly correlated with a changing cold temperature. The width of the
down-scattered band also increased and then decreased, although the magnitudes of the
spectral widths were not reproduced as well by the ETS predictions.

The width of the band varies because at low cold-electron temperatures, the
reverse-slope resonance region is very small. As the background temperature is
increased, the enhancement region gets larger until the bump-on-tail portion of the
electron distribution function begins to overlap the background distribution. At still
higher temperatures, the resonance region completely disappears. Many assumptions
are built into the curve presented in Figure IV-19. For example, it was assumed that

the hot-electron fraction and the hot-clectron temperature remained constant throughout
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the pulse. These are clearly unrealistic. Another problem is that the ETS theory does
not really predict the edge of the enhanced scattering region very well. The actual width
of the band may be limited by the detection threshold of the diagnostic. This type of
analysis should only be used as a guide to the physics occurring in the plasma, rather
than as a detailed temperature diagnostic.

The early pulse of up-scattered light that occurs in the interaction shot (Figure
IV-20) when the east cluster fires is also explained by the ETS theory. The
up-scattering consists of a wide shoulder above the 3w/2 radiation that is an order of
magnitude more intense than the scattering below 3wp/2. At the same time, the
down-scattering consists of a wide, low-intensity shoulder between approximately 500 |
and 600 nm. The interaction pulsc has not yet fired, but the other nine beams are still
on. Each of these beams contributes to the scattering. Scattering from the west beams
is not considered because geometrical effects would place the scattering well outside the
observed wavelength range. The remaining four beams of the east cluster are scparated
from the diagnostics by angles between 39 and 74 degrees. Under the same
temperature conditions, the predicted scattering band from each beam is essentially the
same. The high-phase-velocity edge is fixed by the hot-clectron temperature and is the
same for each beam. The low-phase-velocity edge varies over a range of 11 nm for the
down-scattering and 6 nm for the up-scattering. A typical calculated set of bands is
shown in Figure IV-20. As has already been seen in the scattering resulting from the
interaction beam, the bands calculated from the measured electron temperatures (Tsp, =
26 and T, = 2.6 keV) overestimate the amount of short-wavelength up-scattering and
underestimate the amount of long-wavelength down-scattering. The measured width of
the down-scattering is also larger than expected. Although the details of the
observations are not reproduced exactly by the ETS theory, the approximate spectral
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Figure IV-20. The pulse of light that occurs in the interaction shot is modelled by ETS.
Shown are the predictions for the measured temperatures with T = 2.6 keV. In this
case, the fit is insensitive to exactly which of the four east beams is being scattered.
The interaction beamn has not yet been fired.
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positions of the observed scattering is in agreement with the theory.

The scattering from the null shot (Figures IV-9 and IV-21) is more difficult to
interpret. A single down-scattered band is emitted when the east beams first irradiate
the target. It is not seen earlier because the west beams are on the other side of the
target from the detectors. It turns off because the plasma density has fallen below n./4
and there is no source of suprathermal electrons. The down-scattering extends to
longer wavelengths than in the interaction shot. The up-scattered emission begins
almost as soon as the west irradiation begins and does not end until the east beams have
ended. The spectral position is also slightly different; here, the band extends from the
three-halves feature to 255 nm. Thus, both bands are shifted to higher phase velocities
than in the interaction shot, even though the measured superhot-electron temperature
was lower for the null shot and the laser parameters were the same.

The up-scattered band cannot be explained by enhanced Thomson scattering
emanating from a west beam because only beamline 1 is predicted to produce any
up-scatter, and then at wavelengths well above those that were observed. Unlike the
interaction shot, scattering from the east beams would reproduce the up-scattering
spectrum quite well. The full extent of the down-scattering, however, would not be
rcj)roduccd. Stimulated Raman scattering may be an alternative explanation for this

spectrum.

D. Summary
In conclusion, the enhanced Thomson scattering bands from an
ultra-long-scale-length plasma were observed. The spectral position of these bands is

in agreement with theory. Three-halves harmonic emission from the plasma, which
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Figure IV-21. Scattering from the null shot during east beam irradiation.
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implies the pi-escnce of superhot electrons, was also observed throughout the duration
of the interaction. The ETS up-scattering emission disappeared when the 3wg/2
emission ended. Null shots were also taken and showed that the interaction beam was
creating ETS and 3wq/2 signals. Earlier in the interaction, ETS from just the heating
beams could be seen in both the interaction and null shots. Time-integrated
clectron-temperature measurements were made and were found to overestimate the
instantaneous cold-electron temperature, as compared to SAGE calculations, late in the
interaction. Poor agreement was found between the observed spectra and the
predictions of either an absolute or a convective stimulated Raman scattering

mechanism. The anti-Stokes line of either process was not identified.



Chapter V: Single-Beam Experiments at 0.35 um

In conjunction with the long-scale-length interaction campaign carried out at
Lawrence Livermore National Laboratory, three single-beam shots were made to test a
diagnostic of the stimulated Brillouin instability. The three primary ETS diagnostics
(up- and down-scattering spectrometers and electron temperature diagnostic) were able
to “piggyback” on these shots. This allowed a direct comparison to the GDL
experiment with five important differences. First, the laser wavelength was shorter
(351 nm) which meant that there would be no “hot” electrons, only “superhot” ones,
because the level of resonance absorption is reduced. Second, the on-target energy was
much higher (2.3 kJ) which would produce more Thomson scattered light. Third, the
higher intensity produced hotter suprathermal electrons. Fourth, the plasma scale
length was longer because the targets were much thinner. Fifth, and finally, a complete
set of diagnostics was used allowing both up- and down-scattering to be temporally
resolved.

In the rest of this chapter, the experimental parameters are defined and the
spectra from the three target shots are presented. The ETS theory is then shown to
successfully mode] the data. In addition, emission from stimulated Raman scattering
was observed and the distinction between scattering from ETS and from SRS is made.
This chapter concludes by summarizing the evidence for ETS in single-beam,

0.35-pum-laser plasmas.
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A. Experiment

Three target shots comprised this experiment. Two of the targets were
3-pm-thick pieces of mylar (Z=3.5) and the third was a 6-um-thick gold target. The
experiment was performed using a single beam of the Nova laser system. This was the
beamline that was used as the interaction beam in the experiments described in the
previous chapter. The pulse length was 1 ns in a square pulse. The laser-spot size was
250 um, which implied an on-target intensity of approximately 4.8 x 1015 W/cm2. The
planar targets were oriented normally to the laser beam. The same diagnostics that were
employed in the long-scale-length experiments were used. Namely, FFLEX for
electron temperatures and two spectrally-resolved optical streak cameras at 27° from the

target normal were used.

B. Results

Although ostensibly identical shots, the two 3-um-thick plastic foil shots
produced very different scattered-light spectra. The first, shot 18012208, shows
three-halves harmonic emission from the start of the laser pulse that lasts about 300 ps
(Figure V-1). This is consistent with SAGE simulations’? that show burn-through at
225 ps (the nc/4 surface burns-through at 300 ps, on-axis) and LILAC simulations8!
that show burn-through between 250 and 300 ps. At 254 nm, a wavelength where
enhanced Thomson scattering was previously observed, the scattered light was less
than 5% as intense as that at 3wo/2. The peak of this scattering also occurred later than
the three-halves peak. This is consistent with the supposition that superhot electrons
created at the quarter-critical density are responsible for enhanced scattering. The peak
of the down-scattering occurred 200 ps after the up-scattering peak.
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Shot 18012208
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Figure V-1. Temporal evolution of a CH-target shot. The down-scatter emission
peaks 200 ps after the 3wg/2 emission does.
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The scattered-light spectrum from shot 18012208 (Figure V-2), at
approximately 0.5 ns into the interaction, shows that the three-halves signal is the
dominant feature in the observed spectral region and that the scattering at 254 nm is a
part of the 3wp/2 signal. The down-scattered signal shows two distinct peaks, one
between 550 and 600 nm and one between 650 and 702 nm. Splitting of thc‘ ®g/2
signal (at 702 nm) is not apparent.

The second shot, 18012906, shown in Figure V-3, has some discrepancies,
particularly in the three-halves emission that shows two distinct emission periods. The
half-harmonic feature, like the three-halves a signature of two plasmon decay, is
correlated with the first peak. Up-scattering at 254 nm is delayed slightly with respect
to the 3mp/2 signal and the down-scattering (at 569 nm) peaks at the minimum of the
3w/2 signal.

The scattered-light spectra, as well as the time evolution of the 3axy2 signal, of
shot 18012906 differs from shot 18012208. The spectrum also changes drastically
during the irradiation. Two different times will be considered. Time I is at the first
peak of the 3wq/2 emission and Time II is at the second peak. Time I up-scattering
(Figure V-4) shows 3mg/2 emission (cf. Figure V-3) and a very strong ETS scattering
band that is 16 times more intense than the three-halves. Time II up-scattering (Figure
V-5) has a 3mg/2 peak comparable in intensity to Time I (again, cf. Figure V-3) and a
much weaker remnant of the ETS band at 254 nm. The down-scattered spectrum has
also shifted. Figure V-4 shows that at Time I, the down-scattering occurs in one large
band that starts near S00 nm but does nor extend to 700 nm, being cut off at 690 nm.
The wg/2 signal is distinct and separated from the ETS signal. At the later Time Il
(Figure V-5), the peak of the down-scattering band has shifted to shorter wavelengths
and, although the band also cuts off at 500 nm, the long wavelength edge is cut off at a
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Down-Scattering
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Figuré V-2. This CH-target shot shows 3wg/2 emission, ETS near /2, and an SRS
band near 600 nm.
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Shot 18012906
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Figure V-3. Anomalous double-peaked behavior of the 3(00/2 signal. The
up-scattering is correlated with the first pcak Half-harmonic emission occurs earhcr
than the down-scattering does.
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Figure V-4. At the first peak of 3wp/2 emission, an unmistakable ETS band is present
in the up-scattering. Only the SRS band is identifiable in the down-scattering.
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Figure V-5. At the second time, the up-scattering has diminished in intensity. The
down-scattering now shows two strong peaks. The vertical scale of the up-scattered
spectrum is ten times smaller than in the previous figure. The down-scattering

spectrum has the same scale.
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much shorter wavelength, 650 nm. The shape has also changed.

The Au target presents an opportunity to test the effects of target Z on ETS
scattering. The scattered-light spectrum is presented in Figure V-6. The three-halves
harmonic partly obscures the presence of an ETS band in the up-scattering spectrum.
The down-scattering was mostly limited to a well-defined band between 600 and 700
nm. There is also a small band, distinct from the most intense scattering, at longer
wavelengths than 700 nm (at lower frequencies than wg/2). The origin of this
scattering band is unknown.

Table V-1 summarizes the laser conditions and the measured
suprathermal-electron temperatures for the three single-beam shots. The electron
temperatures are more suspect than they were for the multi-beam shots because of large
scatter from each detector. There is no known reason for the large scatter. The cold
temperatures are, as always, questionable because only two detectors were used to fix
this component. In general, however, the electron temperatures were much higher than
in the multi-beam shots. These “exploding-foil” targets had less mass than the multi-
beam shots and the laser intensity was higher because of the shorter pulse length. Shot
18012906 had measured cold and superhot temperatures of 5.5 and 31 keV,
respectively, while shot 18012208 had a superhot temperature of 40 keV. No cold
temperature was measured for this shot. The Au target produced a higher superhot
temperature (49 keV) and a lower cold temperature (4.6 keV) than the CH targets did.
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Figure V-6. The Au target shows no SRS band in the down-scattering. An ETS band
may be discerned in the up-scattering spectrum.
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Table V-1: Single-Beam Shots at LLNL

Shot Number 18010809 18012208 18012906

Target Material Au CH CH

Target Thickness (um) 6 3 3

351-nm Energy (kJ) 24 2.3 2.2

Intensity (x 1014 W/cm?2) 48 48 45
Electron Temperatures (keV)

Cold Temperature 4.6 — 55

Superhot Temperature 49 40 *31

Ionization State (Z)** 26 to 35 35 3.5

* Largc scatter

** Determined from LILAC simulations®!
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C. Discussion

Two different processes appear to be occurring in these shots: enhanced
Thomson scattering (ETS) and stimulated Raman scattering (SRS). The ETS process
is especially evident in the down-scattered spectrum of shot 18012208 (Figure V-2).
The long-wavelength peak, between 600 and 700 nm can be reproduced using the
measured superhot temperature of 40 keV, Because a cold temperature could not be
determined from the x-ray data, it was assumed to be the same as the second shot, 5.5
keV. The quality of this fit is shown in Figure V-7 where the phase velocities of the
scattering electron-plasma waves are plotted. In general, the agreement is quite good,
especially for the low-phase-velocity (short-wavelength) cutoff. The up-scattered
signal is predicted to be outside the wavelength range of observation between
wavelengths of 185 and 210 nm.

The second down-scattered peak, between 550 and 600 nm, may be due to
stimulated Raman scattering. The density profile of a thin foil may be considered to be
parabolic at the highest density with an exponential tail on the laser-irradiated side.
Figure V-8 shows the two different scale lengths involved. The density profile shown.
is from a LILAC simulation just after the foil burns-through. The parabolic part of the
profile has a scale length, Ly, equal to 55 pm where the profile was assumed to be
n= no(1~x5/L§). The exponential part of the plasma has the profile n = ngexp(-x/L)
with L = 190 pm. The exponential scale length (L) is used in the comparison of this
experiment with those described in Chapters Il and IV. In a parabolic profile, the SRS

intensity threshold is given by82
I = 5x10" R n e w v-1)
TN U3 A3 n 2’
AO LP c cm

where Ag and Ly, are expressed in microns, T, in eV, and the critical density is nc. For
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Figure V-7. The down-scattering from a CH-target is well-modelled by the ETS
theory. A comparison between the theory and the absolute magnitude of the
electron-plasma-wave phase velocity in the direction of the density gradient is shown in
(a). In (b), it is seen that the down-scattering is from densities below nc/4.
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Figure V-8. When the plasma burns-through at 225 ps, a parabolic scale length of 55
pm and an exponential scale length of 190 |im are present in the plasma. The density
profile is from a LILAC simulation.
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the conditions of shot 18012208 (using n/n; = 0.08 as suggested by Figure V-7[b)),
the intensity threshold is 2 x 1015 W/cm2. As Eq. (V-1) shows, the threshold is lower
at higher peak densities. As the irradiation continues, the peak density falls and the
entire plasma can be characterized by a parabolic profile. Figure V-9 shows that at 500
Ps, the peak density is about 0.12n¢ and the parabolic scale length is 680 um. The SRS
intensity threshold is then 6 x 1013 and is easily satisfied. The linear threshold is
1.5 x 1015 for the laser-irradiated (x>0) side of the target. Considering just the
intensity threshold implies that any SRS observed is thus much more likely to be
caused by the density profile being parabolic than any other cause, although thc‘
linear-profile threshold is also satisfied.

For Raman scattering, the electron density at the origin of the scattering
determines the scattered-light frequency. Working backwards from the dispersion
relation,

mf = mlz, + czkf ) (vV-2)
shows that the scattering is from the density range 0.05n; to 0.11n.. It also follows
that the peak scattered-light intensity, which occurs at 0.08n¢, corresponds to the
density where the Raman gain is the largest. In a parabolic profile, this is at the peak
density so that as the peak density falls, the scattered light should shift to shorter
wavelengths (higher frequencies). This is not the case here. The Raman band remains
fixed in wavelength throughout the interaction. This implies that because SRS is
occurring at a fixed density, the linear-profile case is applicable, contrary to the
intensity threshold implications of a parabolic profile.

Stimulated Raman scattering may also provide a source of superhot electrons, if
the instability is absolute. The instability is absolute at the n/4 density surface, but this
would produce emission with frequency wg/2, which was not seen. Stimulated Raman
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Figure V-9. At 500 ps into the same LILAC simulation, the peak density has fallen
below n/8 and the plasma has a parabolic scale length of 680 pm.
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scattering at the extremum of an underdense target is also absolutely unstable83-85 and
produces radiation at a frequency given by Eq. (V-2). The superhot electrons produced
may certainly have a different characteristic temperature than those produced by two
plasmon decay so that it is possible that two superhot temperatures may simultaneously
exist in the plasma. The FFLEX temperature diagnostic would not necessarily be able
to measure both components.

The second CH-target shot, 18012906, also had the same Raman band seen in
Figure V-4 with no apparent ETS band. The measured electron temperatures (T = 5.5
keV and Tsp = 31 keV) predict up-scattering at wavelengths below 210 nm and
down-scattering above 500 nm. Enhanced scattering was not observed at either
wavelength band. The up-scaitered signal, however, has a strong ETS band at
approximately 254 nm. This corresponds to scattering from electron-plasma waves
enhanced by 15 keV electrons with a 1 keV background. The corresponding
down-scattering band occurs between 480 and 580 nm. In Figure V-4, at time ], this
band overlaps the Raman signal and the two may not be differentiated. At time II,
shown in Figure V-5, two peaks may be discerned in the down-scattered spectrum.
Although the width of the band is the same, peaks at 550 and 600 nm are now evident.
The 550-nm peak is the ETS band and the longer wavelength peak is the same Raman
band as bcfbrc. The up-scattered spectra shows that the 254-nm peak has decreased in
intensity to a level below the 3ax/2 signal. The down-scatter lags behind the up-scatter
in both CH-target shots, shown in Figures V-1 and V-3,

The Au-target shot shows still different behavior. The up-scattering consists of
the three-halves feature joined with an ETS feature at wavelengths slightly less than in
the CH shots. The down-scattering peak is much closer to 702 nm, which corresponds
to scattering from nc/4. The peak, however, is not at exactly wo/2; it is separated from
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/2 by approximately 40 nm. While it is tempting to identify this band as produced by
SRS at n;/4 and lower densities, its origin is more logically explained by ETS. The
wavelength position of the band is similar to that measured from a CH target, ‘Figurc
V-2. This is expected because target Z has little effect on the position of the ETS
bands. The gap near nc/4 could be due to profile steepening, but is more readily
explained by the finite velocity of the suprathermal electrons.

The SRS band is absent because the Au target will not burn-through during the
laser pulse so that a parabolic profile is never formed. The larger mass of the Au target
also reduced the plasma scale length. The absence of scattered light from the
quarter-critical surface, where the SRS growth rate is highest, implies that the SRS
threshold may only be surpassed in hot spots. Even where the threshold is satisfied,
the growth rate is reduced by the shorter scale length. The entire spectrum may be
explained by enhanced Thomson scattering rather than stimulated Raman scattering.

D. Summary

Intense, single-beam, 351-nm irradiations of thin CH and Au targets were
made. The measured cold- and superhot-clectron temperatures were much higher than
in the multi-beam, long-scale-length experiments. The exponential scale length was
determined from LILAC simulations to be approximately 190 pm. The scattered-light
spectra showed that both enhanced Thomson scattering and stimulated Raman
scattering were present. The ETS predictions, using the measured temperature, were in
good agreement with one CH-target experiment. Much lower temperatures needed to
be invoked in order to model the other two target shots. However, the shift of the

scattered light in the CH target is consistent with a decreased electron temperature. A
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lower temperature was indeed measured on this shot. The peak of the down-scattering
was found to lag behind the up-scattering by about 200 ps.

Raman scattering, peaked at 600 nm, was observed on the two CH shots: The
wavelength of the scattering band did not shift even as the peak plasma density dropped
from overdense to below 0.1n.. This is inconsistent with SRS from a parabolic profile
because the largest emission is expected from the peak density where the instability
growth rate is highest. A shift to lower wavelengths is therefore expected. The
intensity threshold for SRS, for both parabolic and linear density profile plasmas, was
exceeded.

The Au target showed the same ETS signal but had almost no SRS signal. The
target did not burn-through and the shorter scale length, because of the larger target
mass, increased the SRS threshold to an inaccessible value.



Chapter VI: Discussion and Conclusion

The enhanced Thomson scattering theory (ETS) has been shown, in the three
different experiments reported in this dissertation, to accurately reproduce the
scattered-light spectrum between the laser frequency half-harmonics from a
submicron-laser plasma interaction. In particular, the ETS theory accurately reproduces
the position of the down-scattered band, the appearance and position of the up-scattered
band, and explains the appearance of both scattered-light bands even below the
convective stimulated Raman scattering theory threshold. The three experiments were
able to test the ETS theory under widely varying plasma conditions. The success of the
theory in modelling the experimental results is presented below. The possible causes of
measured deviations from the theoretical calculations are then discussed. Surprisingly,
many of the approximations and assumptions of the model are quite reasonable and
relaxing them would have little effect on the predicted spectrum. This model is
remarkably robust, being applicable to experiments whose scale lengths vary over two
orders of magnitude, whose superhot-electron temperatures vary by a factor of 2,
whose pump laser wavelength was either 0.527 or 0.351 ym, and whose average laser

intensity varies by a factor of 6.

A. Success of Theory
Enhanced Thomson scattering (ETS), as used in this dissertation, describes the
non-stimulated Raman scattering of laser light from electron-density fluctuations in a

plasma which have been enhanced by the presence of suprathermal electrons.1213 This

153
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process is different than stimulated Raman scattering (SRS), the coupling between the
laser and plasma waves, which is an instability, has a threshold intensity, and whose
growth rate is nonlinear. The ETS theory has successfully modelled experiments under
three different plasma conditions. Using only measured electron temperatures, or the
temperatures calculated in simulations, the theory was able to successfully reproduce
the spectral positions of both the up-shifted and down-shifted scattered-light bands.

The differing laser and plasma conditions of the three experiments are contained
in Table VI-1. The first experiment was a low-energy, low-intensity, single-beam
experiment using the GDL system at the Laboratory for Laser Energetics at the
University of Rochester. The laser wavelength was 0.527 um. Thick CH targets that
produced a scale length of 80 um were used. Up-scattered light was only rarely
observed because the nominal on-target intensity was too low to produce enough
superhot electrons to amplify density variations and enhance the scattered-light level.
The up-scattering observed in this experiments (as in Figure ITI-6) is postulated to be
caused by the presence of random hot spots in the laser beam where the intensity may
be several times higher than nominal. Only in the hot spots may enough superhot
electrons be produced to initiate the up-scattering of ETS. The up-scattering was also
difficult to detect because of the poor dynamic range of the film (Kodak 2495) used to
record the spectra.

Down-scattered light was observed (Figure III-5) on every shot. Because
down-scattering has a lower superhot-¢lectron fraction than up-scattering does, it was
expected that down-scattering would occur more often.

The data was modelled very well by the ETS theory. Simultaneous up- and
down-scattered spectra are shown in Figure I1I-8. The scattering bands due to superhot

electrons were in reasonable agreement with the actual temperature measurement, given
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the accuracy of the x-ray diagnostic. In addition, the presence of resonance absorption
clectrons of less than 10 keV was inferred from the presence of a second up-scattering
band.32 This electron component was impossible to detect with the configuration of the
x-ray diagnostic. While the superhot down-scattering threshold was less than the
up-scattering threshold, the reverse was true for the hot-electron threshold. Therefore,
the hot-up-scattering band was produced, but the corresponding down-scattering band
was not because of the high hot-electron threshold of this band.

The second experiment utilized the high power and flexibility of the Nova laser
system at the Lawrence Livermore National Laboratory. Nine Nova beams, operating
at 0.351 um, formed a long-scale-length plasma. The tenth, or interaction, beam was
delayed until the plasma scale length was estimated to be 5,000A9. Simultaneous
time-resolved measurements of both the up- and down-scattered-light spectrum were
made; an example is shown in Figure IV-4. Enhanced Thomson scattering from both
the ﬁeating beams and the interaction beam was observed. The predicted width and
position of the bands were in good agreement with the measurements, as illustrated in
Figure IV-15. Because the two spectra were observed at the same angle with respect to
the symmetry axis of the laser, the observed scattering originated at different densities,
Figure IV-16, and scattered from different electron-plasma waves, Figure IV-17.
These considerations were taken into account in producing the predictions of Figure
IV-15. It should be emphasized that a plot of the calculated scattering bands, like
Figure II-4, has no inherent symmetry in terms of electron-plasma-wave frequency,
density at the origin of scattering, or wavelength. The theory only calculates the
scattering in one direction, assuming that all electron-plasma waves cxist at all densities
below critical density.

The final set of experiments was performed using a single arm of the Nova
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laser. These cxpcrimchts produced a hot, medium-scale-length plasma because the
laser intensity was higher (5 x 10!5 W/cm2) and the wavelength shorter (0.351 um)
than in the GDL experiments. ETS was observed on two CH-target shots and one
Au-target shot. The two CH targets did not behave exactly the same. The spectrum on
one could be modelled with the measured temperatures, Figure V-7, but the §ccond
required temperatures below those measured. The temperature of the second shot was
measured to be lower, however, so that qualitatively, the behavior was as expected.

Another down-scattered band, attributed to stimulated Raman scattering (SRS),
was present in both CH-target shots. The intensity threshold and growth rate of SRS
depends on whether the density profile is parabolic or linear. The highest growth rate
in a parabolic profile occurs at the peak density where the instability is absolute. For
the targets in these experiments, the parabolic-thresholds were more easily met. The
scattered-light frequency is proportional to the density at the origin of scattering, for
cither a parabolic or linear profile. The scattered-wavelength peak did not shift during
the interaction, as would be expected if the peak density of plasma were decreasing as
the plasma burned-through, implying that the density was not parabolic. This.
anomalous result is not understood.

The Raman band was absent in the Au-target shot (Figure V-6) although the
ETS bands were easily discernable. The larger target mass decreased the sound speed,
reducing the scale length and preventing the formation of a parabolic profile. No
Raman thresholds were then exceeded.
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B. Deviations from the Theory

Although the enhanced Thomson scattering theory was able to reproduce the
spectral positions of the two scattered-light bands, the high- and low-phase-velocity
cutoffs were not always exactly right. Comparisons between experiment and theory are
most casily made in phase-velocity space of the electron-plasma wave. Becaﬁsc of
limitations in the image analysis software and in the photographic film used as
detectors, detailed comparisons of the GDL data could not be made. In general,
however, the width of the scattering bands is overestimated. More detailed
comparisons can be made with the data taken at Lawrence Livermore National
Laboratory. The calculated spectrum is compared to the actual data in Figure IV-12. 1t
is apparent that although the spectral positions of the two bands are correctly
reproduced, the width of the bands is overestimated in the up-scattering and
underestimated in the down-scattering. This is shown more explicitly in Figure IV-15,
where the scattering is plotted in terms of phase velocity. The down-scattering is
actually in better agreement with the theory than was evident from Figure IV-12. The
up-scattering does not extend to phase velocities as high as those predicted.

The single-beam shots also show some of these problems. The
down-scattering, shown in Figure V-7, extends to higher phase velocities than
predicted. Many of the theoretical calculations require an asymmetric phase velocity
distribution to correctly, and simultaneously, match both the up- and the down-
scattering spectra. In the rest of this section, several of the assumptions made about the
laser plasma, in both the derivation of the ETS theory and the application of the theory
to the experiments, will be examined.

The first assumption examined is the effect of a tilted density gradient. It was

assumed that the plasma density gradient was perpendicular to the target plane for all of
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the ETS calculated spectra and phase-velocity plots. Relaxing this assumption would
change only the magnitude of the observed electron-plasma wave vector. While the
direction of kepw is different for up- and down-scattering, the difference is small‘, and
this correction to the phase velocity would be small. Not only is it a small correction, it
would also tend to shift both scattering bands towards higher, or both to lower, phase
velocities, and the shift would be of the same magnitude. Because an asymmetric shift
of the up-scattering band is needed to reproduce the data, this correction is not
important.

The finite angular extent of the irradiating beam may affect the wavelength range
of the scattered-light bands and must be considered. In order to achieve high intensities
at the target plane, the laser beams must be focused to a small spot. Both the GDL and
Nova beams were focused using optics as fast as £/3.6, which corresponds to an
opening angle of 16° for each beam. All of the experiment-to-model comparisons in
this dissertation were made assuming that the angle of interest was the angle between
the observation angle and the center of the beam. For instance, the Nova diagnostics
were 27° from the axis of the interaction beam. Scattering from other oblique rays may
also be important.

The center ray does provide a good approximation to the average ray, although
different parts of the laser beam scatter from different electron-plasma waves. The
denominator of the scattered power spectrum [Egs. (II-110) to (II-113)], which
determines where a scattering band is possible, depends only weakly on the angles of
observation and the target normal, so that deviations of a few degrees do not make large
changes in the position of the scattered-light band. Rays closer to the observation
direction are more backscattered than other rays. At other angles, the scattering

electron-plasma waves may be traveling in a direction that is more closely the direction
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of the density gradient. These waves will have higher phase velocities in the
density-gradient direction, implying scattering at different frequencies. The closer the
direction of propagation of the electron-plasma waves is to the density gradient, the
lower the number of suprathermal electrons needed to produce scattering. This may
also affect the shape of the scattered-light spectrum, because while the numbér of
suprathermal electrons in a given plasma volume is fixed, the amount of amplification
of each electron-plasma wave depends on its wave vector. The amount that each
electron-plasma wave is above threshold will vary from one ray to the next, which may
explain why one portion of the scattered-light band is amplified more than another. The
finite divergence of the laser beam causes the scattering bands to widen slightly and
may partly explain the spectral shape of the bands.

The ETS theory assumes that the suprathermal electrons are produced in a
monoenergetic, unidirectional burst traveling down the density gradient. Light is
scattered by electron-plasma waves that travel at all different directions with respect to
the density gradient. Each is enhanced by the suprathermal electrons in a certain way.
Relaxing the unidirectional assumption would mean that each electron-plasma wave
would be enhanced differently, but each would still exist in the plasma. Each plasma
wave would still scatter the wave at the same frequency, but the scattered-light intensity
at that frequency would vary. Therefore, this assumption has no effect on the spectral
positions of the bands, but only on the spectral shape of each band, for which no
theory has been advanced.

Numerical calculations have shown that allowing the suprathermal electron
distribution to have a finite energy width has little effect on the scattered light.63
Intuitively, it is expected that 8 non-monoenergetic beam would produce wider

scattering bands because the reverse-slope region for growth of the plasma waves
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would be increased. Relaxation of either or both of these assumptions would not
explain the asymmetry seen in the scattered-light spectrum because each effects the
resonance region of plasma waves. Each would either increase the width of the
scattering bands symmetrically, or shift each band in a symmetric fashion.

The high-phase-velocity cutoff may be underestimated, especially for the
down-scattering as in Figure V-7, because the very high phase velocities of the
electron-plasma waves correspond to relativistic electron velocities. Modifications to
the ETS theory may be required to explain this long-wavelength cutoff. The down-
scattering is also troublesome because the high-phase velocities correspond to scattering
from plasma densities near nc/4, the maximum density allowed for Raman scattering.

The cold background electron temperature, as well as the suprathermal electron
temperature, may vary. The primary manifestation of the cold-electron component is in
the width of the scattering band. One case is shown in Figure IV-19. For low T, the
scattering band is narrow because the region of reverse-slope growth is small. As T,
increases, the band broadens until the suprathermal velocity distribution and the cold
velocity distribution functions begin to overlap. The bands then begin to narrow again
because the reverse-slope region is merging with the background distribution.

If the cold temperature has some spread in value in the plasma, then some
weighted sum would need to be considered to produce the correct scattering-band
width. In general, however, the change in width is small for small deviations (+50%)
of the cold temperature. The hot-¢clectron threshold may also vary as a function of T,
but again, this is a relatively small effect for small temperature changes.

Inherent to the ETS mode! are directed-velocity beams of electrons traversing
the plasma in both directions. It is assumed that suprathermal electrons are reflected at

electrostatic sheaths at both underdense and overdense boundaries of the plasma. 12,13
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Because enhanced scattering cannot take place at densitics where there are no hot
electrons, the positions of the sheaths become important. As an example, a sheath
capable of reflecting 26-keV-superhot electrons at a density of 0.05n; would explain the
Jow-phase-velocity cutoffs of both the up- and down-scattering of Figure IV-16, the
Jong-scale-length interaction shot. A more detailed analysis is needed. Note that the
sheaths more readily explain the low-phase-velocity cutoff than the high-phase-velocity
cutoff.

One deficiency in both the ETS theory and the experiments presented in this
dissertation is the lack of a definition for the edge of a scattering band. In Chapter I, it
was assumed that a scattering band would be possible whenever the denominator of the
scattered power expression was negative. It is not clear how the wavelength
dependence of the amplitude of the scattered wave relates to the number, or directed
velocity, of the superhot electrons. A problem may arise, for instance, if the growth
rate of the electron density fluctuations is very low at the the edge of the calculated
scattering band. The dynamic range of the detectors used in these experiments is
limited to less than three orders of magnitude because the spectroscopic data was taken
using film or streak cameras. Consequently, there were no absolute standards for
determining the edge of a band. The experiments may be in even better agreement with
the theory than presented here, but it is impossible to tell without improved diagnostics.

Each of the assumptions discussed above has a small effect on the spectral
position of the scattering bands. The finite f-number of the laser focusing lens probably
has the largest effect because the laser strikes the target at so many different angles,
especially when the compound angles between the laser, the target normal, and the
observation direction are considered. The existence of an electrostatic sheath at low

densities probably explains the low-phase-velocity cutoff. The lack of a good
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definition for the edge of a scattering band makes exact comparisons difficult.

C. Scale-Length and Wavelength Effects

The plasma conditions of the experiments presented in this dissertation were
produced by lasers operating at different wavelengths and intensities. Consequently,
the electron velocity distribution and the plasma scale length varied from onc
experiment to another. Variations of the scale length had little or no effect on the results
and conclusions of this dissertation. The spectral position of the bands, defined as
where the denominator of the power spectrum, Eq. (II-110), is negative, is insensitive
to the scale length of the plasma. The most important quantities in determining the
scattered-light spectrum are the directed-velocity of the suprathermal electrons and the
phase velocity of the electron-plasma waves. The scale length of the plasma is thus
important only in determining the total scattered power from the plasma, which was not
measured in these experiments. The ETS calculations are in good agreement with the
observed positions of the scattering bands in the experiments reported here, whosg
scale length varied by a factor of 30, showing that scale length is not an important
parameter.

The threshold and growth of stimulated Raman scattering, in contrast, are
functions of scale length. The convective SRS thresholds were not exceeded in the
three experiments, even in the ultra-long-scale-length experiment described in Chapter
IV. If the SRS threshold were exceeded, say in an intensity hot spot, it would be
expected that SRS light would be emitted at a frequency (wg/2) corresponding to the
plasma density with the highest growth rate (nc/4). Even before the plasma went
underdense, the down-scattering bands were separated from ax/2 by a gap. Therefore,
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the SRS theory is in disagreement with the observations.

The laser wavelength and intensity affect the electron velocity distribution.
Shorter wavelength laser plasmas are more collisional so that more of the light is
absorbed by inverse bremsstrahlung than with longer wavelength lasers. As a
consequence, less light reaches the critical density surface and less light is absorbed
through resonance absorption. Hot electrons are no longer present in the plasma
because resonance absorption is the chief producer of hot (but not superhot) electrons.
The presence of resonance absorption could be inferred in the GDL 0.527-pum
experiments from the up-scattered light spectrum, even thought no such inference could
be made from the x-ray spectrum.

The higher intensity experiments performed with the Nova laser system
produced higher background and superhot electron temperatures. The higher cold
temperatures narrowed the scattering bands. Hotter suprathermal temperatures tended
to move both bands to frequencies further away from the laser frequency. These
effects are best shown by comparing a shot with a relatively low superhot temperature,

Figure IV-15, with a single-beam shot with a much higher temperature, Figure V-7(a).

D. Conclusion

This dissertation has described a series of experiments that test the validity of
the enhanced Thomson scattering theory in a laser-plasma interaction including the first
systematic studies of up-scattered light bands. In ETS, the pump laser scatters from
electron density fluctuations that have been enhanced by the presence of suprathermal
electrons produced by nonlinear plasma processes. The laser is scattered into two
bands: one is up-shifted from the laser frequency and the other is down-shifted. The
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theory was tested under several different plasma conditions that varied in plasma scale
length (from 150\ to 5,000A9), cold-electron temperature (1.5 to 5.5 keV), and
suprathermal-electron temperature (from less than 10 to greater than 55 keV). In each
of these experiments, the ETS theory was able to correctly predict the appearance and
location of both the up-scattered and down-scattered bands.

This scattering was contrasted with stimulated Raman scattering, where the
laser couples to plasma waves causing an instability. That is, SRS evolves nonlinearly.
The primary signature of SRS is a down-scattered band of light that may be emitted in
the same frequency range as ETS. An up-scattered, or anti-Stokes, mode of SRS may "
also be produced, although this process is only resonant for forward scattering. That
up-scattered light bands were observed in the back-scattered direction implies ETS
produced these bands rather than SRS. In addition, scattering was observed at
incident-laser intensities below the SRS threshold in each of the three experiments. For
every experiment performed, enhanced Thomson scattering proved to be a better
explanation of the observed spectra, particularly in the case of up-scattered bands at
frequencies greater than 3wg/2, than did stimulated Raman scattering.



Appendix A: LLE Experiments

The experiments that were conducted on the Glass Development Laser (GDL),
described in Chapter II1, required the highest laser intensity on target available. This
appendix describes how the intensity was measured and how the “best-focus” lens
position was determined. Also described are alignment and calibration procedures for
the two optical spectrometers. The appendix concludes with a description of how film
data was processed and wavelength-calibrated spectra were obtained.

1. GDL Intensity Determination

One of the more important parameters of these experiments was the average
intensity per unit area incident upon the target. The three quantities needed for this
calculation were known to varying degrees of accuracy. The green energy produced in
the doubling/tripling crystal was measured with the wavelength-discriminating MESS
calorimetry system, on each shot, with an accuracy of + 5%. The actual amount of
energy on target, however, could vary. After the MESS pickoff, the beam passed
through the IR block and was reflected by a green-HR mirror through the focusing lens
and blast window onto the target. The HR coating is strongly polarization dependent
so that a polarization rotation of the laser due to thermal or other sources would
attenuate the beam. The average throughput of the mirror and IR block was measured
to be (86110)%.

The pulse width of the laser was measured to be 660 ps + 5% for most of these
experiments. Some experiments were performed with 1-ns pulses. The pulse length
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was measured infrequently, usually only after a change of system parameters. Also, it
was the width of the IR pulse that was measured. The actual green pulse width is
calculated to be (8543)% of the IR pulse because of the nonlinear mixing in the crystal.

The spot size of the laser at the target plane was the most difficult quantity to
determine. It was decided to measure the spot size by observing, with a pinhole
camera, the x rays produced by a gold target. The highest possible intensity was
desired for these experiments; thus it was necessary to find the smallest laser focus
spot. The approach chosen was to allow the viewing system to define the center of the
tank. The target and all diagnostics were then aligned to this point. The laser-focusing
lens could move in a direction parallel to the beam so that by changing the position of
the lens it was possible to vary the focal position and thus the spot size. Consequently,
the intensity at the target plane could be varied. Typically, the best focus of the YAG
alignment laser would be determined first, and then adjustments for the chromatic shift
of the lens would be taken into account to find the nominal best focus. Several shots
were taken with the nominal laser focus in front of, at, and in back of the target plane
and the x-ray emission was recorded with the pinhole camera.

The pinhole camera had four 25-pm pinholes covered with various layers of
beryllium and aluminium. The best images were filtered with 25 pm of Be and 6 pm of
Al. The images were recorded on Kodak RAR 2495 film, which was soaked in
deionized water for two minutes and then developed using the process given in Table
B-1. The images were digitized using a Perkin-Elmer PDS Microdensitometer System,
Model 1010 GMS, with a 20-um square aperture. Small-scale structure was seen in
the x-ray emission from the target that may correlate with the occurrence of hot spots at
the focus of the laser. An example of a pinhole picture is given in Figure A-1. The
film density was converted to x-ray intensity incident on the film using a calculated
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Figure A-1. An x-ray pinhole picture of the GDL beam viewed through 6 pm Al and
25 pm Be filters. The target is near the best-focus plane of the laser. The view is at
45° from the target normal in the horizontal plane. The intensity contours are at 95, 75,
50 and 25% of the maximum x-ray intensity.
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density versus intensity curve.86 Because the pinhole camera recorded the x-ray
emission at 45° from the target normal, only the vertical dimension of the micrograph
was an accurate measurement of the spot-size diameter. The horizontal dimcnsioﬁ was
smeared by emission from the expanding plasma. Although the laser spot is, in
general, edge-peaked, at best focus the spot is flat-topped to + 20%. The laser spot
was defined to be the full-width of the x-ray image, in the vertical direction, at 10% of
the peak intensity.

The best-focus position of the lens was determined by plotting the spot-size
diameter as a function of lens position. A typical example is shown in Figure A-2.
This graph shows the spot getting smaller as the laser focus moves towards the target
and then increasing as the focus moves past the target plane. The slope of the spot-size
versus lens-position line is equal to the lens f-number, 3.6.

At best focus, the spot size of 120 um is much larger than either the diffraction
limit or the Gaussian-beam limit. It is much larger because of accumulated phase errors
and other optical aberrations, especially astigmatism and coma. The spot size using
blue light was found to be smaller, typically 90 pm. No good explanation for the larger
green spot size is known. Some problems may be caused by using the tripling crystal
as a doubler or by poor collimation of the GDL beam. The IR absorber, the green
turning mirror, and the laser focusing lens are changed for blue operation and may be
the source of some problems.

Uncertainties in the magnification of the pinhole camera and the definition of the
10% intensity level led to an uncertainty in the spot-size measurement of 40%. The
conversion efficiency of laser energy to x rays is unknown, but was assumed to be
linear. The intensity measurement error, due to uncertainties in the spot-size,

pulse-width, and energy measurements, was calculated to be 42% through addition in
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Figufc A-2. A focus scan of the GDL system. The beam is converging when it strikes
the target for positive lens positions and diverging for negative lens positions. The
focussing of the £/3.6 GDL lens is shown. It is not a fit to the data.
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quadrature. It is estimated that hot spots, as discussed in Chapter III, cause at least 2:1
intensity variations in the focal plane of the laser, making the error in measuring the

average intensity insignificant.

2. GDL Diagnostics

The primary diagnostics were two 1/4-m spectrometers. The up-scattering
spectrometer was tuned to the UV and used a 50-pum wide slit and a 600-grooves/mm
grating blazed at 300 nm. The dispersion was measured to be 5.7 nm/mm with a Hg
spectral lamp. This gave a spectral field of view of 150 nm. The down-scattering
spectrometer was calibrated with a Cs spectral lamp when the spectrum was not
time-resolved. Because the required spectral window was so large, a 170-grooves/mm
grating was used. This grating had a dispersion of 26.6 nm/mm and gave a spectral
field of view of 550 nm. The slit width was 150 um.

The alignment of the two spectrometers was checked at the beginning of each
shot day by placing a piece of burn paper over the spectrometer slits. The bum mark:
would overfill the slit, showing good alignment. The stability of the collection mirrors
and spectrometers was very good. Usually, adjustments had to made only at the
beginning of each new week of shooting. The initial alignment of the mirrors was
made using a gold-coated target that had a small hole drilled in it by the GDL system
while testing the pointing accuracy of the system. The hole was placed at the center of
the tank and tilted to maximize the reflection of light from a W lamp. This alignment
procedure was fast, reliable, and easy.

Time resolution of the down-scattered signal was achieved using an Imacon 675
streak camera. Because the exit focal plane of the spectrometer was too close to the



172

spectrometer housing, the image had to be relayed to the streak camera collection optics
with lenses. The alignment accuracy of the spectrometer, relay optics, and streak
camera was checked by relaying the image of a “holey” Au target all the way through
the streak camera. This lengthy, but very accurate, alignment procedure was repeated
at the beginning of each shooting day. |

The streak camera was calibrated using the setup shown in Figure A-3. Two
Helium-Neon lasers, one operating at 628 nm and the other at 543.5 nm, were
combined so that they propagated along the same path. The combined beams were
directed onto a ground-glass diffuser in front of the IR spectrometer. Great care was -
taken to align the beams so that they were normal to the spectrometer slit. Deviations
from normal could be detected at the exit pupil of the spectrometer. The angle of the
gratings was chosen so that the first-order 628 line and the second-order 543.5 and 628
lines could be seen at one time. The magnification of the relay optics was set so that
these three lines could be seen on the streak camera photocathode. This fixed not only
the spectral field of view, but also the wavelength dispersion.

3. . Data Analysis

Each piece of film data was processed according to the instructions stated in the
next appendix and then digitized on the PDS Microdensitometer. Using software
written by members of the LLE Image Analysis Laboratory, it was possible to make
contour plots and take lincouts of the film data.87 These were all in the form of film
density vs. film position, since no absolute, or even relative, intensity calibrations for
these films are available over the wide range of measured wavelengths and for the pulse

lengths of interest. This led to some inaccuracies in the definition of the edges of the



173

Streak Camera Wavelength Calibration
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Figure A-3. The spectral dispersion of the spectrometer/streak camera combination was
calibrated using two HeNe lasers operating at different wavelengths.
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scattering bands, but in general, the uncertainty is less than the accuracy required for
comparison to the ETS theory.

The absolute wavelength references were added by hand after image
processing. Each piece of time-integrated film had a separate reference spectra placed
on it before each shot by briefly exposing the film, while in the spectrometer, to the
appropriate spectral lamp. A mask was placed over the spectrometer slit to prevent the
reference spectrum from obscuring the data. The time-resolved data had to be
calibrated differently because the streak camera was not sensitive enough to record the
spectral lamp. For an absolute reference, low-energy GDL shots were taken on tilted
Au targets. The offset of the laser pulse from the edge of the film was used as the
absolute reference. The temporal dispersion of the streak camera was also determined

on these shots from the known IR-pulse length.



Appendix B: Film Calibration

The difficulty in obtaining good spectral images in the GDL experiments,
detailed in Chapter IT1, led to a closer look at the responses of the photographic films
used. As stated in Chapter III, the lack of a film sensitive to 1-um light made the
down-scattering measurements very difficult. Figure B-1(a) shows the fast fall-off in
sensitivity of Kodak High Speed Infrared 4143 film at wavelengths greater than 900
nm. Part of the reason for using a streak camera was to use the greater sensitivity of an
S-1 photocathode to measure scattered light at 1 um. This was only partly successful,
as has already been discussed. Experiments were also performed with Kodak
Spectroscopic Type I-Z plates that were hypersensitized in a chilled ammonia
solution.88.89 These plates were unable to record any IR spectra because either (1) the
emulsion suffered a reciprocity failure (Type I-Z plates are mostly used for
long-exposure astronomical measurements), or (2) the IR sensitivity of these plates had
been reduced by being stored in questionable conditions.

The correct filtering of the up-scattering spectrometer was very difficult because
of the small dynamic range of the Kodak RAR 2495 film used. The rest of this
appendix describes the preliminary results of an experiment done to measure the
absolute response of Kodak RAR 2495 using the GDL system. The most important
result is that the extremely small dynamic range of the film implies that the up-scattered
light has at least 1% of the energy of the 3wo/2 signal. The low dynamic range is one
reason for the infrequent observation of up-scattered light.

The calibrations were done using the GDL system operating at 351 nm with a
pulse length of 630 ps because the up-scattered light occurs near the 3wo/2 frequency

175



176

@ T ] [
Effective Exposure: 1.4 seconds
£ 30 Process: 8 minutes in KODAK Developer D-76 -
§ at 20°C (68°F)
£ 20 Donlsaty = lo.s abx|7~e
g ] '\ base-plus-log density
10 \ S
4 \MQG above \
§ 0.0 base-pius-og density
il

200 300 400 500 600 700 800 900 1000 1100 1200
WAVELENGTH (nm)

3.0

(b)

|
H

[1[1r

! |
; — D=03 Above Gross Fog

2.0 e |

'
!
l
i
i

‘ i : i
KODAK Devetoper D 19 for ' mmn .l 3s°C (95 F)
ool L1 1 1

250 300 350 400 450 500 550 600 650 700 750
WAVELENG TH (nem)

Required 1o Produce the Densities Given

JD-!O/Above Gross Fog T J' I ‘
2t \‘ o
|

G

LOG SENSITIVITY - RECIPROCAL OF EXPOSURE (ergs/cm’)

Figure B- l Spcctral sensitivity curves for two films used in the GDL
expcnmcnts 1: (a) Kodak High Speed Infrared Film 4143, and (b) Kodak RAR Film
2495. chrmtcd courtesy of Eastman Kodak Company. (Copyright Eastman Kodak
Company.)



177

(351 nm for green experiments). Examination of Figure B-1(b) shows that the film
response changes by less than a factor of 3 between 300 and 400 nm. It is important to
use a short-pulse laser, instead of extrapolating from long-exposure response curves,
because film response is a sensitive function of exposure as well as developing
conditions such as time and temperature.

The film was exposed by directing the GDL beam through a step wedge onto
the film. The step wedge was in contact with the film and consisted of 10 steps having
nominal optical densities between O and 3. The steps were made from one or two
pieces of various nominal densities of Kodak Wratten No. 96 filters. The actual
densities at each wavelength were measured using a Perkin-Elmer Lambda 9
UV/VIS/NIR Spectrometer. The measured optical density range of the wedge was
between 0.0 and 3.15.

The beam passed through the frequency conversion cell, calorimeter pick-off, a
ground-glass diffuser, a Schott UG-11 blue-pass glass filter (0.82 transmitting @ 351
nm, 10-5 @ 530, and 0.04 @ 1060), Wratten No. 96 neutral density filters, the step
wedge, and then onto the film. The calorimetry pick-off directed a small fraction of the
converted light into an integrating sphere where the energy was measured with
wa\;clength discriminating photodiodes. The energy density on the film was calibrated
by replacing the film with a large aperture reference calorimeter, which was energy
calibrated to + 5%, and comparing the measured energy to the diodes. The illumination
uniformity of the laser, after passing through the ground-glass diffuser, was tested by
exposing a picce of 4421 film without the step wedge in place.

The film used in experiments, RAR 2495, was compared to three other Kodak
films. The four films were developed according to manufacturer-supplied or

LLE-determined directions,?0-93 summarized in Table B-1. The RAR 2495 film was
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Table B-1: Film Processing

Process 4421*+ 2495%*+ T-Max 100*+ T-Max 400"‘*’
Temperature (°C) 21 20 20 20
pre-warmt 0:30 0:30 0:30 0:30
DK-50*developer  5:00 o —_— S
D-19* developer 6:00 _— —_—
T-Max*+developer —— 8:00 7:00
Stop Bath+ 0:30 0:30 0:30 0:30
Rapid Fix+ 3:00 5:00 4:00 4:00
Water Rinse 1:00 10:00 2:00 2:00
Perma Wash++ 2:00 S 2:00 2:00
Water Rinse — 3:00 3:00 A 3:00

* Machine processed
+ Eastman Kodak product

** Hand processed
+  Whittaker Meico product

1 Film temperature stabilized before processing

2495 = Kodak RAR 2495 Instrumentation Film

T-Max 100 = Kodak T-Max 100 Professional Film

T-Max 400 = Kodak T-Max 400 Professional Film

4421 = Kodak Acrographic Duplication Film 4421 (Estar Thick Base)
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hand-processed while the other three were developed in a JOBO Fototechnic automatic
processor that provided excellent temperature stability (1 0.1 °C) and reproducibility.

The projection density (35% greater than diffuse density) of the ﬁlﬁ: was
measured using the 50-um x 50-pm aperture of a Perkin-Elmer PDS Microdensitometer
system, Model 1010 GMS. The quoted densities were made by averaging the
measured densities over an area of 0.95 mm x 2.25 mm.

The absolute responses of the four films are shown in Figure B-2.
Unfortunately, Kodak RAR 2495, the film used in the experiments, shows the lowest
dynamic range of the four films, far less than two orders of magnitude. Kodak T-Max
100 and 400 films were not available when the ETS experiments were performed and
the aerographic film, Kodak 4421, was thought to be too insensitive.

The low dynamic range of 2495 film made it very difficult to observe the
up-scattered light signal. When the spectrometer was correctly filtered to observe the
3wg/2 signal, the up-scattering would have been too weak to register on the film.
When the spectrometer was correctly filtered for the up-scattering signal, the 3wg/2
signal saturated the film and all detailed spectral information about 3wg/2 was lost. The
film also “bloomed” from the 3w(/2 signal and obscured the up-scattering. On the
shots where both 3wy/2 and up-scattering are evident, the up-scattering has at least 1%
of the energy of the 3wy/2 because of the steep density-versus-intensity (DlogI) curve.

Several refinements of the film calibration experiment are being implemented.%4
Among these are a new step wedge, more accurate optical-density measurements of the
filters (using a large-area diode and a CW Argon-Ion laser), and better controlled film
preparation and processing. It is hoped that these calibration curves may be extended to
include energy densities of greater than 1 mJ/cm? using not only 351-nm irradiation,

but 527-nm as well.
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Figure B-2. Measured absolute responses to 630-ps, 351-nm laser light of four Kodak
films: (+) 2495, (A) 4421, (+) T-Max 100, and (o) T-Max 400.



Appendix C: LLNL Experiments

Experiments on long-scale-length plasmas were performed at the Lawrence
Livermore National Laboratory using the Nova laser system. Because of the size and
complexity of the laboratory and of the laser, the experimental procedures and data
analysis were different than what had been down at Rochester. Since both up- and
down-scattering spectra were detected with streak cameras, both had to be wavelength
and temporally calibrated. Absolute referencing of the up-scattering signal proved to be
the most difficult. Because the original film data had to remain at LLNL, a new data
analysis package had to be written. This program was tailored to process LLNL data
so that optical spectra were easier to analyze. Especially useful was a program that
calculated the phase velocity of the plasma waves associated with each scattered-light
frequency.

In this appendix, the methods used for calibrating the LLNL streak cameras are
described followed by descriptions of the image-processing and phase-velocity-analysis
software. A brief discussion of the Nova laser condition precedes those descriptions.

1. Nova Laser Conditions

The timing of each Nova beam had to be adjusted in order to produce the
long-scale-length plasmas desired for the Nova experiments. Each cluster of five
beams had a common optical-rombone-delay line. Additionally, each beam also had its
own delay. Three adjustments had to be made: (1) reduce delay in the west cluster, (2)
add delay in the east cluster, and (3) add delay to the interaction beam. These timing
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changes could only be verified on a full-system shot due to instrumental restrictions.
The pulses from each cluster of five beams were recorded with streak camera/CCD
combinations. Lineouts of the five pulses, a fiducial for absolute temporal calibration,
and a comb generator for temporal dispersion were automatically plotted. The offset of
the leading edge of each pulse from the fiducial was then measured and compared to a
reference implosion shot where the beams were considered to reach the target
simultaneously. The accuracy of the reference is unknown.

The actual amount of energy incident on the target is not measured on each shot.
The crystal conversion efficiency is measured once each week by taking a full-system
shot into calorimeters placed inside the target chamber. Day-to-day variations are not
measured.

To a large extent, the indirect-drive fusion scheme does not require very
uniform laser beams. Consequently, the Nova beams have many hot spots in them.
These nonuniformities almost certainly lead to filamentation and self-focusing.

2. Optical Diagnostics

The primary diagnostics for the experiments conducted at LLNL were two
streaked oﬁtical spectrometers (SOS's). Each consisted of light-collection optics, a
0.22-m SPEX spectrograph, and a LLNL-designed streak camera. One instrument,
SOS-1, was set to observe the down-scattering spectrum. This diagnostic was
calibrated and operated by LLNL personnel. The other instrument, SOS-II, was tuned
to measure the up-scattering spectrum.

The light collection optics for SOS-II are shown in Figure C-1. The setup for
SOS-1is similar. Each consists of a long-focal-length lens that relays the image of the
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SOS-II Light-Collection Optics

Blast Chamber 351-nm
Window Window Filter

/
Center of

Chamber
\ )

%

Neutral Density Spectrometer
Filters Slit

Figure C-1. The image of the target was relayed to the input slit of the spectrometer.
Some of the collection optics were inside the Nova target chamber.
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target to a plane outside of the chamber. A negative lens collimates the light which is
then focused onto the variable-width slit of the spectrograph. A diclectric 350-nm
reflector reflects stray blue-laser light and metal-film neutral-density filters attenvate the
signal. The overall transmission of these optics is shown in Figure C-2, The
streak-camera photocathode is placed at the output focal plane of the spectrometer. A
100-pum metal-film slit placed directly on the photocathode gives the time resolution.

Temporal calibration of the streak camera was done with the LLNL comb
generator, which generates a pulse of light at a frequency of 1 GHz. The output was
placed directly in front of the streak camera slit using an optical fiber. The streak |
camera was externally triggered and the output recorded on Polaroid film.

Wavelength calibration was more difficult. As in the LLE experiments, a Hg
spectral lamp was placed in front of the spectrometer slit. Because of the scarcity of
reference lines near the spectral region of interest (=237 nm), the dispersion was
measured in a nearby region (=385 nm). Two different methods were used to record
the spectral lines. The first was to ground the deflection plates of the streak camera and
trigger it at 1 Hz for three to five minutes. This data was recorded on Kodak Tri-X.
film. The other method was to quickly switch the streak camera into DC mode for a
few seconds and record the result on Polaroid film. Both methods measured the
dispersion to be 2.11 nm/mm, giving a spectral window of 65 nm.

Finding an absolute wavelength reference was much more difficult. Several
different reference marks were tried and, ivhile all agreed to 3 nm, none was really
satisfactory. The easiest absolute reference to use took advantage of a pixel defect on
the streak camera phosphor. This defect appeared, reproducibly, on each reference and
shot spectrum. The wavelength position of the defect was determined using a Hg

reference spectrum with the spectrometer tuned to the same wavelength where each
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Figure C-2." The up-scattered spectra were corrected to compensate for the effects of
wavelength-dependent transmission of the light-collection optics, windows, and filters.
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piece of shot data was taken. Using the end of the temporal fiducial as an absolute
wavelength reference was also attempted, but gave no better results. Imprecision in
fixing an absolute reference does not affect the interpretation of these cxpcrixhcnts
because the calculated spectral positions of the ETS bands are less accurate than the
precision with which the spectra were calibrated.

3. Data Analysis

The streak-camera output was recorded on Kodak Tri-X film, which was
exposed to a density wedge that mimicked the streak-camera phosphor response, before
developing. The film was digitized on a PDS Microdensitometer and the digitized
image was converted from film density to intensity units using the density wedge. The
intensities are not quoted in absolute units, but because the streak camera is a linear
device, these arbitrary units are linearly proportional to the intensity striking the
photocathode. At this point, the digitized image was converted to time units using the
dispersions measured earlier. The SOS-] data was also converted to wavelength units.
Because the PDS is located in a restricted-access building, the above procedures were
performed by LLNL personnel. A computer file of each SOS-I and SOS-II image was
sent to LLE on magnetic tape.

At LLE, the data was loaded into a Digital Equipment Corporation VAXstation
II/GPX workstation for analysis. An interactive analysis program, PROCESS, was
used to analyze the spectra. The SOS-II data was converted to wavelength units using
the measured dispersion and any reference point available. The workstation's mouse
could be used to take quick vertical and horizontal lineouts that showed graphs of image

intensity versus image position. Wavelength or temporal lineouts could also be made,
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or a file containing the (A,I) coordinates could be saved. The up-scattered spectra were
corrected for wavelength-dependent losses in the collection optics and neutral-density
filters. The transmission losses for one particular shot are shown in Figure C-2.

It was necessary to plot these spectra as a function of frequency shift from the
laser frequency in order to test whether or not these spectra were the Stokes and
anti-Stokes lines of stimulated Raman scattering. As a consequence of energy

conservation, the spectra were converted to frequency space using the relation

Vo) = A .
T'(w) e IA) . (C-1)

The analysis program could also produce a contour plot of the image using the
contouring algorithm contained in the DIGLIB graphics library. Various filters, such
as low-pass, high-pass, and vertical-enhancement filters, were available from
workstation hardware.

Another important part of the data analysis was performed by the program
VPHASE2. This program produced plots of the intensity versus phase velocity from a
lineout generated by PROCESS. The enhanced Thomson scattering theory predicts that
scattering will be symmetric in phase velocity, as opposed to Raman scattering where
the_scattcring will be symmetric in frequency shift. The phase velocity could be
calculated from the matching conditions,

o =0t (C-2)

and

k, = k,tk (C-3)

epw *
where w; is the scattered wave frequency, g is the laser frequency, and Wepw is the
electron-plasma-wave frequency. The comresponding wave vectors are denoted by ks,

ko, and kepw, respectively. The plus sign refers to up-scattering and the minus sign to
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down-scattering. The phase velocity of interest is defined to be

v L0}
I R . A

where the laser is incident in the x-direction. The electron-plasma-wave frequency can
be determined because wg is known and @; is measured. The electron-plasma wave
vector can be determined from the k-matching diagrams shown in Figure C-3 because
ko and the direction of k; are known. A complication was that each (@,k) pair had to
satisfy the relevant dispersion relation at the density where the interaction was
occurring. Thus, each scattered-light frequency corresponded to scattering from
electron-plasma waves that had a unique wave vector and phase velocity and emanated
from a particular density.

A simple bisection scheme was used to solve the system of equations for kepw.
Self-consistent values of kepw, (Kepw)x, ks, and @wpe were found. From these, plots of
intensity versus phase velocity, density, kepw, or kepwAD could be produced.
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Wave-Vector-Matching Conditions

a) Down-Scattering b) Up-Scattering

Figure C-3. The wave-vector-matching conditions combined with the fixed angle of
observation restricted the observed ranic]:] of plasma waves. The down-scattering
plasma wave (a) travels into the plasma while the up-scattering plasma wave (b) travels
out of the plasma.
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