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ABSTRACT

Laser induced ionization of noble gases has been studied with a 1-ps, 1-um
laser. An experimental survey of the intensity dependence for ion production is
presented for a large number of charge states. The survey spans intensities from
1014 W/cm? to mid-10!6 W/cm?2, which exceeds the intensities of previous surveys at

this wavelength by over an order of magnitude.

The ion production is compared to several theoretical models. Tunneling (or
field-ionization) models rather than multiphoton models describe the data best, and the
two models that have the most satisfactory agreement are: 1) a one-dimensional
Coulomb barrier suppression model, and 2) a species dependent quasiclassical
tunneling model. The /V ionization rate dependence which is predicted by lowest-order
perturbation theory is not observed for 1 ps laser pulses. Various forms of Keldysh's
model cannot accurately describe the ionization of all the charge states. Two Thomas-

Fermi models show varying degrees of agreement with the data.

Experiments cqmparing linearly and circularly polarized light suggest that the
ionization process is non-resonant with this wavelength and in this intensity regime.
This is in contrast to some previous experiments at shorter wavelengths which suggests
that all ionization is resonant. Two resonance criteria are suggested, both of which
place the shorter wavelength experiments in the resonance regime and our longer, 1-um
wavelength experiments in the non-resonant regime. The two suggested criteria for
resonance both have a strong frequency dependence which explains the transition to

non-resonant ionizazon with our 1-um wavelength.
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CHAPTER ONE

INTRODUCTION

This thesis presents the first systcfnatic experimental survey of noble gas
photoionization using 1 pm wavclchgth radiation at intensities of the order of the
atomic unit of intensity (/4 = e!m?%2 ~ 3x10'® W/cm?). Remarkably, recent
advances can still be related to physical pictures developed almost a century ago, in the
earliest stages of the development of quantum theory. Experimental evidence for the
quantized nature of light was first produced by Hertz in 1887. He observed that when
metal plates were irradiated with light they emitted electrons only when the light
frequency was larger than some critical value. This effect could not be explained using
classical clcctromaghctic theory. In 1905 Einstein used the concepts of Planck to
explain this phenomenon as the photoelectric effect.! This work by Einstein led very
gradually to a general acceptance of the idea that light is quantized, and is the work for

which Einstein's Nobel Prize was awarded in 1921.

Another development in the study of light-matter interactions was a proposal by
Maria Goeppert-Mayerin 1931. She predicted that very intense light sources would be
able to induce two-photon ionization of atoms.2 After the invention of the laser in 1960
it became possible to produce light beams of sufficient intensity to observe related
processes. Experimental evidence of a two photon excitation by light from a ruby laser
was obtained in 1961 by Kaiser and Garrett 3 and later by Abella.4 Observation of
multiphoton ionization (MPI) first occurred in 1963 when Meyerand and Haught 5 used
a ruby laser to ionize argon and helium atoms. Other early MPI studies were done by

Voronov and Delone 5-8 in xenon and krypton gases.



Lasers with field stzengths large enough to ionize atoms have been widely
available for over twenty years now and the interaction of very intense laser pulses with
matter has constantly been a topic of great interest, as available laser intensities have
increased from 101! W/cm? to 1019 W/cmZ. Interest in the study of both atomic
physics (low particle density) and plasma physics (high particle density) has developed.
The topic discussed here is the interaction of laser pulses with low density noble gas
atoms. Several experimental methods can be used to explore this interaction. These
include spectwroscopic studies of ions, electrons, or photons. We have performed
experiments to study both ion and photon spectra, but this thesis will deal mainly with

the ion spectra.

Einstein's photoelectric theory predicts that an atom cannot be ionized when the
energy of incident photons is less than the binding potential of the atom. How then
does MPI work? The uncertainty principle supplies an answer. If photons strike an
atom at a fast enough rate (Ar < #/AE) the atom is prohibited from "knowing" whether
it is absorbing one photon or simultaneously absorbing many photons. The absorption
of a single photon places the atom in an excited state which can be either real or
virtual.? Usually there is no real level available that conserves energy, so we must deal
with virtual states. The linewidth of a virtual state is of the order of the detuning from
real energy levels. Since the state's "linewidth” is inversely proportional to its
"lifetime" this means that a virtual state has a lifetime of the order of 10-16 seconds
(~#/10eV). If another photon is absorbed by the excited atom during this time, the
clectron can be further excited to a higher state which again is usually virtual. A sernies
of such absorptions can lead to ionization of the atom since the continuum of posiave

energy (ionized) states is dense with real levels.



The intensity required to ionize a hydrogen atom can be estimated using the
uncertainty principle. If 13.6 eV of energy passes through a disk with radius g, (the
Bohr radius) in a time At (= #/13.6 eV = 3x10-16 sec) then ionization should occur.
The cross sectdon of a hydrogen atom is approximately 7,2 = 8x10-17 cm2, 50 the

required intensity should be

13.6 eV x 1.6 %1010 J/eV
8><10'17 cm* x 3x10165

= 9x10'3 W/cm?.

Experimental observations of the ionization of hydrogen with a 248-nm wavelength
laser indicate that an intensity of about 1.5x1013 W/cm? is required for ionization.10
This model based on the uncertainty principle provides an order-of-magnitude
estimation for the intensity which is required for ionization but many refinements could
be made to it Several theoretical approaches which are more rigorous in their treatment

of the ionization process are introduced below.
LA. Perturbation Theory

Lowest order perturbation theory (LOPT) can be used to describe multi-photon
ionization of atoms. The conventonal approach assumes that the laser field is a small
perturbation on the atomic field. For this reason the use of LOPT is restricted to
relatively low intensities in order to keep the expansion parameter from exceeding
unity. For two-photon ionization second-order perturbation theory predicts an
jonization rate which is proportional to the laser intensity squared. The result is 9-11-13

|2
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A generalization of this to N-photon ionizaton leads to a transition rate which is
proportional to the laser intensity raised to the N-th power:

2
) _ 175 VFAN-I "'VAzA‘VAlI l

wi
FI h Ay (Eay, - Er-(N-Dhw)...(Ey, - Er - 2h0)(E 4 - Ey -ﬁa))‘

AN.1-

X O(EF - EI - Niw) ' (1.2)

Here the V's represent the dipole radiation matrix element of er-&, E4 is the energy of

the intermediate state A and € is the electric field strength of the laser. We see that

VI(E, - E; - nhw) is the effective perturbation expansion parameter. Using typical
values of Irl ~ 0.5 A and (E4 - Ef - nhw) ~ 0.5eV, we find that the expansion
parameter equals unity when the electric field strength |E] = 9x107 V/cm, which
corresponds to an intensity of 1x10!3 W/cm2. These values for Ir! and
(E4 - Ey - nAw) are rather arbitrary so the value 1x1013 W/cm?2 is simply an order of
magnitude estimation of the maximum allowable intensity for this formulation to be
valid. An important aspect of LOPT is the frequency dependence contained in the
denominator. For high laser frequencies the term (E4 - £y - n/iw) will be larger on
average than for low frequencies. For example, a factor of four increase in the photon
energy can be accompanied by an incrcz;sc in the electric field € by a factor of four
without causing Eqns. (1.1) and (1.2) to become invalid. This translates into an
intensity increase of a factor of 16 which corresponds to 2x1014 W/cm? in the example
given above. Eqns. (1.1) and (1.2) also become invalid when one of the energy
denominators approaches zero. This special case will be discussed in section (I.F)

which deals with resonantly enhanced ionization.

Expression (1.2) can be put into a simpler looking form: WV = g/ where

oy is the total generalized cross section and N is the number of photons required to



ionize the atom (V=11 for 1.06 um light and xenon atoms). This /¥ dependence for
the production of ions has been observed 1415 with intensities below ~5x1013 W/cm2
which suggests that LOPT is valid for low intensities. Most experiments in our
laboratory have been performed with intensities well above 1013 W/cm?2 so the LOPT
prediction of an IV ionization rate dependence has not been in agreement with our
results. At these high intensities LOPT breaks down and other types of models must be

used to described the ionization process.
L.B. Tunneling and Suppression Models

The disagreement of LOPT with our resuits led us to investgate the applicability
of tunneling ionization models.!6 Consider a static electric field interacting with an
atom (see Fig. 1.1). With a sufficiently strong external field applied, the bound
electrons can tunnel through the potential barrier with an appreciable probability.

Tunneling ionization rates are characterized by an exponential dependence on the

ionization potendal (E) and the strength of the external electric field (E).

202E 32
W “exp['—(s‘s)“]

(1.3)
Various pre-exponential factors are possible depending on the characteristics of the
particular model which is used. Some tunneling models will be discussed in chapter

four. _

As the external field strength is increased the bartier is further suppressed to the
point where a bound electron can freely escape over the barrier. At this point, the
ionization rate is equal to the orbital frequency of the electron. This model is referred to

as "barrier suppression ionization" (BSI)!7-18 "over the barrier”, or "field emission"



ionizadon. The threshold for ionization depends on the ionization potential and the

ionic charge state.
(1.4)
The exact expression is derived in chapter four. We find that a tunneling or barrier

suppression model works quite well to describe the experiments done in our laboratory

where the frequency of the laser is small compared to the electron orbital frequency.

Fig. 1.1 () A bound state in a Coulomb potential and (b)
Superpositdon of a Coulomb and a static electric field potential with

the same bound state. The electron can now tunnel out quite easily.



I.C. Keldysh Approximation

A third theoretical approach was introduced by Keldysh ! in 1964. He used
perturbation theory (basically just Fermi's Golden Rule) to calculate the probability of
transition from a bound state to a Volkov 20 state. A Volkov state is an exact solution
of Schrodinger's equation for a free electron oscillating in a monochromatic electric

field. In electric field gauge it is given by 19

t{
¥ = L( + ésin thr - iJ’dt’ L(p + ésin a)t'J2
P Vi P @ Vi t 2m (0] ’ (1.5)

where it is assumed that the electron is oscillating in an electric field of the form
E(1) = € cos(wx). This approach has acquired the ttle "the Keldysh approximation.”
Various modifications to Keldysh's original model have been proposed.21-24 “Keldysh
like" models continue to be among the most commonly used analytical models for
describing high-intensity laser-atom interactions. In the high-field, low-frequency limit
these models agree with tunneling models and in the low-field, high-frequency limit
some of the modified theories predict an ionization rate with an /N dependence which is

in agreement with LOPT.

The distinction between the multiphoton regime (where LOPT is valid) and the
tunnclipg (or "ﬁcld ionization") regime can be quantified with the "Keldysh gamma
parameter.” This is a dimensionless parameter which appears in Keldysh's derivation
for the ionization rate. Its value is y» 1 in the multiphoton regime and y« 1 in the

tunneling regime and it is defined as

e€



where @, is the laser frequency, E is the ionization potential, /1 and e are the electron

mass and charge, and & is the field strength of the laser. Keldysh explains 19 that a

physical understanding of ycan be obtained through the following argument.

A bound electron in an oscillating electric field feels a potential as shown in

Fig 1.1b. The barrier width is of the order of E/e€ and the average electron velocity is
of the order of (E/m)!/2. We are only interested in an order of magnitude estimation so
we can say the tunneling frequency @y = velocity/(barrier width) = eE/(2mE)/2. If y
is then defined as y= @, /w; we obtain expression (1.6). With this definition of yit is
easy to see that the regime where Y« 1 would be dominated by tunneling effects and
the regime where y» 1 would have only small contributions due to tunneling and the
ionization must be dominated by another type of process (MPI). Clearly the

"derivation” given above is not rigorous, but it clarifies the physical significance of the

y parameter.
I.D. Ponderomotive Potential

It is useful to rewrite the expression for yas

- |-E
Y=, : (L7)

where Uy = ¢2€2/4mw,? is referred to as the ponderomotive potential.25:26 The

ponderomotive potential can be described as follows. When an atom is ionized by an
intense laser field the freed electron is not in free space, but is bome into an oscillating
electro-magnetic field. This field places a force upon the electron causing it to oscillate
at the field frequency. The energy associated with this oscillation can be calculated

classically or quantum mechanically (the same result is obtained using either method).



The electric field can be described as £(r) = E,cos(w f). The resulting equation of

motion for an electron in this field is that of a simple harmonic oscillator:

ma = e€ cos(w1). The solution is

- -ego .
x(t? 7 cos(wt) (1.8)
with a velocity of
vty = &2 in(em. (1.9)
mw

The average kinetic energy associated with this quiver motion is U = m<v*>/2. This

quiver energy is referred to as the ponderomouve energy and is given by

274 2
e“E,
UP(I) = 7
Up()[eV] = 9.33x107% [ [W/cm?] A% [um]. (1.10)

This means that a free electron in a laser field will have an average kinetic energy which
is greater than zero. For laser induced ionization a2 bound elecron must acquire an
energy equal to its ionization potential plus whatever quiver energy it needs to remain in
the laser field. This additional energy which is required is equivalent to an ac Stark
shift of the upper lying atomic levels by an amount equal to the ponderomotive energy.

Thus the ponderomotive energy acts like a potential.

A set of experiments by Bucksbaum ez al.27 shows convincing evidence for the
existence of the ponderomotive potential. The experiment observed the scattering of
free electrons from the focus of a laser beam. The direction of the electron beam and

the laser beam were perpendicular to each other and they were both pulsed sources. By



varying the time delay between the two pulses, Bucksbaum was able to measure the
energy of clectrons which were transmitted through the laser focus as a function of
pulse timing (see Fig. 1.2). The electron beam which they used consisted of electrons
at four discreet energies separated by about 1.5 eV. This accounts for the presence of
four clectron peaks for each delay setung. The vertical dotted lines in Fig. 1.2
represent the unshifted energies of the electrons. If the electrons reached the focus
when the laser was already present they were decelerated, and if the laser arrived as the
clectrons were slightly beyond the focus they were accelerated. The amount of
acceleration or.-deceleration was consistent with the value of the laser's ponderomotve

potendal (8 eV using a wavelength of 1064 nm).
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Fig. 1.2 Electron energy spectra. The numbers at the left show the time
advance between the electron pulse and the laser pulse. The electron
pulse is generated 180 pm from the laser focus. [from Fig. 2 of

reference 27]
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LE. Ion Yield Experiments

The measurement of ionic spectra is a common technique which is used to gain
insight into the physical processes which occur at high laser intensities. One particular
advantage of this is that it is easy to determine the degree of ionization whereas this
information can be very difficult or impossible to extract from electron or photon
spectra. The interpretation of any data which is collected in a high intensity laser

experiment is complicated by the spatial distribution of the laser intensity.

Focused laser beams are used in all high-intensity laser experiments
consequently a large gradient exists in the spatial dependence of the laser intensity.
This spatial dependence is a very important factor to consider when interpreting
experimental data, Theoredcal models for laser ionization typically predict an ionization
rate, so to determine the number of ions which are produced we must multiply the rate
by the number of atomns illuminated and by the pulse length. This means that the
volume of the laser focus and the density of particles at the focus must be known in

order to compare experimental results with theoretical predictions.

Figure 1.3 shows a contour plot of the laser intensity as a function of the
cylindrical coordinates (r,z). Azimuthal symmetry is assumed. For very high laser
intensities the ionization probability within a given intensity contour might be 100%.
For example if the 80% contour has intensity / with an ionization rate of 1014 571, total
ionization occurs within about 10 fs. This means that all atoms within the 80% contour
will be ionized for our laser pulse which is approximately Gaussian with FWHM of
1 ps. If the peak laser intensity is doubled, the intensity / will then correspond to the
40% contour which has a larger volume than the 80% contour. The number of ions

produced will then be equal to the total number of neutral atoms which were originally

11



Fig. 1.3 Contour plot of the laser intensity distribution near
focus. The 80%, 50%, 20%, and 10% intensity contours are shown. The
graph assumes focusing by an f/1 lens. The dimensions scale with f# as r o< f#

and z o f#2,

within the 40% contour. The increase in ion production in this case is not due to the
increased ionization rate but is due to a larger focal volume. This idea is commonly

referred to as expansion of the focal volume.

The intensity shell where charge state n is produced will contain few ions of
differing charges. Any shell of higher intensity will be comprised of mainly the n+1
charge state and a lower intensity shell will contain mainly the n-1 charge state. As the
peak intensity is increased the volume of any intensity shell 28 will expand as /3/2.
Figure [1.4] shows a logarithmic plot of ion number versus laser intensity and this /372

dependence can be seen in the first charge state for high intensity. Very litde

12.
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informadon regarding the ionizadon rate can be obtained from data which is collected in

this regime since the ionization has been saturated ( J‘_*:dt W) ~ 1).

For low laser intensities the ionization probability will be small so it is valid to
assume the number of neutral atoms at the focus remains constant even after the laser
pulse has passed. We can see the validity of this assumption in Fig. 1.4. The various
charge states which are created account for the multiple curves. The first charge state
follows-an /¥ dependence which is the predicted ionization rate dependence in LOPT
for an N photon ionization. This /N depcndchcc might be expected to be affected by
focal volume expansion effects but numerical simulations show that the intensity
dependence of the ion number is insensitive to focal volume expansion effects for low
ion number. As the laser intensity is increased the slope of the ion curve lessens. This
is due to saturation of the focal volume which means that the neutral atoms are being

depleted and it is no longer valid to approximate their number as constant.

The group in Suclay. France !4.15.29-35 has made a large experimental
contribution to the field of MPI both in terms of volume and quality of data and the
number of new phenomena discovered. They have done experiments 1o detect ions,
electrons, and photons. Experiments which measured ion spectra are most relevant 1o
the work described here. Log-log graphs of the number of ions produced versus laser
intensity show curves which have a slope of N [see Fig. 1.4], thus demonstrating the
/N dependence fér the ionization rate which is predicted by LOPT. These experiments
were Eione mainly in the regime of ¥ > I, although the data for neon and helium
demonstrated an /¥ dependence even for y< 1. All the Saclay experiments which were

published prior to 1990 used 30-50 ps laser pulses at either | pm or 0.5 pm
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are described in the text. [from Fig. 2 of reference 14]

wavelength. Recent results 35 have been obtained with a 1 ps laser pulse at the same

wavclcng.th and preliminary indications are that the first charge state of xenon still

follows this /¥ dependence.

Another feature which can be seen in the data in Fig. 1.4, but is more clearly

seen at a shorter wavelength (532 nm) in Fig. 1.5, is the transition from a direct
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Fig. 1.5 Production of xenon ions using a 50 ps laser pulse at 532 nm.

Direct and sequential ionization processes are clearly present in the

second charge state. [from Fig. 3 of reference 15].

ionization process to a sequential process for the second charge state. For intensities
where the ionizaton probability is much less than one, the second charge state appears
at an intensity only slightly higher than the first charge state. The IV dependence of the

second charge state suggests a value of N which is equal to the number of photons
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required to remove two directly from the neutral atom (N = 15 in Fig. 1.5). As the
laser intensity is increased the focal volume saturates and there are no more neutral
atomms at the center of the focal volume. The intensity at which saturation of the focal
volume occurs is commonly referred to as the "saturation intensity”. When the first
charge state reaches saturation, the producu'oﬁ of the second charge state levels off untii
a higher intensity is reached. In Fig. 1.5 the production of doubly charged ions then
resumes its /v dependence, this time with N being equal to the number of photons

necessary for ionization of a singly charged ion (¥ = 10 in Fig. 1.5).
LF. Resonéntly Enhanced Ionization: Ion Spectra

A group at Lawrence Livermore National Laboratories 24:36-39 has done a large
amount of experimental work using 1 ps pulse length dye lasers at visible and ultra-
violet wavelengths. The results of experiments done at 586 nm show agreement with a
modified “Keldysh approximation" theory.24 This theory will be reviewed in

section (IV.F). Other experiments done by this group have investigated resonantly

enhanced MP1.37-39

Resonant enhancement occurs when the laser frequency is such that the energy
of an integral number of photons corresponds to the energy separation of some excited
state and the ground state. This enhancement appears in Eqns. (1.1) and (1.2) when
one of the energy denominators goes to zero. Clearly these expressions are invalid for
resonant ionization unless they are modified to account for the ac Stark shift due to the
ponderomotive potential and the linewidth of the resonant state. The ionization rate due

to the resonant term will be much larger than all the other terms if the linewidth is
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sufficiently small. Equation 1.2 then takes the form of the Breit-Wigner formula.12:40

ol 1)
4 (wg - o - No + ad)* + ([']2)*

(1.11)

where (2is the Rabi frequency (the transition rate from the initial state to the resonant
level), 7, is the ionization rate from the resonant level to the continuum, I"is the width
of the resonant level, and af represents the ac Stark shift of the resonant level. The
width (I) of the resonant state is determined by the largest of the following: the
radiative lifedme of the level, Ty OF the bandwidth of the laser. In resonantly-enhanced

muldphoton ionization (REMPI) 7, is typically the largest of these parameters.

The experiments described in references [37-39] used the frequency-doubled
output of a dye laser which provided a usable wavelength range from 285 nm to
310 nm. Krypton has a three-photon resonance near 289 nm which enhances four-
photon ionization. The intensity of the laser was varied and the Stark shift of the
resonant level was observed. An intensity dependent broadening of the level also
occurred. Due to the large photon energy it is possible to describe the level shift and
broadening sat.isfactorily with Egn. (1.11). A more sophisticated model which uses

multichannel-quantum-defect theory 4142 also describes the data quite well.

It is interesting to note that the ion curves shown in reference [38] have a slope

of 3 for resonant ionization and a slope of 4 for the non-resonant ionization curves.

These slope values are consistent with the predictions of LOPT.
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I.G. Resonantly Enhanced Ionization: Electron Spectroscopy

The study of resonantly enhanced MPI is an issue which has been explored by
many research groups. Several years ago experimental results were obtained at Bell
Laboratories which showed that transient fcsonanccs can dominate MPI processes
which were originally thought to be non-resonant.43 This is possible since bound
levels in the atom can be Stark shifted into resonance as the laser pulse passes over the
atém. This shifting of bound levels into resonance has been observed by several
groups.43-47 Experiments which demonstrated the effects of intermediate resonances
involved measuring the energy of ionized electrons. Very short laser pulses were used
so that the electrons would not have time to be accelerated by the ponderomotve
gradient (here very short means | ps to 100 fs). Consequently, the energy with which
they were borne was the energy which was measured by the spectrometer. Numerous

peaks can be seen in the electron energy spectrum [see Fig. 1.6].

As the laser intensity sweeps bound states into resonance with an integral
number of laser photons, the electron yield is increased. Since the ionization potential
is shifted at the same time, each 'clcctron peak corresponds to a different level coming
into resonance. The energy of each peak is approximately (NA@w - E - Up). The
presence of these resonance peaks verifies that the bound levels in the atom are Stark
shifted due to the presence of the ponderomotive potential. This level shift is
demonstrated in Fig. 1.7. Only one intermediate level is shown, but in a real atom

there are many intermediate levels which might be shifted into resonance.
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Fig. 1.7 Initially non-resonant six-photon ionization becomes enhanced when an
upper level is Stark shifted into a five-photon resonance. The energy of the
freed electron decreases by an amount which is approximately equal to the

value of the ponderomotive potential which is present at the time resonant

enhancement occurs.
LH. Additional Ionization Experiments

Contributions to the study of MPI in noble gases have been made by numerous

other groups. Here [ will briefly describe the work of some additional groups that have

made a significant contribution to the study of MPI processes.

A group at the Australian National University has used a laser (1 pm, 25 ps)
which is similar to that of the Saclay group’s. They studied MPI in argon and helium
by collecting electron spectra.43.49 Electrons liberated at the laser focus acquired a
directed kinetic energy which was approximately equal to the ponderomotive potential
of the laser field. As the laser energy was increased multiply charged ions were
created. The higher charge states were created at higher laser intensities which had
larger ponderomotive potentials thus giving the electrons a greater kinetic energy. The

electron energy spectra showed quantized jumps in the number of electrons detected

L\J
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versus clectron energy. These jumps were determined to be a result of the creation of
different charge states in the gas. From these data they were able to obtain the
threshold intensities for ionization of various charge states of argon and helium. The
threshold intensities for charge states of argon were significantly higher than those
reported by the Saclay group (by as much as a factor of 10) but the helium threshold

intensities were consistent between the two groups. All ionization was determined to

occur in the tunneling regime (y< 1).

A COj laser with a 10-pum wavelength is the ideal system to study high
ponderomotive potendal effects since the ponderomotive potential is pfoportional to the
wavelength squared (see Eqn. 1.10). A group at Laval University 50-34 has obtained
both ion and electron spectra resulting from the ionization of xenon gas using a 1-ns
CO;, laser. The electron spectra are similar to those seen by the Australian group 48.49
in that they show jumps in electron number as a function of elecwon energy. Again, the
jumps are the result of different charge states being created in the laser focus with the
freed electrons acquiring a kinetic energy which is equal to the ponderomotive potential
at the location which they were created. The measured threshold intensities required for
ionization were found to agree with those obtained from ion spectra and the measured

ionization rates were found to be in agreement with the tunneling theory 3 which is

discussed in secton (IV.C.).

\{ariablc pulse length ion experiments have been done with a dye laser
(0.62 um wavelength) where pulse lengths of 22, 90, or 900 fs were used.55 The
results showed a decrease in the number of ions produced as the pulse length was
decreased. This result is expected since the ionization probability decreases with the

pulse length if the ionizadon rate remains constant. It is found that the ion production
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decreases by less than a factor of ten when the pulse length is decreased from 900 to
90 fs. Further, the ion production is decreased by more than a factor of five when the

pulse length is decreased from 90 to 22 fs.

The authors suggest that at such short pulse lengths the presence of transient
resonances has little affect on the ionization rate. This is due to the rapid change in the
ponderomotive potential. The 22 fs pulse contains only 11 épdcal cycles and for a
peak intensity of 1014 W/cm? the maximum ponderomotive shift is 0.4 eV/cycle
which means that any transient resonance will enhance the ioni.zarion rate for a few
cycles at most. 'LOPT predicts an [7 dependence for xenon at this wavelength. This
dependence is seen with the 900 fs pulses but the shorter pulses display approximately
an /4 dependence. This suggests a transition from an MP] process to a field ionization

process even though 1 < y< 3 for all three pulse lengths.

Another group with a large experimental contribution to MPI is a group 36-38 at
the University of Illinois. They have done ion, electron, and harmonic experiments
using excimer lasers with wavelengths of 193 nm or 248 nm and pulse lengths between
0.5 ps and S ps. Ion experiments performed in the 1<y <8 regime showed agreement
with tunneling theories 58 despite the fact that a multi-photon approach is expected to
work better in this regime. Threshold intensities for ionization were consistent with the
Australian National University's results and with some of the Saclay results (helium
and neon). The higher Z gases (argon, krypton, and xenon) showed a discrepancy
between the Saclay and Illinois data with the Saclay threshold intensities occurring at

values which were as much as a factor of 10 lower than those of the Illinois group.

Excimer lasers with subpicosecond pulse lengths have also been used by a

group at Los Alamos National Laboratories.59 They have used a KrF laser at 248 nm
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wavelength and 700 fs pulse length as well as a XeCl laser at 308 nm with 350 fs

pulse length to perform experiments at intensities up to 5x1018 W/cm2. They have

reported ion production of xenon up to the 13th charge state.

The experiments done at the Univérsity of Rochester Laboratory for Laser
Energetics (LLE) were initially started to investigate the ionization of noble gases using
a l-ps pulse length, 1-pm wavelength laser. The short laser pulse length was possible
because of a new technique which wa‘s developed at LLE. This technique will be
described briefly in chapter two. The results of these experiments seemed not to agree
with results from Saclay which were done at the same wavelength but with a 50 ps
pulse length. The 1-ps results agree well with tunneling or barrier suppression models
and with the Australian National University's 25 ps electron experiments whereas the
50-ps results from Saclay had agreed with lowest order perturbation theories. This led
to a sécond set of experiments whose purpose was to investigate this apparent
discrepancy and to attempt to resolve some of the discrepancies among the threshold

intensities reported by various groups.
I.L Organization of Document

[ will first discuss the laser and experimental equipment in chapter two. This
includes a review of the uncertainties which occur in the data, in particular the
difference between absolute and relative uncertainties in the laser intensity is discussed.
chhniq;xcs for the measurement of the laser intensity and for the acquisition of ion
spectra are presented. A survey of the ionization of five noble gases as a function of
laser intensity will be presented in chapter three, followed by a discussion of the
experimental data and a comparison to results obtained by other research groups.

Chapter four reviews some theoretical models and compares theoretical predictions to
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the data. The Coulomb barrier suppression model (BSI) and a quasiclassical tunneling
model are found to be in the best agreement with the data. Chapter five presents some
additional experiments which have been performed and suggests further work which

could be done. Chapter six gives a summary and conclusion.
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CHAPTER TWO
EXPERIMENTAL APPARATUS

This chapter describes various aspécts of the experiments. First, the laser
characteristics and method of operation are described followed by a discussion of
diagnostic measurements which are performed to characterize the laser pulses. This
includes two methods for measuring the intensity with a discussion of the related errors

in these measurements. The method for acquisition and analysis of ion spectra is then

described.

ILA. The Laser

The laser used for these experiments is a high-power (~0.5 TW) Nd:glass laser
based on the concept of chirped pulse amplification and compression (CPA).60-63 The
CPA design was developed to increase the power output of solid state lasers without
increasing the aperture size of the amplifiers. Prior to the inroducton of CPA lasers,
the power output of solid state lasers was limited by intensity-dependent non-linear
effects in the lasing medium, which is typically some type of glass or crystal that has
been doped with an impurity. The impurity element is actually the gain medium and the
glass or crystal serves as a host. For high power laser beams, non-linear effects in the
glass or crystal contribute significantly to the index of refraction which results in the
introduction of a phase error in the wavefront of the laser. To first order, non-linecar

effects in the medium are propordonal to the intensity of the laser beam.

Non-lincar effects are undesirable since severe phase error can lead to a lensing

effect in the laser rod known as self-focusing. When these lensing effects begin, the
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local intensity can increase t_hcrcby causing stronger non-linear effects and more
lensing. The process builds on itself and can lead to severe damage in the rod. This
damage consists of linear sections of the rod which have been ionized. The ionized
sections are no longer transparent which destroys the opdcal quality of the rod.
Additionally, the phase error results in a dwémd ability to focus the laser beam to a
small spot and hence limits the maximum intensity which can be achieved. There are
three ways to decrease the beam intensity inside the laser rod: 1) increase the cross-
sectional area of the rod, 2) decrease the beam energy, or 3) temporally lengthen the
laser pulse. The first method is undesirable for several reasons. Glass laser rods can
become expensive for large sizes, and as the cross-sectional area is increased the
uniformity of pumping is reduced, which results in somewhat lower quality spatial
characteristics in the laser beam. The repetition rate of the laser is also reduced for large
aperture rods due to the extra time that is required to allow the rod to return to thermal
cquilibrium between shots. The use of low energy beams or long-pulse laser beams

makes high-power experiments impossible unless the CPA technique is used.

The CPA laser design takes advantage of the large energy storage capabilities of
glass amplifiers while avoiding problems due to high-intensity non-linear effects. This
is accomplished by making the laser pulse long in time to extract the energy efficiently
while keeping the pecak power levels relatively low. After the light has been amplified
to the desired energy the pulse is compressed to a shorter length. The obtainable
compression ratio is typically as high as 100 or 1000. The CPA design allows laser
pulses to be expanded and recompressed using the dispersive qualities of optical fibers
and diffraction gratngs. Many variations on the original CPA design can be used and

the two designs which we have employed are described below 60:63 [see Fig. 2.1].

26



Qs

A 100-MHz train of approximately 55-ps pulses is generated by an acousto-
optically mode-locked Nd:YLF oscillator at the wavelength 1.053 um. The 55 ps
pulses from the oscillator are bandwidth limited which means the pulse length cannot be
shortened unless additional bandwidth is acquired somehow. These pulses are injected
into an 800 meter single-mode optical fiber where they are temporally stretched and
frequency chirped by group-velocity dispersion and self-phase modulation (SPM).64
SPM in the optical fiber increases the bandwidth from about 0.3 A to about 40 A, and
group velocity dispersion in the fiber causes the output pulses to be frequency chirped
in time. The pulses are further stretched by a pair of expansion gratings to a pulse
length of approximately 300 ps.65.66 After amplification, the pulses can be
compressed to a length which is much less than the original 55 ps. This is possible

because of the linear frequency chirp which is present. A grating pair can compress a

chirped pulse as shown in Fig. 2.2.
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Fig. 2.2 Diagram showing how a chirped pulse can be compressed with a
grating pair. The blue ray travels a shorter distance so it can catch up to
the red ray. A single pass results in on oval beam and a double pass
results in a circular beam. If a telescope with magnification of one is
placed between the gratings, the separation of the gratings can be

cffectively negative. This results in a temporal expansion of the pulse.

Self-phase-modulation which occurs in the optical fiber is due to the optical
Kerr effect.63.67 The index of refraction of a medium is characterized by the constant
ne but at high intensities a non-linear contribution to the index of refraction becomes

significant. The index of refraction can then be described by

n(z,0) = ny + n2l(z,1). 2.1)

The phase of a light pulse traveling through this medium can be found by integrating
, .
n(z,t) over the length of the medium.

L
2x
o) = ¢, + — | m 1(z,0) dz. (2.2)
A {
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In an optical fiber the light is approximately a plane wave so the integral over dz yields

a term (n2 { L). This phase determines the propagation of the wave as
ei(ax - k2) = pi(ak - ¢0), (2.3)

and the instantaneous frequency shift due to SPM can then be found from the derivadve
of ¢z)

Aw(l) = - a0 _ 2—",;21, O (2.4)
dt . de

For most media in the opdcal wavelength range n7 is positive, which results in a red
shift of the frequency for increasing intensity and a blue shift for decreasing intensity.
This, along with group velocity dispersion, creates a chirped pulse of about 100 ps and
40 A at the ourtput of our fiber. Near the center of the pulse (f,) the frequency chirp is
approximately linear in ame. This is important since a linear chirp can be compressed
with a grating pair. Non-linear contributions to the chirp cannot be compressed
(actually a srmall third order contribution can be corrected by tuning the angles of the

compression gratings).

A single pulse with an energy of about 1 nJ is selected from the train of chirped
pulses and injected into a regenerative amplifier where the pulse makes approximately
80 round trips through the cavity resulting in an output energy of about 1 mJ. The
cavity is a confocal design which is currently end-dumped through a plane 50% mirror.
This codfiguration results in better pointing stability than did a Q-switch dumped
cavity. The Q-switched configuration was used for the experiments described in
chapter three and the end-dumped configuration was used for the experiments described
in chapter five. A single pulse is selected from the regenerative pulse train before the

train has reached gain saturadon in the amplifier. It is important to extract a pulse
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before the amplifier has reached saturation since SPM effects will occur in the laser rod
near saturation. In this case, SPM is an undesirable effect since the frequency chirp
which is produced in the rod will be different from the chirp out of the fiber.53 With
two different chirps present it would be impossible to recompress the pulse without

leaving a long, low-intensity pedestal underneath the short, cornpressed pulse.

This pulse is further amplified with two Nd:phosphate-glass amplifiers to a
maximum energy of about 500 mJ. The laser operates with a bandwidth of
approximately 15 A which is limited by gain narrowing in the amplifiers. Gain-
narrowing serves a useful purpose in a CPA system. The Gaussian gain profile
produces a Gaussian temporal profile since the pulse is chirped.%8 Additionally, most
of the non-linear chirp which is present in the pulse is far from the center frequency

so the non-linear chirp will not be amplified resulting in a nearly perfectly linear chirp

which can be compressed cleanly.

After amplification the pulse is recompressed with either a single or double pass
through a 1700 I/mm grating pair to a pulse length of approximately 1 ps. Using a
20-cm-focal-length lens (f/5 for single-pass and f/7 for double-pass) we obtain peak
intensities up to mid-1019 W/cm2. To avoid damaging the gratings when the double-
pass configuration was used, our energy was limited to 100 mJ with a2 maximum
intensity of 1015 W/cm?. The lower laser energy threshold results from the smaller
usable area of the gratings in double-pass configuration. A double pass compression
results in.a more circular beam profile which can be focused to a smaller spot size than

that from a single pass configuration, which produces an elliptical spot. The

compression gratings were used in single-pass configuration for the experiments
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described in chapter three and double-pass configuration for the experiments described

in chapter five.
I1.B. Intensity Measurements

The measurement of intensities abbvc 1013 W/cm? is very difficuit to do
accurately. The experimental values for the intensity are determined by measuring the
laser energy (E), pulse width (T), and focal spot size. We assume that the spadal
distribudon does not vary during the pulse so we can write I(r,z,t,E) = ExF(r,z)xG(¢)
then measure E, F, and G independently.%9 Energy measurements are taken from a 4%
reflection off a wedged beam splitter and are detected with a large area photodiode
which has been calibrated using a pyroelectric energy meter. The pulse width is
measured by a combination of methods. Second and third order correlation techniques
are used to measure the absolute value of the pulse width and pulse shape 70-72 [see
Figs. 2.3, 2.4]. Our set-up does not currently allow a second- or third-order
correlaton measurement on every laser shot so these measurement techniques can only
give nominal values of the laser pulse width. It is possible to measure the relative pulse
width on a shot-to-shot basis using a different technique.36 A 4% reflection of the laser
pulse is frequency doubled and the energy of the green second-harmonic light signal is
measured. When the doubling crystal is operated below its saturation intensity the
second-harmonic energy is proportional to the product of the fundamental power and
energy (Egreen = Const x Pir x Ejr = Const x (Ei/T)x Ej;) [see appendix A]. Solving
for T we sce that the relative pulse width can be measured on each shot by measuring

the energy of the lwand 2w signals

T = Const x (Ei)%/Egreen - (2.5)
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Fig. 2.3 Autocorrelator. The wedged beam splitter and slits are used to

prevent all étalon reflections from reaching the photomultiplier. The
PIN diode detects shot-to-shot laser energy fluctuations. This setup
becomes a single-shot autocorrelator when the slits are removed and the

photomultiplier is replaced by a linear-array detector.

By comparing this relative pulse width to the second-order correlation pulse width
which is obtained before and after each data run, the absolute pulse length of each laser

shot in the data run can be determined.

The size of the focal spot cannot be easily measured on each shot without a
CCD camera,59 however, this measurement has been done many times with film and

little variadon from month to month is observed. Two methods are used to measure the
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Fig. 2.4 Autocorrelation trace of the compressed laser pulse for the

experiments described in chapter five.

focal spot size. The first, and more accurate method, is to place a microscope objective
after the focal spot to image the spot onto photographic film. A second measurement
can be made by equivalent target plane (ETP) methods using a 200-cm lens. The
200-cm lens focuses the laser directly onto photographic film. If Gaussian beam
propagation is assumed the spot size from a 200 cm lens has 10 times the diameter of

the spot size of a 20 cm lens. This assumption was found to be quite accurate when



the resuits of the two methods were compared and each method produced the same spot
size to within about 10%. The ETP method allows us to monitor the spot size from
month to month more easily than does the microscope objective method. In the case of
the shorter focal length lens it is not possible to focus the light directly onto the film
since the digitizing equipment is not capable of measuring film densities on a scale
smaller than a S pm square. The film image obtained by either method is digitized
showing an effective focal spot radius of 12 pum for the experiments described in
chapter three and 19 pum for the experiments described in chapter five. It has been
found that the spot size and shape do not measurably vary on a shot-to-shot basis.
Also a comparison of low-energy laser shots where the last two amplifiers are not fired,
and high-energy shots where all amplifiers are fired shows that the focal spot size and

shape do not vary significantly with changes in the ourput laser energy.

The laser energy used in the spot size measurements had to be attenuated before
“the beam struck the film. This attenuation was done before the compression gratings.
Additional distortions will be introduced to the beam as a resuit of non-linear effects in
optical elements through which the compressed beam must pass. Our system has four
glass elements after the compression gratings which have a combined thickness of
about 5 cm. Phase distortion due to SPM can be described quantitatively by the
"B-integral” which is the same as the second term in Eqn. (2.2). The value of the
B-integral from these four elements is approximately 1 for the maximum intensities
which were used (~ 1010 W/cm?2). Values of about 3-5 do not cause non-linear
distortion effects 97 when the beam is focused. This suggests that the focal spot size

measurement done using low power beams is a good approximation of the spot size at

full power.
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It is possibie to map out the focal volume by stepping the camera through the
focus to obtain profiles at various planes near the beam waist. This measurement is
being done to ascertain whether the focal volume we have used in calculadons is an

accurate description of the actual focal volume.
II.C. Intensity Measurements from Electron Energies

Another method which was used to measure the laser intensity independently
was to measure the energies of electrons coming from the focal volume. The electrons
should acquire kinedc energy from the ponderomotive potental as they are leaving the
laser focus.?3 Due to the short pulse length, however, they will not acquire the entire
ponderomotive energy. Measured electron energies were compared to computer

simuladons which esdmated the energy of ponderomouvely accelerated electrons

coming from the focus of a 1 ps pulse.

Electron energies were measured with a dme-of-flight spectrometer [see
Fig. 2.5]. A microchannel plate detector (MCP) was placed approximately 30 cm from
the laser focus and the path between the focus and the detector was surrounded by
p-metal to reduce stray magnetic fields. This is necessary since the earth's magnetic
field will cause a 100 eV electron to have a gyro radius of about 10 cm. The time it

takes ponderomodvely accelerated electrons to reach the detector ranges from about

20 ns (~600 eV) to about 200 ns (~6 eV).

In~addidon to this field free setup, we have also measured the electron time-of-

flight when an electric field was placed across the focal volume. The electron energy



was determined from the tme of flight by the following formula
1 (£+x+ 6 oy X
W -
2 t-1, d

where ¢, is a zero time offset and the remaining quanttes are defined in Fig. 2.5. By
varying the voltage V} it was possible to add or subtract energy from the clectrons
(voltage V7 was kept at zero potential for this experiment). This produced energy
measurements under different conditions which allowed us to make a least-squares fit
to the three unknown parameters: E, x, and 7,. The zero offset (f,) could be estimated
to within about 2 ns by measuring cable lengths and light path distances. Also the
value of x could be estimated from ion time-of-flight spectra since the ponderomotive
acceleration of ions is very small and the ratio (Vx/d) solely determines the ion

velocity. Consequently the parameters x and £, were allowed to vary over only a small

range when performing the least-squares fit.

The clecton energies could be measured with about a 10% uncertainty. The
main contribution to this uncertainty was the limited temporal resolution of the digitizer.

At 3x10!3 W/cm? (about 300 eV ponderomotive potential) the maximum measured

electron energy was 130 eV. This energy is consistent with that predicted by the

calculation.

The calculation accounted for small fluctuations in the focal spot size and in the
pulse length. These small fluctuations resulted in rather large changes in the final
clectron energy so this was determined to be a poor method of measuring laser intensity
for short pulses. Uncertaindes in the laser pulse length, focal spot size, and the
clectron energies resulted in an intensity measurement with an uncertainty of

approximately a factor of three whereas the previously described method produced
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Fig. 2.5 Time-of-flight spectrometer used for measuring electron energies

and ion mass-to-charge ratos.

uncertainties of a factor of two. Although this method of measuring laser intensity has

a rather large uncertainty associated with it, it places a lower limit on the intensity of the

laser.
I1.D. Uncertainties in Intensity

In addition to the methods described above, uncertaintes in the relative laser
intensity were further measured by comparing ionization data taken on different days or
at different gas pressures. Over the course of four months the data showed a relative
intensity fluctuation of 25% or less. Further checks on the relatve intensity
measurements between gases were done by shooting mixed-gas targets, thus ensuring

that intensity calibrations were the same for all gases.




There is a 25% ecrror in relative intensity measurements, but there are also
possibilides of absolute or systematic errors in the intensity due to uncertainties in
energy, and absolute temporal and spadal shapes. The distinction between relative and
absolute uncertainties is important. Relative uncertaindes determine how our data
compares with itself and absolute uncertainties determine how we compare our data to
theoretical predictions or to experiments done by other groups. Absolute uncertainties
come from errors in each of the three critical measurements: laser energy, focal spot
size, and pulse length. The pyroelectric calorimeter can measure the laser energy with
less than 10% uncertainty, but uncertainties in the laser energy can come from a number
of sources such as poorly known transmission of the vacuum window and focusing
lens. Additionally, neutral density filters must be placed in front of the calorimeter
when the full laser energy is fired. These filters may partially saturate at high laser
power causing their transmission efficiencies to vary from their calibrated values. The
energy which is measured by the energy monitor may not all be focused or may not all
be in the compressed pulse (see Fig. 2.4 autocorrelator trace). The amount of energy
which was uncompressed in the experiments described in chapter three was
approximately 70% of the total energy and was 10% in the experiments which are
described in chapter five. The focusing lens has a hole drilled in the center of it to
avoid damage from high power laser beams, consequently some of the laser energy is
not focused. We have measured the amount of energy which is focused by placing a

300 pm pinhole at the focal plane and we find that approximately 75% of the energy is

transmitted through the pinhole.

The focal spot size measurement has several uncertainties associated with it
The imaging system is actually a set of two lenses with a total thickness of

approximately 5 cm. The location of the principal plane of the two lens system was
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difficult to determine to better than 0.2 cm, and the position of the laser focus was
difficult to determine to better than 0.5 cm. These two uncerntaintes made it difficult to
determine the magnification of the imaging system with better than a 10% uncertainty.
This leads to about a2 20% uncertainty in an area measurement. Additional errors are
introduced by uncertaintes associated with digitization of the film and conversion of the
optical density of the film into laser intensity. These errors increase the uncertainty in

the focal spot measurement to about 50%.

The experiments in chapter three had a rather large fluctuation in pulse width.
The reladve fluctuation could be measured by the method described above (Eqn. 2.5),
but the absolute width of each pulse was difficult to determine since an absolute
measurement was only taken before and after each data run. Of course these absolute
measurements also had a fluctuation associated with them which caused some difficulty
in assigning the correct pulse width to the average pulse width during the data run.
This absolute uncertainty was about 30%. When all uncertaintes are accounted for, the
absolute uncertainty in the intensity measurement is approximately a factor of two. The
stability of the laser pulse width has since been improved and the resulting uncerntainty

in the temporal width is approximately 10% for the experiments described in chapter

five.

Each of the three measurements has good precision which results in a total
relative uncertainty of 25%, but the accuracy is not as good, which makes the total

absolute uncertainty a factor of two.



ILE. Ion Spectrometer: Data Acquisition

The interacton of a high-intensity laser beam with atoms results in ionization of
some or all of the atoms at the focus of the beam. The number of ions produced
depends on the rate of ionization, the duration of the laser pulse, and the number of
atoms initially in the focal region. There are a number of techniques to measure laser
pulse lengths [see section II.B]. Also the number of atoms initially at the focus can be
calculated by measuring the number density (or pressure) of the gas sample, and
measuring the focal area of the laser beam and deducing the focal volume (actually the
focal volume can be measured as described earlier). Consequently, it is possible to
measure the rate of ionizaton. Of course the matter is somewhat complicated by a
depletion of the neutral atoms at the focus. Fortunately it is possible to include these
depletion effects in theoretical calculations by solving coupled rate equations which
conserve the total number of atoms plus ions. The task of measuring the ionization rate
then becomes equivalent to the task of measuring the number of ions created in the focal
volume of the laser. If multiply charged ions are created, it is also necessary to know
which charge states are present and how many ions of each charge state have been

produced. The experimental set-up described below is designed to measure the number

of ions with a given mass-to-charge rato.

The ion spectrometer is enclosed in a high-vacuum chamber to insure the purity
of our target gases (see Fig. 2.6). The targets used for these experiments are the five
lightest noble gases (He, Ne, Ar, Kr, and Xe). The chamber is pumped down to a
pressure of ~1x108 Torr (3x108 cm-3) using a liquid nitrogen trapped diffusion pump.
At times we found it helpful to use a titanium sublimation pump in conjunction with the

diffusion pump. This combination gave us background pressures in the mid- to
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low- 10-9 Torr range. A low background pressure is necessary to ensure that the ion

spectra are not cluttered with peaks due to impurity gases in the chamber.

It is not possible to climinate all impurity signals. The main contribution is
water which originally comes from humidity in the air. After baking the chamber and
keeping it under vacuum for several months water is still present in the system.
Additional contaminants come from diffusion pump oil or anything which has not been

cleaned properly. This accounts for the presence of carbon in the spectra.

After an acceptable background pressure is achieved the target gas is introduced
into the chamber with a precision leak value. The target pressures range from
5x10-8 Torr to 3x10-3 Torr. Our detector has a dynamic range of more than 103 so
this variation in the gas density increases the dynamic range of our ion number

measurcment to more than six orders of magnitude.

A tme-of-flight spectrometer is used to separate the ions according to their
mass-to-charge ratios. The spectrometer is the same as for the electron energy
measurement which is depicted in Fig. 2.5. To collect ion spectra it is operated as
follows. A uniform electric field is placed across the laser focal volume (nominally
800 V/cm). This field sweeps the ions into a field-free drift tube which is made of
2 inch copper pipe. The ends of the tube are covered with a wire grid to prevent
leakage of the field into the drift region. Inside the tube the ions drift with a constant
velocity untl d{cy reach the other end of the tube where they arc accelerated into the
detector. The velocity with which the ions drift depends on the mass-to-charge ratio of
the given ion. Since the length of the drift tube is known, (~30 cm for the experiments
described in chapter three and ~60 cm for those in chapter five) the ion velocity can be

determined from the time of flight.
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A detailed derivaton of the total time which it takes the ions to travel from the
laser focus to the detector is given in appendix B, however it is sufficient to know that

the time of flight is proportional to the square root of the mass-to-charge ratio.

m
J q

where 1, is the time-of-flight of a hydrogen ion. The ion time of flight for the various
gases in the chamber typically ranges from about 1 s to 15 {is depending on the ionic

species and on the strength of the extraction field. A typical TOF spectrum is shown in
Fig. 2.7.
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The ions are detected with a dual microchannel plate (MCP) which has a total
signal gain of approximately 108. The spectra are recorded with a temporal digitizer
which is interfaced to a PC computer. For the experiments described in chapter three
we used a Hewlett-Packard digituzing scope (HPS4201A) which has 6 bits of vertcal
resolution thereby limiting our dynamic range. The laser energy and second harmonic
energy were recorded with paper and pencil and entered into the computer after the data
run had been finished. For the experiments in chapter five we changed to a CAMAC
(Computer Automated Measurement And Control) based system for the data
acquisidon. The waveform digitizer is an 8-bit Kinetic Systems CAMAC module 4030
operated at 100 MHz which is interfaced to a PC computer with a LeCroy 6010 GPIB
CAMAC crate contoller. Laser energy and second harmonic energy are measured with

large area photodiodes and the signals are digitized with an 11-bit charge integrator
(LeCroy 2249W).

IL.F. Ion Spectrometer: Data Analysis

After the spectra are stored, the individual ion peaks are integrated to determine
the number of ions detected in each charge state. The MCP is capable of measuring
single-ion events so several spectra were found which contained single-ion peaks.
These peaks were integrated to find how many volt-seconds corresponded to one ion.
This made it possible to find the number of ions which were in the larger peaks. This
number calibration is useful only for a specific gas fill pressure, a specific laser focal

volume, and a specific spectrometer efficiency. The data must be scaled accordingly

for changes in any of these.

The number of ions is then plotted versus the peak laser intensity. The

collection efficiency of the spectrometer and the quantum efficiency of the MCP have
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not been fully calibrated so the data presented here represent the number of ions
detected, not the number of ions produced. No correction has been made for the
relative detection efficiency since the manufacturer's efficiency calibration indicates no
significant difference among the various charge states (see Fig. 2.8).7% The combined
optical transmission of the three wire grids was about 5% for the experiments in chapter
three. This coupled with the MCP quantum efficiency gives a total efficiency of about
2-3%. The experiments in chapter five used wire grids with a combined optical
transmission of about 50% which yields a total efficiency of about 25-35%. These
efficiencies have not been included in the ion graphs since we are not sure that the
optical transmission is a good approximation of the ion transmission. The overail
cfficiency predicted using the optical transmission of the grids is consistent with the

values which are suggested by theoretical curves shown in chapter four.
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The recovery time of each channel in the MCP detector is long relative to the
time of flight of even the heaviest ions, thus each channel can only detect one ion per
laser shot. Consequently, it is possible for the detector to saturate before the entire
specaum has been captured (see Fig. 2.7). By the time the third charge state arrives,
the detector has already begun to saturate. This is evidenced by the flattening of the ion
peaks. If the gas pressure in the chamber is decreased and the laser intensity is kept
constant, the lower charge states become more sharply peaked. Since the ionization
process is not a function of pressure (unless the pressure is high enough for collisional
ionization to take place) the shape of the peaks should not change. Due to this
saturation effect the data in chapter three covers only about three orders of magnitude in
ion number. The technique of variable backfill pressures was used for the experiments
in chapter five to compensate for this saturation problem. The effects of detector

saturation can be clearly seen in figure 2.9 which shows a logarithmic graph of the

105 E Al Ll
’
10° F E
: i :
2 [ ] )
S ¢ 3 h E Fig. 2.9 Log-log plot of the
IS : production of Xe* ions versus
o 1 F . E . . .
.g E .l ] laser intensity using three
2 1R E‘ ¥ ¢ . different gas densitdes. Saturation
i y 3
- ! ,! ] of the detector is clearly seen for
LI %
10 -i cach of the three different backfill
1P it ] pressures.

Intensity

47



number of Xe+ ions versus peak laser intensity. The graph contains data taken at three
different fill pressures with the data from each pressure scaled to account for the
different gas densities. The saturation of the MCP can be seen for the three different
cases yet the data in the unsaturated portion of the curves line up for all three pressures.
The agreement between different fill pressures is an indication of the relative uncertainty
in the laser intensity. Subsequent graphs of ion number versus intensity will have the
saturated pordons of the data removed so that more than one charge state can be shown

on each graph without loss of clarity.
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CHAPTER THREE

ION EXPERIMENTS

ITL.A. The Data

Figures 3.1-3.5 show logarithmic plots of the number of ions created versus
peak laser intensity for helium, neon, argori, krypton, and xenon. Thcsé data represent
the first systematic experimental survey of the ionization of five noble gases in this
intensity regime, exceeding the intensities of previous survey experiments by over an
order of magnitude. The laser was operated in single-pass compression with an /5
focusing lens. These data were taken at a single fill pressure which limits the dynamic
range along the vertical scale. The data shown in these graphs has been passed through

a three-point digital smoothing filter. Further smoothing is not practical due to the

small number of data points.
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Fig. 3.1 Helium ion production rate as a function of peak laser intensity. The

relative intensity error can be deduced from the scatter of the data points and

the error bar represents the absolute intensity error. (P =5 x 100 Torr)
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The ume-of-flight spectrometer separates ions according to their mass-to-charge
ratios. For centain charge states this can cause an overlap between the noble gas which
is under study and a background contaminant. The most obvious case of this is the
overlap between He2+ and H,* which both have a mass-to-charge ratio of 2. The data
shown in Fig.. 3.1 shows a noise level of about 10 or 15 ions where we see a mixture
of both He2+ and H,*. We are certain that above this level the signal is due primarily
to He2*. This determination was made by observing the ratio of the peak heights of H*
and H,* as a function of laser intensity. In data runs for the other four noble gases this
ratio did not change significantly as a function of intensity, but for a helium target the
peak located at a mass-to-charge ratio of 2 became much larger than the H* peak when
the laser intensity was increased (see Fig. 3.6). This increase in relative height could

only be due to the creation of He2*. In the future this experiment should be repeated

using the helium isotope 3He.
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Figures 3.1 to 3.5 provide an easy way to determmine a detection threshold for
ionization. We define the "threshold intensity" as the intensity required to detect 10
ions of a given charge state. This level is well above the detector noise level in most
cases and also well below the focal volume saturation level by a factor of about 100.
Since the ion curves are quite steep for low ion number, a detection level of either 1 or
100 ions would have caused the value of the absolute threshold intensity to change by
less than a factor of 1.8 (recall that the absolute uncertainty in intensity is a factor of 2).
Any threshold level which is at or below the saturation level would work equally well if
itis applied to all the data in a consistent manner. The objective in defining a threshold
intensity is to provide a means of comparing the ionization of various gas species. A
change in threshold level would change the absolute intensity values but would have

little effect on the relatve threshold intensities.

Best-fit lines have been calculated for the lower portion of each charge state to
determine the intensity where each curve crosses the 10 ion level. There is a statistical
fluctuation of the data about these lines which causes about a 25% relative uncertainty
in the threshold intensities. These threshold intensities are plotted versus the jonization
potental of each ion in.Fig. 3.7. Some higher charge states which were not previously
shown 17 have been added to this graph. The heavier noble gases are easier to ionize
than the lighter ones for a given ionization potential which suggests that a dependence
on Z as well as on the ionization potendal is required in theoredcal models. This wend

is described quite well by the BSI model which predicts a threshold intensity scaling of
Ith < E%/Z%. The BSI model is discussed in chapter four.

It is possible to determine values of the Keldysh gamma parameter 19 (recall

Eqns. 1.6, 1.7) at the threshold intensities. Recall that y «1 suggests that a tunneling
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Fig. 3.7 | Ion threshold intensity vs. sequential ionizaton potential for five

noble gases. There is a clear species dependence present. The relative

error in the laser intensity is approximately the size of the data symbols.

1onization approach should be valid and y»1 suggests muldphoton ideas will work
better. Figure 3.8 shows that at the threshold intensities the ¥ parameter has a value
less than | in all cases. A lower threshold level would cause the values of yto increase

slightly causing some of the lower charge states to move to y>1, however most of the

ion curves would remain in the y<I regime.
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Fig. 3.8 Keldysh's y parameter at the threshold intensity for each of the
charge states. In each case y < 1 which indicates that ionization occurs
in the tunneling regime.

IIL.B. Comparison to Other Experiments

A comparison of threshold intensities which have been measured under a wide
variety o.f conditions is made in Figs. 3.9-3.13. Various groups have used different
criteria for determining the threshold intensities so, where it was possible, I have
applied our threshold criterion to their ion producton curves rather than use the values
which were given by the authors. The threshold level which has been used here is 0.01
of the saturation level. This has been done for all rcfcfcnccs except Boreham,48

Baldwin,%9 Gibson,38 and Corkum 73 who only gave the values of the threshold
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intensides so in these cases [ have used the values which were given by the authors.
Boreham and Baldwin did not measure ions so the threshold intensities must be
inferred from the electron spectra. This makes it impossible to know exactly what the
equivalent ion threshold level is. Gibson used a threshold level of 0.001 so the
threshold levels would be slightly higher using the 0.01 criterion (by less than a factor
of 2).
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Fig. 3.9 Helium ion threshold intensities versus sequential ionization

potential for various experimental groups. References are:

L'Huillier,!4 Lompré,3! Yergeau,0 Gibson,38 and Boreham.48
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Some general feamrc; of these graphs are that the threshold intensity increases
with increasing wavelengths or decreasing pulse length. The pulse length dependence
at 1 pm can be seen in the comparison of the LLE data, Boreham's and Baldwin's
data, and L'Huillier's 1 um data. Another comparison which shows the impornance of
pulse length is between Corkum's 1 ps and Chin's 1 ns results at 10 um. The 1 ps
results have a much higher threshold and are in agreement with our | ps results at a
much shorter wavelength (1 um). For an /¥ process the threshold intensity is expected
to scale with pulse length as T“{v so a change in pulse length by a factor of 50 should
change the threshold intensity by SO'~. For N = 11 the shift in threshold intensity is

expected to be 1.4.

Some differences in the data can be atributed to the use of different
experimental techniques used by the various groups so it is interesting to note that the
shorter wavelength data of L'Huillier and Lompré have much lower threshold
intensities than the longer wavelength data. These two sets of results were performed
at the same laboratc;ry with nearly identical data acquisition and analysis procedures

which eliminates most of the errors associated with determining the absolute threshold

intensity measurements.

The values for ywhich we have observed are not in agreement with L'Huillier's
results. They observed values of | < y< 3 for xenon, krypton, and argon and
¥ < 1 for neon and helium. Thus it is not surprising that they have observed an /¥

dependence on their ionization curves and we have observed an /7 dependence where

q~6 for all gases.
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The short pulse experiments done by Gibson agree with tunneling models even
though the experiments were performed in a regime of 1 < y<8. This suggests that

the pulse length as well as Keldysh's y parameter should be considered in determining

whether a "tunneling” or perturbative approach should be taken.



CHAPTER FOUR
COMPARISON BETWEEN EXPERIMENTS AND THEORIES

IV.A. Procedure for Comparison

This chapter compares various theoretical predictions with the experimental
results. Threshold intensities alone cannot determine the validity of a given model so in
this chapter the endre ion spectrum will be compared to the data in order to understand
better the validity of each model. It is not possible to determine ionization rates directly
from the experimental data so a comparison of theory and data requires that the
temporal and spatial dependence of the laser intensity be folded into the theoretical
calculations. Ion production curves can then be generated and compared to the data,

allowing the associated ionization rates to be determined.

The theoretical ion producton curves are obtained by integrating coupled rate
equations for the number of ions in each charge state [see appendix C].

Wi _ N

o Wiy - MW, 4.1)

where W; is the ionizaton rate of charge state i, and the initial conditions are
No = initial gas density and N; =0 fori > 1. There are some basic assumptons
implicit in Eqn. (4.1): 1) sequential ionization is assumed to be the only pathway for
ionization (recall the discussion in chapter one regarding sequential versus direct
ionizadon), 2) a slowly-varying envelope approximation is used which means that we
assume the laser pulse turn-on and tum-off can be treated adiabatically. The sequential
ionization assumption should be valid since our data show no evidence of a direct

ionization process. The adiabatic approximation should be valid since our pulses
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contain about 500 optical cycles and the intensity does not change significantly during a
cycle. Here a significant change in intensity is defined by the change in the ionizatdon
rate. If we assume an ionization rate dependence of I8 (which is what is suggested by
our data and is contrary to the LOPT prediction of /1) we can calculate the relative
change in ionization rate per laser cycle. This relative change is shown in Fig. 4.1 fora
Gaussian pulse shape. A Lorentzian pulse shape of equal width would yield
approximately the same changes in the rate since the maximum slope on a Lorentzian is

only slightly less than that of a Gaussian.

B
10" —— Gaussian
i \\ — — — Gaussian”6
102 F S N dWrd(cycle)
L\
1073 3 N
i |\
-4 __ A
10 .
)
10° L
b '_.‘ \
106 A
0 1 2 3
Time (ps)
Fig. 4.1 The change in ionization rate per laser cycle never exceeds 10-2

of the ionization rate. An /9 rate is assumed since this is suggested by

our data. A Gaussian intensity profile and an % profile are also shown.



The spatial and temporal dependence of the intensity, and consequently of the
ionization rates, is accounted for in the calculation. The integration is performed by
finding the volume of each iso-intensity shell and then propagating a laser pulse
through that volume. The ion velocities are slow so we can assume no ion motion
between the shells during a 1 ps pulse. This means that the total number of particles in
each shell is conserved which accounts for focal volume saturation effects. The
intensity distribution is modeled as temporally Lorentzian (1 ps FWHM) and spatially
Gaussian 62 (w, = 12 pm in chapter four and w, = 19 um in chapter 5). The
experiments in chapter five used a Gaussian pulse (1.9 ps FWHM) but most of the
ioﬁization occurs near the peak of the pulse so the results are insensitive to the exact
temporal profile and a Gaussian pulse yields nearly identical results. The volume of an

iso-intensity shell is (derivation in appendix D):

4 (c; - 2(c; -¢c3) 4
Volume = & zg W3|: (013 ) (Clg @) 5('“'17’(61) - ran"(Cz))]. (4.2)

where w,, is the 1/e2 radius of the intensity profile, zg = 7w ,2/A = the Rayleigh range
of the focus and ¢; = [(/,- j)/lj]”2 with I, being the peak laser intensity and /; the
intensity within shell j. 'fhc calculation ignores collisional ionization. The amount of
collisional ionization depends on the gas pressure. Since the gas fills the entire tank,
the gas pressure at the MCP detector is the same as at the focus of the laser and the gain
of the MCP makes the electron densities several orders of magnitude higher than at the
focus. Collisional ionization inside the MCP channels can create a very noisy signal,
but noise due to collisional ionization of gas is not present in the MCP signal at
pressures below ~2x10-3 Torr which suggests that no significant collisional ionization

is present at the laser focus either.
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Collisional ionization rates at the laser focus can also be calculated. The ion
temperature at the focus is significantly less than the electron temperature so ionization
due to ion-ion collisions is negligible compared to that due to electron-ion collisions.
The collisional ionization rate of the i*f charge state can be approximated by 73

107 n (T, ] E)'"? -E,
W = e —+ 4.
i [E‘SIZ(G.O + 7-: / El)] exp( T ] ( 3)

<

where n, is the electron density (~1012 cm-3 = 3x10-5 Torr for 100% singly ionized
particles), T, is the electron temperature in eV, and E; is the ionization potential of the
ith charge state in eV. An estimate of the electron temperature can be obtained from the
electron energy measurements described in chapter two (T, ~ 130 eV when [ =
3x1015 W/cm?). We want an upper bound on the collisional ionization rate so we
want to use the ionization potential of the first charge state (E; ~ 15 eV). This yields
an ionization rate of 3x10% s-! which is negligible compared to the non-collisional
ionization rates which are larger than 1010 s-1. The electron density would have to be

much higher before we would have to consider collisional ionizaton processes in the

theoretical calculadons.

The agreement between the theoretical and experimental spacing between charge
states is important to know since this is a way of checking the functional dependence of
the theory. If the spacing of a particular model is correct but the curves are uniformly
shifted in one direction or the other we can guess that the functional dependence is good
and that the ionization rate that is predicted by the model is off by some muldplicative
factor. On the other hand if no shift is required for the first charge state but the spacing

is wrong, we know that the funcdonal dependence of the theory is incorrect for higher
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charge states, which makes the model less useful when making predictions of what will

happen as the laser intensity is increased.

All the theoretical curves shown have been shifted along the vertical scale to
account for the fact that our detection efficiency is less than 100%. The overall
efficiency of the spectrometer has been estimated as 2-3% (see section IILF). A
comparison between two sets of theoretical curves (the models in sections (IV.B) and
(IV.C)) and the experimental ion production curves suggests an efficiency of
approximately 1%—-5% which is consistent with the estimates made in chapter two. The
comparison with theory suggests that the overall efficiency of the spectrometer
decreases as the atomic mass increases. This is probably due to a momentum

dependent quantum efficiency of the MCP (rather than an energy dependence as shown

in Fig. 2.8).

In the following sections we will compare the ion production curves of various
theoretical models to our data. The two criteria we use to determine the applicability of
a particular model are the agreement between 1) the absolute magnitudes of the
theoretical and experimental intensities, and 2) the spacing among different charge
states. The theoretical models under consideration are briefly described in decreasing
order of agreement based on these two criteria. The model which are described are: a
barrier suppression model, a species dependent tunneling model, three versions of

Keldysh's model, and a classical Thomas-Fermi model.

Atomic units will be used in the following sections where m=/=e=1.

Conversions to more familiar units can be made by using the following values:

w4 = 4.134x1016 1, €4 = 5.142x109 V/em, [4 = 3.509%x1016 W/cm?, and

Ep=27.212 eV.
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IV.B. Barrier Suppression Ionization (BSI) Theory

This theory is based on a simple one-dimensional model for ionization, and
begins with the superposition of the Coulomb potential and a quasi-static laser field
where the quasi-static condition is satisfied when the laser frequency @, is much less
than the electron orbital frequency. The resulting total potential at peak field swength is

written as:

V) = -2+ Ex . (4.4)
(x|

This potential (which is graphed in Fig. 1.1b) has a relative maximum located at x,,,,
which can easily be found by setting [dV(x)/dx]; -, =0 and solving for x4,
Equating V(x,,,,,) to the ionization potendal (£) of the atom or ion permits us to find the
critical electric field which is necessary to allow the bound electron to escape without

tunneling. This critical electric field for the i*f charge state is:

; E?
g9 = =i,
crit 2z (4.5)

When the peak electric field of the laser equals this critical field strength, the atomic

electron can freely escape and the corresponding laser intensity can be called the

threshold intensity
: E*
l(l) - i .
- * 16z
. E* eV
1Y [(W/cm'] = 4.00 x 10° -—ﬁ-—] (4.6)

In a purely Coulombic field, the ionization potential is uniquely dependent on

the ionic charge Z and the principal quantum number n: E = Z2/(2n2). However, for
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the complex atoms used in our experiments, electron shielding occurs and its effects
can be accounted for by using values of £ which have been determined independently,
either experimentally or by use of more sophisticated atomic structure calculatons.
Alternatively, we could think of the principal quantum number r being replaced by the
effective principal quantum number n*, where n* is simply the principal quantum

number after it has been corrected for the quantum defect (& ):76

Z

n* =n - 5(!') .

i ! ﬁ' , 4.7)
where Z is the charge of the ion created, and E is the atomic or ionic ionizatdon potental
of the iniral state. Threshold intensities calculated using Eqn. 4.6 are compared to the
experimentally determined threshold intensities (see Fig 4.2). In all cases the theory

and experiment agree within the absolute uncertainty of the laser intensity.

The choice of experimental threshold levels was chosen somewhat arbitrarily at
10 ions. A change in threshold level to 1 or 100 ions results in a shift of the threshold
intensites by a factor of about 1.8 or less as described in Sec. (IILA). This shift is less
than the absolute intensity uncertainty which is a factor of two. For example, if a level
of 1 ion had been chosen for the threshold, all the data points in Fig. 4.2 would be
shifted to the left by a factor of approximately 1.8, but most of the data would still be
within an experimental uncertainty of the line of exact agreement. The important point
here is not that the absolute intensities of the data and experiment agree, but that the data
shows an E4/Z* dependence for the threshold intensities. It should be noted that
Gibson 38 has also observed this £4/Z? species dependence using a much shorter

wavelength (248 nm).
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The BSI model can be used to predict the laser intensities which would be

required to sec the next higher charge states than was observed. These values are given

in Table 4.1.

Ion Intensity (W/cm?2)
XelO+ 6.7x1016
K9+ 1.4x1017
Ars+ 1.6x1018
Ne’+ 1.5x1017
Table 4.1 BSI Threshold intensities for the next higher charge state than

was observed. The intensities exceed those which were used in the

experiment so it is reasonable that we did not see these charge states.

The entire ion production curves are calculated for BSI theory by integrating
over the laser pulse and assuming an ionization probability of unity for / 2 /,; and zero
for I </I;;. The resulting BSI theory curves are shown in Figs. 4.3-4.7 with a shift
in the vertical scale which accounts for spectrometer efficiency. These zero-parameter

fits show satisfactory agreement with the ionization data.
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Approximate Number of lons Detected
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A feature of the theoretical curves which might cause some confusion is the
crossing of the seventh and eighth charge states. The xenon data (Fig. 4.7) also shows
some experimental evidence for this crossing although the evidence is suggestive rather
than conclusive. This crossing is present in all the theoretical ion curves and it is due to
volumetric effects. Since the eighth ionization of a noble gas removes the last electron
from a closed shell, a very large increase in intensity is needed to remove the ninth
electron which comes from another shell. As the intensity is increased well beyond the
threshold for creation of the eighth charge state a large percentage of the 7+ ions
become further ionized to 8+ but very few of the 8+ ions become ionized to 9+. This
means that the eighth charge state is severely depleting the population of the seventh but
very little depletion of the eighth charge state occurs from the creation of the ninth

charge state which results in a crossing of the ion production curves.

For example, the BSI threshold intensities for the seventh, eighth, and ninth
charge states of xenon are 7.5x10!5, 9.8x1015, and 4.2x1016 W/cm2. If the laser
intensity is 4.2x1016 W/cm? then the volume inside the 23% contour will be totally
Xe8+ and the volume between the 18% and the 23% contour will be Xe7+. If weuse a
value of w, =19 pum in the volume formula (Eqn. 4.2) we find a volume of

1.7x10-6 cm3 between the 18% and the 23% contours and 2.5%x10-6 cm3 inside the

23% contour. The volume with Xe8+ is approximately twice as big as the volume with
Xe7* resulting in 6.0x105 Xe8+ ions and 3.1x105 Xe7+ ions for a gas density of

5x10-6 Torr (1.8x10!! cm-3).

79



IV.C. ADK Theory

The model developed by Ammosov, Delone, and Krainov (ADK)76 is an
extension of the 3-dimensional dc tunneling model. The 3-dimensional dc tunneling
model supplies the tunneling ionization rate for a hydrogen atom in a static electric field

and is given by 73.77:

$i2 3/2
N T

3E

Perelomov er al.’8 introduced an atomic shell dependence and an oscillatory electric

field to this model resulting in an ionization rate of

2 —~|m] =1
= ey st (5[]

2 3/2]
- < (2E
exp[ € (2E;) , 4.9)

where the factor fis given by

@+ DA+ |m])
2 (it = P!

fm) = (4.10)

The term [3 & m(2E)3/2]1/2 in Eqn. (4.9) results from averaging over one period
of the laser, and for the laser parameters discussed here, it is typically of order 10-1.
Atomic. structure is introduced through the factors f(I{,m) and C,.; but
Perclomov er al.78 did not derive an expression for the C,«/s. Ammosov ez al.76
extended the theory by deriving an approximate expression for the C,o+/'s. This was
accomplished by joining the asymptotic wave function of the free electron with the

quasiclassical radial wave function of a bound electron.” The quasiclassical condition
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is satisfied when the de Broglie wavelengths of particles are small compared to the
characteristic dimensions which determine the conditions of the problem, or more
specifically “... the wavelength of the particle must vary only slightly over distances of
the order of itself."79 This implies that the momentum of the particle cannot be too
small since the de Broglie wavelength would then become large. The constraint on the

momentum is why this is called the quasiclassical approximation.
The approximation begins by defining the wavefunction as

v =A exp(idglh) (4.11)

and expanding o in a power series in /
o =0, + (ADoy + (Hi)loy + ... (4.12)

Using this wavefunction in Schrédinger's equation and keeping terms to order 4,
appropriate boundary conditions can be applied and a solution for g and A can be
found. This procedure was perforrmed by Perelomov and Ammosov to yield the

quasiclassical tunneling ionization rate (Eqn. 4.9).

The initial atomic or ionic state is described by the effective principal quantum
number n*, the orbital angular momentum, and the magnetic quantum numbers / and

m. A species dependent ionization rate results from this inclusion of n* in the theory.

The expression for C,+; is given by Ammosov as 76

C., = (E‘ij —— 4.13)

n*) Qan*"*’

where e = 2.71828.... For ionization rate calculations, we have used the ground state

values 80 for n*and { and a summation over the degenerate m states.
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Fig. 4.8 The effective principal quantum number n* versus the sequental
ionization potendal for each of the charge states observed. ADK theory

is expected to be valid for n* » 1.

Equation (4.9) is an approximation valid for n* » 1, € gser « €Binding, and
w; « E. The validity of the ADK theory improves as n* increases, and larger n*
occurs for heavier atoms and higher charge states. A plot of a* versus the ground state
ionization pot;ntial of each of the charge states can be seen in Fig. 4.8. This graph
shows that for the five noble gases under study, the agreement is expected to be best
for xenon and worst for helium. A calculation of ion production is shown with the
experimental data in Figs. 4.9-4.13, where the agreement is sadsfactory even though
n* never exceeds a value of 3. Very large values of n* can be obtained by exciting the

atom into high lying bound levels (Rydberg atoms). It has been found that ionization
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of highly excited Rydberg atoms by microwave radiation does not agree with the ADK
formula.81 The three validity criteria mentioned at the beginning of this paragraph
remain valid for microwave ionization of Rydberg atoms (for values of n less than

about 50) so it is not clear why the ADK model does not work in this case.

It should be noted that ADK and BSI theories both predict the correct spacing
for all charge states observed (E*/Z2 dependence), but the fit between the ADK theory
and the data from the lighter noble gases (helium, neon, and argon) has an absolute
error in the threshold intensities. The agreement with ADK improves for increasing
atomic number since n* is also increasing, and the slope for low ion number agrees
with experiment better than the BSI theory. It should be noted that the absolute error in
threshold intensites which ADK predicts for the lighter noble gases is never larger than
the experimental uncertainty present in our absolute intensity measurements (a factor of

2), but it is larger than the relative uncertainty.
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Fig. 4.9 Comparison of helium ion production and that predicted by ADK

theory. The absolute intensity uncertainty is indicated.
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Fig. 4.10  Comparison of neon ion production and that predicted by ADK theory.

The absolute intensity uncertainty is indicated.
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Fig. 4.11 Comparison of argon ion production and that predicted by ADK theory.

The absolute intensity uncertainty is indicated.
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Fig. 4.12 Comparison of krypton ion production and that predicted by ADK

theory. The absolute intensity uncertainty is indicated.
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Fig. 4.13  Comparison of xenon ion production and that predicted by ADK theory.

The absolute intensity uncertainty is indicated.
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The ADK theory provides an ionization rate in contrast to the BSI model which

predicts an ionization probability of 100% for intensities above a certain threshold and

0% ionization probability below the threshold. This means that the BSI will show

discontinuous jumps in the spatial profile of ion density and the ADK theory will have

continuous transitions across the threshold. Figure 4.14 shows the charge distribution

as a function of radial position at the focal waist assuming the ionization occurs

according to either the BSI or the ADK tunneling model. Despite the fact that the ADK

model does not have discontinuities built into the thcory, the high degree of non-

—— ADK Charge Density
........... BS| Charge Density
— — — Laser Intensity

B \
\
i \
B \
- \
i \
[ \
- N
rl N P R e L
0 10 20 25

Fig. 4.14

radius (um)

Predicted charge density as a function of radial distance using

the ADK and BSI models at a laser intensity of 3x1016 W/cm2. The

corresponding laser profile is also shown.
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linearity in the ionization process causes the charge distribution to display large
gradients similar to BSI as the ionization moves from one charge state to the next. This
again leads to a larger volume of Xe8+ than Xe7+ and a crossing of the ion production

curves occurs.

The remaining four theories cannot fit all of the data since they include no
species dependence, but they are still of interest for several reasons. First, a
comparison of spacing among charge states can be made with the data; and second, the
absolute magnitude of the ionization probabilities can be compared to those shown in
the data. Also, the theory described in section (IV.F.) has been shown to be in good
agreement with previous experiments 24 so here we test whether it is still applicable

under different laser conditions.

IV.D. Keldysh Theory

This theory 19 perturbatively calculates the transition rate from a hydrogenic
ground state to a free electron oscillating in the laser field (a nonperturbative Volkov
final state 20). The difference from usual perturbation theory is only that the final state
is not stationary but it exactly accounts for the oscillation of the electron in the laser
field The residual influence of the long-ranged Coulomb potential of the remaining ion
is not directly included in the final state, but Keldysh introduces a correction factor (for
which no derivation is given) to account for the Coulomb interaction. The ionization
rate in the limiting case of small y= (ZE)Uzw,_/ £ (i.c., large ponderomotive potential)

is given [by Eqn. (20) of Ref. 19] as:

1/2
0, N67 £ 22E)" W} E,
“,A' = “2514 E‘ ((ZE )]Il ) e'xp(- 38 1 - SLEI * (4. 14)
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The Coulomb correction factor which Keldysh introduces can be included by
multiplying the right side of Eqn. 4.14 by

2

JE* + 2Ew}

(4.15)

A comparison of the uncorrected and corrected forms is shown in Fig. 4.15. The
correction for the Coulomb field reduces the ionization rate and consequently a higher
intensity is needed to produce the same number of ions. When the correction factor is
included, the theoretical prediction matches our data better than when the correction
factor is ignored. A comparison between the corrected theory and our xenon data is
shown in Fig. 4.16. The first charge state is matched quite well but the spacing
between charge states is too wide. This theory does not incorporate any charge state

dependence into the rate calculation.
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Fig. 4.15 Comparison of the two forms of Keldysh's theory for ionization of
xenon at 1 pm wavelength and 1 ps pulse length. The corrected form

accounts for the Coulomb potential in the wavefunction of the ionized electron.
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Fig. 4.16 Comparison of xenon ion production and that predicted by the
Coulomb-corrected Keldysh theory. The absolute intensity uncertainty is
indicated.
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IV.E. Keldysh-Faisal-Reiss {KFR) Theory

Keldysh-Faisal-Reiss theory 19:21.22 s based upon the "Keldysh
approximation" which means the ionization rate is again found by calculating the
transition rate from an initial bound state to a final Volkov state. The modification
which KFR theory makes to Keldysh theory is that the calculations are done in
“radiation gauge" instead of "electric-field gauge" which makes it easier to solve for the
ionization rate analytically without resorting to the low field-frequency approximation
which Keldysh employed in his calculation. The residual effects of the Coulomb
potendal on the final state are ignored completely. Reiss derives an expression for the
differential ransition rate [Eqn. (45) in Ref. 22] dW/d2 which depends upon the initial
momentum-space wave function ¢(p). For linearly polarized light

dw. 205 & ! i
T - G S e oo )
nw N

i)
-—n,,|. (4.16

> )
The momentum-space wavefunction can be found by taking the Fourier transform of
the spatial coordinate wavefunction. Momentum-space hydrogenic wavefunctions can
also be found by transforming Schrédinger's equation and then solving for the
momentum-space wavefunctions directly.82 The initial state wavefunction in Eqn.

(4.16) can be approximated with a hydrogenic ground state wave function which is

given by

8(7:03)"2
= ATl 4.17
¢(p) (1 + pzaf)z ( )
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where a, is the Bohr radius (@,2 = 2E) and energy conservation constrains the
momentum to values of p = [2wy(n - nosc - np)]V2. This yields an ionization rate

of:

N 77 P (n -n, — ni‘))uz ! . 1
W, = 320, (n") " D ij(n}", -3 "m)d#' (4.18)
A= 0

7
Ny (" - "M:)

where @, is the laser frcqucricy, J.(u,v) are generalized Bessel functions,22
nosc = Up/wy is the ratio of the ponderomotive potential to the photon energy,
np = E/y is the ratio of the binding potential to the photon energy, N, is the smallest
integer which exceeds (1 + Rosc), Ap= [8np5c (1 - nose - np)1V21, and p = cosé,
where 8 is the angle between the direction of motion of an outgoing electron and the

polarization of the laser field.

In the high intensity limit Eqn. (4.18) predicts an exponential dependence for

the rate:

2 2E 32
W, «ap[— iﬁ)—] 4.19)

which is the standard tunneling factor. The initial-state wave function used in the
derivation of Eqn. (4.18) was a ground-state hydrogen wave function. In the case of
helium, both electrons are in the ls shell, and the singly charged ion is exactly
hydrogenic. This is in contrast to the other four gases which have p-orbital initial
states. Since an s-shell is assumed in Eqn. (4.17), one would expect Eqn. (4.18) to
predict the ionization rate more accurately for helium than for the other four gases. This
is the case, and in fact KFR theory predicts ion production for the helium charge states
more accurately than any other theory mentioned here [see Fig. 4.17]. For comparison

Fig. 4.18 shows the calculated curves for xenon. The calculated appearance intensities
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for xenon are high by almost a factor of 2 and the spacing between charge states is too
large. Only the first five charge states are shown since this rate becomes
computationally lengthy at high intensities. The good agreement with helium and the
poor agreement with xenon suggest that the primary limitation of Eqn. (4.18) is its use

of a ground-state hydrogenic wavefunction to model complex atoms.

Recent calculations by Reiss 83 have shown better agreement with our
ionization data. The modification which he has employed is to use a more accurate
initial state wavefunction. The initial wavefunction is still hydrogenic but a scaled
n=35,1=1 state is used with the ionization potential scaled appropriately. Further

details of the calculation are not currently known.
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Fig. 4.17 Comparison of helium ion production and that predicted by KFR

theory. The absolute intensity uncertainty is indicated.
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IV.F. Constant Potential Modification to KFR Theory

This theory 23.24 is a modification of Keldysh-Faisal-Reiss (KFR)
theory.19.2122 The modification superimposes a constant potential (whose depth is
equal to the ionization potential) and the oscillating electric field potential of the laser to
calculate the final.Volkov state. The resulting ionization rate is very similar to that
given for KFR theory above. The two differences occur in the pre-integral factor

containing "n's" and in the definition of ;. The rate is given as:23:24

nz(n - al? ~ nw)

_ (i)\5/2
“’i 32 wL (nb ) A-Ni" (n - nm)uz (n + nii) - nox)‘

1 ) 1
x [12 (n(/'), - Enm)du : (4.20)
0

where ne= [8n,.(n - n,sc))2ut and a ground state hydrogenic wavefunction is used
for the initial state. Although this theory agrees well with results obtained at a
wavelength of 586 nm,2? the agreement with our higher intensity data acquired using a
1.053-um wavelength laser is rather poor. This is not surprising since the ad hoc
constant potential cannot correctly model the Coulomb potential when the range of the
classical quiver motion of the electrons is of the order of or larger than the atomic
radius.24 The calculated appearance intensities are a factor of 4 low at best, and the

theoretical spacing between charge states is much closer than that observed in our

experiments [see Fig. 4.19].
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IV.G. Thomas-Fermi models

Thomas-Fermi models which utilize the superposition of a Coulomb field and a
static electric field have recently been proposed.84-87 These models, in contrast to BS],
present a self-consistent expression for the ionization potential. At the time of this
writing, we have not calculated ion production rates using these models, but the authors
have made this comparison for us. The two theoretical groups have obtained different
results [see Fig. 4.20]. As the authors say:87 "... the source of the discrepancy
(between the two results| is unclear.” The model used by Brewczyk et al. 84 shows
much better agreement with longer pulse length experiments done at a 10 um
wavelength 84 than it does with the LLE data. This is most likely due to the lower

frequency which makes a quasi-static approximation more valid.
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CHAPTER FIVE
ADDITIONAL IONIZATION EXPERIMENTS

A second set of ionization experiments has been performed to address some
questions which arose while analyzing the first set. These results are incomplete in
some cases and in the next chapter [ will suggest additional experiments which should
be done in the future. All data shown in this chapter have been taken with multiple fill
pressures and in some cases differing focal length lenses so the ion number in each

graph has been scaled to 5x10-3 Torr pressure and w, = 19 um.
V.A. Linear versus Circular Polarization and Resonant lonization

We have measured the ion production of xenon and neon using both circularly
and linearly polarized light. A lower ionization rate is expected for circular polanzation
since intermediate resonances between bound levels within the atom are much less
accessible. Even if energy conservation predicts that a level will be resonant, circular
polarization selection rules might forbid it since the electron must absorb many photons
(and hence acquire 4 fargc angular momentum) before any resonance level is within
reach. For example, in the noble gases the lowest excited state is at least 8 eV (at least
7 photons using 1um wavelength) above the ground level. Thus, with circularly
polarized excitation, an atomic level which is potentially resonant must have at least
¢=m=17 for its angular momentum quantum numbers. Figure 5.1 shows which

levels are available for electron transitions resulting from the first few photons of either

linear or circular polarization.
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— — —» Circular
——> Linear

Fig. 5.1 Angular momentum channels available for dipole transidons of
linearly or circularly polarized light [from Fig. 13 in reference 9]. For
large photon number there will be many more resonant channels

available for linearly polarized light.

Field ionizatdon models also predict a polarization-dependent shift and this shift

is a factor of two for slowly oscillating fields. The amount of predicted shift decreases
somewhat for ficld frequencies which are larger than the ionization rate since a cycle
average must then be included in the ionization rate calculadon. The exact amount of
shift is model and frequency dependent. The predicted shift is due to differences in
peak electric field strengths. In the cases of linear and circular polarization, equal peak
fields result in differing intensities. For linear polarization the electric field varies as
Er = &, x cos(wr) and for circular polarization E¢ = €, (x cos(wr) +y sin(wr))
where x and y are unit vectors. The intensity which we measure is actually the time

average of the squarc of the clectric field. In the case of linear polarization

d€12> = E,2/2 and for circular polarization with an equal peak field d€cl2> = E,2.
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Fig. 5.2 Comparison of the production of Xe* and Ne* ions for linearly

and circularly polarized light. The laser pulse length is 1.9 ps.
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This means that to reach equal peak field strengths, circularly polarized light requires
twice the intensity of linearly polarized light. If the linearly polarized case is also
resonantly enhanced then the separation of the two curves will be more than a factor of

two.

A comparison of the production of singly ionized xenon and neon for linearly
and circularly polarized light is shown in Fig. 5.2. In the case of circular polarizaton
an intensity increase of about 1.7 £ 0.1 is required to produce the same number of
xenon ions as in the linear polarization case, and a factor of 1.5 £ 0.1 is required for
neon. Figure 5.2 suggests that our data obtained with linearly polarized light is a non-
resonant ionization process. A resonant ionization would make the linearly polarized
results appear at a significantly lower intensity than seen here. This seems to contradict
the electron experiments described in chapter one 43-47 which show that short pulse
ionization is a resonant process. The difference is probably due to the laser
wavelength. All of these resonant ionization experiments were done at wavelengths of
about 620 nm or shorter. Our experiments are done at 1053 nm. This increase in

wavelength nearly doubles the number of photons which must be absorbed.

A wavelength dependent transition from resonant to non-resonant ionization can
be qualitatively understood by considering several factors. The resonant ionizaton rate
must be larger than the non-resonant rate in order to see a difference between the two,
consequently when the number of photons required for ionization becomes large, the

difference between an (N-1)-photon transition and an N-photon transition can become

quite small.

Ponderomotive shifts become larger as the laser wavelength increases. This

means that the upper levels are being shifted in and out of resonance much faster than
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they would be at a shorter wavelength. At the same time the laser period is longer
which means that the atom must be in resonance for a longer period of time before any

resonant enhancement can be seen.

This suggests that REMPI will not occur if the ponderomotive potendal is large.
A possible criterion is that it be much larger than the photon energy: Uy/a, » 1. A
large value of Up would cause an N-photon process to become an N+k process. This
increase in order makes the resonant process less significant in comparison to the non-
resonant process. Very large values of Up cause a transition from MPI to wnneling
ionization which appears to be a non-resonant process. The Up/wL » 1 criterion can

be rewritten as £2 » 4coL3 so a decrease in frequency by a factor of two means the

intensity can be decreased by an order of magnitude before resonant enhancement

effects become important (see Table 5.1). The €2 » 4coL3 criterion has not been

exceeded in any short pulse REMPI experiments published to date. The LLE

experiments have been performed mainly in the €2 » 4wL3 regime so resonant

enhancement may not be expected.

Wavelength (nm) Frequency (a.u)  Intensity (W/cm?2)
1053 0.043 1.1x1013
620 0.075 5.6x1013
290 0.157 5.4x1014
Table 5.1 Laser intensity at which €2 = 4“’1,3 for various wavelengths.

Resonant enhancement is not expected for 2 » 4a 3.
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A set of experiments which used a Q-switched Nd:glass laser (1 pm
wavelength) have observed a 10-photon resonant enhancement of 11-photon ionization
in xenon.8%8 These experiments were performed with a l-ns pulse length having a
maximum intensity of 3x10!2 W/cm? so resonant enhancement was possible since

&< 4("1.3 in this case. The long pulse length and the multi-mode nature of the light

made it possible to detect ions at this low intensity. Additionally, no resonant

enhancement was seen for circularly polarized light.

Another way of looking at the frequency dependence of resonant ionization is to
consider the Breit-Wigner formula (Eqn. 1.11). For a large ionization rate from the
resonant level ¥, is large, and Eqn. 1.11 reduces to W = 122/72. The value of 3, can
be estimated in the quasiclassical approximation as 89

2
CE
Y2 = 2n—=537| - (5.1)
2 { wznnm}
where n is the principle quantum number and C is a constant of order 0.1. This
implies that the resonant ionization rate W is proportional to w!*3. Additionally, as w
increases, the Rabi frequency (£2) increases as the order of the process decreases. This

means that the rate W actually increases with w faster than @!0/3.

Resonant enhancement may breuk down when the width of the resonant level is
equal_to the level spacing. For large n the level spacing is proportional to n-3. When
the width of the level is determined by ¥, (i.¢. when 7, is large), resonant enhancement
should not occur when ¥, » n’3 or equivalently
- ! ’

2rC?

(5.2)
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which has nearly the same dependence on @ as was determined from the

ponderomotive potential argument.
V.B. Pulse Duration and Bandwidth Experiments

The threshold intensities for our 1 ps data are higher than those seen by the
Saclay group !4 at 50 ps (by approximately a factor of 10 in xenon). The agreement
improves for the lighter noble gases. Some decrease in the number of ions is expected
since the total probability is equal to the product of the ionization rate and the pulse
length. This suggests that a 50 ps pulse should produce about 50 times the number of
jons that are produced by a 1 ps pulse at the same intensity. Since the slope of the ion
production curves is very steep, a difference of 50 should not translate into a large
intensity shift. In fact, for an /¥ dependence where N = 11 the expected shift is a factor
of 1.4 and for N = 6 the expected shift is 1.7. So the observed shift is much larger

than can be accounted for by pulse length arguments.

There were actually two differences between the 1 ps experiments done at LLE
and the 50 ps experiments done at Saclay. The pulse length was different but the
bandwidth of the light was also narrower in the Saclay experiments. In an attempt to
understand this suppression of the ionization, we performed experiments using 55 ps
laser pulses. With our CPA laser system it is possible to vary the pulse length and
bandwidth independently so we were able to do experiments with 55 ps laser pulses
which were either bandwidth limited at AL = 0.3 A or far from bandwidth limited at
AA=~7A. The 7 A experiments acrually used a pulse which was frequency chirped
in time. This may be significant since the atoms do not simultaneously see the full 7 A

of bandwidth, but are exposed to small portions of it over a 55 ps ime period.

10
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Fig. 5.3 Xenon ion production for 55 ps laser pulse with 0.3 A bandwidth.
The results of these experiments are shown in Figs. 5.3 and 5.4. If the two

figures are overlaid the ion curves overlap to within about 10% (hold the two pages up

to the light to see this). We currently have no explanation for the presence of the kink
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Fig. 5.4 Xenon ion production for 55 ps laser pulse with 7 A bandwidth.

in the first charge state of Fig. 5.3 (bandwidth limited case). The close agreement
between the two cases suggests that the apparent suppression of ionization for the 1 ps

dara is not due to the increased bandwidth which is associated with the 1 ps pulse.



Figure 5.5 reproduces the data from Fig. 5.3 with an additional 2 decades in ion
number. The additional data with low ion number was taken with a 60 cm focal length
lens rather than the original 20 cm lens. A longer focal length lens produces a larger
focal spot and consequently a larger focal volume (recall Eqn. 4.2). The focal diameter
increases linearly with the f# of the lens so an increase of three in focal length results in
a volume increase of 81. The ion number in Fig. 5.5 drops below one since it is scaled

to the volume associated with the shorter focal length lens.

The data shown in Fig. 5.5 suggests that there may be a transition from the
multiphoton regime to the tunneling regime. At about 400 ions the slopes of the ion
c':urvcs decrease and the spacing between the charge states increases. The kink in the
second charge state could be attributed to a transition from a direct ionization process to
a sequental process but this explanation cannot be applied to the first charge state. The
700 ion level in this chapter corresponds to a level of about 1 ion for the 1 ps data
shown in chapter t}}rcc. There are three factors which helped to extend the curves to
lower ion number: i) the ransmission efficiency of the spectrometer was improved by
about a factor of ten by using more transmissive wire grids as described in chapter two,
2) the focal spot was enlarged somewhat due to the increase in f-number which results
from the smaller beam diameter associated with double-passing the compression
gratings, and 3) the data in chapter three is referenced to 5x10- Torr and the data in
chapter five is referenced to 5x10-3 Torr. The 1 ps data in chapters three and five are

in good agreement when these three things are accounted for.

A comparison between the first charge state of this data and the 50 ps Saclay
data can be made. We do not know the backfill pressure, focal volume, or

spectrometer efficiency of the Saclay data so in order to make a comparison we must
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line up the saturation levels. Since our data has a kink in it we have two possibilities
for the saturaton level. Figures 5.6 and 5.7 show the two possible alignments. If the
lower saturation is used, the two sets of data agree to within a factor of about 1.3. If
the higher saturation is used, the two sets of data are separated by about a factor of 10
at the 107 ion level. This accounts for the apparent discrepancy which was mentioned
earlier. The origin of the kink should be investigated further to determine if it is an
artifact of the experimental apparatus or if it is due to a change in the physical process

on an atomic level.

A comparison between our 1.9 ps data and our 55 ps data can be made [sce
Fig. 5.8]. The lower portion of the curves are separated by a factor of about 3 in
intensity. This shift can not be explained totally by the difference in pulse length which
can account for a factor of about 1.7. The slopes of the two curves differ. The lower
portion of the 55 ps data has a slope value near 11 which is in agreement with LOPT.
Both the 1.9 ps data and the upper portion of the S5 ps data have a slope closer to 6.
The significance of this difference in slope is not yet fully understood. A fairly large
relative uncertainty remains between the intensities for the two pulse lengths (maybe as
much as a factor of twé). This is mainly due to uncertainties in the focal spot area
measurements since the different pulse lengths need to use different conversion curves

to translate optical density on the film into incident laser intensity.
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Fig. 5.6 Comparison between the 55 ps data obtained at LLE and the
S0 ps data obtained by L'Huillier. L'Huillier's data is aligned with the

lower saturation level.
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Fig. 5.8 Comparison of Xe* ion production for 1.9 ps and 55 ps laser
pulses at 1.053 pm wavelength.
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V.C. Second Harmonic Generation Experiments

Experiments to study harmonic generation of the laser have been performed (see
Appendix E for experimental procedure). These include the observation of second
harmonic production in krypton gas. This is relevant to the discussion of ion
production since it provides an independent method of testing the BSI model. Electron
densities which have been.calculated with the BSI model are used to compare
theoretical predictions to experimentally measured values of the conversion efficiency
and the spectral shift of the second harmonic. Both quantities are found to have

satisfactory agreement.

[n the dipole approximation second harmonic production is a forbidden process
in an isotropic medium. [t is possible, however, to create second harmonic light by
introducing a static electric field to the focal region. %091 Second harmonic generation
is only seen at intensities higher than that required to ionize the gas, and when the gas is
ionized the electrons are ponderomotively accelerated away from the beam axis. The
ions are heavier so they do not move much. This results in a charge separation which
creates a radial electric 'ﬁeld. This electric field can interact with the laser to produce

second harmonic by a four-wave mixing process [see Fig. 5.9].

The radial electric field which is created at the laser focus is actually not a static
field, but it is pscillatory with a frequency equal to the plasma frequency. This has
been cor;ﬁrmcd experimentally by measuring the spectrum of the second harmonic
signal as a function of target gas pressure. The plasma frequency depends on the
electron density as @y = n.!'/Z and the central frequency of the second harmonic is

observed to shift approximately as n. /2, where 7, is determined using the BSI model

[see Fig. 5.10].
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The experimental conversion efficiency for second harmonic (using
[ =3x101% W/cm?) was 'mcasurcd as 7 = [x10-14 with a factor of three
uncertainty.?2 The magnitude of the static electric field can be estimated using the BSI
model to determine the degree of ionization and using plasma equations ®! to determine
the electric field which is set up due to charge separation. At an intensity of

3x1014 W/cm? the calculated value of the static electric field is £ = 3x104 V/cm.

This is used to calculate the expected theoretical conversion efficiency 91

2
my = 9k (x) 1€wg I c, (5.3)

where k| is the fundamental wave number and ¥(3) is the nonlinear susceptibility given
by x(3) = Ny, where N is the ion density (=5%1016 cm-3) and 7= 3.8x10-37 esu.93
We find a theoretical value of 17 = 3x10-13, which is within a factor of three of the

experimental result.

120



CHAPTER SIX
CLOSING REMARKS

VLA. Summary

The interaction of noble gas atoms with high-intensity, 1-ps laser pulses at
1.053-um wavelength has been discussed. Data which represent the first survey of
noble gas ionization at this wavelength with intensities up to 5x1036 W/cm? is
presented. It is found that ionization of noble gases with this laser occurs in the
tunneling or barrier suppression regime rather than the multiphoton regime and a
species dependent threshold intensity is observed. This species dependence is best
described by either a Coulomb barrier-suppression model, or a species-dependent
tunneling ionization model. Other models which do not include species dependence do
not accurately predict the spacing between charge states. Two Thomas-Fermi models
which include a species dependence are not in agreement with each other. One
describes the threshold intensities fz'iirly well and the other does not agree with the

lower charge states.

Additonal experiments suggest that the ionization process is non-resonant in
contrast to results at shorter wavelengths which suggest that high-intensity ionization is
resonantly enhanced due to Stark shifting of bound levels.43-47 Evidence for a non-
resonant .proccss can be seen in a comparison of ionization by linearly or circularly
polarized light. The observed threshold intensity for ionization by linearly polarized
light is approximately a factor of two less than for circularly polarized light. Ionization

with circularly polarized light is not expected to be resonantly enhanced since dipole

selection rules make most resonant states inaccessible. If the ionization process for
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linear polarization were resonantly enhanced the difference in threshold intensities
would be more than a factor of two. Two criteria are suggested to distinguish resonant
from non-resonant ionizadon. Both place our experiments in the non-resonant regime

and leave the shorter wavelength experiments in the resonant regime.

Variable bandwidth experiments were performed to investigate the effects on
ionization. It was found that non-bandwidth limited, ch'u'plcd pulses produced ion
curves which were nearly identical to those produced by bandwidth limited pulses of
the same duration. A comparison between our 55 ps bandwidth limited data and that
obtained by L'Huillier er al.14 showed that the discrepancy in threshold intensities
which we had originally observed can be attributed to the two saturation levels which
are seen in our data. The agreement between the results of the two experimental groups
can be either good or bad depending on which saturation level is used to align the two

sets of data.

A comparison between our 1.9 ps data and 55 ps data shows that the
difference in thresholds for the two cases can not be attributed entirely to the difference
in pulse length. The slopes of the curves suggest that the longer pulse length data

agrees with LOPT better than the short pulse data.

Second harmonic production was seen in krypton and the threshold for
harmonic production is consistent with the threshold for ion production. The spectral
shift due to the plasma frequency is in agreement with calculated electron densities
using the BSI model and the harmonic conversion efficiency is within order of

magnitude agreement with theoretical predictions.
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VLB. Future experiments

Higher damage threshold compression gratings are currently being installed in
the laser system which will allow experiments to be done at intensities above
1018 W/cm2. A high intensity pressure scan of all the noble gases can then be
performed using the improved techniques of chapter five at both 1 ps and 55 ps pulse
lengths. This should answer the question of whether there is a transition from MPI to

tunneling ionizanon.

High resolution electron spectroscopy should be performed to investgate
whether resonant peaks can be seen in the electron spectra. This would either confirm
or dispute the current hypothesis that the ionization process for 1-pm light in this
intensity regime is non-resonant. Electron spectra will provide an additional test for
various theoretical models since features such as the angular dependence of electron

emission can be tested.

Measurement of the laser intensity using ponderomotively accelerated electrons
should be repeated with the new laser setup. Both 1 ps and 55 ps pulses should be
used. The longer pulse length will allow the electrons to convert their entire
ponderomotive potential into directed kinetic energy thereby reducing the uncentaindes
associated with this measurement technique. This independent measurement of the

laser intensity will increase our confidence level in the current measurements.
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APPENDICES
A. Pulse Fluctuation Measurement
The IR light energy can be expressed as the time integral of the incident power
E, = Idt P.(1). (A.1)
We can write P;,(f) as the product of the peak power and a tme dependent functon:
Pir(1) = Pir,o f(8) 5O

E, =P, Idt f(@. (A.2)

The power of the frequency-doubled (green) signal is proportional to the fundamental
power squared so

E, = [dt Py = Afdt P2(n) (A3)

where A is a constant that depends on the conversion efficiency of the crystal. Now we

can write Eg as

E, = AIdt P 2@

o = AR [& 120). (A4)
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For realistic laser pulses, the time dependence in f{r) always appears as the ratio #/T;, so

we can introduce a change of variables: u = #/T;, where T;, is 2 measure of the pulse

width of each laser shot. Substituting u into Eqns. (A.2) and (A.4) yields

E,=F, Tirjdu f(u) (A.5)
E =A P‘.,z.. T‘-,Idu fiw). (A.6)

The laser pulse width (Tj,) varies from shot to shot, but since ¢ always appears in 1) as
1/ T;y the pulse shape f{u) does not vary. This means that the shot-to-shot fluctuations

have been removed from the integrals in Eqns. (A.5) and (A.6) and they can be

replaced by constants so

E,=BP., T, (A7)

E =CAP* T

F i iro “ir

g,
B

ir Cire

CA E!

Solving for T;, we get Eqn. (2.5)

T, = — —Z, (A9)
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B. Time of Flight Calculation

126

The expression for the flight time of an ion in a TOF spectrometer is derived

here. Relativistic effects are ignored since the maximum energy of an ion will be of

magnitude 10 keV.

The force on an ion in an electric field is (see Fig. B.1)

F =ma=q€=qVid (B.1)
The time required for an ion to reach the drift tube is obtained from x = ar?/2.
Laser Focus
V. .
1 /.é v,
* . MCP
> x j— “g
—>] d |
<< 1 > .
Computer Waveform Digitzer
Fig. B.1 Drawing of the ion ime-of-flight spectrometer.
Using the expression for the acceleration we obtain an acceleration time of
_ [ 2mxd
‘= v, - (B.2)
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At this point the ion will drift with a constant velocity in the field free drift tube. Its

Kinetic Energy = q€x = qV xid = mv?/2.

Solving for v yields
/ 2qV x
V= .
md
The drift ime is then
;= £ N md
D"y 29V, x

(B.3)

(B.4)

In calculadng the time for the second acceleration we should not neglect the initial

velocity so the time must be found from the quadratic equation

S=ar’f2 + vt.

Only one of the roots gives a positive time so the solution is

2V, x 2V, x
‘ =\/E S (JE w2y, o 22 |
Az q |V, - d d

Adding up the three contributions to the total drift time we get

m
= \/; f( I,d,l,5,‘§, Vz)

(B.5)

(B.6)

For the hydrogen ion, the ratio m/q = 1 which means the geometrical factor fis simply

the time of flight of a hydrogen ion. Since it is very difficult to remove all the hydrogen
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from a vacuum tank (much of it comes from dissociated water molecules) there is
always a hydrogen peak present in our spectra. This is actually quite convenient since

it can be used for calibration purposes [see Fig. 2.7].



C. Integration of Coupled Rate Equations

The following program is used to solve equation (4.1). Ionization rates are
assumed to be read in from an external file. The total number of particles is conserved
to account for saturation effects. The program uses about | minute of CPU time on a

Vax 6000-410.

s sk abe s o e e abe e b age e e e 3 ol e ol e e ol ool e sl o e ol e i a0 o e e ke o a0 o ol o ale e ok ol e o o o o o ke o

* THIS PROGRAM WILL CALCULATE THE NUMBER OF IONS *
* PRODUCED FROM A LASER PULSE. THE CALCULATION *
* INCLUDES SATURATION EFFECTS. *

* THE IONIZATION RATES ARE OBTAINED FROM PREVIOUSLY *
* CALCULATED RATE TABLES. THE TABLES ARE PRODUCED  *
* BY EITHER 'AMMRATE' OR 'KFRRATE' *

e e e i i e age e age o s e bk e e e o e s e e ofs o sk o e e ol 20 ol ol ol o o ode e s e ol e ol ol o e ok e ade e o ok o ok ok ko ok R

REAL ATOM(0:200,0:54),SHELL(0:54),10(0:200), EION(54), MOVE(54)
REAL RO,TO,INTEN,TRAN(0:100,54), TRANS DT, AS,A6,RLR,T
REAL DENS,Z,DL.SUM,NSTAR,VOL

REAL CSHEL1,CSHEL2,FRACTION

INTEGER L(54),M,ICH,ZLOOP,DZ RLOOP,DR,ILOOP, KLOOP
CHARACTER*S0 TITLE,FILENAME

DATA P1/3.14159265/
* A5=2*LAMBDA*LN(2)/P1 FOR LAMBDA=1.053
* A6=-4*LN(2)

DATA A6 /-2.772589/

e 200 2 2 e e e 2 o e 3l o o e e ol ol ok o koK 1053 NM e 2 2 sl ol e e s o o o ok ok ok o

DATA A5 0.46466/
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* RO =FWHM Gaussian

*

TO =FWHM Gaussian

* DT = Time step size. About 15 or 20 cycles is good usually

* where 2*PI/OMEGA = LAMBDA/C = 3.5E-3 =ONE CYCLE
* DI = Intensity Step Factor

a0 e e 2 2 2 o o e ol ol o o ke ko ke ok 1053 NM e abe 20020 o afe ke 2 o o ol o e ol e e e o ok e o
DATA R0 /22.9/, T0/1.0/, DT /70.E-3/

DATA ATOM /11055*0./, TRAN /5454*0./

*xkex DENS = GAS DENSITY IN MICRONS**-3 *x%xx

Mt = Pressure in Torr x 3.5E4 ok

DENS = (1.5E-5)*(3.5E4)

a0 2 2 0 o 2de 2 e g 30 abe b ade e ade o afe abe a3 a3 abe 3k ok e b e bk e ok ol e ade ol e ol o o e ek ek

WRITE(6,*) 'INPUT FILENAME FOR RATE TABLE'
READ(6,5) FILENAME
OPEN(UNIT=64,FILE=FILENAME,STATUS='OLD")
READ(64,5) TITLE
** First line of file identifies the atom, the theoretcal model, and laser characteristics **

5 FORMAT(AS0)
WRITE(70,*) TITLE
I=0

6 READ(64,* END=7) (TRAN(L]) , I=1,54),10(0)

J=1+1

GOTO6
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7 CONTINUE
CLOSE (UNIT=64)
DO701=0,J-1
IF (1 .LT. J-1) DI = I0(1+1)/10(T)
KLOOP = NINT(1.8/LOG10(DI))
DO 40 K = 0,-KLOOP,-1
FRACTION = DI**FLOAT(K)
VOL = VOLUME(FRACTION/DI,R0,AS5) - VOLUME(FRACTION,R0,AS)
SHELL(0) = VOL*DENS

DO1012=1,54
SHELL(I2) = 0.
10 CONTINUE
T =-20.*T0

DO WHILE (T .LT. 20.*T0)
C INTEN = IO(I)*FRACTION*((1.+DI)/(2.*DI))/(1.+4.*(T/T0)**2.)
INTEN = I(I)*FRACTION*((1.+DI)/(2.*DI))*EXP(A6*(T/T0)**2)
IF (INTEN .LT. I0(0)) GOTO 23 !exit loop if intensity is low ****
=1
- DO WHILE (.TRUE.)
4=1
DO WHILE (INTEN .LT. 10(14))
4=14-1
END DO
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a2 2 e e e e e bk e ade e e ok ek el e b e e b e e ok e b b sk e e b e ek ke ook

* Linear interpolation bctwcc.n values in the rate table. *
e Ak o o
TRANS = TRAN(I4,12)+
+ (TRAN(I4+1,12)-TRAN(14,12))*(INTEN-I0(I4))/(10(14+1)-10(14))
MOVE(12) =(1.-EXP(-TRANS*DT*1.E-12))*SHELL(I2-1)
R=12+1 Increment charge state ******kxkkkas
*x#x% exit loop when charge state is 54 *#***%*
IF (12 .GT. 54) GOTO 15
wkaek oxit [00p when rans. prob, < 1.e-5 **##skkwssskkmkwbks
**k%*  qnote ran*dt*1.e-12 = transition probability *****
IF (TRANS*DT .LT. 1.ES) GOTOI15
END DO
15 SUM1 =0.
DO2013=1,12-1
SHELL(3) = SHELL(13) + MOVE(3)
SHELL(I3-1) = SHELL(I3-1) - MOVEC(I3)
SUMI = SUMI1 + MOVE(3)
20 CONTINUE
[F (SUMI LT. .02 .AND. T .GT. .1*T0) GOTO 25

23 T=T+DT
END DO
25 SUM2 = 0.

ATOM(1,0) = ATOM(L,0) + SHELL(0)
DO 3013 =1,54



ATOM(,I3) = ATOM(LI3) + SHELL(I3)
SUM2 = SUM2 + SHELL(I3)
30 CONTINUE
IF (SUM2 LT..1)GOTO 50
40 CONTINUE
xeeseaserrnns Main output goes to unit 70 ***sxsxsrmkskiss
50 WRITE(70,*) (ATOM(,I5), 15=0,54),10(D)
70 CONTINUE
STOP
END

REAL FUNCTION VOLUMEC(A,R0,AS)

*ukasnhunknrs A functon to calculate the focal volume of the laser, ¥**#*sessstns
REAL A,R0,A5,ZR,ZM

#sker B[ = P[/(2¥LN(2)) ***+*

*#x** RS = RADIUS OF HOLE IN SPECTROMETER (microns) *****
DATA B1 /2.26618/, RS /2500./

* IF (A .GT. 1. .OR. A LT. 0.) WRITE(6,*) ' A OUT OF BOUNDS'
*¥xkxx ZR = RALEIGH RANGE **#***
wskkk ZM = MAX Z FOR R=() *##%*

ZR = (RO**2.)/AS

ZM = ZR*SQRT((1.-A)/A)

133



134

*xxxx The following stuff taking into account the size *****
*x#x* of the hole in the spectrometer does not affect *****
**&x* he results for ion numbers below 1.e7 ****kkkkbkkuns

* IF (ZM .GT. RS) THEN

*C B10 = 1. + (RS/ZR)**2.

*C ZM = SQRT(RS**2.-R0**2_*B10*LOG(A*B10)/(8.*LOG(2.)))
* ZM =RS Iclose enough for science.

* B2 = ZM*R0**2.

* B3 =ZM/ZR

* B7 = 1. + B3**2.

* B8 = 1. + (B3**2.)/3.

*rdkrnksrs B9 = 0. WHEN ZM LT. RS SINCE B7=1/A THEN *****
* B9 = B2*B8*(LOG(A)+LOG(B7))
* ELSE

B2 = ZM*R0**2.

B3 =ZM/ZR
* B9 =0.
* ENDIF
B4 = 4.*B2/3.

B5 = (2./9.)*B2*B3**2.

B6 = (4./3.)*ZR*(R0**2.)*ATAN(B3)
* VOLUME = B1*(B4+B5-B6-B9)

VOLUME = B1*(B4+B5-B6)

RETURN

END



D. Iso-Intensity Volume Calculation

The volume of a laser focus can be calculated using Gaussian beam propagation

equations which predict a beam intensity dependence of 94
2 2
=7 | Y 2l X
=t [Wl] exp[z[wz] J (B.1)

where

N

(D.2)

s
1]
3
+
~N N
=

and w, is the 1/€2 radius of the intensity profile at the beam waist (i.e. at z = ()), and
zg = mw,2/A = the Rayleigh range of the focus. Let us define A as some fraction of
the maximum intensity A=///, and solve for z(A) along the beam axis (i.e. w=0).
Combining Eqns. (D.1) and (D.2) with w={) we find
1-A
2 2 2
z | =1z, (Z )E C. (D.3)

w=0

For a given value of A, Eqn. (D.1) can be solved for w with the result

1 2
W) = wp In[A‘:’ZJ, (D.4)
!

Now that we have the integration limits we can find the focal volume which has an

intensity greater than A/,
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C w(A) 2z
Vol = j dz de JW d¢ D.5)
c
c
w2
Vol = zr_[dz w? In(—%) (D.6)
0 o/
c c :
w2
[In O )sz w o - 6[ dz w In (w) ] D.7)
0

Plugging in the expression (D.2) for w; and integrating we get

c ¢ c
Vol —7r|:1n(—)w z (R 3%) szIrz(w7')(—R+323

32

-z,,wzg(i’mo ) - L' (C)] o
R R R R

Canceling terms and defining ¢ = Clzg= (1-A)/A = (I, - DIl

2
. Vol=rzp w2 4TC + Tc - %tanl(c )] ®.9)

This is the volume of the focus which has an intensity greater than the fraction A. To

find the volume of a shell between two intensities, we must subtract the volume with
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fraction A7 from the volume with fraction A;. The volume of a shell is then

33
Volume = 7 2 W2 [4 (c/3- c2) , 2 (C19- c3) g'('a"'l(cz) ) ,an-l(cz))} ©.10)

which is the same as Eqn. 4.2.



E. Second Harmonic Experimental Procedure

The laser is operated in the same manner as for the ion experiments, but rather
than measuring the ions which are created we are measuring the second harmonic
photons which are created colinearly with the laser beam. The vacuum chamber
configuration which is shown in Fig. 2.6 is also used for this experiment, but the
measured signal is now transmitted through the output window of the chamber.
Additonally, an RG1000 filter is placed before the input window on the chamber to
prevent laser flashlamp light and ro§m light from entering the chamber yet allow the
laser to pass through with minimal attenuation. An output window made of BK7 is
located along the laser axis to allow measurement of the second harmonic in the
forward direction. Laser harmonics are separated with bandpass filters and detected
with a photomultiplier tube. Initial experiments showed a significant amount of
fluorescing in the filters due to absorption of the fundamental IR wavelength. This
fluorescence was greatly reduced by placing a 45° dielectric-coated IR mirror before the
filters. The second harmonic is able to pass through the mirror with a small amount of
attenuation, but the fundamental wavelength is attenuated by a factor of ~1000 thereby

reducing the intensity incident on the filters.

Experiments which measured the spectral content of the harmonic signal made
use of a 1/4 meter scanning monochrometer. The bandpass filters and dielectric
mirrors v\;crc still used to separate the harmonic signals. A photomultiplier tube was
placed at the output of the monochrometer to measure the harmonic signal strength as
the monochrometer was scanned across the wavelength region near 527 nm. The

monochrometer was operated in second-order which provided a wavelength resolution

of 0.5 A for the second harmonic. Wavelength scans were performed at four different
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pressures. The position of the central frequency (i.e. unshifted frequency) was
calibrated by frequency doubling the laser in a KDP crystal and performing a
wavelength scan with no gas present in the vacuum chamber and no RG1000 filter

before the chamber.

Some background harmonic signal was stll present using this setup, however
the signal attributable to "other effects” such as harmonic generation in windows and
filters was approximately a factor of 100 lower in intensity than the signal from the
laser-gas interaction. The amount of background was measure by performing intensity
scans both with and without gas in the chamber. The intensity dependent background
signal was then subtracted from any additional data which was taken.
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