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Upper Left:  View of the OMEGA EP target chamber as it 
is installed within the target chamber structure in the new 
OMEGA EP Facility that is currently under construction.

Upper Right:  Senior Technical Associate Nelson LeBarron 
inspects a single full-size grating from a three-tile grating 
array under development for OMEGA EP.

Lower Left:  Photograph of cryogenic target holders that are 
used to hold target assemblies in the OMEGA Cryogenic 
Target Handling System.

Center:  A cryogenic target layering sphere undergoing optical 
testing to assess its ability to uniformly illuminate a target.

Middle Right:  View inside the target chamber for the MTW (multi-
terawatt) laser. MTW is a 10-J, 1-ps laser facility that is used to 
develop diagnostics for OMEGA EP. 

Lower Right:  Technical Associate Chad Abbott is shown making 
adjustments during the installation of the second fill station in 
LLE’s target fill facility.
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The fiscal year ending in September 2005 concluded the third 
year of the second five-year renewal of Cooperative Agreement 
DE-FC52-92SF19460 with the U.S. Department of Energy. 
This report summarizes research at the Laboratory for Laser 
Energetics (LLE) conducted during the past fiscal year, opera-
tion of the National Laser Users’ Facility (NLUF), a status 
report of the new OMEGA Extended Performance (EP) laser 
project, and programs concerning the education of high school, 
undergraduate, and graduate students during the year.

Progress in Laser Fusion Research
Progress in laser fusion this past year falls into five broad 

categories: (1) direct-drive results from OMEGA; (2) progress 
in the development of the cryogenic target system and experi-
ments with cryogenic targets; (3) results for polar direct drive 
(the application of nonspherically disposed laser beams for 
direct-drive spherically symmetrically driven systems), which 
is of great interest for the National Ignition Facility (NIF); 
(4) fast ignition, which uses short-pulse (<100-ps), high-inten-
sity (~1015-W) laser beams to ignite a compressed thermo-
nuclear fusion capsule; and (5) high-energy-density physics 
results that use inertial fusion facilities to produce matter in 
extreme states that are central to understanding and modeling 
nuclear weapons phenomena important to the National Stock-
pile Stewardship Program. The following sections furnish a 
guide to this year’s results in each of these five areas.

1.	 Direct-Drive Results
Inertial confinement fusion (ICF) capsules with shaped 

adiabats are expected to exhibit hydrodynamic stability with-
out compromising the one-dimensional (1-D) performances 
exhibited by flat-adiabat shells. While theoretical formulas 
for the adiabat profiles generated by the relaxation method of 
adiabat shaping have been previously derived in LLE Review 98 
(pp. 106–121), the formulas presented in the article beginning 
on p. 1 present simplified power-law expressions to facilitate 
the use of the general formulas.

We have experimentally demonstrated (p. 13) that target 
stability improves when picket pulses are used to increase and 

Executive Summary

shape the ablator adiabat. Hydrodynamic simulations show 
that a picket pulse preceding the main target drive pulse in a 
direct-drive ICF implosion can reduce both the ablation-inter-
face Rayleigh–Taylor (RT) instability seed and the growth 
rate by increasing the adiabat while maintaining a low adiabat 
in the inner fuel layer for optimal target compression and a 
minimal drive energy for ignition. Experiments show that the 
RT growth of nonuniformities is suppressed in both planar 
and spherical targets with picket-pulse laser illumination. Two 
types of picket pulses—a “decaying shock-wave picket” and a 
“relaxation” picket—are used to shape the adiabat in spheri-
cal targets. Planar growth measurements using a wide, intense 
picket to raise the adiabat of a CH foil showed that the growth 
of short-wavelength perturbations was reduced, and even sta-
bilized, by adjusting the intensity of the picket. Planar imprint 
experiments showed the expected reduction of imprinting when 
a picket pulse is used. The data show that the imprint level is 
reduced when a picket is added and, for short wavelengths, is 
as effective as 1-D, 1.5-Å smoothing by spectral dispersion 
(SSD). A series of implosion experiments with a 130-ps-wide 
picket pulse showed a clear improvement in the performance 
of direct-drive implosions when the picket pulse was added 
to the drive pulse. Results from relaxation-picket implosions 
show larger yields from fusion reactions when the picket drive 
is used. These adiabat-shaping concepts make the likelihood 
of achieving ignition with direct-drive implosions on the NIF 
significantly more probable.

Beginning on p. 92, we provide a multidimensional 
analysis of direct-drive, plastic-shell implosions on OMEGA. 
Direct-drive, plastic-shell targets were imploded on the 
OMEGA Laser System with a 1-ns square pulse using the 
multidimensional hydrodynamic code DRACO. Yield degra-
dation in “thin” shells is primarily caused by shell breakup 
during the acceleration phase due to short-wavelength (� > 50, 
where � is the Legendre mode number) perturbation growth, 
whereas “thick” shell performance is influenced primarily 
by long and intermediate modes (� ≤ 50). Simulation yields, 
the temporal history of neutron production, areal densities, 
and x-ray images of the core compare well with experimental 
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observations. In particular, the thin-shell neutron production 
history falls off less steeply than 1-D predictions due to shell 
breakup induced under compression and delayed stagnation. 
Thicker, more-stable shells show burn truncation due to insta-
bility-induced mass flow into the colder bubbles. Estimates 
of small-scale mix indicate that turbulent mixing does not 
influence primary neutron yields.

The effects of temporal density variations and convergent 
geometry on nonlinear bubble evolution in classical RT insta-
bility are discussed beginning on p. 104. Effects of temporal 
density variation and spherical convergence on the nonlinear 
bubble evolution of single-mode, classical RT instability are 
studied using an analytical model based on Layzer’s theory. 
When a temporal density variation is included, the bubble 
amplitude in the planar geometry asymptotes to a fixed value 
that depends on the Layzer bubble velocity, the fluid density, 
and a factor to account for the two- and three-dimensional 
geometries. The model can be applied to spherical geometries 
to predict the nonlinear bubble amplitude.

Nonlinear growth measurements of 3-D broadband nonuni-
formities near saturation using x-ray radiography in planar foils 
accelerated by laser light are described on p. 137. The initial 
target modulations were seeded by laser nonuniformities and 
later amplified during acceleration by RT instability.

2.	 Cryogenic System and Experimental Results
We report the first measurements of electron preheat in 

direct-drive laser implosions of cryogenic deuterium targets 
(p. 54). Preheat due to fast electrons generated by nonlinear 
laser–plasma interactions can reduce the gain in laser-imploded 
fusion targets. The preheat level is derived directly from the 
measured hard x-ray spectrum. The fraction of the incident 
laser energy that preheats the deuterium fuel is found to be 
less than 0.1%, suggesting that preheat will have a negligible 
impact on target performance. These results are encouraging 
for the success of high-gain, direct-drive-ignition experiments 
on the NIF.

Direct-drive, spherical, cryogenic, D2-filled capsules were 
illuminated using the 60-beam OMEGA Laser System (p. 78). 
The targets are energy scaled from the baseline ignition design 
developed for the NIF. Thin-walled (~4-nm), ~860‑nm-diam 
deuterated (CD) polymer shells are permeation filled with D2 
gas and cooled to the triple point (~18.7 K). Cryogenic ice layers 
with a uniformity of ~2-nm rms are formed and maintained. 
The targets were imploded with high-contrast pulse shapes 
using full single-beam smoothing (1-THz bandwidth, 2-D SSD) 

to study the effects of the acceleration- and deceleration-phase 
RT growth on target performance. Two-dimensional simula-
tions show good agreement with experimental observations. 
Scattered-light and neutron burn-history measurements are 
consistent with predicted absorption and hydrodynamic 
coupling calculations. Time-resolved and static x-ray images 
show the progress of the imploding shell and the shape and 
temperature of the stagnating core. Particle-based instruments 
measure the fusion yield and rate, the ion temperature in the 
core, and the fuel areal density at the time of neutron produc-
tion. These experiments have produced fuel areal densities 
up to ~100 mg/cm2, primary neutron yields of ~4 # 1010, and 
secondary neutron yields 1% to 2% of the primary yield. These 
results validate the hydrocode predictions for the direct-drive 
ignition-point design, giving increasing confidence in the 
direct-drive approach to ICF ignition.

We have developed a high-performance “planar” cryogenic 
target handling system that has been added to LLE’s OMEGA 
Laser Fusion Facility (p. 128). The system has demonstrated a 
shot-to-shot cycle interval of less than two hours and has fielded 
more than 125 experiments using several distinct target types. 
This article provides an overview of the cryogenic capabilities 
at LLE and then compares the operational requirements of 
LLE’s spherical and planar cryogenic systems.

Three-dimensional characterization of cryogenic tar-
get ice layers is important in understanding experiments 
important to an ignition demonstration. We report (p. 169) 
on backlit optical shadowgraphy, the primary diagnostic for 
D2 ice-layer characterization of cryogenic targets for the 
OMEGA Laser System. Measurement of the position of the 
most prominent rings, caused by the reflection and refraction 
of light in the ice layer, in conjunction with ray-trace model 
predictions, allows the construction of a 3-D ice-layer rep-
resentation, an estimation of the global surface roughness, 
and a determination of a Legendre-mode spectrum suitable 
for implosion modeling.

3.	 Polar-Direct-Drive Results
The article beginning on p. 61 examines a design concept 

that is proposed for direct-drive implosions on the NIF while 
the facility is in its initial indirect-drive configuration. The 
concept differs from earlier polar-direct-drive designs by add-
ing a low-Z ring around the capsule equator (Saturn target). 
Refraction in the plasma formed around this ring permits 
time-dependent tuning of the capsule drive uniformity. An 
optimized simulation shows an implosion-velocity nonunifor-
mity at the end of the laser pulse of ~1% rms for a cryogenic 
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DT shell, enhancing the prospects for an early direct-drive 
ignition demonstration on the NIF.

In the second article on polar direct drive (p. 67), we report 
the results for proof-of-principle, polar-direct-drive (PDD) 
experiments on OMEGA and prospects for ignition on the NIF. 
Experiments have been carried out using 40 repointed beams 
of the 60-beam OMEGA Laser System to approximate the 
NIF PDD configuration. Backlit x-ray framing camera images 
of D2-filled spherical CH capsules show a characteristic non-
uniformity pattern that is in close agreement with predictions. 
Saturn targets increase the drive on the equator, suggesting 
that highly symmetric PDD implosions may be possible with 
appropriate tuning. Two-dimensional simulations reproduced 
the approximately threefold reduction in yield found for the 
non-Saturn PDD capsules. Preliminary simulations for a NIF 
Saturn design predict a high gain close to the 1-D prediction. 
These results increase the prospects of obtaining direct-drive 
ignition with the initial NIF configuration.

Designs with the objective of achieving direct-drive ignition 
on the NIF at 1 MJ using the x-ray-drive beam configuration are 
described on p. 186. The PDD approach achieves the required 
irradiation uniformity by repointing some of the beams toward 
the target equator and by increasing the laser intensity at the 
equator to compensate for the reduced laser coupling from 
oblique irradiation.

4.	 Fast-Ignition Progress and Results
In “High-Density and High tR Fuel Assembly for Fast-

Ignition Inertial Confinement Fusion” (p. 117), LLE authors 
optimize implosion parameters for fast-ignition inertial con-
finement fusion and design fast-ignition targets relevant to 
direct-drive inertial fusion energy. It is shown that a 750-kJ 
laser can assemble fuel with VI = 1.7 # 107 cm/s, a = 0.7, t = 
400 g/cc, tR = 3 g/cm2, and a hot-spot volume of less than 10% 
of the compressed core. If fully ignited, this fuel assembly can 
produce energy gains of 150.

A second article (p. 122) describes recent OMEGA experi-
ments that have studied the fuel assembly of gas-filled, cone-
in-shell, fast-ignition targets. Using both fusion products and 
backlit images, an areal density of ~60 to 70 mg/cm2 was 
inferred for the dense core assembly. The results are promis-
ing for successful integrated fast-ignition experiments on the 
OMEGA EP Facility, scheduled to be completed in 2007.

We present observations of a hot, Te ~ 2- to 3-keV surface 
plasma in the interaction of a 0.7-ps petawatt laser beam with 

solid copper-foil targets at intensities >1020 W/cm2 (p. 208). 
These temperatures were inferred from Cu, Hea, and Lya 
emission lines, which have not previously been observed with 
ultrafast laser pulses.

We are also developing new techniques to characterize 
future fast-ignition experiments and for use on the OMEGA EP 
Facility. The interaction of directed energetic electrons with 
hydrogenic plasmas was modeled analytically from fundamen-
tal principles (p. 87). The effects of stopping, straggling, and 
beam blooming are rigorously treated in a unified approach 
for the first time. Enhanced energy deposition, which occurs 
in the latter portion of beam penetration, is inextricably linked 
to straggling and beam blooming. Both effects asymptotically 
scale with the square root of the linear penetration. Eventu-
ally they dominate over all other sources of beam divergence; 
therefore, understanding their effects is critical for evaluating 
the requirements of fast ignition.

Simulations of integrated fast-ignition experiments on 
the combined OMEGA/OMEGA EP Laser Systems with 
the multidimensional hydrodynamic code DRACO are sum-
marized beginning on p. 189. An OMEGA cryogenic DT 
target, designed to reach a 1-D fuel tR of 0.5 g/cm2, has 
been simulated in 2-D with and without nonuniformities. The 
neutron yield is predicted to be in excess of 1015 (compared to 
~1014 without an ignitor beam) over a synchronization range 
of ~80 ps.

The article (p. 196) describes the development of a proton 
emission imaging system that has been used to measure the 
nuclear burn regions in the cores of ICF implosions. This imag-
ing technique relies on the penumbral imaging of 14.7-MeV 
D3He fusion protons. Experimental data, analysis, and error 
analysis are presented for a representative symmetric implosion 
of a fuel capsule with a 20-nm-thick plastic shell and 18 atm 
of D3He gas fill.

5.	 High-Energy-Density Physics
In the first article in this category, we present extended 

x-ray absorption fine structure measurements (p. 161). These 
have been used to demonstrate the phase transformation from 
body-centered-cubic (bcc) to hexagonal-closely-packed (hcp) 
iron due to nanosecond, laser-generated shocks. This is a direct, 
atomic-level, and in-situ proof of shock-induced transforma-
tion in iron. 

The second article (p. 178) describes velocity interferometry 
and optical self-emission measurements from shock waves in 
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polystyrene targets driven by two 90-ps pulses separated by 
1.5 to 2 ns. The velocity histories, coalescence times, and transit 
times are unambiguously observed and are in good agreement 
with 1-D code predictions. The timing of multiple shock waves 
is crucial to the performance of ICF ignition targets.

Lasers, Optical Materials, and Advanced Technology
Crater formation in SiO2 thin films containing artificial 

defects by ultraviolet (UV) pulsed-laser irradiation depends 
on the lodging depth of the defects (p. 23). At laser fluences 
close to the crater-formation threshold and for lodging depths 
of a few particle diameters, the dominating material-removal 
mechanisms are melting and evaporation. For absorbing defects 
lodged deeper than ~10 particle diameters, however, a two-stage 
material-removal mechanism occurs. The process starts with the 
material melting within the narrow channel volume and, upon 
temperature and pressure buildup, film fracture takes place.

The polishing performance of magnetorheological (MR) 
fluids prepared with a variety of magnetic and nonmagnetic 
ingredients to minimize artifact formation on the surface of 
CVD ZnS flats is reported on p. 35. The results show that 
altering the fluid composition greatly improves smoothing 
performance of magnetorheological finishing. A nanoalumina 
abrasive used with soft carbonyl iron and altered MR fluid 
chemistry yields surface roughnesses that do not exceed 20 nm 
p–v and 2-nm rms after removing 2 nm of material. Signifi-
cantly, the formation of an “orange peel” and the exposure of a 
“pebble-like” structure inherent in ZnS from the CVD process 
are suppressed.

A 63-channel, high-resolution, UV spectrometer that can 
be used to check the tuning state of the KDP triplers has been 
designed and tested (p. 43). The spectrometer accepts an input 
energy of 1 nJ per channel, has a dispersion at the detector 
plane of 8.6 # 10–2 pm/nm, and has a spectral window of 
2.4 nm at m = 351 nm. The wavelength resolution varies from 
2.5 pm at the center of the field of view to 6 pm at the edge.

The quantum efficiency (QE) and the noise equivalent power 
(NEP) of the latest-generation, nanostructured NbN, supercon-
ducting, single-photon detectors (SSPD’s) operated at tempera-
tures in the 2.0- to 4.2-K range in the wavelength range from 
0.5 to 5.6 nm is discussed (p. 49). The detectors are designed 
as 4-nm-thick, 100-nm-wide NbN meander-shaped stripes, pat-
terned by electron-beam lithography. Their active area is 10 # 
10 nm2. The best-achieved QE at 2.0 K for 1.55‑nm photons 
is 17%, and the QE for 1.3‑nm infrared photons reaches its 
saturation value of ~30%. The SSPD NEP at 2.0 K is as low 

as 5 # 10–21 W/Hz–1/2. These SSPD’s, operated at 2.0 K, sig-
nificantly outperform their semiconducting counterparts. With 
their gigahertz counting rate and picosecond timing jitter, they 
are the devices of choice for practical quantum key distribution 
systems and quantum optical communications.

An all-solid-state, diode-pumped Nd:YLF laser system has 
been developed and tested (p. 155). It produces fiducial timing 
signals at three wavelengths (fundamental, second, and fourth 
harmonics) and will be used as a primary timing reference for 
the OMEGA facility diagnostics. Performance results of the 
new OMEGA fiducial laser are reported.

Significant developments in tritium-capture technology have 
occurred over the past two decades (p. 142). The merits and 
drawbacks of the various technologies that have been developed 
for both air and inert gas streams are discussed.

Status and Progress on OMEGA EP
The OMEGA EP (extended performance) project con-

tinued on a fast-track schedule to complete two short-pulse 
beams and the scope was increased in FY05 to include two 
additional beams. FY06 Congressional funding has allowed 
the full four-beam project to proceed. This added two long-
pulse beams to the originally authorized two short-pulse 
beams with completion in April 2008. The full OMEGA EP 
total estimated cost is $89 million of which $87 million has 
been appropriated through FY06. The building constructed to 
house the OMEGA EP equipment was completed in February 
2005 at a cost of $21 million. This building was funded by the 
University of Rochester and its completion enabled the start 
of the laser’s assembly. 

Prior to building completion, major assemblies were 
prepared for installation and work on laser technology devel-
opment activities was completed. Technology development 
projects included optical parametric chirped-pulse amplifi-
cation (OPCPA), multilayer-dielectric diffraction gratings, 
and coherent tiling of large-aperture gratings. These projects 
concluded with demonstrations of performance that meet or 
exceed OMEGA EP requirements. Additionally, LLE adopted 
plasma-electrode Pockels cell (PEPC) and adaptive optics 
(deformable mirrors) technology from LLNL’s NIF project. 
The deformable mirror hardware was designed by LLNL but 
is operated with a LLE-developed wavefront sensor and con-
trol system. The PEPC, while similar to LLNL’s, has design 
requirements and features specific to deployment at LLE. Both 
of these projects were concluded in FY05, which allowed the 
acquisition of prime hardware to commence. 
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Once the building was complete, the process of installing 
the infrastructure required to support the beamlines, compres-
sors, and target chamber began. Support structure acquisitions 
were initiated upon completion of the beamline design and 
approval of the baseline change to enable four beams. Several 
of these structures arrived in FY05 and were placed in the 
OMEGA EP Laser Bay; the majority of the structures will be 
installed in the first quarter of FY06. The target area struc-
ture was installed and prepared for the insertion of the target 
chamber. The target chamber, a near replica of the OMEGA 
target chamber, was acquired with a grant from the New York 
State Energy Research and Development Authority and will 
be integrated at LLE in FY06. The 350,000-lb, 70-ft. # 15-ft # 
15-ft, nine-segment grating compressor chamber (GCC) arrived 
from Los Angeles and was precision cleaned in the Laser Bay. 
Final GCC assembly and vacuum testing will be completed in 
FY06. Lastly, deployment of the controls system in concert 
with the laser hardware installation began. The control room 
installation is complete and operational testing for remote 
operation of OMEGA EP has commenced.

National Laser Users’ Facility and External 
Users’ Programs

A detailed summary of the operation and use of the National 
Laser Users’ Facility and External User’s Programs is given on 
p. 225. A discussion of user experiments included

•	 Isentropic Compression Experiments (ICE) for Measuring 
EOS on OMEGA

•	 Laser–Plasma Interactions in High-Energy-Density Plasmas

•	 Three-Dimensional Study of the Spatial Structure  
of Direct-Drive Implosion Cores on OMEGA

•	 NLUF Proton Radiography Experiments

•	 FY05 LANL OMEGA Experimental Programs

•	 FY05 Sandia National Laboratory’s Experiments on OMEGA

•	 2005 CEA Experiments on OMEGA

FY 2005 Laser Facility Report
The use of the OMEGA Facility is reported in the article 

that begins on p. 223. During the year, 1461 target shots were 
conducted for LLE, NLUF, and external users. LLE usage 
accounted for less than 50% of the total target shots. Figure 1 
illustrates the shot allocations during the fiscal year.

Education at LLE
As the only major university participant in the National ICF 

Program, education continues to be an important mission for 
the Laboratory. A report on this year’s summer high school 
research program is described in detail on p. 221. Fifteen stu-
dents participated in this year’s program. The William D. Ryan 
Inspirational Teacher Award was given to Mr. Stephen Locke, 
a chemistry teacher at Byron-Bergen High School.

Graduate students are using the world’s most powerful 
UV laser for fusion research on OMEGA, making significant 
contributions to LLE’s research activities. Twenty-one fac-
ulty from five departments collaborate with LLE’s scientists 
and engineers. Presently, 102 graduate students are involved 
in research projects at LLE, and LLE directly sponsors 
43 students pursuing Ph.D. degrees. Their research includes 
theoretical and experimental plasma physics, high-energy-
density physics, x-rays and atomic physics, nuclear fusion, 
ultrafast optoelectronics, high-power-laser development and 
applications, nonlinear optics, optical materials and optical 
fabrications technology, and target fabrication. Technological 
developments from ongoing Ph.D. research will continue to 
play an important role on OMEGA. 

One hundred seventy-seven University of Rochester stu-
dents have earned Ph.D. degrees at LLE since its founding. 
An additional two undergraduate students, fourteen graduate 
students, two postdoctoral, and seven faculty positions from 
other universities were funded by NLUF grants. The most 
recent University of Rochester Ph.D. graduates and their thesis 
include the following:
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Pulse Design for Relaxation Adiabat-Shaped Targets
in Inertial Fusion Implosions

Introduction
Controlling the seeds and the growth of Rayleigh–Taylor
(RT) instability during the acceleration phase of imploding
shells is crucial to the success of inertial confinement fusion
(ICF). Since the RT growth is damped by the ablative flow off
the shell’s outer surface, target performances are greatly im-
proved by target designs with enhanced ablation velocity. A
significant increase in ablation velocity and shell stability
can be achieved by shaping the entropy inside the shell.
Following the standard ICF notation, we measure the entropy
through the so-called “adiabat” defined as the ratio of the
plasma pressure to the Fermi-degenerate DT pressure:
α ρ≡ ( ) ( )P Mb g cc2 18 5 3. , where the pressure is given in
megabars and the density in g/cc. The optimum adiabat shape
in the shell consists of a profile that is monotonically decreas-
ing from the outer to the inner surface as qualitatively shown
in Fig. 101.8 on p. 14. Large adiabat values on the shell’s outer
surface increase the ablation velocity Va, which follows a
power law of the outer-surface adiabat α αout out

3 5, ~ ,Va[ ]  while
low adiabat values on the inner surface lead to improved
ignition conditions and larger burn.1–5 A more detailed history
and target design implications of adiabat shaping can be found
in the introduction of Ref. 6 by the same authors, which is
devoted mostly to the adiabat shape induced by a strong
decaying shock. Shaping by a decaying shock was introduced
in Ref. 7 and requires a very strong prepulse aimed at launching
a strong shock. This strong shock decays inside the shell
shortly after the prepulse is turned off; the picket pulse is
followed by the low-intensity foot of the main pulse. The
decaying shock (DS) leaves behind a monotonically decreas-
ing adiabat profile, which follows a power law of the mass
coordinate

α α
δ

DS inn
shell

DS
= 





m

m
, (1)

where m is the mass calculated from the outer surface, mshell is
the total shell mass, and αinn is the adiabat on the shell’s inner
surface. The value of δDS, calculated in Ref. 6, is approxi-
mately independent of the prepulse characteristics. Without
accounting for the effect of mass ablation, δDS is about 1.3.

If mass ablation is included, δDS varies between 1.06 and 1.13,
depending on the prepulse duration.6 Two-dimensional (2-D)
simulations7 of all-DT, OMEGA-size-capsule implosions have
confirmed that DS adiabat targets exhibit significantly reduced
RT growth on the ablation surface during the acceleration
phase with respect to the flat-adiabat ones. Comparisons be-
tween flat- and shaped-adiabat targets are typically carried out
by designing the flat- and shaped-adiabat pulses to generate
identical adiabats on the shell’s inner surface.

A different technique aimed at shaping the adiabat is the so-
called shaping by relaxation (or RX shaping) first introduced
in Ref. 8. The relaxation technique uses a less-energetic prepulse
than the DS technique. The RX prepulse (Fig. 101.1) is used to
launch a shock that may or may not decay inside the shell. In
both cases, the prepulse is turned off before the prepulse shock
reaches the shell’s inner surface. Since the prepulse is followed
by a complete power shutoff, the outer portion of the shell
expands outward, generating a relaxed density profile while
the prepulse shock travels inside the shell. The prepulse shock
is not intended to greatly change the shell adiabat even though
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Figure 101.1
Typical pressure pulse for adiabat shaping by relaxation.
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it may cause a significant adiabat modification. The main
adiabat shaping occurs later in time when the foot of the main
pulse starts and a strong shock travels up the relaxed density
profile. The main shock first encounters the low-density por-
tion of the relaxed profile, setting it on a very high adiabat. The
adiabat develops a monotonically decreasing profile as a result
of the increasing pre-shock density. Figures 101.2(a), 101.2(b),
and 101.2(c) show three snapshots of the main shock propaga-
tion (m.s.) through a relaxed density profile. The density pro-
file of an 85-µm-thick DT target is relaxed by a 60-ps, 13-Mb
prepulse. The prepulse shock (p.s.) travels ahead of the main
pulse shock. The latter is launched by a 15-Mb pressure applied
at 1941 ps. The main shock launching time (or main pulse foot
beginning time) is chosen in order to cause the main and
prepulse shocks to merge on the shell’s inner surface. A plot of
the shaped-adiabat profile at shock breakout is shown in
Fig. 101.2(d). Observe that the adiabat varies from about 2 on
the inner surface to several tens on the outer surface. Two-
dimensional (2-D) simulations8–10 of OMEGA- and NIF-size-
capsule implosions have confirmed that RX-shaped targets
exhibit significantly reduced RT growth on the ablation sur-
face during the acceleration phase with respect to the flat-
adiabat ones.

The RX adiabat-shaping technique can be viewed as a two-
step process: the prepulse and power shutoff are needed to
generate the relaxed density profile, while the foot of the main
pulse shapes the adiabat. Similarly to the DS shaping, the RX
adiabat profile can be approximated with a power law of the
mass coordinate
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Figure 101.2
Snapshots [(a),(b), and (c)] of the density pro-
files at different stages of the main-shock and
prepulse-shock propagation. The resulting
adiabat profile left behind the main shock at
breakout time is shown in (d).
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where δRX can be tailored between a minimum of zero (i.e., no
shaping) to a maximum value of 2.4. This upper bound, which
is well above the decaying shock value, can be achieved only
for weak prepulses (either low-pressure or short-duration
prepulses) and by neglecting the effects of mass ablation. For
realistic prepulses and including the effect of ablation, the
maximum RX power index is reduced to values in the range of
1.6 to 1.8, which is still significantly larger than the 1.1 of the
decaying shock. Since the steeper RX adiabat profile leads to
greater values of the outer-surface adiabat with respect to the
DS adiabat shaping, one can conclude that the ablation velocity
will be significantly higher in RX-shaped targets than DS-
shaped targets. Furthermore, the tailoring of the adiabat steep-
ness in RX shaping is beneficial to the control of the convective
instability, which is driven by the finite entropy gradients
inside the shell. This instability grows at a slower rate with
respect to the Rayleigh–Taylor and does not seem to cause a
significant distortion of the shell.7,8

Different adiabat-shaping techniques based on the tailoring
of the radiation absorption in the target have also been pro-
posed;11–13 however, their implementation relies on manufac-
turing targets with a spatially varying atomic number, a tech-
nique that is difficult in cryogenic capsules. It has also been
suggested14 that some classified work on adiabat shaping was
initiated in the 1980s by Verdon, Haan, and Tabak. This work
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appears to be restricted, however, to the classified literature
and was not accessible to Betti and Anderson (authors of the
earlier published work8 on RX shaping and co-authors of the
current article). It is also important to clarify the role of earlier
work15 on the so-called “picket-fence” pulses and make a
distinction between adiabat shaping and picket fence. The
picket-fence pulse consists of a sequence of relatively short
pulses that replace the standard isentropic continuous pulse.
When plotted versus time, the laser power of such a sequence
of short pulses (see Fig. 3 of Ref. 15) resembles a picket fence.
Instead, both DS adiabat shaping and RX adiabat shaping
make use of a single short pulse (i.e., the laser prepulse)
followed by a continuous pulse. Thus, except for the prepulse,
the adiabat-shaping pulses are essentially continuous. While a
claim can be made that adiabat shaping and picket fence use
some sort of picket pulse, it would be grossly inaccurate to
think of the two techniques as equal or even similar. As stated
in Ref. 15, the goal of the picket-fence pulse is to replace a
continuous acceleration with an impulsive one. The rationale
behind this clever idea is that the RT exponential growth turns
into a sequence of linear-growth stages, thus reducing the
overall growth factor (as long as the number of pickets is kept
relatively low). On the contrary, adiabat shaping does not
change the time evolution of the acceleration. Its primary
effect is to increase the ablation velocity, thus enhancing the
ablative stabilization of the RT instability. Though the physical
basis and pulse design of a picket-fence pulse have little (if
anything) in common with adiabat shaping, it is possible that
some level of adiabat shaping may occur in picket-fence
implosions due to the repeated decompressions between short
pulses. Though this collateral effect was not considered in Ref.
15, it would be worth investigating the degree at which the
adiabat is shaped in picket-fence implosions. It is also worth
mentioning that the evolution of the laser power in Fig. 2 of
Ref. 15 seems to point to a single prepulse followed by a
continuous main pulse. While this pulse resembles an RX
pulse, the authors of Ref. 15 do not address the possibility that
adiabat shaping may occur.

Lastly, it is important to recognize that the presence of a
laser prepulse could have significant consequences with re-
gard to the level of laser imprinting. Laser imprinting is caused
by the spatial nonuniformities of the laser intensity and is
widely considered as the main seed for the short-wavelength
RT instability in direct-drive implosions. It has been recently
shown16–18 that the level of imprinting can be significantly
reduced by tailoring the initial target density with a monotoni-
cally increasing profile varying from a lower value on the outer
surface to its maximum on the shell’s inner surface. Since the

laser prepulse in RX adiabat shaping causes such a monotoni-
cally varying density profile, it is likely that RX shaping may
also reduce the level of imprinting. Furthermore, it has been
shown in Ref. 19 that, in the presence of a plastic (or other)
coating on cryogenic capsules, the acceleration of the plastic
layer against the cryogenic DT layer causes a brief exponential
amplification of the imprinting level. Reference 19 also shows
that this amplification can be reduced by using a sufficiently
strong prepulse. Such an improvement of the imprinted
nonuniformities requires a strong prepulse and may therefore
be more effective in DS shaping than in RX shaping. Imprint
reduction using prepulses has also been demonstrated by both
simulation and experiment in single-layer targets made of
aluminum.20 While some encouraging results on the stability
of RX-shaped capsule implosions have been obtained from
2-D simulations8–10 and from experiments on plastic-shell
implosions,10 a more detailed 2-D analysis including the effect
of RX shaping on imprinting as well as a complete description
of the experiments carried out on the OMEGA laser system
will be presented in a forthcoming publication.

In this article, we cite the results of the one-dimensional
(1-D) hydrodynamic analysis of the relaxation adiabat pro-
files,21,22 simplify them with power-law approximations, and
compare them with decaying-shock-adiabat profiles and to
simulations. Furthermore, we derive formulas for relaxation
pulse design and discuss nonideal effects, such as mass abla-
tion, on the adiabat profiles.

Summary of Previously Derived Adiabat Profiles
References 21 and 22 divide relaxation adiabat shaping

designs into two categories: type 1, where the prepulse shock
and rarefaction merge at the rear surface of the shell; and type
2, where the rarefaction merges with the prepulse shock within
the shell. These two designs yield different adiabat profiles.
An accurate description of the type-1 adiabat profile is
well approximated by the following set of equations from
Eqs. (75)–(77) and (46b), respectively, of Ref. 22:

S S
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m m
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is the entropy on the shell’s inner surface and ρ0 is the initial
shell density. The function χ(x) represents the corrections due
to the finite main shock strength
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and where β γ� 2 1+( )  and π̂ = P Pp f  is the ratio of the
prepulse pressure to the pressure of the foot of the main pulse.

The type-2 adiabat profiles are steeper than the type-1
profiles and can be approximated as
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where D(x) = D0(x) + D1(x),

D x
x x x x

x
0

2 2

3

2 1 3 1 1

2 1 1
( ) =

−( ) + −( ) −( ) − −( )
−( ) −( ) −( )

µ µ µ

µ µ
, (10)

D x
P

P

m z

z

x D x x

x
dx

p

f

s
M

s
M

zs
M

1 3

4
0

5

3
1

1

1 1

1 1

( ) = − −
+

( )
−( )

× −( ) + ( ) −( )⌠

⌡


∗

∗
µ γ

γ ω

φ µ

µ

ˆ

, (11)

and ρ̃ x( ) is given by Eq. (6). These formulas are derived in
Ref. 22 as Eqs. (100a), (100b), (90), (82), and (94), respectively.

In practical terms, these formulas for the relaxation-adiabat
profiles are cumbersome and provide no intuitive comparison
with decaying-shock-adiabat profiles. Therefore, in the fol-
lowing section, simple power-law approximations to these
formulas are calculated.

Simplified Formulas for RX Adiabat Shapes
and Comparison with DS Shapes

The theoretical results derived in the previous section can
be simplified by fitting the adiabat shapes with a simple power
law in the mass coordinate. It has been shown in Ref. 6 that
the power-law approximation works extremely well for the
adiabat shape left behind by a decaying shock (DS shaping). In
an ideal fluid with adiabatic index γ = 5/3 and neglecting the
effects of mass ablation, the adiabat profile left behind by a
decaying shock follows the power law αDS ~ .1 1 315m  for
m* < m < 10 m*. It is worth mentioning that the power index is
approximately independent of the prepulse characteristics.

Adiabat shaping by relaxation leads to a tunable adiabat
profile ranging from a rather shallow profile for RX shaping
of type 1 to a steeper profile with RX shaping of type 2. In the
case of RX shaping of type 1, the shaping function given in
Eqs. (3)–(5) can be well approximated for γ = 5/3 by the
following power law of the mass coordinate:

α α
δ

RX1 inn
RX1 shell

RX1
= 





m

m
, (12)

where the power index δRX1 and the inner-surface adiabat
α inn

RX1 are functions of prepulse/main-pulse pressure ratio
r P Pp p f≡ . A straightforward numerical fit leads to the fol-
lowing fitting functions:
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where ρ0 is the initial shell density. These approximate formu-
las have been derived by fitting the adiabat profile over the
range 0 2 1. < <m mshell  and 0 < rp < 0.75. Observe that the
steepest profile of the first kind behaves as 1/m1.25 and occurs
for rp → 0. For typical values of prepulse- to foot-pressure
ratios in the range 0.05 < rp <0.2, the power index of the adia-
bat profile is within the range 0.60 to 1.04, which is well below
the decaying shock value of 1.315, thus indicating that the DS
shaping leads to notably steeper adiabat profiles than the
relaxation method of type 1.

In RX shaping of type 2, the adiabat profile left behind by
the main shock [Eqs. (7)–(11)] can also be approximated by a
power law of the mass coordinate
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δRX2 � 2 105 3 469 0 62 1 31. . ˆ ,. .− ∗r mp (17)

and where  m t Pp p∗ = 2 09 0. ,∆ ρ  ∆tp is the prepulse duration,
and mshell = ρ0d0 (d0 is the initial shell thickness). It is
important to emphasize that Eqs. (15)–(17) have been derived
by fitting Eqs. (7)–(11) for an ideal fluid (no ablation) with γ =
5/3 and pulse/target characteristics satisfying 0.2 < rp < 1 and
0 05 0 4. ˆ . .< <∗m  It is also interesting to note that the power

index δRX2 is maximum for short prepulses and/or weak
prepulses ˆ , .m rp∗ << <<( )1 1  For ˆ ,m∗ → 0  the RX adiabat
profile of Eqs. (7)–(11) reduces to a power law with a power
index δRX2 � 2.4, well above the power index of the decaying
shock shaping δDS � 1.315. However, the ratio m m∗ shell
cannot be arbitrarily small for RX shaping since the pressure
behind the prepulse shock at its arrival on the inner surface,
which is approximately P mp ˆ ,.

∗
1 3  must be large enough to keep

the prepulse shock in the strong shock regime and to ionize the
target material. Typical values of δRX2 are mostly in the range
1.7 to 2.0, which is still significantly larger than the 1.315 of the
decaying shock.

It has been shown in Ref. 6 that ablation causes the adiabat
profile induced by a decaying shock to become shallower. This
is because the shock decays more slowly due to the residual
ablation pressure and the fact that the supporting pressure
moves closer to the shock. In the relaxation method of type 2,
the relaxed density profile is produced by a decaying shock
driven by the pressure prepulse. Since ablation causes a slow-
down of the shock decay, it follows that the relaxed profile is
“less relaxed” because of ablation. Therefore, the adiabat
shape induced by the main shock is less steep than in the ideal
case without ablation. Typical ablation-induced reductions of
the adiabat profile power index δRX are small (of the order of
10%) and lead to a power index in the range δRX2 � 1.6 to 1.8.

Pulse Design
To induce the desired adiabat profile, one needs to design

the appropriate applied pressure pulse. The pressure pulse
(Fig. 101.1) consists of a constant prepulse of pressure Pp and
duration ∆tp followed by a main pulse of pressure Pf applied
at time tf. Typically, the pulse is designed to induce the desired
value of the inner-surface adiabat αinn. The latter is a design
parameter that needs to satisfy the one-dimensional ignition
and gain requirements of the implosion. Another design con-
straint is the merging of the prepulse and main shocks on the
shell’s inner surface. This is required in order to keep the
adiabat profile monotonically decreasing. For the relaxation
pulse of type 1, another requirement is the merging of the
rarefaction wave with the prepulse and main shocks on the
shell’s inner surface. Therefore, given the four pulse param-
eters (Pp, Pf, ∆tp, and tf), the type-1 relaxation has three
constraints and one free parameter, while the type-2 relaxation
has two constraints and two free parameters. Since different
pulse parameters lead to different adiabat decay rates, another
design parameter can be identified as the adiabat profile’s
spatial decay rate. By approximating the adiabat profile with a
power law S m~ ,1 ∆  the power index ∆ defines the decay
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rate and can be assigned as a design parameter (within the
appropriate limits), thus further reducing the degrees of free-
dom. Furthermore, technical limits on the prepulse and foot
pressure as well as prepulse duration are imposed by the pulse-
shaping capabilities of a given laser system. Such limitations
are not discussed in this article but need to be taken into account
when designing an adiabat-shaping pulse. In this section we
proceed to determine the relevant parameters needed to design
a pressure pulse for RX adiabat shaping.

1. Pulse Design for RX Shaping of Type 1
The pulse design for a relaxation shaping of type 1 is highly

constrained since the prepulse shock, the rarefaction wave, and
the main shock must all merge on the shell’s rear surface. By
combining the Hugoniot condition on the shock velocity

˙ ,m Ps
M = +( )γ ρ1 2ps bs

the type-1 post-main-shock pressure from Eqs. (73) of Ref. 22

P PM
M sps = ( )Θ η , (18a)

Θ x
P

P
xp

M
( ) = +

+( )
−( ) +( )

−
1

2 2

3 2

2

1

1
2β γ

β
γ

γ

β

, (18b)

and the pre-shock density ρ ρ
β

bs rf
M

p s
Mm m= ( ) ,  with mrf =

mshellτ and

τ = ∗t t∆ , (19)

∆
∆

t
tp

∗ =
−( ) −2 1 1γ γ

(20)

from Eqs. (12)–(13) of Ref. 22, one can easily derive the
following ordinary differential equation for the main-shock
propagation:
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A straightforward integration of Eq. (21) for ηs
M ∈[ ]0 1,  and

τ τ∈[ ]f ,1  leads to the following expression for the beginning
time of the foot pulse:
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where ∆t* is proportional to the prepulse duration ∆tp through
Eq. (20). The main-shock breakout time coincides with the
prepulse shock and rarefaction-wave breakout time on the
inner surface given by the simple relation

t t tpb.o. = +∆ ∆ *. (24)

The inner-surface adiabat induced by such a pulse is given by
Eq. (13) and is primarily dependent on the foot pressure. If the
inner-surface adiabat is an assigned design parameter, then
Eq. (13) is used to constrain the foot pressure Pf. Note that the
prepulse pressure and duration are related by the rarefaction
wave/prepulse shock overtaking time, m* = mshell ≡ ρ0d0 or

∆t P dp p =
− −

+( )
ρ

γ γ
γ γ

0 0
2 1

1
. (25)

It follows that, for an assigned prepulse pressure (or duration)
and inner-surface adiabat, there is only one foot pressure that
would shape the adiabat with a profile of type 1 [Eqs. (12)–
(14)]. As an example, we consider a 100-µm-thick DT shell
(ρ0 = 0.25 g/cc, d0 = 100 µm) and design a type-1 RX shaping
pulse using a prepulse given by Pp = 5 Mb, requiring an inner-
surface adiabat αinn � 3. Equation (25) yields a prepulse
duration of ∆tp � 1070 ps, while the foot pressure can be
determined from Eq. (13) by setting αinn = 3. A straightfor-
ward calculation yields the foot pressure Pf � 29.7 Mb. The
foot pressure is applied at the time tf obtained from Eq. (23),
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yielding tf � 1442 ps. The shock-breakout time on the inner
surface is given by Eq. (24), yielding tb.o. � 1936 ps. The cor-
responding adiabat profile has an approximate power-law
behavior [Eq. (12)] with power index δRX1 � 0.67 given by
Eq. (14). Observe that Eq. (23b) suggests that a critical value
of P Pp f  exists that makes τf = 0. Though such a critical value
is not accurately predicted by the weak prepulse theory

P Pp f<<( ) derived in this article, it is intuitive that an upper
limit in the ratio P Pp f  must exist in the design of a relaxation
pulse of the first kind. Indeed, for a given prepulse pressure, the
foot pressure must be sufficiently large to cause the main shock
to catch the prepulse shock on the shell’s rear surface.

2. Pulse Design Shaping for RX Shaping of Type 2
The shock-merging constraint requires that both the pre-

pulse and the main shock merge at the rear surface. The
prepulse-shock breakout time (tb.o.) on the rear surface can be
easily obtained from Eq. (32) of Ref. 22,

zs
p τ δ γ

γ
τ

δ
( ) = + +





− −( )










+
1 1

2

1

2
1

2
2

, (26)

by setting z z m ms
p = ≡shell shell *, thus leading to

t t tpb.o. b.o.= +∆ ∆ * ,τ (27a)

τ
δ

γ
γ

δ
b.o. shell≡ +

+ −
−





+( )1
2

2

2

1
1

2 2
z , (27b)

where ∆t* is given in Eq. (20) and m* in Eq. (14) of Ref. 22:

m t a t Pp p p p* * * .= =∆ ∆ρ γ ρ (28)

The main shock must also arrive on the rear surface at time tb.o.
by traveling through the m > m* and m < m* regions. The main
shock’s traveling time through the m > m* region can be easily
derived by integrating Eq. (91) of Ref. 22:

˙ .*m P
m

m
D z zs

M
f M

s
M

s
p s

M
s
M= − 





+ ( ) −( )[ ]γ ω ρ

µ
1

2
1 1 (29)

A straightforward manipulation yields the following traveling
time:

∆ ∆ ∆t tm m
M

m m
M

> >=
* ** ,τ (30a)

where

∆τ γ
γ ω

µ

µ

m m
M p

f

s
p

s
M

s
M

s
M

s
M

z

P

P

z dz

z D z z

> =
+

×
( )

( ) + ( ) −( )[ ]
⌠

⌡





*
*

,

2

1

1 1

2

1

shell

(30b)

zs
p  is a function of zs

M  [Eqs. (96)–(97) of Ref. 22],

z z
P

P
z zs

p p

f
s
M( ) − =

−( )
+ ( ) − ( )[ ]φ φ φ

γ
γ ω

σ σshell shell
2 1

1 *
, (31)

where z m ms
p

s
p= * ,  z z m mshell shell shell= = *,  and

σ ξ
µ ξ µ ξ

µ µ

µ µ
( ) =

−( ) − −( ) +
−( ) −( )

− −2 1 1

2 1

1 2

, (32)

and D(x), ω* are given in Eqs. (10), (11), and (9). It follows
that the time when the main shock is at m = m* is
t t tm m

M
p m m= == +

* ** ,∆ ∆ τ  where τ τ τm m m m
M

= >≡ −
* *

.b.o. ∆
Before arriving at m*, the main shock travels through the
region 0 < m < m*, where the density profile is given by Eq. (44)
of Ref. 22,

ρ ρ
τ

ρ
β β

z
z m

mp p<( ) ≈ 



 =







1
rf

, (33)

and the post-shock pressure follows Eq. (18) with η = m ms
M

rf
0

and mrf
0  given in Eq. (89) of Ref. 22,
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m m zrf shell
0 2 2

1
2

2

2

1
1= +

+ −
−













+( )
* .

δ
γ

γ
δ

(34)

The shock-evolution equation is given by the Hugoniot condi-
tion [Eq. (10) of Ref. 22]

˙ ,m Ps ms
=

+( ) [ ]γ
ρ

1

2 ps bs (35)

which can be integrated between the main-shock launching
time (or main-pulse foot beginning time tf) and the arrival time
at m = m*. A short calculation yields the launching time

t t tf f p= +∆ ∆* ,τ (36a)

τ τ β θ γ
γ ω

β
β

f m m
p

f

P

P
≡ − −



 +





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


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2
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2
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(36b)

where

θ
χ

β γ
β

γ
γ ω

β

β
β

= ⌠
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× −
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−( ) +( )

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0
0

2
1
2

* .
rf

(36c)

Observe that Eqs. 36 provide the beginning time of the foot
of the main pulse once the prepulse pressure Pp, foot pressure
Pf, and prepulse duration ∆tp are assigned. The time tf is
derived by timing the prepulse and main shock so that they
merge on the shell’s inner surface. As an example, we consider
a 100-µm-thick DT shell (ρ0 = 0.25 g/cc, d0 = 100 µm) and
design a type-2 RX shaping pulse using a Pp = 18 Mb, ∆tp =
100-ps prepulse and requiring an inner-surface adiabat αinn
� 3. Using the definition mshell = ρ0d0 and Eqs. (20) and (28)
to find m*, one can easily compute the parameter ˆ . .*m = 0 177
The foot pressure can be determined by using αinn = 3 into
Eq. (16), yielding Pf � 24 Mb. The time when the foot pressure
is applied can be computed from Eqs. (36) using γ = 5/3, ω0
� 1.5, and β = 0.75, leading to tf = 1256 ps. The shocks’
breakout/merging time is determined through Eqs. (27), lead-
ing to tb.o. = 1993 ps. The corresponding adiabat profile has an

approximate power-law behavior [Eq. (15)] with power index
δRX2 � 1.80, which is significantly larger than in the case of
the decaying-shock shaping.

It is important to recognize that typical laser pulses are
designed so that the laser power reaches its peak at shock
breakout. The corresponding laser pressure starts from the foot
level (Pf) and increases monotonically to its maximum value
Pmax (Fig. 101.1). The laser power (and pressure) is raised at
a low-enough rate to avoid strengthening the main shock and
to prevent increasing the adiabat after the main shock. Since
the resulting adiabat shape is set by the main shock driven by
Pf, the theory derived in this article is valid for realistic ICF
pulses with a laser-power raise after the foot (Fig. 101.1).

This concludes the analysis of the pulse design. A detailed
comparison of the adiabat shapes and pulse-design parameters
with the results of numerical simulation is carried out in the
next section.

Comparison with Simulations
The results of the analytic theory derived in this article are

compared to the numerical results calculated by a one-dimen-
sional Lagrangian hydrodynamics code, using ideal gas equa-
tion of state and an imposed pressure boundary condition to
simulate the relaxation drive pulses. We have chosen the case
of αinn = 3 as a case of interest, where adiabat shaping is
expected to demonstrate significantly improved performance
and to constrain our capsule and pulse designs to such as would
be implementable on the OMEGA laser system.

Using the pulse-design formulas given in the Pulse Design
for RX Shaping of Type 1 section (p. 6), a type-1 RX pulse
shape was designed for a typical OMEGA cryogenic capsule of
density ρ0 = 0.25 g/cm3 and thickness d0 = 100 µm using the
parameters described in the example on pp. 6–7: Pp = 5 Mb, ∆tp
= 1070 ps, Pf = 29.7 Mb, and tf = 1442 ps. The shocks’ break-
out time is tb.o. = 1936 ps, and the resulting adiabat shape can
be approximated with the power law α � 3 04 0 67. ..m mshell( )
The pulse parameters have been used as input to the one-
dimensional Lagrangian code that solves the equation of mo-
tion over a mesh of 2000 grid points. Figure 101.3 compares
the adiabat profiles from the numerical simulation (solid
curve) with the power-law approximation (dashed curve) and
the full analytic formula in Eqs. (3)–(5) (dotted curve). Ob-
serve that the theoretical pulse parameters described on pp. 6–7
produce a monotonically decreasing adiabat profile with an
inner-surface adiabat of about αinn � 3. Furthermore, the
simulated adiabat profile compares favorably with the full
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Figure 101.3
A comparison of the simulated adiabat shape of type 1 (solid) with the full
analytic formula [Eqs. (3)–(5)] (dotted) and the power-law approximation
[Eqs. (12)–(14)] (dashed).

analytic formula as well as the power-law approximation
described in the Simplified Formulas for RX Adiabat
Shapes and Comparison with DS Shapes section (p. 4) for
type-1 relaxation.

Similarly, a type-2 RX pulse shape is designed in the Pulse
Design for RX Shaping of Type 2 section (p. 7) for the same
target with αinn = 3. The pulse parameters shown on p. 8 are
Pp = 18 Mb, Pf = 24 Mb, ∆tp = 100 ps, and tf = 1256 ps. The
shocks’ breakout time is tb.o. = 1993 ps, and the adiabat profile
can be approximated with the power law α � 3 0

1 8
. .

.
m mshell( )

Figure 101.4 compares the adiabat profiles from the numerical
simulation (solid curve) with the power-law approximation
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Figure 101.4
A comparison of the simulated adiabat shape of type 2 (solid) with the full
analytic formula [Eqs. (7)–(11)] (dotted) and the power-law approximation
[Eqs. (15)–(17)] (dashed).

(dashed curve) and the full analytic formula in Eqs. (7)–(11)
(dotted curve). Observe that the theoretical pulse parameters
(p. 8) induce a monotonically decreasing adiabat profile with
an inner-surface adiabat of about αinn � 3. Even in this case,
the simulated adiabat profile compares favorably with both the
full analytic formula as well as the power-law approximation
for type-2 relaxation.

Nonideal Effects on RX Adiabat Shaping
In realistic ICF implosions, quantifying the adiabat profile

generated in a relaxation-design capsule is further complicated
by other physical processes and constraints, such as radiation,
thermal conduction, mass ablation, laser absorption and laser
system constraints, realistic equations of state (EOS’s), and
spherical convergence. Radiation and thermal conduction ef-
fects may invalidate the assumption of isentropic flow away
from the shocks. Mass ablation alters the position where the
laser-induced shocks are launched and therefore affects the
shock timing. In typical pulse designs, the laser-absorption
histories, and hence applied pressure histories, are not constant
over the duration of either the prepulse or the foot, as has been
assumed in the previous analysis. Realistic EOS’s yield differ-
ent results for compressibility, shock and rarefaction speeds,
and post-shock flow velocity than the ideal-gas approxima-
tion. A thorough theoretical treatment of these processes is
beyond the scope of this article; however, an attempt is made
here to quantify their effects on the shell’s adiabat profile
through simple reasoning and simulation.

In ICF capsules, the radiation emitted from the hot coronal
plasma can penetrate the shell, heating the dense shell material
up to a significant depth. This inevitably causes a “natural”
shaping of the adiabat near the ablation front,11–13 even when
the laser pulse is designed to induce a flat adiabat. This effect
may indeed be noticeable for capsules with high or moderate
average atomic number, e.g., polystyrene plastic23 (CH,
�Z� = 3.5). However, for the hydrogenic capsules (Z = 1) of
interest for direct-drive ICF, the radiation shaping is typically
negligible when compared with the laser-induced shaping
discussed here.

Thermal conduction plays an essential role in ICF capsule
implosions since the heat conducted from the laser-absorption
region to the ablation surfaces determines the ablation pres-
sure. At the ablation surface, the shell material absorbs heat
rapidly, raising its adiabat quickly as it ablates off the shell.
Once this shell material has been ablated, however, its adiabat
is no longer relevant to the capsule stability since the ablation
velocity is determined only by the local value of the adiabat at
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the ablation surface. Furthermore, the contribution of heat
conduction to the adiabat in the bulk of the shell is very small
compared to the shock-induced adiabat since both the tempera-
ture and temperature gradients are small in the unablated shell.
Therefore, thermal conduction effects on the adiabat profile
(with the exception of mass ablation) may also be neglected.

Mass ablation occurs during the prepulse as well as the foot
of the main pulse. While the mass ablated during the prepulse
is negligible, a significant fraction ranging from 20% to 30%
of the total shell mass is ablated during the foot of the main
pulse. Since the mass m* undertaken by the rarefaction wave
before the interaction with the prepulse shock is small in type-
2 adiabat shaping, the ablated mass mabl often exceeds m*.
When this happens, the foot-pressure amplification through
the region 0 < m < m* is eliminated. In the absence of mass
ablation, the applied foot pressure is amplified from Pf at
m = 0 to ω*Pf at m*, where ω* ≈ 1.5 is given in Eq. (9). If the
mass m* is quickly removed by mass ablation during the foot,
then the main shock is launched with the pressure Pf instead
of ω*Pf. Therefore, the validity of Eqs. (15)–(17) for the design
of type-2 adiabat shaping can be easily extended to the ablative
case by replacing the applied pressure Pf with P Pf fω* . .≈ 1 5

When dealing with thick cryogenic targets, spherical con-
vergence effects should also be taken into account for an ac-
curate estimate of the adiabat shapes. They can be easily
included by replacing the areal mass coordinate m with the
total mass coordinate m r r drrsph = ′ ′( )∫ ′2

0
0ρ , . This requires a

redefinition of m* as follows:

m R R* * ,sph
out= −( )ρ0 3 3

3

where Rout is the initial outer radius of the shell and

R P t tp p* *
sph = +( )4 3 0ρ ∆ ∆

is the radial coordinate of the rarefaction–shock merging.

To quantitatively account for all these effects, simulations
were performed using LILAC,24 a 1-D Lagrangian ICF code.
The LILAC simulations used SESAME EOS in a spherical
geometry, while modeling laser absorption by ray trace and
inverse bremsstrahlung, thermal conduction using a flux-
limited local thermodynamic equilibrium treatment, and radia-
tion transport using multigroup diffusion. The target is an
85-µm-thick, solid-DT shell. The laser pulse, designed in

accordance with pulse-shaping capabilities of the OMEGA
laser system,25 consists of an 80-ps, 15-TW square prepulse,
with a finite ramp-up and ramp-down in intensity, followed by
a 7-TW foot with finite ramp-up launched at about 950 ps. The
average prepulse pressure found by LILAC is 23 Mb. The
ablation pressure of the foot pulse at the time of shock genera-
tion is approximately 34 Mb. The resulting adiabat profile is
shown in Fig. 101.5 (solid) and compared with the prediction
of Eqs. (15)–(17) (dashed), including the above modifications,
indicating good agreement between theory and simulation.
Note that the optimal foot-pulse turn-on time predicted by
theory is 800 ps, whereas the value in simulation was 950 ps,
indicating that some retuning of the pulse was necessary.

0.6 1.00.2
0

m/mshell
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20

S 
(m

)

TC6872

Figure 101.5
A comparison of the simulated adiabat shape predicted by LILAC (solid) with
the analytic formula [Eqs. (15)–(17)] (dashed) for an OMEGA-scale design.

To estimate the increase in ablation velocity, it is important
to recognize that in realistic ICF implosions, a significant
fraction of the target material is ablated off during the foot of
the laser pulse. For an RX pulse shape, about 20% to 30% of
the target mass is ablated before the shock-breakout time, thus
causing the shell’s outer surface to shift inward. The shell
acceleration starts shortly after the shock-breakout time when
the laser power reaches its peak. The relevant outer-surface
adiabat determining the ablation velocity is the adiabat at the
ablation front, which moves deeper inside the target as more
mass is ablated off. In mass coordinates, the ablation-front
position is equal to the amount of mass ablated, ma(t). It
follows that the ablation velocity for a shaped-adiabat implo-
sion is determined by the following simple scaling law:
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


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3
5δ

, (37)

where Va
flat  is the ablation velocity for a flat-adiabat implosion

with α = αinn and δ equal to δRX1, δRX2, or δDS, depending on
the shaping method. During the acceleration phase, Va is
maximum at the beginning [low ma(t)] and decreases in time as
more mass is ablated and ma(t) increases. At the beginning of
the acceleration phase when ma ~ 0.3 mshell, the shaped-adiabat
ablation velocity is roughly 2 times the flat-adiabat value for
the decaying-shock shaping (δDS � 1.1), about 1.5 times Va

flat

for type-1 RX shaping (δRX1 ~ 0.7), and over 3 times Va
flat  for

type-2 RX shaping (δRX2 ~ 1.6 to 1.8). Figure 101.6 shows the
time evolution of the ablation velocities computed by LILAC
for a typical OMEGA-size cryogenic DT shell of 85-µm
thickness and 345-µm inner radius. The three curves represent
the three pulse designs: flat adiabat with α = 3 (dashed), shaped
adiabat by decaying shock (dotted), and shaped adiabat by
RX-2 shaping (solid). The corresponding laser time histories
are shown in Fig. 101.7, and the time axis in Fig. 101.6 is
adjusted to fit the different acceleration phases (i.e., maximum
laser power intervals) of the three designs. Observe that the
RX-2 design leads to the largest ablation velocity, approaching
3 times the flat-adiabat value at the beginning of the acceler-
ation phase.
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Figure 101.6
Time evolution of the ablation velocities during the laser pulse’s flattop for
flat α = 3 (dashed), decaying-shock–shaped (dotted), and type-2 relaxation-
shaped (solid) implosions.

Conclusions
Analytic forms of the relaxation adiabat shapes have been

derived for two cases: type 1, where the prepulse is long
enough that the rarefaction wave catches the prepulse shock at
the shell’s inner surface; and type 2, the case of short prepulses,
where the rarefaction wave/shock interaction occurs inside the
shell. The analytic relaxation adiabat profiles derived here are
in excellent agreement with simulations. Results indicate that
the adiabat profiles for both type-1 and type-2 designs are well
approximated by a power law for ICF-relevant values of the
prepulse to main-pulse pressure ratio. The power-law indices
for RX designs have been shown to be highly tunable, giving
the possibility for tailoring adiabat profiles to desired design
specifications. The type-2 relaxation designs also allow for
power-law indices, which are substantially higher than those
generated by decaying-shock designs (see Ref. 6), resulting in
the possibility of higher ablation velocities and higher RT
mitigation in RX designs, while maintaining similar one-
dimensional compression and yield. In addition, formulas to
aid in the design of RX implosions have been provided, and
nonideal effects on RX adiabat shaping have been estimated.
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Introduction
The minimum energy required for ignition of the imploding
capsule in inertial confinement fusion1 is a strong function of
the fuel adiabat αstag (the ratio of the shell pressure to the
Fermi-degenerate pressure) at the time of maximum compres-
sion: E amin

.~ stag
1 9 (Refs. 2 and 3). The shell must be driven on

the lowest-possible adiabat to minimize this energy. The per-
formance of low-adiabat implosions is limited by hydrody-
namic instabilities that tend to disrupt the shell during the
acceleration phase. The most important instability is the
Rayleigh–Taylor4,5 (RT) instability that is seeded by single-
beam nonuniformities and surface roughness. The RT growth
is reduced by mass ablation from the target surface6–9 charac-
terized by the ablation velocity Va.

Interface perturbations grow exponentially (a = a0eγt) dur-
ing the “linear” phase of the RT instability and reach a satura-
tion phase (when a ~ λ/10) where the growth continues at a
reduced rate.10 Here, a is the amplitude of the perturbation, a0
is the initial perturbation amplitude (the seed), γ is the growth
rate, and λ is the wavelength of the perturbation.

A great deal of effort has gone into reducing the seeds (a0)
caused by illumination nonuniformities (imprinting) and tar-
get imperfections. The effect of imprinting has been reduced
by a number of beam-smoothing techniques, including distrib-
uted phase plates (DPP’s),11 polarization smoothing (PS) with
birefringent wedges,12,13 smoothing by spectral dispersion
(SSD),14 and induced spatial incoherence (ISI).15 The effect
of the RT instability can also be reduced by lowering the RT
growth rate. It has been shown that the ablation-surface RT
growth rate is reduced by the ablation process. Theoretical
work that includes the effect of thermal transport9 shows that
the RT-growth-rate dispersion formula for a DT target is given
by
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Improved Target Stability Using Picket Pulses to Increase
and Shape the Ablator Adiabat

where AT(L0,ν) is the Atwood number, a function of L0 and ν;
k is the perturbation spatial wave number; g is acceleration;
L0 is ablation interface thickness; Va is ablation velocity; Vbo
is the “blowoff” velocity; and ν is the thermal transport index.
Vbo is equal to Va times the ratio of the blowoff plasma density
to the ablation surface density. The ablation velocity, in turn,
increases with the adiabat α in the ablation region as Va ∝
α3/5 (Ref. 16). This is the compromise that faces target design-
ers—lowering α reduces the minimum energy required for
ignition, but increases the effects of the RT instability. This
article describes recent results using a shaped adiabat that
increases the ablation-surface adiabat while maintaining a low
adiabat for the compressed fuel.

This article is divided into five sections: (1) the motivation
for adiabat shaping; (2) the results from the planar growth and
imprint experiments; (3) data from spherical implosions with
the decaying-shock-wave picket and the relaxation picket;
(4) simulations showing the extension of the picket pulses to
cryogenic implosions; and (5) conclusions.

Adiabat Shaping
The conflicting requirements of the lower-adiabat fuel at

the maximum compression and the higher-adiabat ablation
region can be achieved by shaping the adiabat inside the shell.
A schematic of a shaped shell adiabat is shown in Fig. 101.8,
where the shell is represented as a region of constant density
and the adiabat varies from 1.5 to 4. The shaded region is the
portion of the shell that remains at the end of the acceleration
phase of the implosion. The inner fuel region is on a low adiabat
while the adiabat in the ablated mass is high. The first pub-
lished work on adiabat shaping used the absorption of low-
energy x rays17 to increase the adiabat at the ablation surface.

A short, high-intensity picket pulse, as seen in Fig. 101.9(a),
can be used to shape the shell adiabat by creating a decaying
shock wave.18,19 This technique modifies the adiabat by modi-
fying the pressure inside the shell. The ablation pressure from
the picket pulse creates a shock wave that raises the pressure at
the ablation surface and propagates into the shell. A rarefaction
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wave propagates toward the shock wave at the end of the picket
pulse. The shock-wave pressure then decays after the rarefac-
tion wave overtakes it, reducing the pressure and lowering the
adiabat for the inner sections of the shell.

The shell adiabat can also be shaped by propagating a strong
shock wave in a fluid where the density increases from the
ablation surface to the inner shell.20 This density shape is
created by a low-intensity, narrow picket pulse that causes the
shell to decompress after it is turned off. This pulse shape is
shown in Fig. 101.9(b). Shell decompression creates a density
profile that is low at the ablation interface and high in the inner
shell. The pulse shape needs to be timed so that the shock wave
from the drive pulse reaches the shell–gas interface at the same
time as the rarefaction wave from the picket pulse.

Picket-pulse shapes are not new to inertial confinement
fusion (ICF); Lindl and Mead mentioned picket pulses in
Ref. 21. This work showed that multiple picket pulses used in
a simulation showed reduced target distortions during implo-
sion. This was attributed to the impulsive nature of the picket
drive with no mention of adiabat shaping. In the 1980s,
simulations done at Lawrence Livermore National Laboratory
(LLNL) and LLE22 showed that if a picket pulse is used with
a low-adiabat drive, the acceleration RT growth is reduced.
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Figure 101.8
Schematic of a shell showing a shaped adiabat between the ablation surface
and the inner surface. The shaded region is the portion of the shell that is not
ablated. The adiabat is higher in the ablated material and therefore reduces
the RT growth of ablation-interface perturbations.

LLE has done planar RT growth experiments23 with picket
pulses and established an analytical understanding of adiabat
shaping with picket pulses.18–20 Picket pulses are being ac-
tively studied to improve direct-drive target performance.
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Figure 101.9
Laser pulse shapes for a decaying-shock-wave picket and a relaxation picket.
In (a) the decaying shock wave is created by the short picket at the beginning
of the pulse shape. The adiabat is shaped as the shock wave decays. The pulse
shape for a relaxation picket drive is shown in (b). The low-intensity, narrow
picket in front creates a spatial-density profile that is low at the ablation region
and high inside the shell. The strong shock wave resulting from the high
foot intensity then propagates through this density profile, shaping the
shell’s adiabat.

Planar Experiments
Acceleration interface perturbation growth due to the RT

instability has been routinely studied in planar targets. A non-
converging planar target allows the whole foil to be placed on
a high adiabat to study how the adiabat affects the RT growth.
The mass-modulated accelerated foil was composed of a
20-µm-thick CH foil with perturbations imposed on the side
irradiated by the laser.24 This thickness was chosen because it
has about two attenuation depths for the 1.0- to 1.5-keV x rays
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used for radiography. The initial perturbations were (1) a
wavelength of λ = 60 µm and amplitude of a = 0.25 µm; (2) λ
= 30 µm and a = 0.125 and 0.25 µm; and (3) λ = 20 µm and
a = 0.05 and 0.25 µm. The perturbation amplitudes decreased
with decreasing wavelength to ensure that the growth was
measured in the “linear” (a < λ/10) phase of the RT instability.
The 0.25-µm-amplitude perturbation at wavelengths of 30 µm
and 20 µm was used to study the stability of this perturbation
for large picket intensities where little or no growth was
expected and the smaller amplitude perturbation was below the
detection threshold.

Planar targets with imposed mass perturbations were accel-
erated using ten laser beams overlapped with a total over-
lapped peak intensity of 1.7 × 1014 W/cm2. Each of the drive
beams was focused to a spot size with a diameter of ~930 µm
(at the 5% intensity contour) and used all of the beam smooth-
ing available on OMEGA. The use of distributed phase plates,
polarization smoothing, and SSD resulted in a laser-irradiation
nonuniformity relative to the intensity envelope of <1% over
a 600-µm-diam region defined by the 90% intensity contour.
Two pulse shapes were used for the drive beams: first, a pulse
with a Gaussian rise to a 2-ns constant intensity (referred to as
the drive pulse) and, second, this same pulse with a Gaussian
picket placed ~2 ns ahead of the time when the drive pulse
reaches constant intensity. The pulse shape is shown in
Fig. 101.10(a). The maximum drive intensity was designed to
be the same for irradiation with and without a picket.

A comparison of the calculated and measured amplitudes of
the fundamental Fourier mode of the optical-depth modulation
for a 20-µm-wavelength perturbation is shown in Fig. 101.10(b),
for a drive pulse only, a picket 50% of the drive-pulse intensity,
and a picket 100% of the drive intensity. The data with and
without the picket have been temporally shifted to match the
start of the measured drive pulse. Multiple shots were per-
formed at each wavelength, with the x-ray diagnostics using
different temporal windows covering the duration of the drive
pulse. A clear reduction in the 20-µm-wavelength perturbation
growth rate is seen for the 50% I Ip d  data. Data for a picket
with an intensity of 100% of the drive pulse show that the
ablation velocity during the drive pulse is large enough to
stabilize the RT growth at this wavelength. Two-dimensional
(2-D) hydrodynamic simulations of the experiment agree with
the experimental data without and with picket pulses with
intensities equal to 50% of the drive pulse.

A picket pulse is also effective in reducing the imprint seed
for the RT instability in cryogenic implosions.22 Current cryo-

Figure 101.10
Planar RT growth experiments used the pulse shape shown in (a). The
300-ps-wide picket caused the foil to decompress, lowering the ablation-
interface density and raising the ablation velocity. The modulation in optical
depth is shown in (b) for an imposed 20-µm-wavelength perturbation. Data
without a picket are shown as plus (+) symbols, data for a picket with an
intensity of 50% of the drive are shown as filled circles, and data for a picket
with an intensity of 100% of the drive are shown as triangles. Lines indicate
2-D hydrodynamic simulations of the experiments with the dotted line for no
picket, the solid line for a 50% picket, and the dashed line for a 100% picket.
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genic targets are thin (~3- to 5-µm) CH shells with a 100-µm
layer of DT or D2 ice. The density mismatch between the CH
shell and the hydrogenic layer causes a pressure gradient to be
established during the constant-intensity foot portion of the
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laser illumination. The ablation surface is accelerated as a
result of the pressure gradient, and the laser imprint is ampli-
fied by the RT instability. A picket pulse mitigates the pressure
gradient and reduces the RT amplification of the laser
nonuniformities and thus reduces the RT seed from imprinting
for the target implosion.

Planar experiments were done to study imprint reduction
with picket pulses for layered targets. The planar targets were

constructed with a 5-µm-thick, solid-density CH layer and a
90-µm-thick CH foam layer with a density of 0.18 g/cm3. This
foil target acts as a surrogate for a section of a cryogenic spher-
ical target. Intensity perturbations with wavelengths of 120,
90, 60, and 30 µm using specifically designed DPP’s in a single
beam were imposed on these planar foils. Figures 101.11 and
101.12 show the experimental optical-depth-modulation am-
plitude for these perturbations. Data in Figs. 101.11(a) and
101.11(b) show little reduction in the imprinting for long-

(a) 120 mm (b) 90 mm
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Figure 101.11
Imprinting data for 120-µm and 90-µm intensity pertur-
bations. Data with SSD off and no picket are plotted as
diamonds, data with SSD on and no picket as squares,
and data with SSD off and with the picket as circles.
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Figure 101.12
Imprinting data for 60-µm and 30-µm intensity
perturbations. Data with SSD off and no picket are
plotted as diamonds, data with SSD on and no
picket as squares, and data with SSD off and with
the picket as circles.
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wavelength perturbations when the picket pulse was used.
There is no difference at 120-µm-wavelength perturbations
[Fig. 101.11(a)] with and without the picket. The data for a
90-µm-wavelength perturbation [Fig. 101.11(b)] with the
picket pulse lie between the data without the picket and with
SSD off and SSD on. The shorter-wavelength perturbations
show a greater effect on optical-depth modulation for the
picket pulse [Figs. 101.12(a) and 101.12(b)].

Modulation in optical-depth data shows that the amplitude
of the imprint with the picket is the same as that when SSD is
on and there is no picket pulse. The DPP’s used to impose the
intensity perturbations are refractive optics, so SSD will not
affect the perturbation wavelength but will reduce the contrast
and, thus, the perturbation amplitude. The picket is as effective
as one-dimentional (1-D), 1.5-Å SSD at reducing the imprint
for 60-µm-wavelength [Fig. 101.12(a)] and 30-µm-wavelength
[Fig. 101.12(b)] perturbations.

The temporal evolution of the optical-depth data shown in
Figs. 101.11 and 101.12 shows that only the 30-µm-wave-
length perturbation has its RT growth rate reduced. This is not
unexpected. Previous planar growth experiments with picket
pulses20 have shown that the RT growth of long-wavelength
perturbations (λ ≥ 60 µm) is less affected by the picket pulse
than the short-wavelength perturbations (λ = 30 and 20 µm).
This is a result of the k-dependence of the ablation-velocity sta-
bilization term in the dispersion formula for the RT growth rate.

Spherical Experiments
The OMEGA26 laser system imploded spherical targets

with the pulse shapes shown in Fig. 101.13. Sixty beams of
351-nm radiation were incident onto the target. All beams had

polarization smoothing, 1-THz bandwidth, 2-D SSD, and
DPP’s with an intensity envelope given by a third-order super-
Gaussian to minimize the illumination nonuniformities im-
posed by the laser. The targets used for these measurements are
shown as the inset in Fig. 101.13. The shells were made of
either 33- or 27-µm-thick polystyrene and filled with three
gas-fill conditions: 15 atm of D2; 3 atm of D2; and a mixture
of 12 atm of 3He and 6 atm of D2. All targets had a 1000-Å
layer of aluminum as a gas-retention barrier. The laser pulse
shapes were optimized for an outer diameter of 906 µm, and the
targets had diameters that ranged from 901 to 923 µm.

Results from the fusion-product-yield measurements for
three shots for each target and pulse shape are shown in
Figs. 101.14(a) and 101.14(b). For the 15-atm-D2-filled,
33-µm-thick shell [Fig. 101.14(a)], there is a factor-of-3 in-
crease in the number of D2 neutrons from the target irradiated
with a picket pulse than that from the target without a picket.
The experiment was optimized for the 33-µm-thick shells; the
improvement for the 27-µm-thick shells is only 50%. Both the
3-atm-D2-filled and the 3He-D2-filled, 33-µm-thick shells
show an improved fusion yield by a factor of 2. The ratio of the
measured primary neutron yield to the neutron yield predicted
by the hydrodynamics simulation [usually referred to as yield-
over-clean (YOC)] is plotted in Fig. 101.14(b) and shows that
the 15-atm-D2-filled, 33-µm-thick shells improve from 0.03 to
0.19. In all cases, the YOC can be seen to improve significantly.
The results from high-adiabat implosions with 1-ns square
drive pulses are also plotted in Figs. 101.14(a) and 101.14(b).
The absolute fusion yield from the 1-ns square data is between
yields measured without and with the picket pulse. A high-
adiabat implosion will have a lower calculated yield, and
therefore the YOC data for the 1-ns square implosions are
higher than either the non-picket or picket YOC’s.
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Figure 101.14
Fusion-produced yield from the decaying-shock-wave picket implosions.
The absolute yields are shown in (a) and the normalized yields in (b). The
picket data are plotted as squares, non-picket data as diamonds, and 1-ns
square pulse implosions as circles.

Neutron-production rates for the 15-atm-D2-filled, 33-µm-
thick shell, measured (symbols) and predicted (lines), are
shown in Fig. 101.15. The solid curve and open circles are data
from the implosion without a picket. The dashed curve and
filled circle plots are from the matching implosion using a
picket. The experimental data were measured with the “neu-
tron temporal diagnostic” (NTD).27 The temporal offsets needed

to compare experimental and simulation data were determined
by maximizing the cross-correlation of the drive portion of the
pulse as a function of a temporal shift relative to the laser pulse
without a picket. This aligned the leading edges of the main
drive pulse for all of the data. It is assumed that the neutron
production is determined by the compression of the target by
the drive pulse. Comparing the experimental data with predic-
tions indicates that the implosions using a picket not only attain
higher absolute yields than the implosions without a picket but
also return, as was stated earlier, a larger fraction of the 1-D
yield. This suggests more stable implosions with less mix due
to RT growth. One-dimensional hydrodynamic simulations
indicate that there is little if any adiabat shaping from the picket
for these implosions. CH targets are affected by radiation
transport that changes the shell adiabat, and this dominates the
adiabat from the picket at the time of peak acceleration.
Cryogenic D2 targets will not be dominated by radiation and
should show decaying shock-wave adiabat shaping.
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Figure 101.15
NTD data from the decaying-shock-wave implosions. LILAC simulation
results are plotted for the non-picket pulse (dashed line) and the picket pulse
(solid line). Experimental data are plotted for the non-picket pulse (open
circles) and the picket drive (dark circles).

The OMEGA laser system was also used to study the effect
of relaxation picket target designs on imploding CH shells. A
relaxation picket implosion uses a picket in front of a drive
pulse that has a high foot intensity. The picket is separated from
the drive pulse by a region of zero intensity during which time
a rarefaction wave causes the shell to decompress. The non-
picket drive is designed to implode the targets on the same
adiabat (α ~ 2) as that of the inner layer for the relaxation



IMPROVED TARGET STABILITY USING PICKET PULSES TO INCREASE AND SHAPE THE ABLATOR ADIABAT

LLE Review, Volume 101 19

picket. These pulse shapes are shown in Fig. 101.16. The picket
pulse had a FWHM of ~60 ps. The targets shown schematically
by the inset in Fig. 101.16 were designed for a total laser
energy of 18 kJ. They are 870-µm-diam, 35-µm-thick CH
shells filled with 15 atm of D2. A thin (1000-Å) Al layer coated
the outside of the targets and was the gas retention barrier.
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Figure 101.16
Pulse shapes used for relaxation-picket-pulse experiments. The picket drive
is shown as the solid line and the non-picket drive as the dashed line. The
targets used are shown as an inset.

The measured experimental yields increased when a relax-
ation (RX) picket pulse was used. The neutron yields shown in
Table 101.I were taken for laser drives with and without SSD
and with and without a picket pulse. With either SSD on or
SSD off, the neutron yields are higher when a picket-pulse
drive is used. The yield increases by a factor of 2.5 in the case
of SSD off. The laser energy (17.3±0.2 kJ ) was very stable for
these implosions, allowing for the direct comparison of mea-
sured yield data.

Table 101.I: Measured experimental yields increase
when a relaxation picket is used.

SSD Off SSD On Clean 1-D

Yield (×109) Yield (×109) Yield (×1010)

Picket 5.6±0.2 6.8±0.2 5.2±0.5

No picket 2.2±0.1 5.5±0.5 4.0±0.2

One-dimensional hydrodynamic simulations28 were used
to calculate the adiabat shape at the start of acceleration and at

peak acceleration shown in Fig. 101.17. LILAC simulations
indicate that RX adiabat shaping in CH is effective throughout
the acceleration phase. The adiabat without a picket pulse is
illustrated as the “flat” case. At the start of the shell accelera-
tion the adiabat is nearly constant at α = 2 when no picket pulse
is used. The RX drive has an adiabat of α = ~12 at the ablation
interface and an α = 2 for the inner shell layer. The shape of
the adiabat is still steeper for the RX drive at the time of peak
acceleration, thus maintaining the effect of a high adiabat at
the ablation interface while keeping a low (α = 2) adiabat in
the shell’s interior.
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Shell adiabat shapes for the relaxation-picket-drive implosions. Shapes for
the start of the acceleration are shown in (a) and those for near the peak
acceleration are shown in (b). The non-picket drive is shown as a dashed line
while the picket-drive profiles are shown as a solid line. The x axis is the
Lagrangian mass coordinate.
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Extension to Cryogenic Targets
The planar and spherical experimental data can be used to

predict the expected performance of cryogenic target picket-
pulse implosions. Greater shell stability is predicted for high-
performance OMEGA cryogenic target designs with a picket
pulse.18 The decaying-shock-wave picket pulse for a cryo-
genic target is shown in Fig. 101.18. An OMEGA cryogenic
target is typically 860 µm in diameter with a 5-µm-or-less CH
shell, with a 65-µm-or-greater DT-ice layer, and a DT-gas
pressure determined by the target’s temperature. A schematic
of this target is shown as the inset in Fig. 101.18. These target
implosions are simulated with a drive pulse that has a peak
intensity of 30 TW. A 20-TW picket is added for picket
implosions. Table 101.II lists the 1-D simulation results. The
simulations show that the picket does not compromise the core
conditions but improves the shell’s integrity. The calculated ρR
is 330 mg/cm2 without the picket and 305 mg/cm2 with the
picket drive. Neutron yields are nearly identical at 6.5 × 1014

and 6 × 1014 without and with the picket, respectively. The
shell’s stability or integrity is determined by the ratio of the
bubble amplitude to the shell thickness. This ratio is greater
than 100% for the non-picket implosion and only 55% for the
picket implosion.

Table 101.II: The decaying-shock-wave picket improves the
stability of cryogenic target implosions.

No Picket Picket

ρR (mg/cm2) 330 305

Y (×1014) 6.5 6

Abubble/Th (%)1 >100 55
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Figure 101.18
Pulse shapes used for cryogenic target simulations. The picket drive is shown
as a solid line, and the non-picket drive as a dashed line. The targets used are
shown as an inset.
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Shell adiabat and density shapes for the cryogenic target simulations. Shapes
for the decaying-shock-wave picket at the start and end of shell acceleration
are shown in (a) and those for the relaxation picket are shown in (b). The non-
picket drive adiabat is shown as a solid line while the picket drive adiabat
profiles are shown as a dotted line. The density profiles for the non-picket
drive are shown as the long-dashed curves and density profiles for the picket
drive are shown as the short-dashed curves. The shaded region represents the
ablated mass.

Calculated adiabat and density profiles for both the decay-
ing-shock-wave and relaxation-picket-pulse shapes are shown
in Figs. 101.19(a) and 101.19(b). A decaying-shock-wave
picket shapes the shell’s adiabat [Fig. 101.19(a)] for a cryo-
genic target at the start of acceleration. The average adiabat for
the ablated mass and the inner mass can be calculated from the
simulation output. The average ablated mass adiabat calcu-
lated for the adiabat shape at the start of acceleration is 8 and
the average inner adiabat is 5. At the end of the acceleration
phase the average shell adiabat is 5; therefore, the cryogenic
target was imploded with a higher ablation interface adiabat
than the interior shell adiabat. The relaxation picket shapes
the adiabat of the shell at the onset of acceleration as shown in
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Fig. 101.19(b). The RX drive simulations are also used to
calculate the average adiabats for the ablated mass and the
shell’s interior. The shell’s adiabat varies from α = 16 at the
ablation interface to α = 3 in the shell’s interior. The average
adiabat for the ablated mass is 12 and for the inner shell is 3 at
the start of shell acceleration. The average shell adiabat at the
end of shell acceleration is 4. Both the decaying-shock-wave
and the RX picket pulses shape the shell’s adiabat for OMEGA
cryogenic targets.

Conclusions
Picket pulses coupled to a low-adiabat drive pulse reduce

both imprinting and perturbation growth. Adiabat shaping has
the potential to improve target stability without significantly
increasing the energy needed for compression and ignition.
The ablation surface has a high adiabat to increase the ablation
velocity and therefore reduce the RT growth. This is done while
maintaining the inner portions of the shell on a low adiabat so
that the energy needed to compress the core is minimized. The
adiabat can be shaped either by launching a decaying shock
wave that has a high pressure at the ablation surface and a low
pressure at the inner shell surface or by using a picket pulse to
produce a spatial density distribution so that a strong shock
wave propagating from the ablation interface to the inner shell
surface produces an adiabat that is high in the ablated material
and low in the compressed material.

Planar experiments with picket pulses have reduced RT
growth and imprinting, and spherical experiments with picket
pulses show increased fusion yields when a picket pulse is
used. With a picket-pulse intensity equal to 50% of the drive-
pulse intensity, the RT growth was reduced for a 20-µm-
wavelength surface perturbation and no significant RT growth
was measured for a picket intensity equal to 100% of the drive
pulse. Imprint experiments demonstrated that picket pulses
were as effective as 1-D, 1.5-Å SSD at the reduction of imprint
for both 60-µm- and 30-µm-wavelength perturbations. Spheri-
cal target experiments were done with picket pulses that
generate a decaying shock wave and a relaxed density profile.
The yields of fusion products are improved both in terms of the
absolute value and in terms of the comparison to 1-D hydrody-
namic simulation output for the decaying-shock-wave picket,
and the absolute yield increased with SSD on and SSD off
when the relaxation picket was used.

One-dimensional and two-dimensional hydrodynamic simu-
lations with cryogenic targets show that performance is ex-
pected to improve when either the decaying shock wave or the
relaxation picket pulse is used. The shell’s adiabat can be

shaped with either the decaying-shock-wave picket or the
relaxation-picket-pulse shape. There is little difference be-
tween the core conditions with the flat-shell adiabat or the
shaped-shell adiabat, but the ratio of the bubble amplitude to
shell thickness is ~55% when the picket is added to the drive.

Results with warm CH targets and calculations with cryo-
genic targets indicate that picket pulses can be used for NIF
direct-drive implosions. Either the decaying-shock-wave or
the relaxation-picket-pulse shape can be used to improve the
likelihood of achieving ignition.
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Introduction
The importance of conducting a quantitative, high-spatial-
resolution investigation of thin-film-damage morphology is
twofold. First, comparison of spatial frequencies of the dam-
aged site with the surrounding unmodified material may indi-
cate the presence of particular processes in the damage event.
For instance, a smooth surface that is missing granular film
structure usually points to melting of thin-film material. Sec-
ond, experimental data on geometry (lateral size, depth, cross-
sectional profiles, volume) of the modified material provide
vital information for theoretical-model validation.

High-resolution studies of laser damage in thin films have
generated a significant amount of information regarding mor-
phological changes in coating materials under different condi-
tions (wavelength and pulse length, fluence, spot size) of
irradiation. The application of high-resolution methods estab-
lished that nanosecond-pulse–driven damage in thin-film coat-
ings is linked to localized absorbing defects. For lasers operating
in the UV spectral range, even a few nanometer-sized defects
can initiate thin-film damage in the form of craters.1

Despite this fact, very few systematic studies link thin-
film-defect parameters and local laser fluence to micron- and
nanometer-scale modification of thin-film material. The most
important reason for that is that size and density of defects in
laser-quality coatings are extremely small,1 thus precluding
any characterization. An investigation of the role of nodular
defects in multilayer 1.06-µm laser damage2,3 serves as one
example of such studies. To assuage this challenge, SiO2
thin films with embedded gold nanoparticles serving as
artificial absorbing defects have been explored4–13 and have
proven to be a very useful model system for unraveling dam-
age mechanisms.

Previous experiments with this system subjected to UV,
nanosecond pulses showed that during the laser pulse, absorp-
tion is not confined to the absorbing defect.7 Upon defect-
temperature rise, modification of the surrounding matrix takes
place followed by effective growth of the absorbing volume.

High-Spatial-Resolution Studies of UV-Laser-Damage Morphology
in SiO2 Thin Films with Artificial Defects

According to theoretical predictions by M. Feit et al.,14,15 this
growth saturates when reaching a scale of the order of the
excitation wavelength λ. The same theory establishes scaling
relations between damage-crater diameter and particle-lodg-
ing depth at fixed laser-fluence conditions.

A detailed theoretical description of the laser-pulse-energy
deposition followed by crater formation remains a challenge
even for this well-characterized model system. The initial
stages, including kinetics of absorption and heating in the gold
particle and energy transfer processes at the particle–matrix
interface, were studied by P. Grua et al.16,17 It was shown that
thermionic electron emission from gold inclusion is an impor-
tant mechanism of energy transfer to the surrounding matrix.

Promising results have been obtained with the one-dimen-
sional (1-D) hydrodynamic code DELPOR (F. Bonneau et
al.18), including electromagnetic effects, thermal conduction,
radiative transfer, ionization by thermal UV radiation, and
propagation of shock waves. From this code, combined with
the two-dimensional (2-D) hydrodynamic code HESIONE,19

which calculates mechanical effects using brittle-fracture
models, a crater-formation picture emerges for relatively
large, 600-nm particles in qualitative agreement with experi-
ment.8,9 Remaining difficulties here are related to the paucity
of accurate data on electrical, thermal, optical, and mechanical
properties of materials in the solid, liquid, vapor, and plasma
states in the temperature range from ambient to ~104 K.

In this work, we used 18.5-nm gold nanoparticles as artifi-
cial defects embedded in a SiO2 thin film at several well-
defined distances from the film surface. Atomic force micros-
copy (AFM) is used to investigate the damage morphology
produced by 351-nm, 0.5-ns laser pulses and dominated by
submicrometer-scale craters. Variation in crater diameter, depth,
and shape with laser fluence and particle-lodging depth is
systematically studied and compared with phenomenological-
theory14,15 predictions. The contributions of two major mecha-
nisms of damage crater formation—melting/evaporation and
fracture/ejection—are evaluated.
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Experimental
A SiO2 thin-film sample containing gold nanoparticles is

prepared in three steps: Initially, a 240-nm SiO2 thin film is
deposited by e-beam evaporation onto a cleaved fused-silica
(Corning 7980, 14 × 6 × 5 mm) substrate. Next, gold nano-
particles of average diameter d = 18.5 nm (standard deviation
= 0.9 nm; data from Ted Pella, Inc.) in the form of a gold colloid
are diluted in isopropanol and deposited by a micropipette
onto the SiO2-coated surface. Finally, the sample is returned to
the coating chamber and coated with an additional layer of
SiO2. Five samples are prepared as described above, all coated
in the same deposition run, each with a different capping-layer
thickness: 30 nm, 60 nm, 110 nm, 190 nm, and 240 nm. A more
detailed description of the sample preparation can be found in
Ref. 7.

A Nd-doped glass laser (frequency-tripled, 351-nm, 0.5-ns
pulses; 400-µm spot size) is used for sample irradiation. Laser-
beam incidence on the entrance surface was slightly off-
normal (~7°) in order to prevent influence of the back-reflection
(~4%) from the sample exit surface. No damage is observed
within the bulk or at the rear surface of the cleaved fused-silica
substrate at the entrance-surface fluence <8.1 J/cm2. Laser-
fluence profiles are obtained from images captured by a low-
noise (few electrons/pixel/s at a temperature of –40°C),
high-dynamic-range, charge-coupled-device (CCD) imaging
camera (Spectral Instruments, Inc.) in a sample equivalent
plane. Correlation between laser-spot intensity and areal den-
sity and average size of damage craters allows attributing the
peak fluence to the damage center (see Fig. 101.20). Once it is

done, laser fluence versus sample-coordinate dependence can
be easily established and damage crater geometry versus
fluence behavior investigated. The particular laser fluence at
which the crater diameter approaches zero value is defined as
the nanoscale damage threshold.

The damage morphology investigation is conducted by
means of atomic force microscopy (AFM) (NanoscopeIII,
Digital Inst./Veeco) operated in tapping mode. High-aspect-
ratio (better than 5:1) silicon probes are used to ensure convo-
lution-free imaging of craters with steep wall angles approaching
80° with the horizon.

Results and Discussion
1. Damage Morphology

Submicrometer-sized craters, formed exclusively at nano-
particle locations,7 are the main damage-morphology features.
In the case of shallow particle-lodging depths (30 nm and
60 nm) and close to the crater-formation threshold, the craters
are very small, with a typical lateral size of 35 to 50 nm, and
randomly shaped (see Fig. 101.21). The absence of a rim
elevated above the average surface level and the random shape
point to a material-removal mechanism without significant
melting. The portion of the film above the particle is probably
ejected under pressure created in the process of particle heat-
ing. This picture holds in the fairly narrow fluence range of
0.5 to 0.8 J/cm2 for a 60-nm lodging depth, and in the range
of 0.6 to 4 J/cm2 for a 30-nm lodging depth [detailed in the
Crater Geometry Versus Laser-Fluence Behavior section
(p. 28)]. Beyond this initial fluence range, a crater takes a
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Figure 101.20
Experimental scheme of nanoscale damage threshold and crater diam-
eter versus laser-fluence determination. (a) Laser-spot x-intensity
profile; (b) damage crater areal distribution; (c) crater diameter versus
x coordinate position. The nanoscale threshold value is defined as the
laser fluence at which the crater diameter is approaching zero value.
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Figure 101.21
Craters originated by particles with 30-nm lodging depth at close-to-thresh-
old conditions, 0.4-µm × 0.4-µm AFM image.
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Figure 101.22
Typical craters originated by particles with 60-nm lodging depth at fluence
F = 6.2 J/cm2, 1.5-µm × 1.5-µm AFM scan.

conventional symmetric shape with an elevated rim, indicative
of melting and resolidification (Fig. 101.22). The smooth
internal surface of these craters, shown in Fig. 101.23, is
missing the granular texture of the surrounding film, which is
characteristic of melting and explosive vaporization. Later,
this type of crater will be referred to as a regular crater. It is also

useful to note here that under the term vaporization, we
consider all processes transforming material from the liquid
phase into the vapor phase, including fragmentation (nano-
cluster formation).
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Figure 101.23
Internal walls of craters originated by particles with 60-nm lodging depth
at fluences F > 1 J/cm2 are missing granular structure of the surrounding
film, indicative of melting and vaporization. Contrast enhancement function
is applied in order to amplify high special frequencies, 0.8-µm × 0.8-µm
AFM image.

Damage-crater morphology caused by particles at 190-nm
and 240-nm lodging depths is very different. From this point
this type of crater will be referred to as a complex crater. The
lateral shape of these craters (depicted in Fig. 101.24) is asym-
metric, most often with partial circularity and sharp corners—
all pointing to hoop-stress–driven material removal. On the
other hand, their internal surfaces are smooth (Fig. 101.25),
indicative of the melting point having been reached. A cross-
sectional profile of a typical complex crater is also depicted in
Fig. 101.25. It clearly shows two parts: a narrow “channel”
with vertical walls at the bottom and a wide upper part with
inverse aspect ratio. Absence of the rim around the crater
indicates that energy deposited in the upper part of the crater
was insufficient to cause molten material flow at the outer
crater boundary.

One possible scenario for the formation of this type of crater
is as follows: Initially, absorption inside and around the par-
ticle causes melting and superheating of the material within the
channel volume. This process is accompanied by rapid inter-
nal-pressure buildup and shock-wave generation. When the
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Figure 101.24
Craters originated by particles with 190-nm lodging depth. Random, partially
circular shapes pointing to hoop-stress–driven material removal of the top
film layer, 2-µm × 2-µm AFM scan.
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Figure 101.25
Smooth internal walls of complex craters point to the melting point having
been reached. Cross-sectional crater profile reveals presence of two parts, a
narrow channel on the bottom and a wide upper part removed by fracture.

generated hoop stress exceeds the strength of the silica material
(fracture toughness ~0.75 Mpa • m1/2 for bulk fused silica),
fracture along the boundaries of the upper part of the crater
takes place, followed by ejection of both the fractured portion
and the molten material from within the channel.

Formation of such a complex crater was also reported in
Refs. 9 and 10, where much larger gold particles of 600 nm
were embedded in a SiO2 film matrix. In the case of 110-nm
lodging depth, both types of crater geometries characteristic
for shallow and deep particle locations are present (Fig. 101.26).

G6403

0.5 1.0 1.5

mm

Figure 101.26
Craters formed from intermediate, 110-nm-deep particle location. Both types
of craters, regular and complex, are generated simultaneously, 2-µm × 2-µm
AFM scan.

2. Nanoscale Damage Thresholds
The definition of damage threshold has always been linked

to the method of detecting material modification. Conse-
quently, type and sensitivity of the damage-detection equip-
ment have a major impact on measured threshold values. The
most commonly used optical methods are adequate for practi-
cal evaluation of optical-component survival in high-power
laser systems or for studying particular trends, like pulse-
length dependencies. Still, these methods are very difficult to
use for meaningful comparison with the theories describing
the dynamics of the damage process.

AFM investigation of crater size versus laser-fluence de-
pendencies allows one to find the crater-formation threshold
(nanoscale threshold) as that fluence at which the crater diam-
eter approaches zero. It corresponds to a maximum fluence
causing only limited localized melting without material re-
moval. This definition is in much better agreement with theo-
ries that consider matrix melting as the onset of damage.

The results of nanoscale-threshold measurement summa-
rized in Table 101.III and in Fig. 101.27 show a threshold
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increase with increasing particle-lodging depth. An explana-
tion comes from the fact that at near-threshold conditions,
deeper particles consistently produce deeper and larger craters
[see the Crater Geometry Versus Laser-Fluence Behavior
section (p. 28)]. Consequently, larger material removal re-
quires more energy to be absorbed for a crater to form.
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Figure 101.27
Nanoscale damage thresholds as a function of particle-lodging depth.

Table 101.III:  Nanoscale damage thresholds.

Particle Lodging Depth Nanoscale Threshold
(J/cm2)

h0,nm h0/d

30 1.6 0.56±0.15

60 3.2 0.45±0.10

110 5.9 1.11±0.21

190 10.3 1.24±0.16

240 13.0 1.67±0.14

3. Theoretical Approach to Crater Formation
As was mentioned above, numerical calculations of dam-

age-crater–formation kinetics and final geometries are very
challenging. In this work, we compare experimental results
on crater lateral size behavior as a function of fluence and
absorbing defect lodging depth with phenomenological-
theory14,15 predictions.

The main assumptions and results of this theory can be
formulated as follows: If the temperature around an absorbing
defect exceeds a critical value, a thermal explosion20 takes

place. In this process, the defect-surrounding matrix becomes
absorptive and undergoes rapid heating and ionization with
plasma density exceeding critical. This process is depicted
schematically in Fig. 101.28.

G6389

Laser pulse

“Plasma ball”

Figure 101.28
Schematic of the plasma-ball formation around an absorbing defect.

Considering that the major part of the absorbed energy goes
into ionization of the material, the ionized volume (plasma
“fire ball”) radius a grows exponentially with laser fluence F:

a a= 0 exp ,γ (1)

where the growth factor γ scales linearly with F.

At high laser fluences, growth of the plasma ball tends to
saturate, and its diameter reaches a maximum value of the
order of the absorbed-light wavelength λ. In this case absorbed
energy can be estimated as

E F= πλ2. (2)

The radius R of a produced crater is determined by E, the
energy deposited in the plasma-ball volume, and h, the lodging
depth of the initiating absorber.

At fixed energy E, the crater radius as a function of lodging
depth h is given by the expression

R h h hd
2 2 3 4 3 4 3= −( ), (3)
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where hd is the maximum lodging depth at which a crater is
still formed. For this depth, energy E is the threshold energy
for crater formation and corresponds to the nanoscale damage
threshold.

The maximum crater radius Rm and corresponding lodging
depth hm are given by

R h h h hm m d m d= ≈ ≈2 0 6 0 44. . .and  (4)

At high laser fluences, when the growth of the plasma ball
saturates, crater radius growth with fluence can be approxi-
mated by 1/3 power law:

R F~ .1 3 (5)

4. Crater Geometry Versus Laser-Fluence Behavior
a.  Crater-diameter variation with fluence.  Geometrical

parameters measured for the two types of crater morphology
are schematically presented in Fig. 101.29. Henceforth, a
cross-sectional profile similar to Fig. 101.29(a) will be referred
to as a regular crater, and one similar to Fig. 101.29(b) as a
complex crater.

Crater diameter D is measured by means of the cross-
sectional analysis of AFM images as crater opening at average
surface level (see Fig. 101.29). In the case of asymmetric
craters, diameter values are taken as an average of measure-
ments taken in two orthogonal directions crossing the center of
gravity of the crater opening area. Each data point in the D(F)

(a) (b)
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Figure 101.29
Cross-sectional profiles (not to scale) of (a) a regular crater and (b) a complex
crater. Crater parameters measured by AFM: crater diameter D, crater depth
h, crater channel diameter Dch, channel depth hch, and crater width at particle-
center position Dp.

graph is obtained as an average for all craters (2 to 10) imaged
within a particular AFM scan (2 µm × 2 µm or 3 µm × 3 µm)
and correlated with one fluence value.

This averaging allows variations to be smoothed out in the
crater geometry for individual particle locations caused by the
inhomogeneous thin-film environment. As shown earlier (see
Ref. 7), variations in the particle/thin-film interface geometry
strongly affect both absorption by the particle and energy
transfer to the surrounding-film matrix. This effect is more
pronounced at close-to-threshold conditions, when only par-
ticles with the best contact with the matrix are producing
craters. At laser fluences many times exceeding threshold, the
probability of crater formation is approaching 100% and, for
regular craters, variation in crater size is significantly reduced.

Crater diameter versus fluence dependence for shallow
lodging depths—30 nm and 60 nm—is presented in
Fig. 101.30. In the case of the 60-nm lodging depth, it can be
well approximated by a linear fit. More complex behavior is
observed in the 30-nm case where, after a threshold jump,
stagnation of diameter growth is measured in the fluence
range of 0.6 to 4 J/cm2. At higher fluences, almost exponen-
tial growth sets in, and at F > 7 J/cm2, 30-nm and 60-nm
curves tend to merge together.

An explanation for this behavior in the case of 30-nm
lodging depth may be found in the coating geometry (see
Fig. 101.31). The coating above the particle is growing like a
nodule and forms a spherical bump with lateral size L for
which AFM measurement (unirradiated site) gave an average
value of 47 nm. This value fits well within crater diameter
sizes of 35 to 50 nm measured in the fluence range of 0.6 to
4 J/cm2. Together with the typical crater depth of ~30 nm this
points to material removal within one nodular volume, indi-
cated by the dashed line in Fig. 101.31. Shallow particle
location and gold-silica thermal mismatch imply reduced
strength of the coating within the nodular volume described
above and lend support for the following explanation: Upon
energy absorption from the laser pulse and particle heating,
pressure applied to the portion of the coating above the particle
may suffice for its ejection without melting of the surrounding
matrix. With an increase in laser fluence, increased pressure
leads to even faster ejection and, possibly, additional heating of
the removed material, but still without reaching a critical
temperature at the particle/matrix interface. Eventually, at a
high-enough fluence (>4 J/cm2), coupling to the surrounding
matrix takes place before material ejection, leading to dramatic
growth in crater size. In the case of 60-nm lodging, a similar
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stagnation range exists, though over a very narrow fluence
range of 0.5 to 0.8 J/cm2. As one can notice, crater-diameter
growth with fluence in the cases of 30-nm and 60-nm lodging
(see Fig. 101.30) is much faster than F1/3. This indicates that
the plasma-ball saturation regime [see the Theoretical Ap-
proach to Crater Formation section (p. 27)] is not reached at
fluences <8.1 J/cm2.
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Figure 101.30
Crater diameter versus fluence dependence for shallow particle-lodging
depths, 30 nm and 60 nm.
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Figure 101.31
Thin-film geometry in case of 30-nm particle-lodging depth.

Crater diameter versus fluence dependence for 110-nm,
190-nm, and 240-nm lodging depths is depicted in Fig. 101.32,
showing several features different from the case of shallow-
lodging depth. The most notable difference is size. For in-
stance, at near-threshold conditions, craters start with ~390-nm
diameter for 240-nm lodging compared to ~35-nm diameter
for 30-nm lodging. The reason goes beyond the trivial fact that
at fluences just above threshold, deeper absorbers produce
larger craters. More importantly, different crater-formation

processes come into play with increasing lodging depth. Regu-
lar craters [Fig. 101.29(a)] originate from shallow locations
and are formed through the processes of melting and vaporiza-
tion. Complex craters [Fig. 101.29(b)] originate from deep
locations and, in addition to melting and vaporization of the
material in the channel volume, have a significant amount of
the top part of the material removed through a fracture mecha-
nism. The process of material removal through fracture is much
more favorable energetically than volumetric vaporization. In
the former case, energy goes to molecular bond braking in
molecules associated only with a new surface compared to
breaking bonds in the whole removed volume in the latter case.
Even in the case when material removal proceeds through
fragmentation (nanocluster formation), this picture holds.
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Crater diameter versus fluence dependence for 110-nm, 190-nm, and 240-nm
lodging depths.

The growth of the crater diameter with fluence shows a
lower growth rate for deep lodging depths, especially 190-nm
and 240-nm lodgings. It can be understood considering the
change in volume removed for each increment in crater diam-
eter. At equal laser fluences, the same partial increment in the
diameter will result in much larger volume removal for a large
crater than for a small one. Consequently, it results in a larger
fluence increment required for diameter increase and slower
growth rate with fluence for larger craters.

The other feature in the D(F) dependence for craters origi-
nating from deep (190-nm and 240-nm) particle locations (see
Fig. 101.32) is a large variation in diameter. As was discussed
earlier [see the Damage Morphology section (p. 24)], these
craters are formed in a process involving fracture and ejection
of the top portion of the coating. Due to the inhomogeneity of
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the thin-film material, variation in local material strength and
stress factors can significantly affect size and shape of the
fracture-removed portion of the complex crater.

b.  Crater-depth variation with fluence.  Crater depth versus
fluence behavior for 60-nm, 110-nm, and 190-nm lodging
depths is presented in Fig. 101.33. At laser fluences slightly
above threshold, crater-depth values are very close to the
particle-lodging-depth values and deeper absorbers produce
not only wider [see the Crater-Diameter Variation with
Fluence section (p.28)] but also deeper craters. With fluence
increase, however, the rate of depth growth with fluence is
reduced with increasing lodging depth, which is clearly seen
from power-law approximation of the h(F) curves in
Fig. 101.33. The explanation here is similar to the case of the
D(F) dependencies. Since crater volume is roughly propor-
tional to h3, deep craters require a larger fluence increment to
achieve the same partial depth increment compared to shal-
low craters.

In the case of deep lodging depth (190 nm), the h(F)
dependence is much more deterministic than the D(F) depen-
dence, which is probably associated with the mechanism of
complex-crater channel formation. The channel morphology
suggests a channel-formation process very similar to the regu-
lar-crater formation involving phases of plasma-ball growth,
melting, and vaporization. Comparison of channel geometry
with regular crater geometry [see the Features of Complex-
Crater Channel Formation section (p. 31)] lends strong
support to this hypothesis.
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c.  Transformation of crater aspect ratio with fluence.  One of
the important features of crater growth with laser fluence is the
modification in aspect ratio. Changes in aspect ratio are linked
to the kinetics of energy deposition and dissipation processes.

Figure 101.34 depicts crater diameter/depth ratio versus
fluence for 60-nm, 110-nm, and 190-nm lodging depths. In the
case of 60-nm and 110-nm lodging depths, there is clear
evidence that the crater diameter grows faster than the depth,
indicating that crater growth preferentially happens in the
lateral dimension. For 190-nm lodging depth, large scatter in
data points and a relatively narrow fluence range prevent a
definitive conclusion. This trend is highlighted further by
Fig. 101.35, which shows cross-sectional AFM profiles for
three craters generated from the 60-nm lodging depth at three
different fluences: 1 J/cm2, 2.4 J/cm2, and 6 J/cm2. Com-
parison of diameter ratios to depth ratios underscores the
dominance of the lateral scale in crater growth: D3/D1 = 3.5
and h3/h1 = 1.7.
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An interesting observation is that the D/h aspect ratio
grows faster for more-shallow 60-nm lodging compared to
110-nm lodging. A probable explanation may be linked to the
fact that instantaneous temperature distribution in the material
depends on the absorber lodging depth. For a shallow initia-
tion point, the proximity of the adiabatic boundary (silica/air
interface) means that heat propagating from the absorbing
volume (plasma ball) will be caught at the boundary and
eventually spread laterally. Since plasma-ball growth prefer-
entially proceeds toward the adiabatic boundary due to irradia-
tion geometry and screening effect (see Fig. 101.28), fluence
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Figure 101.35
AFM-measured cross-sectional profiles for craters originated by particles
with 60-nm lodging depth at fluences of 1.0 J/cm2, 2.4 J/cm2, and 6.0 J/cm2.
Crater growth with fluence is dominated by lateral scale.

increase should enhance lateral heat redistribution. For deep
absorbers this effect may be less pronounced due to a more
symmetric heat dissipation.

d.  Features of complex-crater channel formation.  To
understand the mechanism of complex-crater formation, both
channel diameter Dch and depth hch [Fig. 101.29(b)] are
measured as functions of fluence for 190-nm lodging. The
results are plotted in Fig. 101.36 together with diameter and
depth data (Figs. 101.30 and 101.33) for regular craters initi-
ated by absorbers with 60-nm lodging. The striking agree-
ment is seen for both diameter [Fig. 101.36(a)] and depth
[Fig. 101.36(b)] values: channel data overlap well with regu-
lar-crater curves. This result lends support to a channel-forma-
tion mechanism through similar processes of melting and
vaporization as in regular-crater formation. It also indicates
that a major part of the energy deposition in a complex crater
takes place in the channel volume and goes into channel
formation. This immediately brings up a question about mecha-
nism of the fracture generation leading to the removal of the
complex crater’s upper part. The most probable candidate here
is a shock wave generated during localized heating by a 0.5-ns
laser pulse.

It is also useful to compare channel dynamics with the
dynamics of the whole complex crater. For this purpose, Dch
and hch are normalized to their counterparts of the whole
crater and plotted as a function of fluence in Fig. 101.37. Both
dependencies show growth, which provides circumstantial
evidence that plasma-ball and melt-front-propagation velocity
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in the channel exceeds the fracture velocity in the studied range
of fluence.
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5. Estimates of Plasma-Ball Scale
Estimating the size of the plasma ball using only AFM data

on crater geometry is not a straightforward task. Due to the
dynamic nature of crater formation, the final shape of the
regular crater is the result of interplay between processes of
energy deposition, dissipation, hydrodynamic motion, and
evaporation of the material. From this point of view, crater
width at the particle-center position (see Fig. 101.28) is only
remotely connected to the plasma-ball diameter. Nevertheless,
with an increase in fluence and plasma-ball growth, part of the
deposited energy used for crater formation will also grow due
to the reduced role of dissipation processes (surface-to-volume
ratio). It allows the use of crater width at the particle-center
position Dp in the upper limit of fluence range as an estimate
for the plasma-ball size. Dp values for 60-nm and 190-nm
lodging are depicted in Fig. 101.38 as a function of fluence.
In the case of 60-nm lodging, Dp shows linear growth and
reaches a maximum value of ~180 nm at a fluence of ~6 J/cm2

(~13 times threshold). According to phenomenological theory
[see the Theoretical Approach to Crater Formation section
(p. 27)], plasma-ball growth saturates upon reaching a size
comparable with laser wavelength in SiO2 film, λf = 351/nf ~
250 nm (nf, film refractive index ≈ 1.4). Both the maximum
measured value of Dp ~ 180 nm ≈ 3/4λf and the linear behavior
of Dp(F) suggest that plasma-ball growth is not reaching its
saturation regime within the investigated fluence range.
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6. Scaling Relations
There are two lodging-depth cases where the crater is not

formed: the first case is where the lodging depth is so large that
the pulse energy deposited in the material is not enough to
create a crater; the second case is zero depth, where the defect
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can experience desorption without any modification of the
film. At all intermediate locations, craters can be formed and
the theory predicts a “bell”-shaped curve for crater diameter
versus lodging depth dependence, in agreement with Eq. (3).

Our previous attempt to check scaling relations11 with
8.4-nm particles showed qualitative agreement with theory,
although only three relatively shallow lodging depths (10 nm,
30 nm, and 48 nm) were available at the time.

In this work, crater diameter was measured as a function of
lodging depth at a fixed laser fluence of 1.67 J/cm2—the
threshold fluence for the deepest lodging depth hd = 240 nm.
The results, normalized to hd, are presented in Fig. 101.39
together with the theoretical curve predicted by Eq. (3). The
departure from the theoretically predicted (“bell”-shaped)
curve and shift in the peak position may be directly attributed
to the change in the crater-formation mechanism with increas-
ing lodging depth. The experimental curve shows clearly a
transition taking place between 60-nm and 110-nm lodging
depths and manifests the onset of the fracture-driven material
removal. Significant change (4.3 times) in the diameter size for
190-nm lodging (h/hd = 0.79) compared to 60-nm lodging
(h/hd = 0.25) points to the energetic preference of the fracture
mechanism compared to melting and vaporization.

Figure 101.39 also shows surprisingly close agreement
between the experimental maximum value of normalized cra-
ter size D/hd = 1.25 and the theoretically predicted ≈ 1.2 value
[see Fig. 101.39 and Eq. (4)]. Further investigations of scaling
relations, preferably with only one dominating mechanism of
crater formation, should test the strength of this result.
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Conclusions
1. High-resolution investigation of 351-nm damage morphol-

ogy in SiO2 thin films with 18.5-nm gold nanoparticles
serving as artificial, absorbing defects revealed sub-
micrometer-scale craters as the main damage features.

2. Two different crater geometries are attributed to either
(1) shallow absorbers and a melting/vaporization mecha-
nism of crater formation, or (2) deep absorbers and com-
plex-crater formation involving a combination of melting/
vaporization and fracture.

3. The nanoscale thresholds (crater formation thresholds) in-
crease with increasing particle-lodging depth, owing to the
increased amount of energy required for craters to form.

4. At near-threshold conditions, craters initiated by deep ab-
sorbers are much larger than craters initiated from shallow
depth mainly due to additional fracture-driven material re-
moval from the top film layer. This mechanism is energeti-
cally much more efficient than melting and vaporization.

5. The growth of crater diameter and crater depth with laser
fluence shows a higher rate for shallow absorbers compared
to deep absorbers, which is explained by the difference in
energy to be deposited to achieve the same partial increment
in size.

6. Comparison with theoretical predictions for regular crater
growth with fluence leads to the conclusion that the sat-
uration regime associated with the 1/3 power law is not
reached in the fluence range <8.1 J/cm2. This conclusion is
strongly supported by a plasma-ball-size estimate showing
linear growth with fluence and reaching a value of ~3/4
of a wavelength for 60-nm lodging depth and an
~6-J/cm2 fluence.

7. Analysis of crater-aspect-ratio variation with laser fluence
proved that crater growth with fluence is dominant in the
lateral dimension, especially in the case of shallow absorbers.

8. Investigation of complex-crater formation showed that
the channel part of the crater is formed through melting
and vaporization with geometry and size closely resem-
bling a regular crater, provided fluence is the same. The rate
of channel scale growth with fluence is exceeding the rate
of growth of the complex crater as a whole, indicating that
the major part of energy deposition takes place in the
channel volume.

9. Scaling relations between crater diameter and absorber
lodging depth are influenced by changes in crater-forma-
tion mechanism with increasing lodging depth. Good agree-
ment with theoretical predictions is found for scaled
maximum-diameter values.  Further understanding of the
crater-formation picture can be achieved with the help of
numerical modeling (as reported in Refs. 18 and 19) with
realistic temperature-dependent material parameters and
absorbing-particle sizes.
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Introduction and Motivation
The development of optics for new applications is based on the
use of materials that have the appropriate mechanical and
optical properties. For infrared (IR) window and dome mate-
rials that protect imaging systems against damaging condi-
tions, three main considerations are taken into account: material
strength, thermal-shock resistance, and optical characteristics,
such as transmission, absorption, scattering, and emissivity. To
obtain maximum transmittance, a good IR material should
exhibit minimum optical scattering due to a rough surface
finish. The synthetic materials that meet the requirements for
IR windows could be either single crystals or polycrystalline
with cubic crystallographic structure, the latter being usually
tougher, which is desired.1 Polycrystalline ZnS is an excellent
candidate for these applications.

The chemical vapor deposition (CVD) process was devel-
oped in the 1970s in response to the need for increased volumes
of polycrystalline ZnS with improved transparency.2 The CVD
process takes place in a chamber similar to an autoclave at
increased temperatures (600°C to 1000°C) and at pressures
below 100 Torr. Deposits of solid grains are formed on the
inside walls of a graphite mandrel. The size of the grains
depends on the deposition temperature and has a dramatic
impact on the mechanical properties, such as the erosion rate.3

Two types of CVD ZnS are available on the market from
domestic sources: regular grade and multispectral grade. The
first type has a grain size of about 2 to 8 µm, is yellow-orange
in color, and is used in the 3- to 5-µm-wavelength  and 8- to
12-µm-wavelength regions. The “multispectral (or ‘water
clear’) grade” ZnS is colorless, exhibits high transmittance
over a wider range of wavelengths, and can be used in the
0.5- to 12-µm region of the spectrum. This latter material
undergoes a hot isostatic pressing (HIP) process to grow the
grain size to 20 to 100 µm, eliminating microscopic voids
and other internal defects; however, this refining process
leads to a reduction in strength and erosion resistance of the
clear material.

Minimizing Artifact Formation in Magnetorheological Finishing
of CVD ZnS Flats

The CVD process offers many advantages over conven-
tional techniques for preparing infrared transmitting materials,
the most significant being the purity of the material, its mini-
mized IR absorption, and the fact that the process is not size
limited. A potential disadvantage of the process is that the
CVD ZnS material, though it possesses a fine grain struc-
ture, contains a micro- to macroscopic inhomogeneous “nodu-
lar” structure, referred to as “hillocks” or “pebbles.” Pebbles
nucleate from dust and dust-like inclusions on the mandrel
where substrate growth initiates. These then grow up from the
bottom in the form of expanding “cones” through the bulk of
a CVD ZnS puck.4 They may reach several millimeters in size
on the free surface.

The process of surface finishing is of great importance since
the final surface quality has an impact on optical properties of
a ZnS optic. Single-point diamond turning, a common method
for finishing nonspherical surfaces, is especially effective with
long-wave infrared materials (LWIR = 8 to 12 µm) like ZnS,
ZnSe, and Ge. Magnetorheological finishing (MRF), described
elsewhere,5–7 is a deterministic polishing process that is now
widely used in the production of high-precision optics around
the world. The extension of MRF to a vast array of materials is
possible because of the accommodating nature of this finishing
process, which offers a wide range of removal rates required
for the surface finishing of glasses, crystals, polycrystalline,
and plastic materials. The objective of this work was to deter-
mine which aqueous magnetorheological (MR) fluid composi-
tion and conditions would provide the best polishing and
smoothing performance on CVD ZnS flats that differed in
initial surface preparation and source of supply. During this
research the emergence of pebbles upon polishing with MRF
was revealed. Suppression of these artifacts at the surface was
accomplished by changing the composition of the MR fluid.

Experimental Details
MR fluids were prepared with a variety of magnetic and

nonmagnetic ingredients. Two types of magnetic carbonyl iron
(CI) particles were evaluated. Each type was spherical in shape
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with an average particle size of ~4 µm. One type was mechani-
cally “hard”, and the second was mechanically “soft”.8 Four
nonmagnetic polishing abrasives were evaluated: cerium ox-
ide, diamond, alumina, and silica. Table 101.IV lists the at-
tributes of these abrasives. Abrasive size was difficult to
ascertain. It depended on milling time during use for those
abrasives that were strongly agglomerated. These abrasives
were used previously in experiments on MRF of polymers.9

CVD ZnS from two manufacturers—“regular grade” from
II-VI, Inc.,10 and “high-quality” material from the Research
Institute of Synthetic Crystal, Beijing11—were used in the
experiments. Samples were provided in the form of 35- to
40-mm-diam pucks that were 8 to 20 mm thick. Surfaces
were used as prepared by outside sources or after additional
processing in-house.

Spotting and polishing experiments with uniform removal
(successive dc polishing runs) were conducted on a Q22Y
MRF polishing machine.12 Peak and volumetric removal rates
were calculated using interferometric data obtained on a Zygo
GPI phase-shifting interferometer.13 Polishing performance of
the various MR fluids was evaluated by measuring the removal
rate, the final surface roughness (p–v and rms), and the visual
appearance of the surfaces after polishing runs.

The evolution of surface morphology and texture was
determined using a Zygo New View5000 White Light Optical
Profilometer.14 This instrument quantifies microroughness

Table 101.IV:  Abrasive particles used in MR fluids for CVD ZnS polishing.

Dry
Abrasive

pH in
DI Water

Primary Particle
Size(b) Median Size(c) Comments

CeO2 — 40 nm 96 nm (b)Provided as 20.9-wt.% solids in
pH7.4 solution

Diamond(a) 2.5 4 nm 1.4 µm Milling in an MRF machine
increased vol % of particles
<0.6 µm from 0.5 to 21 in
7 days

Al2O3

γ phase

4.7 33 nm 93 nm Milling in an MRF machine
increased vol % of particles
<225 nm from 0 to 75 in 24 h

SiO2 4.7 40 nm — (b)Amorphous, fumed, hydrophilic

(a)Standard MR fluid constituent; (b)information supplied by vendor; (c)powder dispersed in DI water
with a surfactant and intensively sonicated prior to sizing.

and reveals surface defects. Two types of objectives were used
for the analysis: a 20× Mirau (with a 0.26-mm × 0.35-mm
image size) and a 2.5× Michelson (with a 2.11-mm × 2.81-mm
image size for 1× zoom and 5.38 mm to 7.17 mm for a 0.4×
zoom) with no digital filter applied. The higher magnification
allowed for the evaluation of areal rms and p–v surface rough-
ness, while the lower magnification was useful for studying the
extent and shape of pebble-like surface artifacts.

Five initial surface states were investigated: deterministi-
cally microground, single-point diamond turned, and after
pitch-polishing in-house (for ZnS from II-VI); “as received”
and after pitch-polishing in-house (for ZnS from China). Pitch-
polished surfaces were prepared in-house in a four-step pro-
cess: controlled loose-abrasive grinding (40 µm of alumina on
cast iron, 20 µm of alumina on glass, and 9 µm of alumina on
glass) followed by polishing on a beeswax/Gugolz73 lap
(10%/90%) with a 50/50 acidic mixture of 0.3 µm of alumina/
colloidal silica. Resulting surfaces were flat to better than
0.5 µm p–v, with areal surface roughnesses as good as 10 nm
p–v and 0.5-nm rms.15

The deterministically microground surfaces were prepared
in-house using a three-step protocol consisting of computer
numerically controlled removal with three diamond ring tools:
rough (220 µm in bronze), medium (15 µm in bronze), and fine
(3 µm in resin). Surface-roughness levels after grinding were
~400 nm p–v and ~20-nm rms.
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Samples of CVD ZnS from II-VI were single-point dia-
mond turned (SPDT) by an outside vendor;16 surface-rough-
ness levels after SPDT were 33±6 nm p–v and 6.4±1.0-nm
rms.15 A typical lineout of an SPDT surface is shown in
Fig. 101.40. Over a distance of 300 µm one can see the fine
diamond-turning marks (spatial periodicity of ~8 µm), super-
imposed on undulations with large amplitudes and periods of
over 100 µm. Power spectral density (PSD) analyses were
conducted on these surfaces before and after MRF to track the
evolution of these features (described later).
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Figure 101.40
The initial surface profile of an SPDT surface on CVD ZnS used in this work.

Some of the CVD ZnS parts manufactured in Beijing were
used as received from China (specular surfaces with an areal
surface roughness of 300±155 nm p–v and 8.8±0.5-nm rms).15

Others were used after polishing in-house on pitch (areal-
surface roughness of 10±3 nm p–v and 0.8±0.0-nm rms).15

No discussion has been found in the literature regarding the
relevance of pebble-like structures on CVD ZnS used in IR
applications. Since the CVD process imposes rather different
growing conditions as the growth surface extends out from the
mandrel, care was taken to keep track of CVD ZnS surfaces.
The sides of the ZnS pucks that were in contact with the growth
mandrel were designated S1 (more yellow coloration), and
the sides farthest away from the mandrel were designated S2
(more orange in color).

The work described here consisted of three phases: Experi-
ments were first conducted on the in-house pitch-polished
surfaces of CVD ZnS from II-VI. The immediate goal was to
identify the optimal nonmagnetic abrasive from the four types
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Figure 101.41
Evolution of rms surface roughness with the amount of material removed
during dc polishing of pitch-polished CVD ZnS with a hard CI-based fluid
prepared with each of four different abrasives.

of powders in tests with hard CI. S1/S2 side-related effects
were studied on 20-mm-thick flats. Secondly, magnetic-par-
ticle type and MR fluid chemistry were further altered to make
additional improvements in the final surface roughness. Fi-
nally, the polishing performance of the altered fluid was
evaluated on the four types of surfaces previously described,
for both the domestic and foreign-made ZnS materials.

Nonmagnetic Abrasive Study (Phase 1)
MR fluids using hard CI were prepared with each of the four

nano-abrasives from Table 101.IV, which differ in particle
hardness (from soft silica particles to hard diamond ones), as
well as in the particle surface chemistry. This latter character-
istic affects fluid rheology, thus setting individual limits for the
maximum abrasive content that can be used. MRF trials with
each of these abrasives were conducted on the same part and
surface (S2). The part was repolished on pitch before each
successive trial.

The results of these experiments are presented in
Figs. 101.41 and 101.42. Figure 101.41 tracks the evolution of
surface microroughness as a function of material removed.
Figure 101.42 shows the peak removal rate achieved for a
given abrasive concentration and the level of p–v surface
roughness after removing 1 µm of material.

The highest removal rate along with the least degradation
to surface roughness was provided by the hard CI-based MR
fluid with >1.0 vol% of alumina; the removal rate observed
for the fluid with nanodiamond was quite similar to that for
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the ceria-based MR fluid, which was almost two times higher
than the removal rate provided by the silica-containing fluid.
These results clearly demonstrate the dramatic difference in
abrasive polishing efficiency on ZnS, independent of the
abrasive concentration. (It was not possible to relate removal
rates to the number of abrasive particles of a given abrasive
type because of issues of aggregation and agglomeration
previously discussed relative to Table 101.IV.)

The two abrasives, ceria and diamond, provided similar
removal rates with drastically different surface-roughness char-
acteristics. As shown in Fig. 101.41, rms surface roughness
increased dramatically from 2.7 nm for the initially pitch-
polished surface up to 11 nm after polishing out 0.2 µm of
material with the ceria-based MR fluid. Roughness continued
to increase after every subsequent polishing run and ap-
proached 22-nm rms with the cumulative removal of 1.5 µm.
Roughness values grew slowly but steadily when using dia-
mond abrasives, exceeding 25-nm rms after the removal of
4 µm. Silica and alumina abrasives caused less surface degra-
dation. The silica-based MR fluid provided relatively lower
roughness levels with the rms leveling out at around 11 nm
after removing as much as 3.5 µm of material. However, this
abrasive demonstrated a tendency for increasing roughness
with further polishing. The results obtained for the alumina-
based fluid were quite similar to those of the silica-based fluid,
with rms not exceeding 11 nm after polishing out more than
2 µm. Root-mean-square roughness remained at this same

Figure 101.42
The removal rates and p–v surface-roughness values measured after polishing
out 1 µm of material with hard CI-based fluids prepared with four different
abrasives. Approximate abrasive concentration is indicated in volume percent.

level after polishing out another 2.5 µm of material. Moreover,
the p–v surface characteristics showed the lowest values as
well. The alumina-based fluid was chosen for further experi-
ments due to its 3.5×-higher removal rate than the silica, a
low level of surface roughening, and its excellent rheolog-
ical properties.

Pebbles were first observed on the S2 surface of the CVD
ZnS puck after the first 0.5-µm dc polishing runs were made,
regardless of the type of abrasive used. The emergence of
pebbles on S2 became more noticeable to the eye after each
subsequent polishing run; however, the quantification of these
topographic features was difficult to document since they
caused no increase to the surface roughness measured with
either 20× or 2.5× objectives. On S1, the situation was differ-
ent. Pebble-like features became noticeable to the eye only
with removal of over 1.5 µm of material. As they emerged with
additional polishing, the features on S1 exhibited a different
shape, areal density, and intensity than those on S2.

Images of S1 and S2 on a 20-mm-thick CVD ZnS puck after
1.5 µm of material was polished out from an initially pitch-
polished ZnS surfaces were obtained using a laser interferom-
eter (40-mm aperture) and a white-light interference microscope
(2.5×: 7.2-mm × 5.4-mm area). The images are presented in
Fig. 101.43 and clearly demonstrate the pronounced difference
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Figure 101.43
Laser interferometer images (40-mm aperture) and white-light interferom-
eter intensity maps (2.5×, 7.2-mm × 5.4-mm field) for two opposite sides of
a 20-mm-thick CVD ZnS puck after polishing out 1.5 µm of material by a
hard CI-based nanoalumina fluid.
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in the shape and density of the artifacts. Pebbles on S1 re-
semble distinct, separated craters, having a circular shape with
a diameter smaller than 1 mm, while the pebbles observed on
S2 appear as large, overlapped petals of a flower. The features
on S2 are quite different in size, with some being larger than
5 mm across. In terms of visual appearance, the S2 side
showed significant decoration to the eye, whereas S1 looked
nicely polished with no observable artifacts. These micro- and
macrostructures fit previous descriptions and microphoto-
graphs of CVD ZnS that indicate cones of material growing up
and away from S1 (mandrel/side) toward S2 (free side).4

Composition and Chemistry Alterations (Phase 2)
The necessity for making further improvements to surface

roughness and surface visual appearance resulted in the second
phase of our experiment, during which MR fluid composition
and chemistry were altered employing alumina as the nonmag-
netic polishing abrasive. Use of a soft type of CI improved
long-term stability of the altered alumina-based fluid and
provided removal rates of ~1 µm/min. Additional alterations of

fluid chemistry gave very beneficial results. The evolution of
p–v and rms surface roughness as a function of material
removed by these MR fluids with soft CI and altered chemistry
are plotted in Figs. 101.44(a) and 101.44(b) for initially pitch-
polished surfaces. The use of soft CI led to the noticeable
improvement in the surface roughness although there was a
3× reduction in the removal rate from phase 1. The alteration
of both CI type and chemistry lowered the surface roughness
to below 20 nm p–v and 2-nm rms after polishing out as much
as 2 µm of material from an initially pitch-polished surface.
Further polishing to remove a total of 3.5 µm led to a modest
increase in both roughness parameters to 25 nm p–v and
2.5-nm rms.

The other significant advantage of using the altered fluid
was the fact that no pebbles were observed on either S1 or S2
[see Fig. 101.44(c)], providing good visual appearance after
polishing out a total of 3.5 µm. These results made the chemi-
cally altered, alumina-based, soft-CI MR fluid an advanta-
geous choice for figure correction of prepolished CVD ZnS.
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Figure 101.44
Evolution of p–v (a) and rms (b) surface roughness (20× objec-
tive, no filter applied) with amount of material removed on an
initially pitch-polished surface using two alumina-based MR
fluids in Phase 2—one with altered CI and the other with altered
CI and altered chemistry. (c) White-light interferometer inten-
sity map (2.5×, 2.8-mm × 2.1-mm field) for the surface after
polishing out 2.5 µm of material using the fluid with altered CI
and altered chemistry.
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The Effect of Initial Surface Preparation (Phase 3)
The effect of initial surface preparation on the polishing

and smoothing performance of MRF was studied using the
chemically altered, alumina-based, soft-CI MR fluid on five
types of CVD ZnS surfaces from the two manufacturers
described earlier.

The removal rate was measured to be 1.2 to 1.4 µm/min with
no significant dependence on the initial surface preparation in
the tested range of initial roughness parameters. The evolution
of roughness with the amount of material polished out from
domestic CVD ZnS with different initial surface preparation is
presented in Figs. 101.45(a) and 101.45(b). Similar roughness
levels were achieved on all three tested surfaces after polishing
out 2 µm of material, with the p–v falling to below 20 nm and
the rms going below 2 nm. This was accomplished despite the
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Figure 101.45
Evolution of p–v (a) and rms (b) surface roughness with the amount of
material polished out for three types of initial surfaces—pitch-polished,
ground, and SPDT—using the chemically altered, soft-CI MR fluid (domes-
tic material from II-VI, Inc).

fact that p–v values for the initial surfaces were in a range that
varied from 10 nm p–v for the pitch-polished surface to more
than 400 nm p–v for the microground surface. This result is of
great importance for the MRF process because it widens the
range of initial surface conditions that can be processed. The
other noteworthy result is that no signs of surface decoration
(e.g., pebble-structure formation) were observed on any sur-
faces of ZnS after removing up to 4 µm of material.

The surface of an SPDT ZnS part before and after MRF
polishing was examined using PSD analysis of lineouts from
roughness scans. This analysis is useful for showing the evo-
lution of various spatial frequencies in the surface. The initial
surface exhibited primary peaks in power density (e.g., dia-
mond-turning grooves) with several periodicities between
8 µm and 15 µm (spatial frequencies from 1.2 × 10–4/nm to
7 × 10–5/nm), with a broad secondary peak (grooves presum-
ably caused by misalignment or chatter) between 100 µm and
500 µm (spatial frequencies from 1 × 10–5/nm to 2 × 10–6/nm).

The PSD data in Fig. 101.46 demonstrate that the primary
diamond-turning grooves (8 to 15 µm) were eliminated after
the removal of only 0.2 µm of material. Removal of 1 µm was
sufficient to decrease the signature near 200 µm (5 × 10–6/nm)
by over on order of magnitude. This demonstrated ability of
MRF to reduce the intensity and even eliminate the periodic
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Figure 101.46
PSD plots on an SPDT ZnS surface showing the removal of high-frequency
diamond-turning grooves after polishing out 0.2 µm of material. Additional
polishing reduced the power density of low-frequency artifacts by 10×.
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marks of different frequencies, accompanied by a dramatic
improvement in surface roughness without introducing arti-
facts, makes the altered MR fluid a strong candidate for
improving SPDT surfaces of CVD ZnS.

CVD ZnS manufactured in Beijing was evaluated in a
series of dc polishing runs using the chemically altered, soft-
CI  MR fluid. Both as-received surfaces and surfaces prepolished
in-house on pitch were processed with MRF without uncover-
ing any surface artifacts. As shown in Fig. 101.47, it was
impossible to improve the roughness of as-received surfaces
(initial: 300 nm p–v/9-nm rms) to less than 30 to 40 nm p–v/
5-nm rms. Starting from an in-house pitch prepolish, however,
it was possible to bring the Chinese material to p–v and rms
roughness levels comparable to those achieved for the domes-
tic material.
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Figure 101.47
Evolution of p–v (a) and rms (b) surface roughness with the amount of
material removed for CVD ZnS from China using chemically altered, soft-CI
MR fluid. Two initial surfaces were used in the experiment: as received and
after in-house prepolishing on pitch.

Summary
The finishing performance of magnetorheological (MR)

fluids prepared with a variety of magnetic and nonmagnetic
ingredients was studied on CVD ZnS flats from different
manufacturers. Surfaces studied were used as received, after
polishing on pitch, after single-point-diamond-turning (SPDT),
and after deterministic microgrinding. MR polishing using
hard CI and standard MR fluid chemistry yielded a surface
with high roughness and pebble-like structures. The severity of
pebble-like decoration was shown to be related to the pro-
cessed side of the ZnS puck. Pebbles were more pronounced on
the free surface farthest from the graphite growth mandrel.
Experiments on pitch-polished surfaces showed nanoalumina
abrasives to be the least detrimental of four nanoabrasives
tested. These abrasives were then combined with soft CI and
altered MR fluid chemistries to enable several microns of ZnS
material to be removed with suppression of pebble-like deco-
ration. Surfaces that were initially microground, diamond
turned, or pitch polished were all processed with this altered
MR fluid to ~20 nm p–v and 2-nm rms. Diamond-turning
marks were eliminated.
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Introduction
The 60-beam OMEGA laser system is used for inertial confine-
ment fusion (ICF) studies.1 The configuration of each of the
60 beams should be exactly the same to produce the most-
uniform ICF implosions.2 A shaped infrared (IR) (λ =
1053 nm) pulse is generated from a single master oscillator
and fed into 60 beamlines with large Nd:glass amplifiers.3

Each beamline produces approximately 800 J of IR light in a
1-ns pulse. The frequency of the IR light is tripled in a series of
KDP crystals to produce UV light at 351 nm, which is used to
illuminate the ICF target. An important feature of this laser
system is that spectral broadening can be deliberately imposed
on the emitted radiation using a technique called smoothing by
spectral dispersion (SSD).4 This is done to produce a more-
uniform, time-integrated illumination profile at the target. The
imposed bandwidth has a width of 1.2 nm in the IR, which
exceeds the acceptance bandwidth of the potassium dihydride
phosphite (KDP) crystals used for frequency tripling.5 To
overcome this problem, each beam has two tripling crystals
that are angularly detuned with respect to the direction of
propagation.6 The acceptance bandwidth of the combined
crystals is large enough to efficiently convert the SSD pulses.
To maintain the highest conversion efficiency, the angular
detuning of the KDP crystals must be controlled to approxi-
mately 100 µrad. Mistuned crystals decrease the UV conver-
sion efficiency and change the spectra of the converted light.
A procedure has been developed to tune the crystals by looking
at the conversion efficiency on nine laser shots; however, the
tuning can drift with time, and checks of individual beamlines
have revealed that the spectra were different. Figure 101.48
illustrates the differences in spectra between two beamlines.
To facilitate a more-accurate tuning procedure, a spectrometer
was built to measure the UV spectra of all 60 beams on all
OMEGA shots. This article describes that spectrometer.

In addition to the bandwidth imposed by the SSD system,
there is an intrinsic source of bandwidth on the OMEGA
system. If the intensity of a laser pulse varies rapidly in time,
the nonlinear index of refraction produces a time-varying
phase.7 The time-varying phase produces a wavelength shift.

A Multichannel, High-Resolution, UV Spectrometer
for Laser-Fusion Applications

The spectral structures associated with these intrinsic wave-
length shifts have typical widths of 3 picometers (pm). The
ability to understand and control this intrinsic bandwidth was
a secondary motivation for building this spectrometer.
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Figure 101.48
The spectra, with SSD on, vary from beam to beam on the same shot. The
dashed curve is for beam 26 on shot 35711, and the solid curve is for beam 30
on the same shot.

The dual missions mentioned above determined the speci-
fications of the spectrometer that was constructed. The spec-
trometer had to be able to acquire at least 60 complete spectra
in a single shot. To allow for the possibility of corrupt channels
and to incorporate in-situ wavelength calibration, an imaging
spectrometer was constructed to accommodate 63 channels.
Each channel must span a 0.5-nm bandwidth around λ =
351.01 nm to be capable of viewing the entire SSD-broadened
spectra. With SSD turned off, the spectrometer must be able to
resolve spectral features of the order of 3 pm. The light that
feeds the spectrometer will come from a small fraction of the
light from each beamline that is split off for diagnostic pur-
poses (about 1 µJ on a full-energy shot). The total UV energy
per beamline on OMEGA can range from 10 to 500 J. The
fraction of light that is split off is linearly dependent on the total
beam energy, so the detection system must be able to accom-
modate signal levels that vary by a factor of 50.
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Spectrometer Layout
The physical layout of the spectrometer is shown in

Fig. 101.49. The input to the spectrometer comes from 60
fiber bundles. Each fiber bundle consists of three 300-µm, UV-
transmitting, step-index fibers.8 The fiber bundles are attached
to an integrating sphere, which is illuminated with a portion of
the light from each beamline. Three fibers are used to increase
the light coupled out of the integrating sphere. The fiber
bundles attach to an input manifold. Within the manifold, three
fibers from each bundle are realigned into a linear array and
coupled into a UV-transmitting, fused-silica bar 10 × 1.2 ×
0.4 mm3, along the 1.2-mm dimension. The bar, which is
aluminized on all four sides with a 10-mm edge, acts as an
optical homogenizer via multiple reflections off the metallized
sides. The light emerging from the fiber should be approxi-
mately spatially uniform and have a Gaussian dependence on
angle. The homogenizer will cause the high-angle rays that
have the lowest uniformity to undergo at least two reflections
from the sides, thus increasing the uniformity of the output
radiation. This assembly constitutes a single channel, which is
the input to the spectrometer. Twenty-one of these channels are
arranged in a line. The center channel is fed with a neon pencil
lamp, which provides a wavelength fiducial for calibrating the
wavelength. The entire manifold consists of three lines of 21
channels separated by 10.4 mm. In between the lines are three
uniform bars that can be used to flat-field the instrument.

Fiber head

CCD

Mirror

Focusing
lens pair

Collimating
lens pair

Mirror
E13178

Gratings
Mirror

Grating
Slit

Figure 101.49
The layout of the spectrometer. The light from the fiber bundles passes
through a slit array and a pair of collimating lenses before reflecting off of
four mirrors and three gratings. A second pair of lenses focuses the light onto
a CCD (charge-coupled device).

The resolution of the spectrometer would be limited by the
0.4-mm width of the bar unless the field of view is further
limited. Unlike the adjustable slit commonly employed in
spectrometers, the resolution of this instrument is selected
from a fixed set of slit widths. The manifold sits behind a
metallized fused-silica plate. The side of the plate facing the
fiber manifold is coated with chromium. The backside is
antireflection (AR) coated for UV light. The chromium was
photolithographically etched with three sets of slits. Each set
contained four slit openings: 10, 20, 40, and 60 µm. The plate
sits on a computer-controlled linear stage that allows the
selection of a single slit opening for all channels. The diffusing
bars provide a uniform light source for illuminating the slit.
The bars are at least six times larger than the slit width. By
recording the slit opening for each shot, the response of the
instrument can be photometrically calibrated.

Table 101.V gives the position and properties of each
optical element in the path between the fiber manifold and the
CCD (charge-coupled-device) detector. After passing through
the slit, the light reflects off of a flat dielectric mirror. Four
mirrors are used in the instrument to create a folded optical
path. The folded path enables us to compress the instrument,
with a total optical path length of greater than 5 m, onto a
breadboard 1.2 m on an edge.

The optical system has a total demagnification factor of
0.87; therefore the slits at the input of the system appear
smaller at the detector plane. The imaging is done with refrac-
tive optics.9 Four lenses are arranged in two pairs: a collimat-
ing pair and a focusing pair. The focus can be adjusted by
means of a micrometer that controls the separation of each pair
of lenses. Many spectrometers use reflective optics to image
the light through the instruments to avoid chromatic aberra-
tions associated with the refractive elements; however, this
instrument has a limited spectral range of 0.6 nm centered
about 351 nm. Over this spectral range, spectral dispersion in
the fused silica can be ignored. The index of refraction changes
by less than one part in 105 over this wavelength range. For the
optical system described here, the point-spread function at the
CCD detector, due to chromatic aberration, was calculated at
three wavelengths (350.7 nm, 351.0 nm, and 351.3 nm) and
found to be 11 µm, 6 µm, and 12 µm, respectively, on axis. This
means the resolution changes across the spectral range from
1.8 pm to 1.4 pm to 1.9 pm. The advantage of using refractive
optics is that the imaging can be done on axis, which allows a
wider field of view (FOV) than off-axis imaging. The large
FOV is needed because the spatial extent of the fiber manifold
is 21 × 25 mm2. The effective width of the 21-mm dimension
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Table 101.V:  Specification of the optical system.

Optical Element Position Size (diameter for
circular edge for

square)

Specifications Transmission

Slit 0.1 mm 10, 20, 40, 60 µm Cr, AR

Mirror 801.1 mm 150 mm on edge HR 351 23° surface
roughness 2.5 nm

0.995

Plano-concave
collimation lens

1001.1 mm 192-mm diam
× 30 mm thick

Radius 1 = ∞
Radius 2 = 368 mm

0.98

Convex-convex
collimation lens

1105.2 mm 192-mm diam
× 40 mm thick

Radius 1 = 524 mm
Radius 2 = 473 mm

0.98

Mirror 1575.2 mm 150 mm on edge HR 351 27° surface
roughness 2.5 nm

0.995

Diffraction
grating

2255.2 mm 110 mm 3600 gr/mm gold @ 45.5° 0.388

Diffraction
grating

3015.2 mm 110 mm 3600 gr/mm gold @ 45.5° 0.388

Diffraction
grating

3795.2 mm 110 mm 3600 gr/mm gold @ 45.5° 0.388

Mirror 4625.2 mm 150 mm on edge HR 351 37° surface
roughness 2.5 nm

0.995

Convex-convex
focusing lens

4715.2 mm 192-mm diam
× 40 mm thick

Radius 1 = 401 mm
Radius 2 = 549 mm

0.98

Concave-plano
focusing lens

4830.4 mm 192-mm diam
× 30 mm thick

Radius 1 = 357 mm
Radius 2 = ∞

0.98

Mirror 5050.4 mm 150 mm on edge HR 351 45° surface
roughness 2.5 nm

0.995

Vacuum window 5666.4 mm 50.8-mm diam
× 5 mm thick

25° relative to normal
incidence

0.992

CCD camera 5709.4 mm 0.17 (Q.E.)

expands to approximately 29 mm when wavelength dispersion
of the full bandwidth is taken into account.

The spectral resolution of the system is achieved by using
three 110 × 110-mm2, 3600-line/mm holographic gratings. At
a wavelength of 351 nm, the first-order diffraction efficiency
is 38.8%. Based on a simulation of the spectrometer in OSLO,10

a combination of the three gratings produces a total dispersion
at the CCD detector in wavelength units per spatial distance of
9.1 × 10–2 pm/µm.

The CCD detector is a scientific-grade, 2048 × 2048 back-
illuminated, thinned array.11 The pixel pitch is 13.5 µm.12 To
increase the sensitivity and eliminate any interference effects,
the array has no protective window; therefore, the CCD is
mounted in vacuum to protect the chip from degradation. Light
enters the vacuum chamber through a window mounted at 25°
to the optic axis so that any back-reflections from the CCD
surface are removed from the FOV of the detector. The CCD is
cooled to –30°C to reduce dark noise. The smallest slit size
should image to approximately 8.7 µm at the detector plane,
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which is less than the pixel pitch. Ideally, the image of a slit can
illuminate just one pixel; however, the slit width must be
convolved with the point-spread function listed above to
determine the instrument resolution.

Instrument Performance
The multichannel spectrometer is now operational on the

OMEGA laser system, and the instrument performance can be
compared with the design specifications. Figure 101.50 shows
the image of an acquired laser shot. The first operational issue
is calibrating the wavelength. The middle channel of the
middle column can be illuminated with the light from a neon
pencil lamp.13 This channel is on the optical axis and has very
small optical aberrations due to imperfections in the imaging
system. In this configuration, four Ne I lines are visible.14 A
least-squares fit to those wavelengths yields an absolute wave-
length calibration for the middle column and a relative calibra-
tion for the two outside columns.15 The experimentally
measured dispersion was 8.6 × 10–2 pm/µm, giving 1.16 pm/
pixel. This is 6% lower than the modeled value listed above and
indicates a slight offset in the position of lenses, which de-
creases the magnification. When the neon lamp illuminates the
outside columns, not all of the lines are visible. To determine

E13175
Wavelength

Figure 101.50
A UV-spectrometer CCD image from shot 37038 showing 23 of 60 beams
with and without SSD. The density is logarithmic. The SSD beams, repre-
sented by large rectangular spectra, have approximately the same energy and
80 times the bandwidth of the narrow-linewidth beams.

the absolute calibration of the outside columns, the OMEGA
laser is fired without the SSD bandwidth turned on. Under
these conditions, all channels have the same narrow line
spectrum. Adjusting the offset of the outside columns to match
the center column gives an absolute wavelength calibration for
all channels. The validity of the absolute wavelength calibra-
tion is tied to the precision to which the plate with the slit arrays
can be reproducibility positioned. Since the illumination source
is uniform, variations in the slit position translate to apparent
shifts in the absolute wavelengths. The motorized, linear-
translation stage can be reset to the same position to within
20 µm, which implies that the wavelength calibration is accu-
rate to approximately 2 pm after the slits are changed. To obtain
the highest accuracy, the wavelength should be recalibrated
every time the slit width is adjusted.

Aberrations within the imaging system of the spectrometer
have been reduced to bring all channels within specifications.
Channels near the optical axis exceed the performance require-
ments of the system. With SSD turned off, these channels will
record a spectral full width at half maximum (FWHM) of
2.5 pm for laser energies that vary by a factor of 36 for 1-ns
square pulses. The laser that seeds all sixty beams has a nearly
transform-limited bandwidth, which has a measured UV-equiva-
lent linewidth of less than 0.3 pm (the calculated linewidth of
this laser is 4 × 10–4 pm). The independence of the spectral
FWHM on laser energy implies that there is no B-integral
broadening of the laser linewidth and the inputs to the spec-
trometer have the same spectral width as the seed laser;
therefore, the measured linewidth is the intrinsic response of
the instrument. For subnanosecond pulses, this is not the case.
Figure 101.51 illustrates that the instrument performance is
sufficient to observe B-integral broadening when it occurs.
Two normalized spectra are shown: the wider spectrum is of a
100-ps pulse, the second spectrum is from a low-energy, 2-ns
laser shot, which represents the instrument-limited response.
As the position of the channels moves away from the optic axis,
line-spread function increases. At the edges of the FOV of the
CCD, the minimum FWHM is 6 pm. This resolution is suffi-
cient for tuning the frequency-conversion crystals.

In addition to broadening, the optical system introduces
curvature to the wavelength field. The straight slits in the
object plane map to curves in the image plane, which deviate
quadratically with distance from the center of the FOV. The
maximum deviation at 14 mm from the optic axis is 300 µm.
With additional fine-tuning of the alignment, it might be
possible to remove these aberrations. It was decided, however,
that since the aberrations were sufficiently well characterized,
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Figure 101.51
The dashed curve represents a 9-J, 2-ns pulse on beam 61 (shot 35921). Under
these conditions, the spectral width is expected to be transform limited. This
curve represents the instrument response to a single frequency. The solid
curve shows the broadening and spectral shift associated with a 50-J, 100-ps
pulse (shot 36701).

it was easier to remove them using image-processing algo-
rithms than to realign the spectrometer.

The optical transmission through the spectrometer was
measured by removing the fibers from the input to the spec-
trometer and recording the amount of light emerging from the
fiber with a calibrated energy meter. The fiber was again
connected to the spectrometer, and the total CCD analog-to-
digital units (CCD_ADU) were recorded. The CCD_ADU
total was converted to joules using the manufacturer’s supplied
quantum efficiency of the camera. A typical transmission value
was 1.6 × 10–5±0.5 × 10–5, with most of the variation associ-
ated with the alignment of the fibers in the external fiber bundle
with a similar internal fiber bundle that connects to the mani-
fold. The transmission loses are dominated by the 10-µm slit
aperture on the 400-µm source (transmission = 2.5%) and the
mismatch between the f/2.5 numerical aperture of the fibers
coupling into the f/10 of the collimating lens, which gives an
effective transmission of 6%. The product of these transmissi-
bilities is multiplied by the product of all the transmission
factors listed in Table 101.V to estimate the transmission
through the spectrometer as 2.1 × 10–5. The light from a single
channel that is transmitted to the CCD is very uniform in the
spatial direction because of the homogenizer in the fiber
manifold. There are 570 columns in each of the 63 spectra, and
each of those 570 is the average of approximately 100 spatial
pixels, all of which are nearly identical. The signal-to-noise

ratio (SNR) at each point (the average over the column) is just
the average divided by the standard deviation times the square
root of the number of points averaged.16 In a single image there
are 35,910 individual measurements of the SNR. Figure 101.52
is a plot of the SNR as a function of the average signal in
CCD_ADU. This data was taken with SSD on and a 20-µm slit.
The peak SNR is 100 at an average signal of 300 ADU. Typical
SSD spectra can be characterized as a flattop at 80% of the peak
and a peak-to-valley modulation of 40% of the peak value.
Over this range, most of the spectra have an SNR of 70 to 100.
The SNR drops to 1 when the average pixel value is 1.4 ADU,
so the dynamic range of this instrument is about 200. The solid
line in Fig. 101.52 represents the SNR if the data followed
Poisson statistics. At low signal counts, the SNR falls below
this line due to the read noise of the CCD.
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Figure 101.52
The SNR ratio for each point in the image was calculated by dividing the
average CCD_ADU count in a 1-pixel-wide segment of a 100-pixel-high
channel by the standard deviation of that same set of pixels times the square
root of the number of pixels. These values are plotted as triangles. The solid
line is the expected SNR of data following Poisson statistics.

A separate instrument records the energy of the UV light
before it enters the fiber. The total CCD_ADU for each channel
has been correlated with this number, and the ratio is constant
to within 8.5%. This is the precision to which the photometric
calibration can be trusted. The precision is limited by crosstalk
between the channels. Decreasing the channel width will
decrease the crosstalk at the expense of the SNR.

Preliminary measurements with this instrument have veri-
fied that SSD spectra vary from beam to beam. A protocol is
being developed to remove this variation by adjusting the
angular tuning of the frequency-tripling KDP crystals. In
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addition, the instrument is being used to study the spectral
broadening that occurs in the OMEGA laser system when the
pulse duration is less than 100 ps. The spectral shifts are closely
tied to the rise and fall times of the pulse.

This spectrometer can prove to be a useful diagnostic
instrument on large multibeam ICF laser systems such as
LLE’s OMEGA laser, the National Ignition Facility at Lawrence
Livermore National Laboratory,17 and the Le MegaJoule
Laser in France,18 where the bandwidth is deliberately added
to the laser spectrum for spatial smoothing or for suppression
of nonlinear processes such as stimulated Brillion scattering.
The spectrometer’s unique design employing refractive optics
makes it suitable for imaging spectroscopic applications that
deal with relatively narrow spectroscopic ranges such as laser
line broadening or for resolving a specific atomic transition.
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Introduction
Single-photon-detection schemes based on sensitive and ultra-
fast optical quantum detectors gain their dominance in various
single-photonics applications. The development of supercon-
ducting single-photon detectors (SSPD’s), based on ultrathin,
submicron-width NbN structures has already been re-
ported.1–4 SSPD’s are ultrafast and sensitive for ultraviolet,
visible, and infrared (IR) photons. They exhibit very low dark
counts and require no active or passive quenching. As recently
demonstrated, SSPD’s exhibit real-time counting rates of above
2 GHz and a <20-ps timing jitter.5,6 The SSPD operation
principle has been introduced within a phenomenological hot-
electron photoresponse model.1,7 In this article, the results of
our research on the latest generation of SSPD’s are presented,
including their quantum efficiency (QE) and the noise-equiva-
lent power (NEP) in the wavelength range between 0.5 and
5.6 µm, and their dependencies on an operating temperature in
the 2.0- to 4.2-K range. The main emphasis is on the very low-
temperature (2.0-K) performance of our SSPD’s.

Device Fabrication
NbN superconducting films used for the fabrication of

SSPD’s had a thickness of 4.0 nm and were deposited on
sapphire substrates by dc reactive magnetron sputtering in an
Ar and N2 gas mixture. The films were characterized by a
surface resistance RS = 500 Ω/square, a critical temperature
Tc = 10 to 11 K, a superconducting transition width ∆Tc ~
0.3 K, and a critical current density jc = 6 to 7 × 106 A/cm2 at
4.2 K. During our deposition process, the sapphire substrate
with c-cut crystalline orientation was heated up to 900°C,
leading to an epitaxial growth of the NbN thin film. Our
detectors had a meander-type geometry that covered a 10 ×
10-µm2 area and had a filling factor (the ratio of the area
occupied by the superconducting meander to the device nomi-
nal area) of up to 0.5. The width of the superconducting stripe
was typically 100 to 120 nm, but it could be as low as 80 nm.
The devices were fabricated using the process based on direct
electron-beam lithography and reactive ion etching.

Quantum Efficiency and Noise-Equivalent Power
of Nanostructured, NbN, Single-Photon Detectors
in the Wavelength Range from Visible to Infrared

A detailed description of our technological operations was
presented in a recent publication.8 During the electron-beam
lithography process, the areas under which the superconductor
was removed were exposed in the resist. The minimal width of
the superconducting stripe did not depend directly on the
electron-beam diameter; rather, it was largely determined by
the electron scattering in the photoresist. The resist PMMA
950 K was used and later removed from the superconductor
using the reactive ion-etching process. The choice of the
80-nm resist thickness ensured a reliable protection of the
superconducting film. Significant reductions of resist thick-
ness allowed us to fabricate meanders with a filling factor of
up to 0.5 and superconducting stripes as narrow as 80 nm
(Fig. 101.53).
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Figure 101.53
SEM (scanning electron microscope) image of an SSPD (NbN is black). The
inset shows the meander structure in detail.
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To test the impact of the NbN film processing on its
superconducting properties, the temperature dependence of
the resistance of the patterned SSPD was measured and com-
pared to the original NbN film. The Tc and ∆Tc of the reactive
ion-etched devices and the original films were practically the
same within 0.1-K accuracy. This latter fact proves the optimal
character of our technological process since no negative im-
pact on the NbN SSPD was observed. In addition, it confirmed
the very high quality of our initial, ultrathin NbN films.

Experimental Setup
A schematic diagram of our experimental setup is shown in

Fig. 101.54. The SSPD was wire-bonded to a coplanar trans-
mission line and then connected to a very stable, constant-
voltage bias source and the output circuitry through a coaxial
cryogenic bias-tee. The constant-voltage operation regime
ensured a rapid return to the superconducting state after the
photon detection of the SSPD and prevented self-heating of the
device. The entire assembly was placed on a cold plate, inside
an optical cryostat. The SSPD voltage response was amplified
by a room-temperature, 40-dB-gain, 1- to 2-GHz-bandwidth
amplifier and then fed to a pulse counter for statistical analysis.

Light sources consisted of a set of continuous-wave (cw)
laser diodes covering the range from 0.56 µm to 1.55 µm and
pulsed laser diodes delivering 40- to 60-ps-wide pulses at
a repetition rate of 1 to 103 kHz at 637-nm, 845-nm, and
1554-nm wavelengths. A grating monochromator for generat-
ing IR (1- to 5.6-µm-wavelength) radiation was also used.

Photons from the lasers were delivered to the detector either
by propagating in free space or by an optical fiber. In each case,
the input radiation was focused and attenuated down to the
picowatt power level or below. Sapphire input windows were
used for measurements in the 0.6- to 3.0-µm-wavelength range
and silicon windows for measurements in the 1.2- to 5.6-µm-
wavelength range. Cold sapphire or silicon filters were placed
inside the cryostat to cut parasitic room-temperature back-
ground radiation.

Experimental Results and Discussion
QE is defined as the ratio of the detection events registered

by the counter Nreg to the number of incident photons Ninc for
a given time interval per the device area:

QE N N= reg inc . (1)

In cw measurements, the Ninc value was determined from the
power incident on the device’s nominal active area of 100 µm2

measured by a power meter. The power of our laser sources was
always measured separately by calibrated optical attenuators.
In experiments with pulsed sources, experimental QE was
simply the probability of photon counting, measured at the
one-photon-per-pulse level, incident upon the SSPD nominal
area and expressed in percent.

Figure 101.55 shows that our most recent advances in SSPD
fabrication technology led to the greatly improved stripe
uniformity and resulted in significant QE enhancement.
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Figure 101.54
Experimental setup.
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Figure 101.55 presents the QE’s dependence on normalized
bias current I Ib c  at two different operating temperatures. At
4.2 K, QE for visible-light photons reaches an ~30% value.
One can also note in Fig. 101.55 an evidence of QE saturation
at the 0.56-µm wavelength at 4.2 K. The saturation-like be-
havior is, however, more obvious looking at the 2-K, 0.56-µm
data. Furthermore, for visible light, the decrease in operating
temperature below 4.2 K led to no improvement in QE;
therefore, the observed saturation means that in the visible
range, our SSPD detects every photon absorbed by the super-
conducting NbN film.

From an application point of view, the telecommunication
1.3-µm and 1.55-µm wavelengths are the most interesting. The
QE at these wavelengths at 2 K is also presented in Fig. 101.55.
One can see that at 1.3 µm, the QE reaches 30% saturation
value, while at 1.55 µm, the maximum QE is 17%. At 4.2 K, the
QE for IR light is quite far from saturation. For example, the
maximum QE at 1.55 µm at 4.2 K is only 3.7% and only for Ib
approaching Ic (Fig. 101.55).
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Figure 101.55
Quantum efficiency measured at different wavelengths at 4.2-K and 2.0-K
operating temperatures.

Figure 101.56 presents the dark-count rate R versus I Ib c .
R is determined as a number of spurious counts per second
when the SSPD input is completely blocked by a cold metal
shield inside the cryostat. Without the shield or cold filter, e.g.,
when the device was directly connected to the fiber, the SSPD
was exposed to 300-K background radiation, which mani-
fested itself as extrinsic dark counts. The R(Ib) dependence
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Figure 101.56
SSPD dark counts as a function of the normalized bias current measured at
4.2 K and 2.0 K.

demonstrates the activation law in the whole biasing range
used in our experiments 0 87 0 99. .< <( )I Ib c :

R a b
I

I
b

c
= ×





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exp , (2)

where a and b are constants. The activation-type behavior of
R(Ib) extends up to over seven orders of magnitude. The min-
imum measured R was as low as 2 × 10–4 s–1 and was limited
by the duration of the experiment, i.e., accumulating several
dark counts took about 8 h.

An optimal operation regime of the SSPD is a trade-off
between QE and R. The maximum value of QE corresponds to
rather high (~1000 s–1 or above) R. Quantitatively this inter-
play between QE and R can be presented in terms of the noise-
equivalent power (NEP), which can be defined for quantum
detectors as

NEP
QE

= h
R

ν
2 , (3)

where hν is photon energy. The open symbols in Fig. 101.57
show the results of the NEP calculation using Eq. (3) and
experimentally measured QE (Fig. 101.55) at 1.3 µm and
1.55 µm and R (Fig. 101.56) values. Only the lowest points at
2.0 K (for I Ib c  < 0.88) were calculated using extrapolated
values of R.
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As one can see, at 2.0 K for photons at the telecommunica-
tion wavelengths, our SSPD’s exhibit QE > 10% and simulta-
neously reach an NEP level as low as 5 × 10–21 W/Hz1/2. To our
knowledge, this is the best performance for any currently
available single-photon detector.
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Figure 101.57
The SSPD NEP at 4.2 K (closed symbols) and 2.0 K (open symbols),
calculated for 1.30 µm (diamonds) and 1.55 µm (squares) using the experi-
mental R and QE values from Figs. 101.55 and 101.56, respectively.

The spectral characteristics of the NbN SSPD’s using radia-
tion from the monochromator (see Fig. 101.54) have been
investigated in the IR 0.9- to 5.6-µm-wavelength range at
different operating temperatures (2.9 to 4.3 K) and bias cur-
rents. In our best devices, single-photon counting was ob-
served up to 5.6-µm wavelength. Figure 101.58 shows that the
spectral sensitivity has exponential character and strongly
depends on Ib. The highest detection probabilities are mea-
sured for Ib values very close to Ic. The decrease in operating
temperature for a given I Ib c  improves QE and also extends
the SSPD’s single-photon–counting capabilities farther into
the IR wavelength range.

Conclusions
The performance of our latest-generation SSPD’s tested at

2.0 K has been presented. The very low-temperature operation
extends the single-photon–counting capabilities of our detec-
tors to 5.6-µm IR wavelength. Simultaneously, at 2 K, the QE
of our devices reached ~30% saturation, which corresponds to
the photon absorption in a 4-nm-thick NbN film. Finally, the
2-K temperature environment resulted in a drastic (over
two orders of magnitude as compared to the 4.2-K opera-
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tion) decrease in the detector dark counts. The QE increase
and the R decrease led to NEP values at 2 K as low as 5 ×
10–21 W/Hz1/2 at the IR wavelength.

The demonstrated SSPD performance at 2 K shows that in
the IR range, the SSPD’s significantly outperform the best
semiconductor devices and photomultiplier tubes. The SSPD’s
have already found practical applications for the debugging of
very large-scale, integrated Si complementary metal-oxide-
semiconductor circuits,9 and they are of great interest in other
areas, such as single-molecule fluorescence and high-resolu-
tion astronomy.

For applications in the areas of fiber-based and fiberless
(free-space) optical quantum communications, quantum me-
trology, quantum key distribution, and linear optical quantum
computation, it is interesting to compare the NbN SSPD with
its superconducting counterparts. The other superconducting
radiation detectors,10 such as superconducting tunnel junc-
tions (STJ)11 and superconducting transition edge sensors
(STES),12 exhibit a very slow (kHz-range) photoresponse
speed, and their jitter in the photon-counting mode is difficult
to determine. The fundamental reason for the slow speed of
these detectors is that they are bolometric (thermometer-like)
devices based on superconductors with very low (below 1 K)
Tc, which is dictated by the desire to reach the lowest-possible
intrinsic noise levels and NEP; therefore, STJ’s and STES’s are
not optimal for very high-speed quantum communication. The
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STES’s, however, are photon-number–resolving devices with
very high (>80%) QE values, which makes them very attractive
for quantum metrology and optical quantum computations.13
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Introduction
The fraction of the incident laser energy that is deposited by
energetic electrons as preheat in the cryogenic fuel of imploded
spherical targets has been measured for the first time. Preheat
due to fast electrons has long been identified as a contributing
factor in performance degradation in laser-imploded fusion
targets.1 Fast-electron preheat reduces the fuel compressibil-
ity, thereby reducing the ignition margin. Theoretical designs
for direct-drive fusion experiments on the National Ignition
Facility (NIF)2 use shock preheat to control the isentrope of the
ablation surface and the fuel by varying the incident laser pulse
shape. However, additional preheat due to fast electrons can be
detrimental to the target gain. Detailed simulations have shown
that the fraction of the laser energy dumped as total preheat in
the cryogenic DT fuel has to be well below 0.1% for the preheat
problem to have a negligible impact on target performance.3

This fraction is the key parameter in assessing the severity of
preheat and is the quantity determined in this work, based on
the measured hard-x-ray (HXR) continuum on the OMEGA4

laser system. In an earlier work,5 the source of the fast electrons
has been identified as the two-plasmon-decay instability, but
the determination of preheat level is independent of this
identification. Measuring the fast-electron preheat is particu-
larly important because the calculation of the fast-electron
source is difficult and is not included in most hydrodynamic
target simulations. The present measurements of preheat in
cryogenic-fuel targets on the OMEGA laser system are rel-
evant to future high-gain direct-drive implosions on the NIF
since the laser irradiation, ~1015 W/cm2, is similar to the
design irradiance for the NIF direct-drive cryogenic targets.2

Although the ablation density scale length (which affects the
generation of fast electrons) is shorter than that of NIF targets,
earlier experiments5 on planar CH targets with scale lengths
comparable to those on NIF-design targets have shown the
preheat fraction to be about the same as in the present spherical
experiments. Furthermore, using various combinations of phase
plates and laser-beam configurations on planar targets, the
experiments showed5 that the total HXR signal scaled prima-
rily with irradiance, not with scale length or plasma tempera-

Measurement of Preheat due to Fast Electrons in Laser Implosions
of Cryogenic Deuterium Targets

ture. Thus, the present OMEGA preheat results can be pro-
jected to future direct-drive experiments on the NIF.

To calibrate the HXR detectors, a CH-coated molybdenum
solid sphere was irradiated, and the HXR continuum and
absolutely calibrated Mo-Kα line were measured simulta-
neously. Using the relationship between these two measured
quantities (through the preheat) provided a calibration of the
HXR detectors. Using this calibration, we determine, first, the
preheat in thick imploding CH shells filled with deuterium gas
and then the preheat in cryogenic-deuterium targets. In all
these cases (including the cryogenic targets) the laser interac-
tion and, thus, the production of fast electrons occur within the
outer CH layer.

The preheat level is determined directly from the measured
spectrum of the hard x rays. The only required parameters are
the total hard-x-ray energy and the fast-electron temperature,
both obtained from the measured spectrum. This determina-
tion bypasses the need to know the trajectories or dynamics of
the fast electrons: for each fast electron interacting with the
target, there is a direct ratio between the cross section for
slowing down collisions (which constitute preheat) and the
cross section to emit continuum or Kα radiation. Thus, the
observed radiation (of either kind) leads directly to the preheat
level. These assertions are strongly supported by the transport
simulation results shown below.

Preheat in Thick CH Shells
The HXR signal for a series of deuterium-gas–filled, thick

CH shells as a function of laser irradiance has been published,5

but without a determination of the preheat level. The CH shells
were 27 µm thick, 900 to 1100 µm in diameter, and  filled with
20 atm of deuterium gas. They were irradiated with 60 beams
at 351-nm wavelength, of 1-ns square pulse, and irradiance in
the range of 6 to 9 × 1014 W/cm2. The beam parameters
specified here were also used for the molybdenum and the
cryogenic targets described below. In the case of thick CH
shells, the fast electrons interact mostly with cold CH. The



MEASUREMENT OF PREHEAT DUE TO FAST ELECTRONS IN LASER IMPLOSIONS OF CRYOGENIC DEUTERIUM TARGETS

LLE Review, Volume 101 55

slowing down and radiation by electrons passing through the
deuterium fill gas is negligible. We simulate the transport of
fast electrons and emission of bremsstrahlung radiation within
the CH by a multigroup transport code6 that assumes the initial
electron energy distribution function to be Maxwellian (this
assumption is based on 2-D simulations of the two-plasmon-
decay instability7). The number of fast electrons is immaterial
for the calculation of the ratio of preheat to x-ray emission. The
collisions causing the slowing down are calculated from the
stopping-power and range tables of the National Institute of
Standards and Technology (NIST),8 which are based on Bethe’s
dE/dx formula9 and the density correction of Sternheimer.10

The energy loss rate due to bremsstrahlung is given by the
Heitler relativistic formula.11

Figure 101.59 shows the results of these calculations. The
curve marked “transport” is the result of transporting the multi-
group distribution of initial temperature T through the total CH
shell thickness. The curve marked “dE/dx ratio” is the ratio of
the energy-loss rates for slowing-down collisions and for
bremsstrahlung emission of electrons of a single energy E. The
major factor determining the shape of these curves (and their
differences) is the fact that the slowing-down rate is approxi-
mately proportional to 1/E. The two curves differ in two
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Figure 101.59
Calculated ratio of preheat energy to total hard-x-ray energy for CH shells.
The curve marked “transport” is the result of multigroup fast-electron
transport through the 27-µm-thick shell, for an initially Maxwellian distribu-
tion of temperature T. The curve marked “dE/dx ratio” is the ratio of the
energy-loss rates for stopping-power collisions and for bremsstrahlung emis-
sion for electrons of a single energy E. The abscissa values for the two curves
refer to fast-electron temperature (for the transport curve) and electron energy
(for the dE/dx-ratio curve).

respects: the transport curve is the result of integration over the
thickness of the target and it refers to an initially Maxwellian
energy distribution, whereas the dE/dx curve refers to the local
rates and to a single energy. At the limit of very high tempera-
ture, where transport is unimportant, the second factor domi-
nates: since in a Maxwellian energy spectrum there are more
electrons below the energy E = T (where the slowing-down rate
is higher) than above it, the preheat for the transport curve is
higher than for the dE/dx-ratio curve. For lower temperatures
the same effect dominates only in a thin layer below the target
surface; farther in, more and more of the slow electrons lose all
their energy and the distribution is left with only higher-energy
electrons, for which the slowing-down rate is lower.

The purpose of comparing the two curves in Fig. 101.59 is
to show that the role of scattering (which was neglected here)
is relatively unimportant for the calculation of the ratio of
preheat to x-ray emission. Thus, the dE/dx ratio can be viewed
as the result of transport in the limit of a very thin shell for
which scattering is negligible. The inclusion of scattering in
the transport, by extending the electron paths, would increase
both the preheat and the HXR energy by the same factor.
Furthermore, varying the shell thickness leaves the ratio of
preheat to total HXR energy virtually unchanged, which again
supports the omission of scattering. An additional confirma-
tion of this assertion is provided by the molybdenum results
below. Thus, by relating the preheat to the observed HXR
signal, we bypass all questions related to the fast-electron
paths. The slowing down from the NIST tables pertains to cold
material. This assumption is true for most of the CH shell
throughout the duration of the laser pulse. Furthermore, using
a slowing-down formula for ionized material yields only
slightly different results (see below). Thus, using the NIST
tables for the total CH shell is adequate. The transport curve in
Fig. 101.59 is used to determine the preheat fraction for the
imploding CH shells. The fast-electron temperature for each
target shot was determined from the slope of the HXR spec-
trum;5 for the narrow range of laser irradiance I ~ 6 to 9 ×
1014 W/cm2, the fast-electron temperature changes in the
range of 60 to 80 keV. The temperature was determined5 with
a precision of ±15%, which translates to a precision of about
±10% in the preheat fraction in this temperature range.

To determine the preheat energy, the HXR energy must be
measured absolutely. To that end, we irradiated a CH-coated
molybdenum solid sphere where the preheat was measured
simultaneously through the HXR continuum and the (abso-
lutely calibrated) Mo-Kα line. Most of the HXR emission
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(and all the Kα emission) comes from the molybdenum.
Molybdenum was chosen to minimize the contribution of
thermal x rays to the excitation of the Kα line. Previous exper-
iments on planar targets6 with Kα lines of energy around 5 keV
showed that the contribution of radiation to the production of
Kα lines was comparable to that of fast electrons (in all cases
the laser interacts only with the CH coating). To differentiate
between the two contributions, dual-element (V and Ti) targets
were used, and the Kα lines were observed from both sides of
the target. Since that solution is not available with spherical
targets, we chose a much-higher-Z element. Only radiation
above the Mo-K edge, at 20 keV, can contribute to the excita-
tion of the Mo-Kα line. At that energy, the thermal x-ray
spectrum is several orders of magnitude lower than at 5 keV.
Figure 101.60 shows a film lineout of the Kα line of molybde-
num from a CH-coated molybdenum sphere. The target con-
sisted of a 1.07-mm-diam Mo sphere coated with 12 µm of CH
and was irradiated at 7.7 × 1014 W/cm2. As expected, the
continuum intensity underlying the Kα line is too weak to
measure This confirms the assertion that the Kα line is excited
exclusively by fast electrons (neither can it be excited by the
hard x rays, whose energy is found to be lower than that of the
Kα line).
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Figure 101.60
Measured Kα line of molybdenum from CH-coated molybdenum sphere.

The measured Kα line on film is converted to energy using
the crystal and film calibrations. For the crystal used [polished
and etched LiF (2,0,0)], our calibration12 agrees well with the
results of Toh et al.13 and Gilfrich et al.14 The published
calibration for the Kodak direct-exposure film (DEF) was
used15 with the film-processing procedure closely followed.
Above the Br K edge (at 13.475 keV) the film density is almost

exactly linear with x-ray flux, which greatly simplifies the film
conversion. The total energy emitted by the target in the Kα
line per unit solid angle is given by ElL/R, where El is the
energy incident on the film per unit length along the line, R is
the crystal integrated reflectivity at the Kα energy, and L is
the distance from target to film along the spectral ray.

To relate the intensity of the Mo-Kα line to the fast-elec-
tron energy, we use the multigroup code for the transport of the
fast electrons with the inclusion of the rate for excitation of the
Kα line. The photoionization rate of K-shell electrons, which
leads to Kα emission, is given by the semi-empirical cross
section of Powell.16 In addition, the code calculates the trans-
port of the Kα line emission out of the target. The results, with
and without the inclusion of the Kα opacity, are shown in
Fig. 101.61(a). Using the curve marked “with opacity” and the
measured Kα emission, the preheat can be determined.
The HXR emission in molybdenum is calculated in the same
way as for the CH targets, and the results are shown in
Fig. 101.61(b). As in Fig. 101.59, the abscissa designates
electron temperature for the transport curve and electron
energy for the dE/dx-ratio curve.

We can gain additional confidence in the curves of
Fig. 101.61(b), and, by implication, those of Fig. 101.59, by
comparing them with the known efficiency ε of an x-ray tube
with a molybdenum anode. The input power that accelerates
the electrons in the tube is converted mainly to heating the
anode (equivalent to preheat in our case), with a small fraction
converted to x rays, mostly continuum. The power P of x-ray
continuum emission is given by the empirical relation17 P =
K(Z) × Z × I × V2, where V and I are the accelerating voltage
and the tube current, respectively, and K depends weakly on
the atomic charge Z. Thus, the ratio of heating to radiation is
ε–1 = [Z × V × K(Z)]–1. For molybdenum, the empirical value17

of K is ~0.85 × 10–6 keV–1. Plotting ε–1 as a function of V
results in the dotted curve for the Mo tube in Fig. 101.61(b)
(where the electron energy is given by V). Good agreement
with the theoretical curves is seen. This provides an additional
confirmation that the modeling of preheat-to-radiation ratio, in
particular the neglect of scattering, is correct.

Using both Figs. 101.61(a) and 101.61(b) for the same
molybdenum target shot, we derive the calibration of the HXR
detector against the absolute energy of the Mo-Kα line. The
resulting calibration, in units of x-ray energy per electrical
charge of the time-integrated HXR signal, is C = 0.018 mJ/pC.
This calibration factor depends weakly on the fast-electron
temperature. To determine this dependence, we averaged the
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Figure 101.61
Calculations for a molybdenum target. (a) Ratio of preheat energy and
emission energy in the Mo-Kα line, calculated by a multigroup electron
transport through a molybdenum sphere. The curve marked “with opacity”
includes the transport of the Kα line through the target. (b) The transport
curve (dashed) and the dE/dx ratio curve (solid) are equivalent to the two
curves in Fig. 101.59. The dotted curve is the inverse of the empirical x-ray
efficiency of an x-ray tube with a Mo anode (the abscissa for the latter curve
is given by the tube voltage).

relative detector sensitivity18 over the HXR spectrum for each
temperature. The uncertainty in the calibration factor is deter-
mined by that of the Kα energy, which is estimated to be
±20%. This adds to the effect of temperature uncertainty
discussed above to yield a total uncertainty in the preheat
of ±30%.

The final values of preheat as a fraction of the laser energy
for the thick (27-µm) CH shells are shown as open circles in

Fig. 101.62. Also shown as a solid circle marked “Mo” is the
preheat in the CH-coated molybdenum target. In that case, the
preheat energy can be equated with the initial energy in fast
electrons that travel through the target since their range is much
smaller than the radius of the molybdenum sphere and almost
all the incident energy is converted to preheat. This energy can
also be equated with the initial energy Einit in fast electrons that
travel through a 27-µm-thick CH shell at the same irradiance
(I0 = 7.7 × 1014 W/cm2) since, in the two cases, a laser of the
same irradiance and pulse shape interacts with a spherical CH
layer of the same radius. For the measured fast-electron tem-
perature at irradiance I0, the transport code calculates the
fraction of Einit absorbed as preheat when an electron distribu-
tion of temperature T travels through a 27-µm-thick CH shell.
The result is shown by the solid circle at the end of the arrow,
and it agrees with the measured preheat for CH shells (i.e., it
lies on the curve). This agreement indicates that the fast
electrons traverse the shell only once, otherwise the point
would lie below the curve. The possible reflection of electrons
back into the target, due to a surrounding electric field, is an
important factor in the study of fast-electron dynamics. The
question of reflection, however, is not germane to the determi-
nation of the preheat level.
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Preheat in Cryogenic Targets
A series of laser implosion experiments of cryogenic-

deuterium targets were conducted recently and are described
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in detail in Ref. 19. The preheat level for a few typical shots
from this series was determined based on the HXR measured
signals. The targets were ~3.5-µm-thick CH shells, filled with
about 1000 atm of deuterium, which upon solidification yielded
~100-µm-thick solid deuterium layer on the inner surface of
the CH shell. The laser energy was ~22.6 kJ in a 1-ns square
pulse. Other details (target quality, etc.) are discussed in
Ref. 19.

The determination of preheat in cryogenic targets is more
involved than that for thick CH shells. First, because the
cryogenic fuel is not cold, the formula for electron slowing
down in a plasma rather than in a cold material must be used.
Furthermore, most of the measured HXR signal is emitted by
the CH layer, not the DD fuel. This is in spite of the fact that
most of the electron slowing down occurs in the deuterium
fuel. Therefore, to find the fraction of the HXR signal coming
from the fuel, the successive transport of electrons through the
CH and fuel layers is computed.

The slowing down of electrons in a plasma has two contri-
butions: binary collisions and collective interactions (i.e.,
excitation of plasma waves). In the kinetic formulations of the
problem, the division between the two regimes is marked by an
impact parameter that is smaller or larger than the Debye length
LD. In the continuum (or dielectric) formulations of the prob-
lem, the division is marked by a density modulation wave
number k that is larger or smaller than kD = 1/LD. The effect of
the plasma ions is negligible for the high projectile velocities
considered here.20 The addition of the two electron collision
terms for high projectile velocities yields20

−( ) = ( ) ( )dE dx e N E Ee p2 1 524
0 0π ωln . ,�

where the plasma frequency is given by ω πp ee N m= ( )4 2 1 2
.

The Debye length dependence has canceled out because the
argument of the logarithm in the binary-collision term is

L bD 1 47. min( ) , where b is the impact parameter, whereas in
the collective-collision term it is 1 123 0. ,V Lpω D( )  where V0
is the projectile velocity; thus, by adding the two terms, the
Debye length cancels out. This is an indication that the result
is independent of the degree of degeneracy, which was also
shown directly by Maynard and Deutsch.21 The issue of using
single-particle slowing-down formulas in this work was ad-
dressed in detail in the Appendix of Ref. 6; the main justifica-
tion for neglecting collective effects is that the preheat is
measured from HXR emission rather than deduced from the
motion of the electrons that produce it. The result is very
similar to the Bethe stopping-power formula9 with the main

difference being that the average ionization energy in the Bethe
formula is replaced by �ω p . For the deuterium fuel used in
these experiments, the two equations yield very similar results.

The transport of electrons in these targets is calculated using
the density profiles calculated by the one-dimensional (1-D)
LILAC hydrodynamic code.22 Throughout the laser pulse, the
quarter-critical density surface (the region where the fast
electrons are generated) remains within the CH layer. The
fraction of the total HXR signal emitted by the deuterium fuel
increases slightly during the laser pulse. The time-integrated
HXR emission from the fuel is ~1/4 of the total HXR signal.
The transport through the fuel layer can be used to generate
preheat curves similar to those of Figs. 101.59 and 101.60(b),
for various assumed fast-electron temperatures. Figure 101.63
shows the energy ratio of preheat and HXR computed for two
instances during the laser pulse. The ratio is seen to change
very little during the laser pulse. It also changes very little if the
LILAC density profiles are replaced by constant-density pro-
files of the same total mass. Thus, because the preheat and
HXR depend mostly on the areal density of material traversed
(in addition to the number and spectrum of the fast electrons),
the results are relatively insensitive to the precision of 1-D
code simulations. Finally, the resulting preheat level for two
cryogenic shots is shown as solid squares in Fig. 101.62. The
results for all other cryogenic targets in this series (all at about
the same laser irradiance) fall within the range spanned by

E13633

0

104

105
1.0 ns

0.5 ns

50

Fast-electron temperature (keV)

Pr
eh

ea
t e

ne
rg

y/
x-

ra
y 

en
er

gy

100 150 200

Figure 101.63
Calculated ratio of preheat energy and total hard-x-ray energy in the cryo-
genic-deuterium fuel. The electron transport code used the electron-density
profiles calculated by LILAC. Shown is the ratio at two instances during the
1-ns laser pulse.



MEASUREMENT OF PREHEAT DUE TO FAST ELECTRONS IN LASER IMPLOSIONS OF CRYOGENIC DEUTERIUM TARGETS

LLE Review, Volume 101 59

these two points. The preheat in the cryogenic fuel is smaller
than that in the thick CH shells mainly because the electron
areal density in the former is ~1/3 smaller than that in the latter.

As seen in Fig. 101.62, the preheat fraction is well below
0.1%. This indicates that preheat in these cryogenic target
implosions will have a negligible impact on target perfor-
mance. Since direct-drive target designs employ some shock
preheating to reduce the growth of hydrodynamic instability
(by adjusting the laser pulse shape), a reduction of the designed
shock heating level could compensate for the preheat due to
fast electrons. As explained in the introduction, these consid-
erations are expected to hold equally for future direct-drive
experiments on the NIF.
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Direct-drive illumination plays a significant role in plans to
achieve ignition on the National Ignition Facility (NIF).1

Ignition requires the uniform implosion of a fuel capsule
containing a deuterium–tritium mixture with intense laser
beams, using either direct laser illumination of the capsule2 or
indirect drive,3 in which laser beams focused into a hohlraum
generate x rays to drive the capsule. The baseline NIF target
chamber geometry requires that all the NIF beams be incident
through 48 beam ports, known as the “indirect-drive” ports,
located in rings with angles varying from 23.5° to 50° with
respect to the vertical (pole). Additional beam ports near the
equator, at an angle of 77.45°, allow symmetric direct-drive
illumination to be accommodated at a later time by rerouting
half of the beams to these ports.4 Considerable interest has
been stimulated by the recent reconsideration5–8 of direct drive
using the indirect-drive ports with the beams repointed toward
the equator, a concept once dismissed as ineffective because of
the difficulty of ensuring uniformity on the imploding critical
surface9 and now known as polar direct drive (PDD).6 PDD
may allow direct-drive ignition and possibly high gain to be
achieved on the NIF many years earlier than would otherwise
be possible.

The Saturn Target for Polar Direct Drive
on the National Ignition Facility

This article reports on a new PDD target design concept that
promises to improve the drive uniformity on the capsule
compared with the previous (“standard PDD”) designs of
Refs. 6–8. The new “Saturn” design, whose distinctive feature
is a low-Z ring placed in the equatorial plane of the capsule
(Fig. 102.1), is applied to the “all-DT” design of Refs. 10 and
11. The Saturn design can result in a DT shell that is imploding
at the end of the laser pulse with a velocity uniform to a little
over 1% (rms), close to the uniformity expected for the “sym-
metric” design that uses the direct-drive ports with all beams
pointed to the capsule center.11

The next article (“Polar Direct Drive—Proof-of-Principle
Experiments on OMEGA and Prospects for Ignition on the
National Ignition Facility,” which begins on p. 67) describes
PDD experiments that validate both hydrodynamic PDD simu-
lations and the Saturn concept. It also presents a simulation of
the NIF Saturn design that results in high gain close to the
prediction from an ideal one-dimensional calculation. These
results increase the prospects of obtaining direct-drive ignition
with the initial NIF configuration.

Figure 102.1
Vertical cross section of a Saturn target for
direct drive on the NIF. The capsule (the “all-
DT” design of Ref. 11) is a 340-µm layer of
cryogenic DT supported in a thin (few-µm)
plastic shell. It is irradiated using the four rings
of indirect-drive ports in each hemisphere and
the indicated repointings. The capsule is sur-
rounded by a low-Z (CH) ring whose plasma
provides time-dependent pointing correction
for ring-4 beams.
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The primary limitation on the uniformity attainable with
standard PDD arises because extra laser power needs to be
focused near the equator to compensate for the oblique angle of
incidence, but the radius of the critical surface (near which most
absorption occurs) decreases significantly during the laser pulse.
Since the NIF laser beams cannot be dynamically repointed,
two methods have hitherto been proposed to minimize this
effect: careful optimization of the beam pointings6–8 and the use
of different pulse shapes for the different rings of beams.6 The
essence of the Saturn design is that a plasma forms around the
low-Z ring from laser rays refracted from the capsule plasma
and from rays on the edges of ring-4 beams (those incident at
50° in Fig. 102.1) that clip the low-Z ring. The ring plasma has
little impact on the capsule irradiation pattern at early times,
but later expands into the path of a significant portion of ring-
4 rays, deflecting them to strike the imploding critical surface
near the equator. Optimum designs match the expansion of the
ring plasma to the implosion of the capsule plasma.

Figure 102.1 gives the main parameters of the Saturn
design. Three of the four rings of beams in each hemisphere
(the lower-hemisphere beams are not shown) are repointed
toward the equator with the specified distances ∆r measured
perpendicular to the beam axes. Rings 3 and 4 use “elliptical
phase plates,” whose focal spot is shortened in the vertical
direction by a factor of cos θpp. Prior to this shortening, all
beams have super-Gaussian target-plane spatial shapes with
the intensity proportional to exp .− ( )r r0

2 5  with r0 = 1200 µm.
The capsule is a thick shell (340 µm) of cryogenic DT ice
contained within a thin (few-µm) plastic shell of 1690-µm
outer radius.11 The low-Z ring, made of CH to minimize
radiation preheat, has a major radius Rmajor of 3000 µm and
an elliptical cross section. While the parameters listed in
Fig. 102.1 were selected as a result of numerous two-dimen-
sional (2-D) simulations, improvements are likely because of
the large range of possible parametric variations.

The Saturn design is compared with standard PDD and
symmetric designs obtained using similar optimizations and
the same super-Gaussian profiles. The pointings used for
standard PDD are ∆r = 100, 290, 380, and 750 µm, respec-
tively, for rings 1–4 and θpp = 30° and 60°, respectively, for
rings 3 and 4 (as in Ref. 8).

The target is irradiated by the incident laser temporal pulse
shape taken from Ref. 11 and shown in Fig. 102.2 as the upper
curve. The total incident energy is 1.53 MJ, less than the
nominal total NIF energy1 of 1.8 MJ. All beams have the same
power history, maximizing the available on-target energy. The

Figure 102.2
Incident and capsule-absorbed laser power as a function of time for three
cases: “symmetric,” “standard PDD,” and Saturn. The bottom curve applies
to the ring of the Saturn target. The time-integrated absorption fractions are
given in parentheses. Inset: The critical surface of the capsule at 0 and 9 ns
(radii Rc = 1690 and 1000 µm, respectively) viewed along the axis of the
ring-4 beam for the standard-PDD design, together with the elliptical far field
(out to the 10% intensity contour) centered 750 µm below the target center.
The grid indicates starting points for the simulation ray trace.

other curves in Fig. 102.2 give the absorbed laser power for the
three cases. The overall absorption for standard PDD (63%) is
only slightly less than the 66% of the symmetric case because
the elliptical phase plates compensate for the absorption loss of
the repointed beams. The inset in Fig. 102.2 shows the ellipti-
cal 10% intensity contour (the outer ellipse) in the target plane
of a ring-4 beam pointed 750 µm below the target center
together with the initial and final critical surface radii. The
Saturn capsule absorbs slightly more (70%), and just under
half of the energy refracted from the capsule is absorbed in the
CH ring (bottom curve).

The simulations reported here used the 2-D Eulerian
hydrodynamics code SAGE, which includes fully self-consis-
tent, 3-D laser ray tracing.12 Each of the eight rings (four per
hemisphere) is represented by a single beam whose incoming
cross section is broken into a grid of ~1000 rays (shown sche-
matically in the inset in Fig. 102.2). Each ray is traced through
an (x,y,z) coordinate system, with z vertical, and the energy at
each step is deposited by inverse bremsstrahlung onto the
spherical (r,θ) simulation grid at radius r x y= +( )2 2 1 2

.  This
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is equivalent to averaging the deposited energy in the azi-
muthal (φ) direction. The azimuthal variations due to the finite
number of beams in each NIF ring are expected to be smaller
than the variations in θ due to the PDD geometry.

Typical plots of density contours and ray trajectories [pro-
jected into the (r,θ) plane] are shown in Fig. 102.3 for the
Saturn and standard-PDD cases, at 5.8 ns (close to the time that
the initial shock reaches the inner DT surface) and at 9 ns

Figure 102.3
Electron-density contours (some of which
are labeled as fractions of the critical
electron density nc) and a representative
subset of ring-4 ray trajectories projected
into the (r,z) plane for a Saturn target and
a standard PDD target, at the time of
shock breakout (5.8 ns) and at the end of
the laser pulse (9 ns). In the Saturn de-
sign, the central group of rays refract in
the ring plasma at the later time (c) to-
ward the capsule equator. The shaded
areas at 9 ns represent material above
solid density.
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(roughly the end of the laser pulse). For clarity, only a small
fraction of the ring-4 rays are shown. At 5.8 ns, the plasma
forming around the CH ring is not large enough to significantly
deflect the central rays (marked with arrows). At 9 ns, how-
ever, significant refraction of the central group of rays toward
the capsule equator is evident in the Saturn case, while these
rays pass significantly below the equator in the standard-PDD
case. An additional effect included in the simulations is tamp-
ing of the blowoff by the CH ring that may also enhance the
pressure near the equator.

The deviations of the center-of-mass radius and radial veloc-
ity (Vr) of the imploding shell at 9 ns are shown in Fig. 102.4 for
the three cases. The standard-PDD case shows significant
structure, in particular a large radius and small velocity near the
equator. The Saturn case reduces the rms velocity variation to
1.3%, close to the 1.0% predicted for the symmetric case. A
uniform Vr is critical to a uniform implosion, and the target
designs were chosen to minimize the rms of this quantity. The
quoted rms values are probably upper bounds since the simu-
lations, which should be symmetric about θ = 90°, include
some numerical noise. The Saturn-design Vr nonuniformity is
dominated by Legendre modes � = 2 and 4 (1.1% in these
modes), with the other 0.2% attributable to noise. The pre-
dominantly low-� content in the Saturn case provides a signifi-
cant advantage compared with the standard-PDD case, as the
all-DT capsule design is more tolerant of low-� modes.11

Figure 102.4 also shows that the DT shell in the Saturn case
moves approximately the same distance and acquires the
same velocity as for the symmetric target, indicating (consis-
tently with Fig. 102.2) that there is no energy penalty associ-
ated with the Saturn design even though the laser energy,
incident more obliquely, is on average absorbed farther from
the critical surface.

The standard-PDD pointings provide excessive drive on the
equator at early times to compensate for the reduced drive at
later times. This produces increased pressure gradients and
motion in the θ direction. The rms Vr is 7.2% at 5.8 ns, com-
pared with 2.5% for Saturn, and the rms Vθ at 9 ns is 1.4 ×
106 cm/s, compared with 9 × 105 cm/s (~3% of Vr) for Saturn.
The Saturn design thus enables slightly smaller repointings to
be used for rings 1–3 to provide better early time uniformity.
The simulations all used a flux limiter13 f of 0.06, broadly
consistent with the observed absorption and drive in current
OMEGA experiments.14 The parameters ∆r and θpp needed to
optimize the PDD designs are insensitive to f.

Some simulation results of the parametric sensitivities of
the designs are shown in Fig. 102.5, which gives the rms
center-of-mass radius (∆Rrms) and velocity (∆Vrms) variations
as functions of the pointing error of the most-sensitive laser
ring for all three cases and as functions of Rmajor for the Saturn
design. As in Fig. 102.4, the Saturn performance is close to that
of the symmetric case. The NIF single-beam pointing tolerance
of 50-µm rms15 should be adequate in all cases, especially as
the calculations make the pessimistic assumption that all
beams in the ring are displaced in unison. Figures 102.5(c) and
102.5(d) point to an optimum Rmajor of 3100±100 µm. As the
ring is moved away from the capsule, ∆Vrms increases because
fewer rays intersect the ring plasma. As the ring is moved
toward the capsule, ∆Vrms increases dramatically due to the
capsule equator becoming shadowed by the ring. Adjustment
of the ring parameters provides a means for tuning the time-
dependent drive symmetry of different capsule designs. Such
tuning may also be required because the ring plasma, whose
rate of formation depends in part on the energy near the beam
edges, may evolve differently than predicted here.

Figure 102.4
(a) Center-of-mass radius and (b) radial velocity (Vr)
as a function of angle θ from the vertical for the three
cases—symmetric, standard PDD, and Saturn—at the
end of the laser pulse (9 ns).
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Figure 102.5
Dependence of (a) the rms center-of-mass radius variation
∆Rrms and (b) the rms radial velocity variation ∆Vrms at 9 ns
on the pointing error of the ring of beams with the greatest
sensitivity (ring 2 for the symmetric case, ring 4 for the
others). The same quantities are plotted against the low-Z
ring’s major radius in (c) and (d) for the Saturn design. Each
symbol corresponds to a 2-D simulation; the thin lines serve
only to guide the eye.

From other sensitivity studies, the positioning tolerances
of (a) the capsule with respect to the target chamber center and
(b) the CH ring with respect to the capsule in the z direction are
critical: preliminary results suggest that these should each be
less than 50 µm, preferably by a factor of 2. Capsule-mounting
schemes taking advantage of the Saturn design must provide
accurate centering of the capsule within the ring.

The optimization process that led to the Saturn design
started with the investigation of target-plane profiles of the
form I r r r n( ) ∝ − ( )exp 0  for the symmetric case. Obtaining a
smooth overlap of deposited energy profiles from neighboring
laser rings for all critical-surface radii between the initial and
final becomes hard when n increases above 2.5, as the edge of
the profile steepens. For smaller n, an energy penalty results
from rays near the edge of the beam missing the target. For r0
< 1200 µm, nonuniformities result from the deposition being
too localized, while for larger r0, the uniformity remains good
but energy is lost. For the PDD designs, the same n and r0 are
used on the assumption that this will provide comparable
azimuthal uniformity to the symmetric case. The values of ∆r
and θpp are chosen to spread the deposited laser energy as
uniformly as possible around the capsule surface. The CH-ring

parameters are chosen on the basis of surveys such as shown in
Fig. 102.5.

Experimental investigations of PDD on the OMEGA laser
system and extended simulations of the Saturn design to
examine the implosion physics beyond the end of the laser
pulse are reported in the next article and in Ref. 16. Preliminary
results demonstrate that the Saturn ring does indeed increase
the drive on the equator. Issues for future investigation include
characterization of the evolution and azimuthal symmetry of
the Saturn ring plasma.

In conclusion, the Saturn concept will enable direct-drive
implosions to be carried out on the NIF, using only the indirect-
drive ports, with a uniformity approaching that of the symmet-
ric configuration. A low-Z ring placed around the capsule
provides time-dependent correction of critical laser ray trajec-
tories to ensure adequate drive on the capsule equator at all
times. Preliminary parameter surveys indicate that the toler-
ances necessary to ensure this high level of uniformity are
reasonable. The prospects for an early ignition demonstration
on the NIF using direct drive are thus greatly enhanced.
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Introduction
This article supports the preceding article (“The Saturn Target
for Polar Direct Drive on the National Ignition Facility,” p. 61)
by presenting recent experimental and simulation results indi-
cating that ignition may be feasible on the National Ignition
Facility (NIF)1 using polar direct drive (PDD).2

Since the recent suggestion3 that the PDD option be recon-
sidered on account of the cost and complexity of rerouting half
of the NIF beams, a number of two-dimensional (2-D) hydro-
dynamic PDD simulations have been reported. Simulations4,5

of the all-DT capsule design of Refs. 6 and 7 were carried out
using the hydrodynamics code SAGE, which includes fully
self-consistent 3-D ray tracing.8 These simulations used sets of
optimized repointings of the four rings of NIF beams and
elliptical far-field focal spots for some rings to increase the
drive on the capsule equator. Skupsky et al.2 used the 2-D code
DRACO9,10 to examine PDD designs for wetted-foam cap-
sules,11 which are attractive because of increased laser absorp-
tion. They concluded that PDD enhances the capability of the
NIF to explore ignition conditions and found that the primary
cause of gain reduction was the time-dependent drive deficit on
the equator due to target compression.12 The previous article
(p. 61) describes simulations of a new “Saturn” target concept
for PDD in which a low-Z ring is placed around the capsule in
the equatorial plane. The plasma produced around the ring (by
a combination of light refracted from the capsule and light
directly intercepted by the ring) grows so that, at later times,
laser rays that would otherwise miss the critical surface in the
equatorial region of the capsule are now refracted by the ring
plasma to provide stronger irradiation of this region. With
appropriately chosen ring dimensions, the capsule can be
driven with a uniformity (~1%) approaching that of a sym-
metrically driven capsule.

The success of PDD on the NIF depends, to a large extent,
on the accuracy with which the drive uniformity resulting from
proposed laser-beam repointings can be predicted and diag-
nosed. Two initial series of PDD experiments have been

Polar Direct Drive—Proof-of-Principle Experiments on OMEGA
and Prospects for Ignition on the National Ignition Facility

carried out using the 60-beam OMEGA Laser Facility to
address these issues. To approximate the NIF irradiation con-
figuration, 40 OMEGA beams are used to irradiate the capsule,
with the 20 beams near the equator omitted from the laser drive
(some of these beams are used for backlighting).

The optimum repointings for the experiments were calcu-
lated on the basis of numerous 2-D SAGE simulations for
different combinations of these parameters. In every case, the
drive was found to be too low on the equator. The optimum
repointings minimized the overall rms nonuniformity in the
center-of-mass velocity of the imploding shell at the end of the
laser pulse, producing a predicted � = 4 pattern with the drive
low at both the equator and the poles. Both experimental series
showed this � = 4 pattern with the predicted amplitude, con-
firming the simulations as well as the pointing accuracy and
reproducibility of the OMEGA system.

The low drive on the equator can be understood as follows:
Since the central portion of the OMEGA on-target beam profile
is fairly flat, the intensity incident from a beam with the largest
angle (59°) to the vertical is larger at the point on the capsule
(θ = 59°) irradiated at normal incidence than at the equator,
which sees a flux reduced by cos (31°). Two other factors
further reduce the equatorial drive: (a) the absorption falls off
as the angle of incidence increases, and (b) once a plasma has
formed around the capsule, the energy deposited from ob-
liquely incident rays is spread over a curved path. To provide
compensation for all of these factors, the beams aimed at the
equator would need more tightly focused spatial profiles (as
proposed for the NIF4,5).

In the second series of experiments, three Saturn targets
were imploded on OMEGA. For these targets, the framed x-ray
backlighting results showed a clear � = 2 drive nonuniformity,
with an enhanced drive at the equator that was greater than
predicted. These results are very encouraging and suggest that
it should be possible to move some of the beam pointings back
toward the poles to remove the � = 2 mode.
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This article begins with a description of the initial PDD
experiments on OMEGA and their associated modeling. One
novel aspect of this modeling is the use of SAGE-calculated
velocity perturbations at the end of the laser pulse to perturb
2-D DRACO simulations that are symmetric until this time.
This combines the SAGE ray-tracing capability with the burn
physics and better implosion hydrodynamics in DRACO. These
initial experiments are known as “standard-PDD” experiments
to distinguish them from the Saturn experiments that are
described in the following section. The combined SAGE/
DRACO modeling is then applied to the NIF all-DT Saturn
design of the previous article. When the implosion-velocity
nonuniformitiy at the end of the laser pulse (~1% rms) is
imposed on a uniform DRACO simulation at this time, the
resulting target gain is close to the gain of 45 that results from
a 1-D symmetric calculation.7 This greatly enhances the pros-
pects of obtaining direct-drive ignition on the NIF using the
indirect-drive configuration.

Standard-PDD Experiments on OMEGA
Figure 102.6 shows an Aitoff projection of the OMEGA

experimental configuration used to approximate the NIF irra-
diation configuration. Some of the near-equatorial beams are
directed to a gold backlighter foil, viewed by an x-ray framing
camera at an angle of 10.8° below the horizontal. Similar

40-beam configurations were first used by Glendinning13 and
Kyrala14 to diagnose approximately spherical implosions with
x-ray backlighting.

The pointings ∆r used for the three rings of beams are shown
in Fig. 102.7(a). They were verified experimentally by irradi-
ating 4-mm-diam, gold-coated spheres with the repointed
beams and comparing x-ray pinhole images with predictions.
(This method, applied previously to beams pointed at target
chamber center, is described in Ref. 15.) The implosion target
is nominally a 20-µm-thick CH shell of 865-µm diameter
filled with 15 atm of D2. The arrows in Fig. 102.7(a) indicate
the beam axes. Optimum drive at the equator is obtained by
overlapping ring 3 and its lower-hemisphere counterpart on
the equator. The beam spatial profile I(r) (including 2-D
smoothing by spectral dispersion16 with 1-THz bandwidth
and polarization smoothing17) is approximated18 as a “super-
Gaussian” with I r r r

n( ) = − ( )exp ,0  with r0 = 380 µm and
n = 3.7 [Fig. 102.7(b)]. A significant portion of the laser
energy initially misses the target. This is temporary, however,
as many of these rays refract through the expanding plasma
(see Fig. 102.8), propagating significant distances at densities
above quarter-critical nc 4( )  and undergoing significant ab-
sorption. Some rays that miss the initial target surface later
experience ~50% absorption.

Figure 102.6
Configuration for polar-direct-drive (PDD) experiments on OMEGA. To best approximate the NIF indirect-drive configuration, the target is irradiated with 40
of the 60 OMEGA beams in rings at 21°, 42°, and 59° from the vertical axis of symmetry (top and bottom portions). Some of the other beams at ±9° from the
equator (central portion) irradiate a gold backlighter foil, viewed in particular by an x-ray framing camera (XRFC).
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Figure 102.7
(a) Repointings ∆r used for the three rings of OMEGA laser beams, measured perpendicular to the beam axes. The capsule is a 20-µm-thick CH shell of
865-µm diameter filled with 15 atm of D2. (b) Target-plane intensity distribution for an OMEGA beam. The solid circles indicate the intensities and radii of
rays that can miss the initial target edge for shifted and centered beams.

Figure 102.8
Electron-density contours (heavy lines) and a selection of
ring-2 ray trajectories in the plane containing the laser axis
and the z axis (thin lines), (a) near the start and (b) near the
end of the laser pulse. The contour spacing is a factor of 2
in density. The energy loss due to PDD is less than might
be expected from Fig. 102.7(b) because of absorption in
the expanding plasma.
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The time dependence of the predicted absorption is quanti-
fied in Fig. 102.9. The incident laser pulse is represented as a
1-ns flat pulse with a linear rise and fall, producing a nominal
16 kJ on target (400 J per beam). The absorbed power rises in
time as the coronal scale length increases. The standard-PDD
target is predicted to absorb 66% of the incident laser energy,
compared with 75% for the 1-D (center-pointed) case. This is
roughly equivalent to a 10% incident energy reduction, used
when the 1-D code LILAC simulates the PDD implosions. The
curve labeled “1-D” corresponds to this case and is quite close
to the standard-PDD curve.

1-D (75%)

Saturn (63%)

Incident

Run 4562, 4563, 4535, 4566
TC6774
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Figure 102.9
Incident and absorbed power as a function of time for several SAGE simula-
tions with 16 kJ of incident laser energy, the time-integrated absorption
fractions given in parentheses. The curves labeled 1-D are for symmetric
irradiation, with 1-D* indicating a 10% reduction of incident energy. For the
Saturn simulation, the upper and lower curves apply to the capsule and ring,
respectively.

The highly anisotropic distribution of unabsorbed light pre-
dicted for PDD makes it difficult to measure the laser absorp-
tion using the small number of scattered-light calorimeters on
the OMEGA target chamber, as does the material blowoff from
the backlighting targets. A separate absorption experiment was
carried out to test the modeling of obliquely incident beams.
This was done in a symmetric way by taking advantage of the
grouping of the OMEGA beams into 12 pentagonal faces of
five beams each.2 Each beam was repointed so that its axis
intersected a 1600-µm-diam, solid-CH target at the point
where the axis of its first or second nearest neighbor would
normally intersect. This is illustrated in the inset to Fig. 102.10
for a single move around the group (corresponding to ∆r =
335 µm). Targets were also shot for a double move (∆r =

514 µm). Large targets were used for this experiment to
minimize the transmission of laser energy into the opposing
beam ports. The absorption fractions determined by a pair of
full-aperture backscatter calorimeters, shown in Fig. 102.10,
agree very closely with the SAGE predictions, providing con-
fidence in the absorption modeling of obliquely incident beams.
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Figure 102.10
Experimental and simulated absorption as a function of pointing offset ∆r on
large, 1600-µm-diam solid CH targets. Each beam was repointed either one
position (as shown in the inset) or two positions around its pentagonal ring on
the OMEGA target chamber to allow the effect of oblique incidence to be
studied with the minimum loss of uniformity.

Framed x-ray backlighting was the primary diagnostic used
for the implosion experiments. A set of four images at 250-ps
intervals, integrated over 50-ps frame times, is shown in
Fig. 102.11. The framing camera was timed to diagnose the
implosion from the end of the laser pulse to ~1 ns later. The first
frame, at 1.0 ns (around the end of the laser pulse), showed a
ring of coronal self-emission that extended beyond the x-ray
emission spot from the gold backlighter foil. This self-emis-
sion was also observed by an imaging streak camera. Each of
the later images shows a ring of x-ray absorption that becomes
smaller as the target implodes. The rings are almost round,
indicating that the PDD drive is nearly uniform, but with some
low-mode structure analyzed in detail below. The position of
the ring relative to the backlighting spot varies due to parallax.
Simulations show that, for the first three images, the x-ray
absorption minimum is virtually independent of x-ray wave-
length in the relevant 2- to 3-keV range and is located very
close to the inner surface of the imploding shell, whereas the
self-emission ring comes from the corona on the outside of the
target. (The fourth image is harder to interpret since it depends
on the profiles near stagnation.)



POLAR DIRECT DRIVE—PROOF-OF-PRINCIPLE EXPERIMENTS ON OMEGA AND PROSPECTS FOR IGNITION

LLE Review, Volume 102 71

Figure 102.11
A sequence of four backlit x-ray images at successive times. The first image
(at the end of the laser pulse) shows a ring due to self-emission from the
corona. The following images show distinct rings of x-ray absorption,
corresponding roughly to the inner edge of the imploding CH shell.

Experimental determinations of the average shell radius as
a function of time are shown in Fig. 102.12. The imaging streak
camera provided data up to the end of the laser pulse. The
average radii from framing-camera images were available
through most of the implosion (although not up to peak com-
pression). The horizontal error bars on these data points indi-
cate the timing uncertainty and the vertical error bars represent
the accuracy with which the shell radius can be determined.
The experimental data were simulated in 1-D by LILAC
(postprocessed using Spect3D19) and SAGE, both codes using
a flux limiter20 f of 0.06. The lowest-order shell motion is
modeled well by both codes, with a small timing difference
evident with respect to the framing-camera data.

The main result of the experiment is provided by the solid
points and curves of Fig. 102.13, which gives the x-ray absorp-
tion radius Rabs as a function of θ at two successive times
during the early stages of the implosion [corresponding to
Figs. 102.11(b) and 102.11(c)]. To obtain Rabs(θ), the positions
of the absorption maximum at points around the ring were
visually determined, a circle was fit through these positions,

Figure 102.12
Measured and simulated trajectory of the imploding CH shell. The radius of
maximum self-emission from the imaging streak camera (solid diamonds) is
compared with SAGE predictions (open diamonds) and predictions from
LILAC postprocessed by Spect3D (dotted line). The radius of maximum x-ray
absorption (solid circles) is compared with SAGE (open circles) and LILAC/
Spect3D (solid line). Both simulations assume 1-D symmetric irradiation
with the incident laser energy reduced by 10%.

Figure 102.13
Experimental radii of maximum x-ray absorption Rabs obtained from the
framing-camera images of Fig. 102.11 at 1.25 and 1.5 ns, plotted as a function
of angle from the vertical. Squares (plusses) indicate clockwise (counter-
clockwise) scans from the top of the images. The solid lines are the SAGE

predictions of Rabs based on the calculated center-of-mass location Rcm,
with minor adjustments for the viewing angle and the difference between
Rcm and Rabs.
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and the center of this circle was used as a reference point. No
corrections were made for nonuniformities in the backlighter.
The different symbols in Fig. 102.13 correspond to scanning
around the images from top to bottom in the two angular
directions. These are equivalent for an azimuthally symmetric
implosion; the good agreement is consistent with good azi-
muthal symmetry and also indicates that errors associated with
nonuniformities in the backlighter are minimal. The calculated
curves are based on the center-of-mass radius Rcm of the
imploding shell, adjusted by estimates of the distance to the
x-ray minimum (14 µm at 1.25 ns and 24 µm at 1.5 ns). This
method proved more robust than direct comparison with the
calculated x-ray minimum, whose exact location was subject
to some numerical noise. The calculated curves are taken at
times (0.15 ns later than the nominal experimental times) that
allow comparison to be made of the θ variations at the same
values of the average shell radius. The 0.15-ns offset represents
a combination of the experimental timing uncertainty and the
observation that the agreement between simulation and experi-
ment for the lowest-order shell motion (Fig. 102.12), while
very close, is not exact. Deviations from symmetry about θ =
90° in the simulations, in particular the peak at 160° at the later
time, are due to numerical noise that grows at later times. The
best indication of the PDD drive nonuniformity is provided at
the earlier time when the noise is small.

Figure 102.13 shows that the rms perturbation amplitude
increased from 7 µm to 9 µm as the shell radius decreased
from ~225 µm to ~150 µm (compared with an initial radius of
~430 µm). At both times the experimental mode structure and
amplitude agree well with the simulations, with the drive weak
at the equator and at the poles. This agreement provides
confidence that the beam pointings for optimum uniformity
can be accurately predicted. This is important for the NIF,
where a limited number of shots will be available for tuning the
drive uniformity.

The compressed core was imaged using a time-integrating
Kirkpatrick–Baez (KB) microscope with ~3-µm spatial reso-
lution, filtered to look at x rays from 3 to 7 keV.21 Shot 34644
(60 beams, each with 2/3 of the nominal beam energy of 400 J
pointed to target chamber center) and shot 34668 (40 PDD
beams) are compared in Figs. 102.14(a) and 102.14(b). The
core in the PDD case was less spherical, and the neutron yield
YDD was reduced by a factor of about 3.

The evolution of the shell nonuniformity observed in
Fig. 102.13 was consistent with the center-of-mass velocity
nonuniformity at the end of the laser pulse (1.1 ns), shown in

Fig. 102.15(a). The minimum at the equator (and, indeed, the
falloff from θ = 60° to θ = 90°) is found for all feasible
combinations of ring pointings. The optimum overall rms
nonuniformity of 3.8% is obtained by reducing the drive at the
poles. The low drive pressure at the equator causes mass to
flow toward the equator. Figure 102.15(b) shows the trans-
verse velocity Vθ, positive between θ = 60° and θ = 90° and
negative from 90° to 120°. This small velocity (whose rms is
~2.5% of Vr) can lead to increasing transverse mass flow
toward the equator as the implosion proceeds.

To follow the implosion from the end of the laser pulse,
low-� fits to the SAGE center of mass Vr and Vθ were used to
perturb a hitherto uniform DRACO simulation. Even values
of � were used for Vr and odd for Vθ (as Vθ results from
gradients in the θ direction). DRACO contours of mass density
ρ and electron temperature Te at the time of peak neutron
production are given in Figs. 102.15(c) and 102.15(d), respec-
tively. The solid line indicates the CH/D2 interface. The � = 4
perturbation continues throughout the implosion. The calcu-
lated neutron yield was 5.4 × 1010, reduced from 1.3 × 1011 for
a comparison unperturbed simulation by a factor of 0.42, close
to the experimental reduction factor of 0.35, suggesting that
the experimental reduction can be explained mainly by the
imposed low-� perturbations. (Similar yield reductions have
been obtained in full DRACO simulations using its approxi-
mate ray-trace option.)
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Figure 102.14
Time-integrated KB microscope images for (a) a target irradiated symmetri-
cally with 60 beams, each with 2/3 nominal energy, pointed at target chamber
center (TCC), (b) a 40-beam PDD target, and (c) a simulation of (b). While
all images share the same spatial scale, care should be exercised when
comparing (b) and (c) because of the different gray scales used.
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The DRACO profiles were postprocessed by Spect3D to
form the time-integrated x-ray image shown in Fig. 102.14(c).
The experimental image shows a lower intensity in the upper
half as indicated in the calculated image. This is ascribed to
mass that has accumulated near the equator, partially obstruct-
ing the view of the core taken from 15.6° below the equator.22

Saturn Experiments on OMEGA
The first Saturn target implosion experiments have been

performed on OMEGA. Standard OMEGA capsules (20-µm
CH shells filled with 15 atm of D2) were supported using spider
silk on a CH ring of 1100-µm major radius and 150-µm minor
radius (see Fig. 102.16). The capsule was centered in the ring
to an accuracy usually better than 40 µm. While the calculated
optimum pointing called for the ring-1 ∆r to be changed from
90 µm to 30 µm, to give a stronger drive at the poles, the actual
experimental pointing was unchanged to isolate the change of
uniformity induced by the ring.23 The backlighting configura-
tion was modified from that shown in Fig. 102.6 to include a
second framing camera viewing from 26.6° above the equator,
to avoid obscuration by the ring.

Figure 102.15
SAGE/DRACO simulation of a PDD implosion. Low-�
Legendre fits to (a) the center-of-mass radial velocity Vr

and (b) the transverse velocity Vθ calculated by SAGE at
the end of the laser pulse (1.1 ns) were used to perturb a
hitherto symmetric DRACO simulation. The density ρ
and electron temperature Te contours at the time of peak
neutron production are given in (c) and (d), respectively.

Figure 102.16
A Saturn target shot on OMEGA. Using eight strands of spider silk, a standard
865-µm-diam capsule is mounted on a CH ring of major radius 1100 µm and
minor radius 150 µm.
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The ring plasma forms mainly in the later part of the laser
pulse, as in the NIF design described in the preceding article.
Predicted density contours at two times are shown in
Fig. 102.17. A “bow shock” is observed where the ring plasma
and capsule plasma collide. The absorbed power in the capsule
was almost the same as in the standard-PDD case (see
Fig. 102.9) and that in the ring was fairly constant.

Figure 102.18(a) shows a time-integrated pinhole-camera
image of the target, viewed 10.8° above the equator. The ring
appears as a shadow obscuring some of the plasma. There is
evidence of the bow shock near the inner edge of the ring. The
imploded core is heavily overexposed. A better-filtered image
of the core, obtained from the KB microscope and dominated
by emission from the CH/D2 interface, shows prolate core
emission [Fig. 102.18(b)].

Framing-camera images of the imploding shell obtained
from the 26.6° view [Figs. 102.18(c)–102.18(e)] show a clear
� = 2 mode, evident from the earliest time. The x-ray absorp-
tion radii from the first two images, whose times correspond to
the standard-PDD data shown in Fig. 102.13, are plotted in
Fig. 102.19 along with predictions corrected for the viewing
angle (i.e., around a great circle in a plane tipped 26.6° from the
vertical). The predictions (solid curves) show an � = 4 pattern
with slightly reduced amplitude compared with the standard-
PDD case (dotted curves). The Saturn data show an � = 2 mode
with the strongest drive on the equator, larger than predicted.

Figure 102.18
X-ray images of Saturn-target implosions. (a) Time-integrated pinhole-
camera image, from 10.8° above the equator, including self-emission, the
shadow of the ring, the bow shock, and a prolate core (saturated). (b) Time-
integrated KB microscope image of the core. (c)–(e) Framing-camera backlit
images of the imploding shell viewed 26.6° above the equator.

Figure 102.17
Simulated electron-density contours at 0.6 and 1.1 ns for
the Saturn target. The ring plasma grows primarily in the
second half of the laser pulse, forming a “bow shock” where
it collides with the plasma ablating from the capsule.
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The primary reason for this disagreement is believed to be
radiation from the ring plasma to the capsule, not included in
the simulations. In addition, it is possible that the ring plasma
is not behaving as modeled. Much of the laser energy absorbed
by the ring comes from rays near the edge of the beam profile,
which may contain more energy than implied by the super-
Gaussian fit. The ring may not be azimuthally symmetric:
while it is probably irradiated uniformly by the light from all
beams that is refracted from the capsule plasma, it is also
irradiated directly in localized regions by the edges of the ring-
3 beams. Such asymmetries would lead to a more rapid local
growth of the ring plasma.

The Saturn target that came closest to design specifica-
tions yielded 1.8 × 1010 DD neutrons, slightly less than two
standard-PDD targets shot immediately prior to the Saturn
targets that yielded 2.1 and 2.4 × 1010 neutrons, respectively.
This is consistent with the greater low-� drive variations seen
in Fig. 102.19, suggesting that removal of the strong � = 2 non-
uniformity would improve the Saturn yield. This can be ac-
complished by changing some of the repointings ∆r to shift
some of the drive back toward the poles or by increasing the
major radius (or decreasing the minor radius) of the ring.

High-Gain Saturn Design for the NIF
In the preceding article, a Saturn design for the NIF was

calculated up to the end of the laser pulse and optimized for
minimum rms center-of-mass nonuniformity. In this section
the subsequent implosion of this design is modeled using the
SAGE/DRACO technique described above.

The Saturn ignition design adds a CH ring of 3000-µm
major radius to the all-DT capsule described in Ref. 7 and
repoints the beams incident at 30°, 44.5°, and 50° with ∆r =
240 µm, 280 µm, and 750 µm, respectively. The 44.5° and 50°
beams use “elliptical” phase plates whose target-plane profiles
are reduced in the z direction by factors of cos(30°) and
cos(50°), respectively. The center-of-mass velocity perturba-
tions Vr and Vθ near the end of the laser pulse are shown in
Figs. 102.20(a) and 102.20(b), together with low-mode
Legendre fits. Of the 1.3% calculated rms Vr perturbation,
1.1% can be accounted for by modes 2 and 4 (the difference
largely being due to noise in the simulation). An initially
symmetric DRACO simulation was perturbed with the Legendre
fits and was continued through the thermonuclear burn phase.
(More-accurate simulations would also transfer the 9-µm-rms
center-of-mass modulations in shell excursion at this time and
modulations in mass per solid angle, both considered to be
small.) Contours of density and ion temperature from DRACO
are shown in Figs. 102.20(c) and 102.20(d) at the onset of
ignition. The imposed �-mode pattern is maintained through
the coasting and deceleration stages. This nonuniformity is
sufficiently small to allow ignition to occur, with little effect on
the propagating burn wave. The resulting gain is 38, close to
the 1-D gain of 45. This result is consistent with the work of
McKenty et al.,7 who found that low-� perturbations have less
effect on the gain of the all-DT design than higher-� perturba-
tions (� � 10) of the same amplitude. Consistently, other SAGE/
DRACO calculations with similar rms nonuniformities im-
posed in higher-� modes (~8) perform less well. Inner-ice
roughness and imprint, not included in the simulation pre-
sented here, are likely to result in similar (~30%) reductions in
yield as for symmetrically driven capsules.7

Conclusions
Experiments on OMEGA have confirmed that reasonably

symmetric implosions can be carried out using 40 of the 60
beams in a polar configuration. Further, the drive perturbations
can be diagnosed with amplitudes and mode structure that are
in good agreement with simulations.

Figure 102.19
X-ray absorption radius as a function of angle θ around the image obtained
from the 1.27-ns and 1.52-ns Saturn-target images in Fig. 102.18 together
with SAGE predictions obtained as in Fig. 102.13 (solid curves). The dotted
curves are taken from Fig. 102.13 for a standard-PDD target. The experi-
mental data indicate that the increase in equatorial capsule drive is greater
than predicted.

TC6860

300

250

200

150

100
0 30 60

q (°)

X
-r

ay
 a

bs
or

pt
io

n 
ra

di
us

 (
mm

)

90 120 150 180

1.27 ns

1.52 ns

Standard PDD
Saturn

Expt

0° to 180°
0° to –180°



POLAR DIRECT DRIVE—PROOF-OF-PRINCIPLE EXPERIMENTS ON OMEGA AND PROSPECTS FOR IGNITION

76 LLE Review, Volume 102

The Saturn implosions reported here demonstrated that a
low-Z ring can be used to increase the drive on the equator.
Indeed, the maximum drive was observed at the equator,
which, according to calculations, cannot happen for standard-
PDD targets on the OMEGA laser system. The prospects for
improving the uniformity of Saturn targets are excellent, with
the possibilities including changes to the beam pointings and
ring dimensions. Subsequent OMEGA experiments and mod-
eling, to be reported in a future issue of the LLE Review, have
shown that the implosion symmetry and yield can be improved
by readjusting the beam pointings and that radiation is indeed
the primary cause of the discrepancy between experiment and
simulations. Further experiments will provide a better under-
standing of the formation and evolution of the ring plasma and
its azimuthal symmetry, and the physics of the bow shock and
its contribution to x-ray emission from the ring remains to be
explored. These experiments will enable more-accurate calcu-
lations to be made of Saturn targets for the NIF.

Hydrodynamic modeling of the standard-PDD experiments
using a combination of SAGE and DRACO led to a yield
reduction close to that observed experimentally. Similar mod-
eling was applied to the Saturn design for the NIF and led to a
predicted gain close to 1-D. This result is very encouraging
since it improves the prospects of obtaining direct-drive igni-
tion and high gain on the NIF many years before conversion of
the NIF to the direct-drive configuration. This work will be
published in Ref. 24.
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Figure 102.20
SAGE/DRACO simulation of the NIF Saturn tar-
get. Low-� fits to (a) the SAGE-calculated center-
of-mass radial velocity Vr and (b) the transverse
velocity Vθ were used to perturb a symmetric
DRACO simulation. The density ρ and ion tem-
perature Ti contours at the time of ignition are
given in (c) and (d), respectively. The gain of 38
is close to 1-D.
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Introduction
Thermonuclear ignition via direct-drive, laser-driven, inertial
confinement fusion1 (ICF) will be accomplished by the near-
uniform illumination of spherical cryogenic deuterium–
tritium (DT) fuel-bearing capsules with high-power laser
beams. Achieving thermonuclear ignition and gain will re-

quire symmetric compression of the DT-fuel hot spot to high
areal densities (~0.3 g/cm2) with a temperature of ~10 keV. The
baseline target consists of either a pure cryogenic DT layer
formed on the inside of a thin plastic shell2 or a DT-filled
foam shell.3 Target imperfections and laser illumination non-
uniformities lead to Rayleigh–Taylor unstable growth of fuel-
layer perturbations during the implosion and must be mini-
mized. The minimum energy required for ignition scales as
~α1.8 (Refs. 4–6), where α is the fuel adiabat, the ratio of the
local pressure to the Fermi-degenerate pressure. It has been
shown that the ablation velocity, the main contributor to the
stabilization of Rayleigh–Taylor unstable growth, scales as
~α0.6 (Ref. 4). Traditionally, direct-drive ICF has had to
balance target performance and stability by a careful choice of
the target adiabat. This task has been made easier with the
application of adiabat shaping.7 The ablation region is placed
on a high adiabat for stability while maintaining the main fuel
layer on a low adiabat, preserving compressibility for good
target performance.

The experiments described in this work were performed on
LLE’s 60-beam, 30-kJ UV OMEGA laser system.8 The three
major requirements to achieve ignition-scaled conditions in
the fuel have been met: (1) near-uniform cryogenic layers,
(2) near-uniform laser illumination, and (3) a high-contrast
pulse shape maintaining the fuel layer on a low adiabat (α ~ 4).
The resulting high fuel areal densities (ρR ~ 100 mg/cm2), ion
temperature (kTi ~ 2 to 3 keV), and fusion yield [~20% of
predicted by one-dimensional (1-D) simulations and in agree-
ment with two-dimensional (2-D) simulations] give increasing
confidence to the direct-drive approach to ICF ignition.

This work describes recent progress in direct-drive, cryo-
genic target implosions on OMEGA. The following sections

Direct-Drive, Cryogenic Target Implosions on OMEGA

(1) describe the experimental conditions and observations,
(2) compare the observations with 2-D numerical simulations,
and (3) present our conclusions.

Experiments
This section describes the experimental conditions, includ-

ing target and laser performance, and the primary experi-
mental observations.

1. Targets
The targets used in these experiments were D2-filled, deu-

terated, strong GDP (a high-strength, glow-discharge poly-
mer) shells with outer diameters of ~865 µm, shell thicknesses
of ~3.7 to 4.0 µm, and a density of 1.09 g/cm3. The shells were
permeation filled with ~1000 atm of D2 gas in the Fill/Transfer
Station (FTS)9 and then slowly cooled to below the triple point
(18.7 K). The targets were then transported to a characteriza-
tion station for layer formation and then to the OMEGA target
chamber for implosion.

The formation of a near-uniform layer is accomplished in a
layering sphere9 using an IR laser tuned to the D2-ice absorp-
tion band at a wavelength of 3.16 µm. The residual inner-ice-
surface nonuniformities, after careful layer preparation, are
determined using the shadowgraphic technique described in
Stoeckl et al.10 and shown in Fig. 102.21. This technique has
been extended to map the inner surface of the ice layer in 3-D
by combining layer-thickness measurements from multiple
views (48 typically, consisting of 24 orthogonal pairs). In
addition to the inner-ice-surface roughness, the outer-surface
roughness of the CH shell is also determined. The mean inner-
ice roughness for the target experiments included in this work
was 5 µm (rms) with the best being 1.3 µm. Three-dimensional
(3-D) reconstructions of the ice layer from these multiple
views were used as input to the 2-D hydrodynamic simulations
described in Comparison of Experimental Results and 2-D
Simulations (p. 82).

The standard deviation of the mean layer thickness from
individual views is typically �2 µm. However, there are other
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ways to characterize the errors of the ice-layer nonuniformity.
For example, the ice layer for shot 35713 had a 4.2-µm mean
rms, predominately in the four lowest � modes. Based on the
3-D reconstruction of the ice layer, a peak-to-valley of ±10 µm
existed over ~1% of the surface. These larger variations will
likely affect target performance to a greater degree than repre-
sented by the standard deviation of the mean of the individual
measurements. An effort is underway to more accurately
determine the mean ice-roughness error and its impact on
target performance and simulations.

2. Laser System Conditions
Cryogenic capsules were imploded with pulse shapes rang-

ing from a high-adiabat (α ~ 25), 23-kJ, 1-ns square pulse to a
low-adiabat (α ~ 4), 17-kJ, 2.5-ns shaped pulse. The fuel
adiabat at the end of the acceleration phase is determined by
using the pulse shape, as measured by a high-bandwidth streak
camera,11 as input to the 1-D hydrocode LILAC.12 Full beam
smoothing, including distributed phase plates (DPP’s),13 po-
larization smoothing with distributed polarization rotators
(DPR’s),14 and 2-D, single-color-cycle, 1-THz smoothing by
spectral dispersion (SSD),15 was used for these experiments.
Recent experiments (α ~ 4) were performed with a new set of
DPP’s16 with a 95% enclosed energy diameter of 865 µm and
a “super-Gaussian” order n = 3.7. The new DPP’s reduce the
need to use enhanced fluence balance.17 Beam mispointing is
reduced from an average of ~20-µm rms to an average of
~10-µm rms by active repointing requiring two pointing
shots.16,17 These combined effects have reduced the long-
wavelength nonuniformities of the laser system from ~3% to
~1.3%. This condition was applied to all α ~ 4 implosions in
this work. The largest contribution to the long-wavelength
nonuniformities is the location of the target with respect to the
center of the target chamber (TCC offset) at shot time.

3. Absorption Measurements
The scattered light was measured by calorimeters in two

full-aperture-backscatter stations (FABS’s). These calorim-
eters sample the light backscattered through two OMEGA
focusing lenses. Extensive 2-D ray-tracing simulations using
1-D hydrodynamic code predictions for the time-varying
plasma density and temperature profiles have shown that the
scattered light variations around the target are within ~3% of
perfect uniformity. Spot measurements with calorimeters be-
tween the OMEGA focusing lens positions have confirmed
these predictions. Nevertheless, random shot-to-shot fluctua-
tions in the various calorimeter measurements can be as high
as 7% rms per shot. These fluctuations are thought to be due to
target centering and subtle beam-pointing issues. In contrast,

Figure 102.21
Cryogenic target layer characterization. (a) A single shadowgraph, (b) layer-
thickness measurements, and (c) resultant mode spectrum.
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the shot-to-shot reproducibility of the average calorimeter
reading is typically within 2% to 3%, inspiring confidence in
the validity of the average scattered-light measurements. Since
the long-term calibration stability of the scattered-light calo-
rimeters between the focusing lenses is difficult to ascertain,
we use only scattered-light energies measured at the two
FABS’s and extrapolate them to 4π. These data yield a good
measure for the total absorbed energy.

Reliable measurements of absorbed energy in spherical
target implosions are essential for quantitative comparison
with hydrodynamic code simulations. The absorption pre-
dicted by these codes is based primarily on 2-D ray tracing and
inverse bremsstrahlung absorption and depends sensitively on
the electron thermal transport. The latter is typically modeled
using flux-limited diffusion.18,19 A flux limiter f = 0.06 was
used for all simulations in this work.

Figure 102.22 shows the fractional difference of the mea-
sured absorption from LILAC predictions for a series of cryo-
genic implosions with the pulse shapes shown as insets. Error
bars represent the difference of the two FABS measure-
ments. The agreement between the measurements and the 1-D
LILAC predictions is excellent (horizontal dashed lines in
Fig. 102.22) when averaged over all shots. We have also made
time-resolved scattered-light measurements (and, consequently,
time-resolved absorption measurements) that are in equally
good agreement over the entire pulse shape for all of the
pulse shapes.20

Determination of the fuel adiabat depends on the detailed
time history of the absorbed energy, requiring precision mea-
surement of the laser pulse shape. Using P510 streak cameras11

with a demonstrated bandwidth of ~20 GHz in the UV in
selected channels, the simulations are provided with pulse
shapes that include an initial low-intensity rise of ~40 ps/
decade for all pulse shapes. These rise times were measured
using 1-ns square pulses best suited for this purpose. The same
pulse switching provides the initial rise for all other pulse
shapes. Details of the initial rise are of importance to simula-
tions. With these inputs, optimum zoning strategies were
developed for the LILAC simulations that led to improved
absorption calculations7 in the leading edge of the strongly
shaped α401, α402, and α402P (with picket) pulses. All of
these improvements have led to better agreement between the
measured and simulated time-integrated and time-resolved
absorption fractions, as well as improved estimates for the fuel
adiabat during the implosion phase. Thus, previously predicted
α ~ 4 pulses were found to produce slightly higher calculated
adiabats (α ~ 6). New pulse shapes, incorporating better design
of the leading edge, have been incorporated into current
OMEGA experiments.

4. Fusion Yield
The fusion reaction rate for these experiments is determined

by the neutron temporal diagnostic (NTD),21 with the abso-
lute rate obtained by normalizing with the neutron yield.
Figure 102.23 shows the NTD measured and simulated neu-
tron rate for a low-adiabat (α ~ 4) implosion. The duration and
peak time are seen to fall within the absolute measurement
uncertainty (±0.1 ns). The integrated yield for this implosion
was 1.6 × 1010, while the LILAC prediction was 9.1 × 1010

[yield over calculated (YOC) = 18%]. The coincidence of the
measured and predicted peak burn times confirms the observa-
tions from the absorption measurements that the simulations
are correctly predicting the absorption and hydrodynamic
coupling in cryogenic targets.

5. Fuel Areal Density
The total fuel areal density in cryogenic D2 implosions is

inferred from the energy loss of secondary protons from the
D3He reaction. The secondary proton spectrum at birth is well
defined by the kinematics of the D3He reaction so that the
average energy of the protons emerging from the dense fuel
depends on the total burn-averaged areal density �ρR�n. Wedged-
range-filter spectrometers (WRF’s)22 measure the secondary
proton spectrum along multiple lines of sight (generally four to
six). These individual measures of the ρRn are averaged to
obtain the reported �ρR�n. The error associated with each

Figure 102.22
Absorption fraction measurements shown as percent variation from 1-D
predicted value.
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individual measure is approximately 5% (typically a 150-keV
uncertainty out of a 3-MeV energy loss). However, the varia-
tion among the individual measurements is often quite large
due to low-mode variations in the initial ice thickness and drive
symmetry. The dominant factor in the drive asymmetry is the
location of the capsule with respect to chamber center at shot
time (the TCC offset discussed above).

Figure 102.24 shows the correlation between the experi-
mentally inferred �ρR�n and the value of �ρR�n predicted by the
1-D hydrocode LILAC for all cryogenic implosions in which
the offset from TCC was <60 µm and the inner-ice-layer rms
roughness was <6 µm. The solid circles near 50 mg/cm2

represent high-adiabat implosions (α ~ 25) driven by a 1-ns
square pulse (see Fig. 102.22) and show near 1-D performance
in the assembly of the fuel (typically, the primary neutron
yields are 50% to 70% of 1-D). The open circles represent low-
adiabat implosions using a high-contrast pulse shape similar to
the one shown in Fig. 102.22. Although designed to put the
fuel shell on an adiabat of 4, the actual shape of the drive
pulse delivered to the capsules varied from shot to shot such
that the calculated adiabat ranged from ~4 to just over 6. In a
few cases, the calculated adiabat ranged between 6 and 12.
Therefore, the points are labeled as “mid-α” and “α ~ 4 to 6”
[a subset of these implosions is discussed later in Comparison

of Experimental Results and 2-D Simulations (p. 82)]. The
key feature to note is that as the adiabat of the fuel decreases,
the deviation of the experimentally inferred �ρR�n from 1-D
performance increases. This discrepancy is expected and dis-
cussed further in Comparison of Experimental Results and
2-D Simulations (p. 82).

The drive pulses for the most recent implosions (shots
37967 and 37968) were carefully tuned to obtain the desired
adiabat in the fuel. These two points are labeled as “α = 3.5 to
3.8.” The �ρR�n for shot 37968 was 98±22 mg/cm2. The error
here represents the standard deviation of the individual mea-
surements (seven for this shot) and suggests a significant offset
from TCC at shot time (the standard deviation is typically
much larger than the errors associated with the individual
measurements). For this shot, the measured offset was ~40 µm.
The error bar is considerably smaller for shot 35713 and
consistent with the much smaller offset at shot time, 15 µm.
This confirms that the variation among the individual measure-
ments is dominated by the offset from TCC at shot time.

M
ea

su
re

d 
〈r

R
〉 n

 (
m

g/
cm

2 )

0

50

100

150

0 50 100 150

1-D LILAC 〈rR〉n (mg/cm2)

Mid-a’s
a ~ 4 to 6

a ~ 25

a = 3.5
to 3.8

200

E13492a

37968

3796735713

Figure 102.24
Measured �ρR�n as function of 1-D predicted value. The range of fuel adiabats
is also indicated.

6. Stagnation
Peak density occurs in these implosions after the time of

peak neutron production. Recent works23,24 have shown that
the time history of the fuel ρR can be inferred from the com-
bined measurements of the proton spectrum and the reaction
rate history. The fuel ρR increases until final stagnation, when
the bulk of the fuel is heated to a lower temperature than the hot

Figure 102.23
NTD measurement of the fusion reaction rate for an α ~ 4 cryogenic target
implosion (shot 35713). The 1-D simulated fusion rate is also plotted.
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core. At this point, the x-ray flux increases dramatically, allow-
ing a diagnosis of stagnation by x-ray imaging. Figure 102.25
shows a pair of quasi-monochromatic x-ray images from a
grating-dispersed Kirkpatrick–Baez (KB) microscope25

[Fig. 102.25(a)] and an x-ray framing camera (XRFC) filtered
to be sensitive to x rays in the range of 4 to 5 keV [Fig. 102.25(b)].
The KB microscope is time integrating, has a resolution of
~3 µm, and is dispersed by a transmission grating that con-
volves space and spectrum in the spectral direction.25 The
stagnation-region size as a function of mean wavelength can be
measured in the perpendicular direction. The radial profile of
this emission at 4 keV is shown in Fig. 102.25(c) along with the
azimuthal average lineout from the XRFC image (frame clos-
est to peak x-ray emission within ±50 ps, and within a 50-ps
time window). These are compared with the simulated time-
integrated emission profile from a LILAC postprocessor. The
good agreement between both measurements and the simu-
lated profile indicates that the fuel-stagnation core size is close
to the 1-D prediction. The absolute flux and slope of the
continuum determined from the grating-dispersed KB image
[Fig. 102.25(d)] also show close agreement with the 1-D
postprocessor prediction. The inferred stagnation electron
temperature is kTe = 1.3 keV (averaged over the time of the
x-ray emission).

Comparison of Experimental Results
and 2-D Simulations

The goal of the OMEGA cryogenic implosion program is to
validate the predicted performance of low-adiabat, ignition-
scaled implosions on OMEGA. The first set of experiments in
this phase employs an α ~ 4 pulse shape (shown as an inset in
Fig. 102.22). Several α ≤ 4 implosions (see Fig. 102.24) were
undertaken using the OMEGA laser; for brevity, only a single
implosion (35713) will be described in detail.

The target was 870 µm in diameter with a 3.8-µm-thick
GDP shell, a 95-µm-thick D2-ice layer, and an interior-ice-
surface roughness of 4.2 µm. The power spectrum for this
surface, as shown in Fig. 102.26(a), is heavily weighted toward
low-order modes. The capsule was ~15 µm from target cham-
ber center at the beginning of the implosion. The experimental
neutron yield for this implosion was 1.6 × 1010, which repre-
sents the highest-ever experimental yield obtained from a
cryogenic α ~ 4 implosion (YOC ~ 18%). The ice-roughness
spectrum from Fig. 102.26(a) and an initial 3.1%, � = 1 illu-
mination nonuniformity, due to the target offset, were used
in a DRACO 2-D hydrodynamic simulation.26 Laser imprint
was modeled in these calculations with modes � = 2 to 200.
The simulated core can be seen in Fig. 102.26(b) to have

Figure 102.25
X-ray images of the fuel core at stagnation (shot 35713) from (a) a grating-
dispersed KB and (b) an XRFC. (c) Radial profiles of images compared to
1-D prediction, and (d) absolute continuum x-ray spectrum (3 to 5 keV)
obtained from a KB image of core emission compared to the 1-D prediction.
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assembled slightly (~10 µm) off-axis due to the presence of the
� = 1 component of the initial inner-ice roughness and target
offset, resulting in a 2-D simulated neutron yield of 1.8 ×
1010. Additional measurements and simulations are given in
Fig. 102.26(c). The core performance, however, is not domi-
nated by the � = 1 perturbation, as has been the case with
previous experiments, but is dominated by the presence of
growing perturbations due to modes 6 to 10 from the illumina-
tion. The performance of this implosion was also seen to be
somewhat sensitive to the presence of laser imprint, due to the
stability characteristics of the α ~ 4 pulse. While the core does
not appear to be influenced by the high-frequency modes, the
presence of these modes is observed in the overdense regions
of the shell near the corona. Simulations without laser imprint
resulted in ~20%- to 25%-higher neutron yields. The second-
ary-yield comparison also shows that the DRACO simulation
is close to the experimental result. The simulated neutron-

averaged areal density ρR DRACO
n ( ) = 101 mg cm2  is

close to the experimentally obtained value

ρR
n

expt.  mg cm2( ) = ±



88 10 .

The angular variation of the simulation and the range of
measured values are shown in Fig. 102.26(d).

It should be noted that the calculated and measured ion
temperatures do not agree. The calculation of the ion tempera-
ture in the hydrocodes does not include the effect of the
collective motion of the fuel. Furthermore, the calculation does
not produce a thermally broadened neutron energy spectrum,
which is what is used to experimentally infer the plasma ion
temperature during the burn. This discrepancy will be ad-
dressed in the future.

Figure 102.26
2-D DRACO simulation of shot 35713. (a) Spectrum of D2-ice-surface roughness used as input, (b) isodensity contours at time of peak neutron-production
rate, (c) table of measured and predicted primary and secondary yields, �ρR�n, and ion temperature, and (d) angular variation of areal density from DRACO

simulation with the range of measurements indicated by the shaded region.
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Low-adiabat target performance has been previously pre-
sented2 as a compilation of all perturbation sources using a
sum-in-quadrature representation of each source’s contribu-
tion to the roughness of the inner ice layer at the end of the
acceleration phase of the implosion. The scaling parameter σ
is defined as

σ σ σ2
10

2
10

20 06= +<( ) >( ). ,
� � � �

where σ� is the rms roughness computed over the indicated
mode range. At this time in the implosion, this surface decouples
from the ablation region. The effects of all major sources of
perturbation leading to the initial seed of the deceleration-
phase Rayleigh–Taylor (RT) instability have then been set. An
example of the σ  scaling determined from 2-D DRACO
simulations is shown in Fig. 102.27, where a comparison is
made between the NIF α = 3 and OMEGA α = 4 designs.
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Figure 102.27
Comparison of the σ  stability analysis for OMEGA α = 4 and NIF α = 3
designs. All values were determined with the hydrocode DRACO.

From Fig. 102.27 it can be seen that the OMEGA implo-
sions are more sensitive to the higher values of σ  than the NIF
implosions. This is because the OMEGA targets have been
energetically scaled from their NIF ignition counterparts. The
physically smaller OMEGA targets are more sensitive than
NIF targets when exposed to the same levels of nonuniformities.
For identical values of σ ,  the OMEGA implosions result in
lower values of yield relative to 1-D simulations.

Using the σ  scaling with yield allows an experimental
validation of the numerical modeling of current OMEGA
experiments. This lends credibility to the ability of these
numerical models to predict ignition for direct-drive target
designs on the NIF. Using current NIF specifications for the
allowed levels of perturbations (imprint, power imbalance,

and inner- and outer-surface roughness) results in a σ  value of
~1.4 for the NIF capsule with a gain of ~30 (see McKenty
et al.2). The corresponding OMEGA implosion would have a
σ  value of ~1.1 and a performance YOC of ~40%. These
conditions are denoted as the dashed lines in Fig. 102.28,
representing the performance of OMEGA implosions required
for the validation of the ignition design.
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Comparison of DRACO predictions of yield reduction as a function of σ  for

α ~ 4 and α ~ 6 experiments on OMEGA.

Figure 102.28 illustrates the σ  scaling for both the OMEGA
α ~ 4 and previous α ~ 6 implosions. While it appears that σ
scales the same for the α ~ 4 and α ~ 6 implosions, one must
remember that σ  represents the outcome of Rayleigh–Taylor
growth of perturbation seeds during the acceleration phase of
the implosion. Identical initial perturbations imposed during α
~ 4 and α ~ 6 target implosions will not result in the same σ
value. The separate stability characteristics of the two implo-
sions determine the final σ  value for each target. As such, the
α ~ 6 implosions, due to their enhanced stability relative to the
α ~ 4 implosions, have resultant σ  values that are lower than
α ~ 4 implosions with comparable initial conditions. The σ
parameter (extracted from DRACO simulations) has been used
to plot the experimental yield performance on the graph in
Fig. 102.28 for recent OMEGA experiments. The experimen-
tal points are in good agreement with the σ  scaling. As target-
layer uniformity and OMEGA irradiation uniformity are
improved, the α ~ 4 implosion experiments are expected to
approach the ~40% YOC goal.

Additional results obtained from all α ~ 6 and α ~ 4 implo-
sions with ice quality better than 5-µm rms and target offset
<42 µm are shown in Fig. 102.29. The YOC for the experimen-
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tal data is compared with the trends of two series of DRACO
simulations run with varying initial ice roughness for no offset
and for a 30-µm offset from target chamber center. The effects
of laser imprint are included in all of the DRACO simulations.
The DRACO simulations are in good agreement with the YOC
values and, therefore, explain yield reduction as due princi-
pally to the ice-layer roughness and target offset.
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Comparison of YOC to DRACO predictions for (a) α ~ 6 and (b) α ~ 4
experiments on OMEGA as a function of ice roughness and target offset.
Lower curves are DRACO-simulated YOC for a 30-µm target offset.

Conclusions
In summary, recent cryogenic, D2 direct-drive implosions

on the OMEGA Laser System are showing good agreement
with numerical simulations. Measurement and simulation of
absorption agree closely (within ±2%), enabling the accurate

design of pulse shapes that maintain the fuel on a calculated
adiabat of as low as ~4. Areal densities of as high as ~100 mg/
cm2 for temperatures of ~2 to 3 keV result from implosions
that have low ice roughness, low target offset, and low calcu-
lated fuel adiabat. Resulting fusion yields are well explained
by 2-D simulations, and the expected reduction of yield from
1-D is currently limited by the ice roughness and target offset.
Extrapolation to conditions on the NIF result in high gain
(�30), increasing confidence in the direct-drive approach to
ICF ignition.
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A basic problem in plasma physics is the interaction and energy
loss of energetic, charged particles in plasmas,1–3 including the
effects of penetration, longitudinal straggling, and lateral bloom-
ing. This problem has traditionally focused on ions (i.e., pro-
tons, alphas, etc.), either in the context of heating and/or
ignition in, for example, inertially confined plasmas (ICF)3–7

or the use of these particles for diagnosing implosion dynam-
ics.8 More recently, prompted in part by the concept of fast
ignition (FI) for ICF,9 studies have begun to consider energy
deposition from relativistic fast electrons in deuterium–tritium
(DT) plasmas.9–14 In this context, the mean penetration and
stopping power for energetic electrons interacting with a
uniform hydrogenic plasma of arbitrary density and tempera-
ture were recently calculated. Therein, the randomizing effect
of electron scattering, which has a cumulative effect of bend-
ing the path of the electrons away from their initial direction,
was linked to energy loss.14 This article presents calculations
that show, for the first time, the effects of longitudinal strag-
gling and transverse blooming and their inextricable relation-
ship with enhanced electron energy deposition. It is demon-
strated that, while the initial penetration results in approximate
uniform energy deposition, the latter penetration has mutual
couplings of energy loss, straggling, and blooming that lead to
an extended region of enhanced, nonuniform energy deposi-
tion. This present work is important for quantitatively evaluat-
ing the energy deposition in several current problems. In the
case of FI, for example, no evaluations have treated either
straggling or blooming upon the energy deposition; without
evaluation no confident assessment of ignition requirements
can be made. Therefore, the calculations in this article form the
foundation for a baseline, at the very least, or an accurate
assessment, at the very most, by which to evaluate these effects
upon fast ignition. In addition to FI, these calculations are, in
general, sufficient to be of relevance to other current problems,
such as fast-electron preheat15 in ICF, or to energy deposition
of relativistic electrons in astrophysical jets.16

Stopping, Straggling, and Blooming of Directed Energetic Electrons
in Hydrogenic Plasmas

To delineate these processes, we calculate the different
moments by analytically solving an integro-differential diffu-
sion equation,17 thereby rigorously determining the angular
and spatial distributions of the scattered electrons:

∂
∂

+ ⋅∇ = ′( ) − ( )  − ′( )∫
f

s
f n f s f siv x v x v v v, , , ,  σ dd ′v , (1)

where f(x, v, s) is the distribution function, ni is the number
density of fully ionized plasma ions of charge Z, x is the
position where scattering occurs, σ = σei + Zσee is the total
scattering cross section with σei the Rutherford e-ion cross
section18 and σee the Møller e–e cross section.19 We solve this
equation in cylindrical coordinates with the assumption that
the scattering is azimuthally symmetric. After expanding the
distribution in spherical harmonics and substituting into
Eq. (1), two differential equations for the longitudinal and
lateral distributions are obtained. For the longitudinal distribu-
tion,
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and for the lateral distribution,
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where the moments are defined as
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and j =1, 2, 3 represents x, y, z, respectively.
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where P�(cosθ) is the Legendre polynomial and κ�(s) is directly
related to the basic transport cross section.2 Equations (2) and
(3) are coupled to adjacent orders in n and are solved with the
boundary condition
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κ1 is related to the slowing-down cross section,2 which char-
acterizes the loss of directed velocity in the scattering, and κ2
is related to the deflection cross section, which represents the
mean-square increment in the transverse electron velocity
during the scattering process.2 β = v/c and γ β= −( )−

1 2 1 2
;
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0
2=  is the classical electron radius. The appropriate

Coulomb logarithms are evaluated in an earlier paper.14 The
angular distribution function is obtained from
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from which �P�(cosθ)� is calculated:
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where dE/ds is plasma stopping power taken from Ref. 14.
From these results, Eqs. (2) and (3) are solved, and basic
moments required for the calculation of the longitudinal and
lateral distributions are evaluated:
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which was evaluated in previous work for the case of 1-MeV
electron stopping in a 300-g/cm3 DT plasma at 5 keV. This
results in a penetration of 13.9 µm (Ref. 14). For astrophysical
jets, however, for which ne ~ 10/cm3, the penetration is ~104

light years:
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because of azimuthal symmetry,

y z= = 0, (13)
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Range or longitudinal straggling is defined by

E x x( ) = −∑R
2 2 . (15)

Beam blooming is defined by

E y( ) =∑B
2 . (16)

Figure 102.30 shows the calculated straggling [Fig. 102.30(a)]
and blooming [Fig. 102.30(b)] that result from the effects of
scattering off electrons alone and off electrons plus ions.
Energy deposition, toward the end of the penetration, is trans-
ferred to an extended region about the mean penetration of
13.8 µm, specifically ~±3 µm longitudinally and ~±5 µm
laterally. From a different point of view, Fig. 102.31 shows the

Figure 102.30
For 1-MeV electrons in a DT plasma (ρ = 300 g/cm3, Te = 5 keV): (a) The
calculated range straggling ΣR(E) and (b) lateral blooming ΣB(E) are plotted
as functions of electron residual energy. For this case, the penetration �x� is
13.9 µm (Ref. 14).
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enhancement of the stopping power in the extended region in
which longitudinal straggling is important. Including the ef-
fects of blooming would effectively increase (decrease) ΣR for
values less (greater) than the mean penetration.

E13710 

�x� (mm) 

0.1

1

10

100

1000

0.0 0.2

rR (g/cm2)

Σ
R

Σ
R

dE
/d

(r
R

) 
(M

eV
/g

–1
/c

m
2 )

0.4

0 5 10 15 20

0.6

Figure 102.31
The stopping power, plotted as a function of the electron penetration. The
solid line represents the mean energy loss, while the two dashed lines indicate
the straggling range over which energy is effectively spread (in this plot,
important contributions from blooming are not included; see text). As a result
of the scattering, the energy transfer increases notably near the end of the
penetration (i.e., an effective Bragg peak).

Figure 102.32 shows the effects of both straggling and
blooming as a function of the square root of the penetration.
Note that little straggling or blooming occurs until the 1-MeV
electrons have traversed a significant portion of the final pen-
etration (~60%, corresponding to only ~40% energy loss).
Therefore, the assumption of uniform energy deposition, used
in some previous calculations,11 has some approximate justi-
fication for only the first ~40% of the energy loss. For energy
loss greater than 40%, both straggling and blooming expand
linearly with the square root of the penetration, an effect
associated with the enhanced energy loss of the effective
Bragg peak (Fig. 102.31). As a direct consequence of these
multiple scattering effects, these results demonstrate the inex-
tricable linkage between enhanced energy loss, straggling,
and blooming.

Figure 102.33 shows a schematic representation of an FI
capsule. The relativistic electrons are generated by an intense
laser interacting at the critical surface. As the electrons are
initially generated and transported, they are subject to Weibel-
like instabilities,20,21 which can cause both spreading and

Figure 102.32
The longitudinal range straggling and lateral blooming of a 1-MeV electron
beam, plotted as a function of the square root of the penetration x( ),  for
conditions of Fig. 102.30. Note that when the electrons have lost more than
~40% of their energy, both ΣR and ΣB are approximately proportional to

x .  Equations listed in the figure are the results of fitting only this final
portion of the penetration.

Figure 102.33
Schematic illustration of beam blooming in a precompressed FI capsule.
Two distinct regions for electron transport are illustrated: first, when
n nb e > −10 2,  the electron transport is highly filamented due to Weibel-like
instabilities that dominate energy loss and beam blooming; however, for
n nb e < −10 2,  which occurs as the beam penetrates farther into the denser
portion of the capsule, Weibel-like instabilities are stabilized and the elec-
trons are then subject to the multiple scattering, straggling, and blooming
processes described herein. The dashed lines schematically indicate electron-
beam trajectories without the effects of multiple scattering blooming and
straggling (see text).
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energy loss in this region. However, for electrons that transport
farther into the increased-density portions of the capsule
n nb e < −10 2,  Weibel-like instabilities are stabilized and the
electrons then become subject to the multiple scattering pro-
cesses described herein. In this regime, the interaction can be
envisioned as the linear superposition of individual, isolated
electrons interacting with plasma. Therefore, these scattering
processes, which involve energy loss, straggling, and beam
blooming, become the ultimate mechanism that determines the
details of energy deposition, whether in the dense core or
outside, and ultimately determine the effectiveness of capsule
ignition. From a different point of view, the extent of beam
blooming and straggling is critical for FI target design since the
finite size of the highly compressed core requires accurate
understanding and control of beam divergence, which, if too
severe, will preclude ignition.

In summary, from fundamental principles, the interaction of
directed energetic electrons with hydrogenic plasmas is ana-
lytically modeled. For the first time, the effects of stopping,
straggling, and beam blooming—a consequence of multiple
scattering and energy loss—are rigorously treated from a
unified approach. For fast ignition, enhanced energy deposi-
tion is found to be inextricably linked to beam blooming and
straggling. We demonstrate that the mutual interaction of these
effects will lead to an enhanced nonuniform region of energy
deposition. Blooming and straggling effects will eventually domi-
nate over all other sources of beam divergence and are therefore
critical for evaluating the requirements of fast ignition.
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Introduction
In direct-drive inertial confinement fusion (ICF),1 nominally
identical beams heat and compress a nearly spherical shell
containing low-density gas. The high-density shell is unstable
due to the Rayleigh–Taylor instability (RT)2 at the ablation
surface when the low-density blowoff plasma accelerates it.
The target becomes RT unstable again, but at the inner fuel–
shell interface or inner shell surface, later in the implosion
when the lower-density gas decelerates the cold shell.
Nonuniformities associated with the target, beam-to-beam
power imbalance, and the individual beams seed this instabil-
ity growth during both acceleration and deceleration phases.
This compromises the uniformity of compression and de-
grades target performance.

Direct-drive-ignition designs require a cryogenic DT-ice
layer imploded by a “shaped” pulse, with a long, low-intensity
foot and a relatively slow rise to peak intensity.3 This article
discusses warm, plastic-shell targets4,5 imploded on the
OMEGA6 laser with a 1-ns square pulse, characterized by an
initial sharp rise to peak intensity. Plastic-shell implosions are
more susceptible to instability growth than cryogenic targets
during both the acceleration and deceleration phases. The in-
flight aspect ratio (IFAR; defined as the ratio of the shell
position to the shell thickness when the shell has moved about
half the total acceleration distance) of plastic shells discussed
in this article is between 80 and 110, significantly larger than
the ignition-design IFAR of ~60 (Ref. 3). The number of e-
foldings due to RT growth increases for a larger IFAR.7 Con-
sequently, plastic shells are more unstable during the accel-
eration phase than cryogenic shells. Plastic shells have two
unstable surfaces during the deceleration phase: the gas–
plastic (fuel–shell) interface whose growth dominates for all
wavelengths, and the rear shell surface where short-wave-
length growth is reduced due to a finite-density scale length. In
contrast, during the deceleration phase, cryogenic targets are
unstable only at the rear shell surface where finite density scale
lengths and ablation8 (in the case of ignition targets) can
significantly reduce growth rates of � > 50, where � is the
Legendre mode number. Implosions of warm plastic shells,

Multidimensional Analysis of Direct-Drive,
Plastic-Shell Implosions on OMEGA

however, offer the advantage that complementary information
of the compressed core can be obtained due to the variety of
gas-fill types (D2, DT, D3He, etc.) and fill pressures. This
variety is unavailable with ignition-scaled cryogenic targets.
As a result, detailed verification of the multidimensional
hydrodynamics due to the presence of target and laser asym-
metries can be performed with plastic shells.

Experimental results from direct-drive plastic-shell implo-
sions have been discussed previously in the literature.
Meyerhofer et al.4 first presented experimental results to infer
core conditions. Radha et al.5 first pointed out the presence of
small-scale mix in these implosions. Complementary diagnos-
tics6 were employed to confirm this observation. However, the
role of small-scale mix on target yields remained an outstand-
ing question. Recently, 2-D simulations were employed by
Radha et al.5 to understand the role of laser and target
nonuniformities on implosion performance. It was determined
that small-scale mix is not the primary determinant of gross
target performance as measured through yields. Instead, long
(� ≤ 10) and intermediate (10 ≤ � ≤ 50) wavelengths domi-
nated performance for the thick, stable shells, and short wave-
lengths (� ≤ 50) determined target performance for the thin,
unstable shells. In this article, this latter work has been ex-
tended to include a larger range of target types and fill pres-
sures. In addition, a wider range of observables is compared to
simulation results. This work summarizes simulations of plas-
tic-shell implosions using the methods described in Ref. 5.

Imperfect illumination and target roughness seed the
nonuniformity growth of hydrodynamic instabilities in direct-
drive implosions. The incident laser irradiation on the target
includes nonuniformities that result from energy and power
imbalances among the beams and from nonuniformities within
each beam. The former results in long-wavelength (� ≤ 10,
where � = 2πR/λ is the Legendre mode number, R is the target
radius, and λ is the nonuniformity wavelength) perturbations
that lead to deformations of the shell. The latter are manifest in
the intermediate-wavelength (10 < � ≤ 50) and short-wave-
length (� > 50) nonuniformities that can lead to shell breakup
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during the acceleration phase due to Rayleigh–Taylor growth.
All of these sources of nonuniformity can lead to a disruption
of final fuel assembly. Two-dimensional simulations of plas-
tic-shell implosions that take these effects into account using
the hydrodynamic code DRACO5 are presented here. The
modeling of multidimensional hydrodynamics is verified, lead-
ing to increased confidence in the predictions of direct-drive
ignition3 on the National Ignition Facility.9 Simulation results
are consistent with experimental observations.

The following sections (1) describe one-dimensional shell
dynamics and laser drive, followed by nonuniformity seeding;
(2) discuss the effect of short-wavelength growth on shell sta-
bility along with the effect of shell stability on experimental
observables; (3) compare results from 2-D simulations to ex-
perimental results; and (4) present conclusions.

Targets, Laser Drive, and Shell Dynamics
A variety of gas-filled plastic (CH) shells, with thicknesses

varying from 15 µm to 27 µm [Fig. 102.34(a)], have been
imploded on OMEGA. Four target configurations are prima-
rily discussed in this article: 20-µm-thick, 15-atm-fill; 20-µm-
thick, 3-atm-fill; 27-µm-thick, 15-atm-fill; and 27-µm-thick,
3-atm-fill. A 1-ns square pulse10 [Fig. 102.34(b)] with ~23 kJ
of energy irradiates these targets with full beam smoothing
[two-dimensional smoothing by spectral dispersion11 (1-THz,
2-D SSD with one color cycle) with polarization smoothing
(PS)12]. Simulations presented here are for targets irradiated
using distributed phase plates (DPP’s)13 that have a super-
Gaussian order ~2.26 with a spot size (defined as the diameter
that is 1/e of peak intensity) of 616 µm (SG3 phase plates).14

More recently, phase plates on OMEGA have been upgraded to
a super-Gaussian order ~4.12 with a spot size of 716 µm (SG4
phase plates) that primarily reduces the � ≤ 50 nonuniformity.14

Comparison of observables between the SG3 and SG4 phase
plates will also be presented to confirm the effect of laser non-
uniformity on observables.

Plastic shells can be filled with a variety of gases at differing
pressures that, during the implosion, provide a variety of
nuclear and charged particles to diagnose implosion character-
istics. Observables shown in this article include the primary
neutron yield from the D2 reaction, the shell areal density (ρR)
inferred from both the energy loss of the protons from the D3He
reaction15 and the energy loss of the elastically scattered
protons from the CH in DT-filled targets,16 the neutron-aver-
aged ion temperatures inferred from neutron time-of-flight
measurements, and ion temperatures inferred from the ratio of
the DD neutron to D3He proton yields.15 Time-resolved ob-

servations of neutron production rates17 and x-ray image self-
emission18 are also routinely obtained. All of these experimen-
tal observables will be compared with results of simulations.
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Figure 102.34
(a) Plastic-shell targets studied in this work. Two thicknesses—20 µm and
27 µm—with D2 fills at 3 and 15 atm are considered. (b) The pulse shape
(1 ns square) used to irradiate these targets sets the shell on a relatively high
adiabat (~5).

The one-dimensional (1-D) dynamics of plastic shells can
be divided into four stages: shock transit, acceleration, coast-
ing, and deceleration. Shock dynamics simulated using the
1-D hydrodynamic code LILAC19 is shown in Fig. 102.35(a)
as a contour plot of the gradient magnitude of the logarithm
pressure, ∂ ∂ln ,P r  as a function of Lagrangian coordinate
and time. The target simulated in Fig. 102.35 has a shell
thickness of 20 µm and encloses D2 gas at a pressure of 15 atm.
The dark lines correspond to shock trajectories. The dashed
line is the trajectory of the fuel–shell interface. Since the rise
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time of the laser is relatively fast (~200 ps), a strong shock is
driven into the target. The rarefaction wave launched at the
breakout of the shock (~0.4 ns) from the rear surface of the

shell reaches the ablation surface, launching a compression
wave into the target. At this time, the shell accelerates inward
and the ablation surface is subject to RT growth.20 The com-
pression wave travels down the decreasing density gradient
and breaks out of the rear surface of the shell as a shock (at
~0.8 ns). The shocks meet in the gas (at ~1 ns) before reaching
the center.

The fuel–shell interface has a non-zero Atwood number
(AT = 0.18 for D2 fills)5 and is unstable for all wavelengths. The
growth of a single mode at the fuel–shell interface simulated
using the code DRACO5 is shown in Fig. 102.35(b). The inter-
face is primarily seeded by the shock (~0.4 ns). The accelera-
tion phase occurs after shock transit until ~1.4 ns, during which
feedthrough from the RT growth at the ablation surface plays
an important role in increasing the nonuniformity at the fuel–
shell interface. For the mode � = 30 [shown in Fig. 102.35(b)],
the negative spikes for t < 1.4 ns correspond to repeated shock
interactions with the interface. Significant growth of the inter-
face occurs after the acceleration phase and during the coasting
phase due to Bell–Plesset21 growth. This persists until the
shock reflects from center and returns to the shell (~1.75 ns).
This impulsive deceleration is followed by a period of continu-
ous deceleration, when the fuel–shell interface is RT unstable
due to pressure buildup in the gas. The RT-unstable interface
distorts with bubbles of the lower-density fuel rising into the
high-density plastic and spikes of the high-density CH falling
into the lower-density fuel. Most observables for diagnosing
implosion dynamics occur during this final phase of the implo-
sion. Comparison of simulation to observations, therefore,
provides an extremely stringent test of modeling perturbation
growth and multidimensional fluid flow.

Nonuniformity Seeding
The nonuniformity sources seeding the instabilities at the

ablation surface and the fuel–shell interface can be divided
into three wavelength ranges for the analysis of these implo-
sions. Long-wavelength modulations (� ≤ 10) result in an
overall deformation of the shell, whereas the intermediate
(10 < � ≤ 50) and short wavelengths (� > 50) result in a mass-
modulated shell that can show considerable distortions includ-
ing shell breakup. The time evolution of the long-wavelength
nonuniformity sources due to imbalances between the OMEGA
beams is modeled by overlapping the 60 beams on a sphere.5

Beam mispointing (~23-µm rms22), beam mistiming (~12-ps
rms is used in the calculation although ~9-ps rms23 is more
typical of OMEGA), energy imbalance (~2.6%22), and differ-
ences in the phase plates including azimuthal asymmetries are
taken into account. These numbers are averaged over several

Figure 102.35
(a) Contour plot of the gradient magnitude of the natural log of the pressure
for a 20-µm-thick CH shell enclosing 15 atm of D2 gas. The y axis corresponds
to the Lagrangian coordinate in the 1-D simulation. The darker contours
correspond to shock trajectories. The dashed line is the fuel–shell interface.
The duration of the four phases of the implosion (shock transit, acceleration,
coasting, and deceleration) is also shown. (b) The growth of a single mode (� = 30)
at the fuel–shell interface through the implosion. The interface is seeded
primarily by the shock and grows significantly during the coasting phase.
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shots. The overlap is decomposed into spherical harmonics,
and the amplitude of the corresponding Legendre mode is
obtained by adding all the m-mode amplitudes in quadrature.
The phase of the mode is chosen to be that of the m = 0 spherical
harmonic. These time-dependent amplitudes are used as the
laser modulation input to the 2-D axisymmetric hydrodynamic
code DRACO.

The amplitudes of the dominant modes at the ablation
surface (defined as the outer 1/e point of maximum density) at
the start of the acceleration phase are shown in Fig. 102.36(a).
These amplitudes are seeds for RT growth during the accelera-
tion phase. Also shown in Fig. 102.36(a) are the amplitudes
due to target surface roughness24 at the same time in the
simulation. Figure 102.36(a) indicates that power imbalance is
the larger of the two contributors to low-order nonuniformity.

Intermediate and shorter wavelengths are dominated by
single-beam nonuniformity (through laser imprint25). An ana-
lytical model26 describing the DPP’s is used to modulate the
laser illumination on target. In addition, polarization smooth-
ing reduces the amplitudes by 2  (Ref. 12), and smoothing by
spectral dispersion11 (1-THz, 2-D SSD with one color cycle) is
also applied. These models are described in detail in Ref. 5. The
resultant amplitudes at the ablation surface at the start of the
acceleration phase are shown in Fig. 102.36(b). The ampli-

tudes decrease with increasing mode number. This is due to the
earlier decoupling of the shorter wavelengths from the target
and stabilization due to dynamic overpressure.25

Effect of Shell Stability on Observables
Figure 102.37 shows density contours from multimode

simulations that include only the effect of single-beam
nonuniformity (2 ≤ � ≤ 200) for two CH-shell thicknesess
[Fig. 102.37(a): 20 µm; Fig. 102.37(b): 27 µm]. These con-
tours are shown at the end of the acceleration phase. The
20-µm-thick shell, being less massive, has traveled a greater
distance during acceleration and is considerably more dis-
torted than the 27-µm-thick CH shell. The peak-to-valley
variation in the center-of-mass radius for the 20-µm-thick shell
is 6.6 µm at the end of the acceleration phase, significantly
greater than the calculated 1-D shell thickness (defined as the
distance between the 1/e points of maximum density in a
spherically symmetric simulation) of ~5 µm, indicating shell
breakup. The high-density regions are considerably distorted
with portions of the shell at less than solid density. Therefore,
short wavelengths play an important role in increasing the
adiabat of the shell by introducing additional degrees of
freedom for the fluid flow. This influences the compressibility
of the shell and, therefore, quantities such as neutron yields and
areal densities. In comparison, the 27-µm-thick implosion has
an integral shell at the end of the acceleration phase with a

Figure 102.36
(a) Long-wavelength perturbations at the ablation surface due to beam imbalance (solid line) and surface roughness (dotted line) at the start of acceleration.
Beam imbalance provides the larger contribution to long-wavelength nonuniformity seeds. (b) Imprint spectrum from single-mode simulations. Note that
imprint efficiency decreases with increasing mode number.
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peak-to-valley amplitude of 3.4 µm in the center-of-mass
radius compared to a 1-D shell thickness of ~6.8 µm. To
realistically model the effect of laser imprint, modes resolved
up to � ~ 400 are required in the simulation.5 A reliable
simulation of this type is numerically challenging. Instead, a
stability postprocessor27 to LILAC is used to confirm that the
qualitative conclusions do not change, i.e., the integrity of the
20-µm-thick CH shell is severely compromised, whereas the
27-µm-thick CH shell is essentially intact when the full range
of modes is included.

When the severely distorted 20-µm-thick CH shell reas-
sembles during the later stages of the implosion (around the
time of the interaction of the reflected shock with the converg-
ing shell), the lower density due to shell breakup will result in
a thicker shell than predicted with 1-D and a ρR that is lower
than 1-D predictions. The thicker shell will influence neutron
production rates as follows: Between the time of peak neutron
production and peak compression (shown schematically in
Fig. 102.38), the neutron rate decreases due to the falling
temperature in the gas because of heat conduction and radiative
losses. The subsequent decrease in the neutron-production rate
occurs due to shell disassembly. If the shell is thicker due to
nonuniformity growth, disassembly occurs later in the implo-
sion. The time between the interaction of the reflected shock
(which is very similar for both integral and severely distorted
shells) and the shock breakout of the shell is given by
t Us s= ∆sh ,  where ∆sh is the shell thickness and Us is the
shock speed. From Ref. 5, U E Rs = kin hs sh sh

2 ∆ ρ ,  where
Ekin is the shell kinetic energy, Rhs is the radius of the hot spot,
and ρsh is the shell density. Since Ekin is similar between the
integral shell and the severely distorted shell implosion (only
a small portion of the total energy goes into lateral flow in the

Figure 102.37
Density contours at the end of the acceleration phase for (a) a 20-µm-thick CH
shell and (b) a 27-µm-thick CH shell from a multimode simulation of laser
imprint. The solid lines correspond to the D2–CH interface. Note that the shell
(indicated by the higher-density contours) is significantly more distorted for
the 20-µm implosion than the 27-µm implosion.

Figure 102.38
Schematics of a persistent neutron-production history and a truncated neu-
tron-production history. In persistent neutron-production histories, burn
follows 1-D (dashed) and then turns over (dotted). The rate of falloff near
the peak is slower than in 1-D, as indicated by the lines drawn as tangents at
peak compression. In truncated neutron-production histories, burn follows
1-D and then turns over rapidly near the peak with a distinct increase in the
rate of falloff relative to 1-D (solid). The tangent line drawn at peak com-
pression has a steeper slope compared to 1-D.
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distorted shell implosion) and mass ∝( )Rhs sh sh
2 ∆ ρ  is con-

served, the shock velocity is similar in both cases; therefore,
ts ∝ ∆sh and is longer for the severely distorted shell, and
disassembly is delayed. Consequently, neutron production
falls less steeply than 1-D (Fig. 102.38, dashed line) in the
implosion where shell stability is compromised (Fig. 102.38,
dotted line). This is indicated in Fig. 102.38 by the decreased
slope of the tangent line drawn at peak compression. For stable
shells (27 µm), the shell thickness during neutron production
is comparable to the 1-D thickness. In this case, the neutron-
production rate will truncate (Fig. 102.38, solid line) primarily
due to the RT-instability–induced mass flow into the colder
bubbles near the fuel–shell interface.5 This is indicated by the
increased slope of the tangent line drawn at peak compression.

Comparison of Simulations with Observables
The effect of the entire range of nonuniformities is modeled

with two-mode simulations with mode numbers 4 and 20 used
to represent the effect of long and intermediate wavelengths
and three-mode simulations with modes 4, 20, and 200 used to
represent all mode ranges. These simulations are performed on
a 45° wedge. The initial amplitude for each mode is chosen
from the amplitudes added in quadrature of a range of mode
numbers (from the DPP and PS spectrum for � = 20 using
modes between 15 and 40 as the mode range and using modes
between 100 and 300 as the mode range for � = 200, and from
the initial power balance and surface-roughness data for
modes 2 < � ≤ 10 for mode � = 4). SSD is applied to � = 200
by reducing its initial amplitude by a factor t tc D( ) , where
tc is the coherence time of mode 200 (~2 ps) and tD is the
decoupling time for this mode (~16 ps for the 1-ns square

pulse). This reduction factor is in agreement with measure-
ments.28 Density contours at peak neutron production in 2-D
are shown for the two thicknesses in Fig. 102.39. The 2-D fuel–
shell interface (solid black line) in both cases is significantly
distorted compared to 1-D (dashed line). The peak density in
the thinner shell is ~70% of the 1-D peak density compared to
nearly 100% for the thick shell. This undercompression is due
to shell breakup during the acceleration phase, as discussed in
the previous section.

Neutron-production rates from these simulations are com-
pared against 1-D rates (solid line) in Fig. 102.40 [Fig. 102.40(a):
20-µm-thick CH shell; Fig. 102.40(b): 27-µm-thick CH shell].
With low and intermediate modes alone (dashed line), burn
truncation is evident for both shell thicknesses. In this case, the
in-flight shell thickness is the same as the 1-D shell thickness.
The addition of the short wavelength (dotted line) significantly
influences the neutron-production rate for the 20-µm shell; the
burn rate deviates from 1-D with a more gradual falloff. The
short wavelength has only a marginal effect on the thicker
shell. Similar trends are observed in experiments. The 1-D
calculated and measured neutron-production rates are shown
in Fig. 102.41 for three shell thicknesses. The 1-D neutron rates
are temporally shifted to align the rise of neutron production
with the rise of the measured rate curves. The required time
shifts are within the uncertainties in absolute timing in the
experiment. Burn truncation is evident for the thick shell case
[Fig. 102.41(c)]; the tangent line has a steeper slope compared
to 1-D, whereas, with decreasing shell thickness, neutron-
production falls off less rapidly near the peak. Measurement
and 1-D simulations from a 15-µm-thick CH implosion are

Figure 102.39
Density contours for simulations
including the effect of all mode
ranges at peak neutron production
for (a) the 20-µm-thick CH shell
and (b) the 27-µm-thick CH shell.
The solid line is the fuel–shell in-
terface. The peak density in (a) is
~70% of the 1-D peak density,
whereas in (b) it is ~100% of 1-D
peak density. This undercom-
pression in the 20-µm-thick shell
occurs due to shell instability dur-
ing acceleration.
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compared in Fig. 102.41(a). This shell should be even more
compromised in its integrity than the 20-µm-thick CH shell.
The measured rates show the expected trend: a more gradual
falloff near the peak.

Simulated neutron-production rates for the 20-µm-thick
CH shell with a 3-atm fill are shown in Fig. 102.42(a). Even
though the shell is severely compromised during acceleration,
burn truncation is evident in this case. Nonuniformity growth

Figure 102.40
Neutron-production rates from the simulation including only low- and intermediate-mode numbers (dotted line) and the simulation including short wavelengths
(solid line) compared to 1-D (dashed line) for (a) the 20-µm-thick CH shell and (b) the 27-µm-thick CH shell. Note that the inclusion of the shorter wavelengths
in the simulation results in a less-steep fall of the neutron-production rate for the 20-µm implosion and retains burn truncation for the 27-µm case.

Figure 102.41
Comparison of calculated (1-D) neutron rates (dashed) with experiment (solid line) for (a) the 15-µm-thick implosion (shot 36100), (b) the 20-µm-thick
implosion (shot 30628), and (c) the 27-µm-thick implosion (shot 22088). All implosions have a 15-atm fill. Burn truncation is evident for the 27-µm-thick
implosion. The neutron-production rate persists and is almost as wide as 1-D for the 20-µm-thick implosion and wider than 1-D for the 15-µm-thick implosion.
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at the interface compromises the core; at peak neutron produc-
tion in 1-D (~1.85 ns), there is no clean core evident in the
2-D simulations, reducing the neutron rate significantly and
resulting in truncation. Consistent with this simulation, burn
truncation is evident in the measured neutron-production rates
[Fig. 102.42(b)] when overlaid onto the 1-D simulation results.

Two-dimensional simulated primary neutron yields com-
pare very favorably with measured values. Figure 102.43
shows the experimental yield4 normalized to the correspond-

ing 1-D yields (open circles) for the four target configurations:
20-µm-thick, 15-atm-fill; 20-µm-thick, 3-atm-fill; 27-µm-thick,
15-atm-fill; and 27-µm-thick, 3-atm-fill. Each point is this
quantity averaged over many OMEGA shots. The error bars are
the one-standard-deviation variation over these shots. All simu-
lated values (solid symbols) compare well with observations.

Simulated neutron-averaged shell areal densities normal-
ized to the 1-D values (solid) are shown in Fig. 102.44,
comparing favorably with the experimentally inferred val-

Figure 102.42
(a) Simulated neutron-production rates for the 20-µm-thick, 3-atm-fill implo-
sion: 2-D (solid) and 1-D (dashed). Burn truncation is evident even though the
shell is significantly distorted during acceleration because of the absence of
a “clean” core early during deceleration. (b) Comparison of the 1-D simula-
tion with measured neutron-production rate (shot 22864). The same trend of
burn truncation is observed in experiment.

Figure 102.43
Yields relative to 1-D for four cases: 20-µm-thick, 15-atm-fill; 20-µm-thick,
3-atm-fill; 27-µm-thick, 15-atm-fill; and 27-µm-thick, 3-atm-fill (measured:
open circles; 2-D: closed circles). Good agreement is obtained between
experiment and simulation.

Figure 102.44
Neutron-averaged shell areal density relative to 1-D for the same four targets
as in Fig. 102.43. Simulations are shown as the solid symbols. The “error bar”
in the 2-D results is the one standard deviation in the variation in the polar
angle areal density.
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ues15 (open). The error bars associated with the simulation
points are the one-standard-deviation polar-angle variation in
the areal density. There is no data for the 27-µm-thick, 3-atm-
fill implosion.

Experimental neutron-averaged ion temperatures4 inferred
from neutron time of flight are shown in Fig. 102.45 (open
circles). Experimentally inferred ion temperatures are system-
atically higher than those simulated (solid). Reasons for this
systematic deviation are being investigated currently. Ion
temperatures from the measured DD neutron to D3He proton
yield ratios15 are also shown in Fig. 102.45 (open squares) for
the cases where data are available. This temperature shows
better agreement with simulation results.
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Figure 102.45
Neutron-averaged ion temperatures relative to 1-D for the four target configu-
rations as in Fig. 102.43. Inferred ion temperatures from neutron time-of-
flight (open circles) are systematically higher than simulated ion tempera-
tures (solid circles). The ion temperatures inferred from the DD neutron to
D3He proton yield ratios (open squares) are also shown.

The significant influence of low and intermediate wave-
lengths on thick shells is consistent with observations of neutron
yields using the newer SG4 phase plates14 on the OMEGA laser
beams. The improvement in the on-target laser nonuniformity
between the SG3 and the SG4 phase plates has been modeled
to be primarily in the low- and intermediate-mode ranges
[Fig. 102.46(a)].14 The ratio of the calculated rms nonuniformity
with the SG3 phase plates relative to the SG4 phase plates is
shown in Fig. 102.46(a). In Fig. 102.46(b), the measured yield
relative to 1-D is shown for both shell thicknesses. Significant
improvement in the 27-µm-thick shell’s performance is mea-
sured [Fig. 102.46(b)].

Lineouts from ~4.5-keV gated x-ray pinhole camera
images of the core self-emission for the 20-µm-thick CH shell
are shown in Fig. 102.47. The results of Spect3D29 post-
processing of 2-D simulations (solid) with the 1-D results
(dashed) are shown at peak neutron production [Fig. 102.47(a)]
and at peak compression [Fig. 102.47(b)]. Each curve is nor-
malized to the corresponding peak intensity. The postprocessed
1-D simulation shows a distinct limb corresponding to the
fuel–shell interface position. The 2-D simulated emission in
Figs. 102.47(a) and 102.47(b) is the polar angle average of the

Figure 102.46
(a) Ratio of the modeled on-target laser nonuniformity due to the SG3 and
SG4 phase plates (see text). Significant improvements in the uniformity of
low and intermediate wavelengths have been modeled, whereas marginal
improvements in the uniformity of short wavelengths are calculated. (b) Mea-
sured yields relative to 1-D for the SG3 phase plates (solid) and the SG4
phase plates (open) for 20-µm-thick and 27-µm-thick CH shells with 3-atm
fills. Significant improvement is observed in target performance for the
thicker shells unlike the thin shells. Thin-shell performance is dominated by
the seeding of short-wavelength modes, which has marginally changed in the
transition from SG3 to SG4 phase plates.
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emission from the target. The averaging process smears out the
limb due to the nonuniformity of the fuel–shell interface.
Further, peak simulated emission in 2-D occurs from the hot
CH spikes, which are at a smaller radius than the 1-D fuel–shell
interface (Fig. 102.39). As a result, the brightness profile in
2-D decreases rapidly at a smaller radius than in the 1-D
emission profile. The more distorted shell also results in a more
gradual decrease in the brightness compared to the 1-D profile.
Comparisons of the measured azimuthally averaged curves18

normalized to peak intensity and the corresponding 1-D simu-
lations are shown at peak neutron production [Fig. 102.47(c)]
and at peak compression [Fig. 102.47(d)]. Similar trends are
observed in experiments; the limb is no longer evident, the
decrease in brightness occurs at a smaller radius than in 1-D,
and this decrease is more gradual than in the 1-D profile.

In previous work, homogenous mixing of D2 and CH30–33

has been inferred from experimental observables such as
secondary neutron ratios,30,31 argon spectral lines,32 and D3He
yields in 3He-filled CD shells.30,31 These observables prefer-
entially sample the turbulently mixed region of the target and
are sensitive to mix. The primary neutron yields were not
directly used to determine the presence of turbulence. These
neutrons are produced in the bulk of the fuel; the reduced
values of the primary yields relative to 1-D are instead due to
the effects discussed in Effect of Shell Stability on Observ-
ables (p. 95).

An order-of-magnitude estimate of the small-scale mixing
length can be obtained as follows: The turbulent mixing layer
grows self-similarly with a mixing thickness h, given by
Ref. 34,

h A gtT= α 2, (1)

where α is a dimensionless constant. Taking AT = 0.18 for the
D2–CH interface gives α = 0.05 (Ref. 34). The expression in
Ref. 34 is for planar turbulent growth due to the presence of
many modes. In the cases considered in this article, conver-
gence effects play an important role. In addition, the return
shock recompresses the mixing layer. Subsequent reshocking
of the mixing layer can occur in implosions; therefore, this
estimate of mixing lengths should be considered as an order-
of-magnitude estimate. A hydrodynamics code, such as
DRACO, cannot follow materials into the turbulent regime.
Using α = 0.05 leads to h = 0.9 µm; therefore, if the simulated
short-wavelength amplitude is considered to be a mix thick-
ness, the value of ~1 µm (Fig. 102.39) compares favorably with
the estimated mix thickness. Larger mixing widths (~17 µm)
have been inferred based on spherically symmetric 1-D mix
models.30,31 Since 1-D mix models do not account for the
increased volume due to long-wavelength distortions, it is very
likely that they overestimate the mixing length.

Conclusions
Two-dimensional simulations of imploding plastic shells

are presented using the radiation hydrodynamic code DRACO.
Shell instability through the growth of short-wavelength per-
turbations plays an important role in determining target perfor-
mance for “thin” (≤20-µm-thick) CH shells. Target performance
is dominated by long and intermediate wavelengths for thicker
shells. Observables such as primary neutron yields, areal
densities, temporal histories of neutron production, and x-ray
images of self-emission compare very well with experimental

Figure 102.47
Brightness profile at ~4.5 keV of the core normalized to peak intensity for the
20-µm-thick CH shell. (a) Comparison of 1-D profiles (dashed) with the
polar-averaged 2-D profile (solid) at peak neutron production. 1-D simula-
tion indicates a prominent limb due to the fuel–shell interface. 2-D simula-
tion indicates a smeared-out limb. (b) Same as (a) but at peak compression.
(c) Azimuthally averaged brightness profile from measured pinhole camera
images (shot 22546) at peak neutron production (solid line) compared to
1-D (dashed line). (d) Same as (c) but at peak compression. Good agreement
is obtained between the 2-D profiles and the measured profiles including the
absence of a significant limb and more gradual decrease in brightness relative
to the 1-D profile.
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measurements. Neutron-averaged ion temperatures inferred
from neutron time of flight are significantly higher than the
calculated values. The reasons for this systematic discrepancy
are under investigation. Calculated ion temperatures, however,
are more consistent with values inferred from the ratios of DD
neutron to D3He proton yield. The good agreement with
experiment for most observables indicates that the modeling of
nonuniformity seeds for instability growth and multidimen-
sional implosion dynamics due to realistic laser and target
asymmetries describe realistic direct-drive inertial confine-
ment fusion implosions reasonably well.
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Introduction
Rayleigh–Taylor (RT) instability develops in a large variety of
physical systems, including an imploding shell during inertial
confinement fusion experiments1 and a supernovae explosion
in astrophysics.2 RT instability occurs at the interface between
two fluids subject to an acceleration field pointing from the
heavier to the lighter fluid.3 Analytical modeling of such an
instability, as well as many other physical phenomena, is based
mainly on perturbation methods. In such methods, the equa-
tions describing both the physical laws and unknown physical
quantities are expanded in a series of small parameters. This
allows an approximate solution to otherwise mathematically
intractable problems to be obtained. When the amplitude of the
interface distortion η between fluids is much smaller than the
perturbation wavelength λ (linear perturbation analysis), the
small parameter of the perturbation method is kη, where k =
2π/λ is the wave number. The hydrodynamic equations in this
case can be linearized, yielding an exponential in time pertur-
bation growth.3 When the distortions are amplified by RT
instability to amplitudes comparable to the wavelength, the
perturbation series based on kη expansion becomes divergent
and the expansion breaks down. At such amplitudes a different
expansion parameter is needed. It was first proposed in Ref. 4
to use a spatial variable along the fluid interface as a small pa-
rameter. The perturbation series in this case gives an approxi-
mate analytic solution to the nonlinear problem. Such a solution,
however, is valid only locally at the tip of the bubble of the
lighter fluid raising into the heavier fluid. Layzer’s model,
despite its simplicity, has been shown to work remarkably well
in describing the nonlinear bubble evolution in classical RT
instability.5–9 Recently9 the model was extended to arbitrary
Atwood numbers AT h l h l= −( ) +( )ρ ρ ρ ρ ,  where ρh and ρl
are the densities of heavier and lighter fluids, respectively. The
convergence effects have been included in Ref. 10 for cylindri-
cal geometry and in Ref. 11 for spherical geometry in the case
of self-similar flow. In addition to the Layzer’s theory, other
models have been successfully used to study the nonlinear RT
evolution (see, for example, Refs. 12 and 13). This article
presents a general scaling of the bubble evolution with the flow

Effects of Temporal Density Variation and Convergent Geometry
on Nonlinear Bubble Evolution in Classical

Rayleigh–Taylor Instability

parameters in planar and spherical geometries for arbitrary
temporal density variations and shell trajectories.

The following sections (1) discuss the effects of the temporal
density variation on the bubble evolution in the planar geom-
etry and (2) describe the model that predicts the nonlinear
perturbation evolution in a spherical geometry.

Planar Geometry: Time-Dependent Density
We consider a fluid with time-dependent uniform density

ρ(t) supported in a gravitational field g(t) by a lighter fluid with
density ρ ρl � .  The effects of the finite density of the lighter
fluid will be neglected in the analysis (AT = 1). The gravity is
pointing in the negative z direction. The heavier fluid occupies
the upper half of the space with z > 0. We choose the unper-
turbed fluid interface to lie in the (x,y) plane. The regions of the
distorted interface where the lighter fluid rises into the heavier
fluid are referred to as bubbles; regions where the heavier fluid
protrudes into the lighter fluid are referred to as spikes. The
standard Layzer’s approach4 deals with the flow at the tip of the
bubbles where the vortex motion developed at large perturba-
tion amplitudes has a small effect. Next, introducing a velocity
potential v = ∇Φ, the mass conservation equation is reduced to
Poisson’s equation:

∇ = ∂ + ∂ + ∂ = −2 2 2 2Φ Φ Φ Φx y z
�ρ
ρ

. (1)

The right-hand side of Eq. (1), neglected in the original
Layzer’s work,4 is due to the temporal variation in the fluid
density. Such a term, however, was retained previously in the
analysis of the linear perturbation evolution.14,15 In the unper-
turbed case, Eq. (1) yields the velocity field with the uniform
spatial gradient vz z= �ρ ρ .  One must keep in mind that the
Layzer’s model deals with flow in the proximity of the fluid
interface; therefore, the actual flow is not required to have a
uniform velocity gradient throughout the whole region. When
the fluid interface is distorted, the perturbations start to grow
due to RT instability. To find the perturbation evolution, the
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fluid equations and hydrodynamic functions are expanded in
powers of x  near the tip of the bubble (we assume that the
center of the bubble is localized at x = 0 ). Here, x x=  in two-
dimensional perturbed flow and x r x y= = +2 2  in three-
dimensional flow. The expansion of the position of the distorted
interface η x t,( )  gives η η ηx t t t x,( ) = ( ) + ( ) + ⋅⋅⋅0 2

2 ,  where
η0 > 0 is the bubble amplitude, and η2 is related to the bubble
curvature R as η2 = –1/(2R). The solution of Eq. (1) expanded
up to x 2  takes the form

Φ = ( ) −




 −− −( )a t

k
c

k x
e zg

k z1
4 2

2 2
20�

�η ρ
ρ

,  (2)

where k is the perturbation wave number and �cg = 2  and
�cg = 1  for two- and three-dimensional geometries, respec-

tively.  Note that the standard Layzer’s model keeps only terms
up to x 2  in the expansion of hydrodynamic functions. It is
sufficient, therefore, to retain only the fundamental harmonic
in solution (2) to satisfy such accuracy. For higher-accuracy
models, the higher harmonics must be included in the velocity
potential.9 The potential Φ is subject to the following jump
conditions at the interface z x t= ( )η , :

∂ + ∂ =t x x zη ηv v , (3)

∂ + + = ( )t g f tΦ v2

2
η . (4)

Equation (3) is due to mass conservation and the incompress-
ibility condition, and Eq. (4) is the Bernoulli’s equation. Here,
f(t) is an undetermined function of time and v v v2 2 2= +x z  is the
total fluid velocity. Substituting Eq. (2) into boundary condi-
tions (3) and (4) and expanding the latter in powers of x  yields

d

dt

d

dt

c k
k

c

c
g g

g
ρη ρη η2 0 24

4
1( ) = − ( ) +

+





� �

�
, (5)

d

dt

d

dt

c k d

dt
g1

2
0 2 0

2

ρ
ρη

ρ
ρη( )





+ ( )





+

�

44
00 2kc

g
g�

��+( ) =η η . (6)

In the limit of a small perturbation amplitude when kη0 1� ,
the nonlinear terms are negligible (linear regime) and Eqs. (5)
and (6) reduce to a well-known limit,14,15 η η2

2
0 4lin lin= − �c kg

and

d

dt

d

dt

1
00

2
0ρ

ρη γ ηlin lin( )




− = , (7)

where γ t kg t( ) = ( )  is the growth rate and the superscript
“lin” denotes perturbed quantities in the linear regime. An
approximate solution of Eq. (7) can be found in the limit
� �ρ ρ γ  using the Wentzel–Kramers–Brillouin (WKB)

method.16 According to such a method, the solution is sought
in the form η0

lin = ( )eS t � ,  where

� ~ max ,γ γρ γt t( ) ( )





− −1 1 1�

is a small parameter and tρ ρ ρ= �  and tγ γ γ= �  are charac-
teristic time scales of the density and growth-rate variation.
Then, up to the first order in �, Eq. (7) has the solution

� � �S t( ) = ± − +




�

γ ρ
ρ

γ
γ

1

2
. (8)

Using Eq. (8), the physical optics approximation of η0 be-
comes

η
ρ γ
ρ γ

γ γ
0 1 2

0 0
0lin = ( ) ( )

( ) ( ) +
′( ) ′ − ′∫

t t
c e c e

t dt
t

tt dt
t ( ) ′∫











0 , (9)

where integration constants c1 and c2 depend on the initial
amplitude η0(0) and the initial bubble velocity �η0 0( ) :

c
t

1
0

0

00

2
1

1

2

0
= ( ) + +















 + ( )

=

η
γ

ρ
ρ

γ
γ

η� � �

22 0γ ( ) ,

c
t

2
0

0

00

2
1

1

2

0
= ( ) − +















 − ( )

=

η
γ

ρ
ρ

γ
γ

η� � �

22 0γ ( ) .
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When the perturbation amplitude becomes large enough,
kη0 > 1, the bubble growth slows down from the exponential
[Eq. (9)] to a power-law dependence. At such amplitudes, the
nonlinear terms cannot be neglected (nonlinear regime), and
Eqs. (5) and (6) can be solved in the limit � �ρ ρ kg  and
� � �η η ρ ρ0 0 .  The leading-order solution of Eq. (5) becomes

η2 4 1nl = − +( )� �c k cg g ,  where the superscript “nl” denotes the
perturbations in the nonlinear regime. Substituting η2

nl  into
Eq. (6) gives

−
+

+ −
+( ) +





= −

2

1

2

1

2

2

0

�
�

� �

�

c
a ka

c c
a g

g g g

ρ
ρ

ρη
�� �

�

c c

d

dtg g1 2+( )






ρ
ρ

, (10)

where a t dt( ) = − ( )ρη ρ0  is the amplitude of the velocity
potential defined in Eq. (2). The perturbation growth in the
nonlinear regime changes from the exponential to a power
law; therefore, ka a2

� �  and the first term in Eq. (10) can be
neglected. Then, keeping the terms up to order tρ

−1  in Eq. (10)
yields

d

dt kC

t

C kg g

ρη ρ ργ0

2

nl( )
= − + ( )�

, (11)

where C c cg g g= +( )� �1 2.  Integrating Eq. (11) leads to

η
ρ

ρ γ

η ρ
ρ

0
1nl t

C k t
t t dt

t

g
t

t

S
s

s
( ) = ( ) ′( ) ′( ) ′

+ ( ) +

∫

ρρ ρs

g

t

C k

( ) −1

2
, (12)

where ts is the saturation time, ρs = ρ(ts), and ηS = η0(ts) is the
bubble amplitude at the saturation time (saturation amplitude).
Following Ref. 4, the saturation amplitude can be estimated by
equating the bubble velocities �η0  calculated in the linear and
nonlinear regimes using Eqs. (9) and (11), respectively. The
result takes the form

η
γ

γ
γ

ρ
ρS

g gC k C
= + − +























1
1

1

2
1

1� � 



 =t ts

. (13)

Thus, to the lowest order, ηS gC k= 1  and Eq. (12) becomes

η η ρ
ρ

ρ
ρ

γ0
nl t

t

t
t dtS

s

st

t

s

( ) = ( )
′( ) ′( ) ′







+

⌠

⌡


11
1

2
1

1

+ − ( )














= ( ) ′( ) ′( )

C

t

t
t U t

g s

ρ
ρ

ρ
ρ L ddt

t C t

t

t

S
s

g

s

s
′

+ ( ) + ( ) −



















∫

η ρ
ρ

ρ
ρ

1

2
1




, (14)

where

U t
g t

C kg
L ( ) = ( )

(15)

is the Layzer velocity. It is convenient in many applications to
express the nonlinear bubble evolution in terms of the linear
perturbation growth.17 For the large linear growth factors
η η0 0 0� ( )[ ],  Eq. (9) can be rewritten as

η η
ρ γ
ρ γ

γ
0
lin t

t

t t
eS

s s
t dt

ts

t

( ) ( )
( ) ( )

′( ) ′∫
� . (16)

Taking the logarithm of both sides in the last equation yields

γ
η

η
ρ γ
ρ γ

′( ) ′ = ( ) + ( ) ( )
∫ t dt

t t t

tt

t

S s ss
ln ln0 1

2

lin

(( ) . (17)



EFFECTS OF TEMPORAL DENSITY VARIATION AND CONVERGENT GEOMETRY ON NONLINEAR BUBBLE EVOLUTION

LLE Review, Volume 102 107

The second term in the right-hand side of Eq. (17) is logarith-
mically small at large times with respect to the first term and
can be neglected without a significant loss in accuracy. With
the help of Eq. (17), the nonlinear bubble amplitude (14) can
be rewritten in terms of the linear perturbation growth:

η η
η

η
η

η
ρ

0
0 0nl
lin lin

�
�

S
S S

t t
ln ln

( ) −
′( )











′′( )
( ) ′







+ ( ) + ( ) −

⌠

⌡



t

t
dt

t C t

t

t

s

g

s

s
ρ

ρ
ρ

ρ
ρ

1

2
11















. (18)

The saturation time ts is easily obtained using Eq. (9):7

γ
γ ρ

ρ γ
η′( ) ′ −

( )
( ) ( )









 =∫ t dt

tt s s
S

s

0

1

2 0 0
ln ln cc1( ). (19)

The second term in the left-hand side of Eq. (19) has a weak
logarithmic time dependence and can therefore be neglected.
Substituting c1 � η0(0)/2, Eq. (19) reduces to

γ η
η

′( ) ′ ( )∫ t dt
t Ss

0
0

2

0
� ln . (20)

Equation (20) defines the saturation time ts in terms of the
initial amplitude η0(0).

Equation (11) shows that the temporal density variation
modifies the asymptotic bubble velocity Ub:

U U
C kb

g
≡ → − +





�
�

η ρ
ρ

η0 0
1

2L . (21)

In the case of the decompression flow when the density
decreases in time �ρ < 0,  the bubble grows faster, and, in the
case of compression �ρ >( )0 ,  the bubble grows slower than the
classical Layzer velocity U g kCgL = .

Next, to validate the results of the analysis, we compare the
bubble evolution in the three-dimensional geometry �cg =( )1

calculated using the system (5)–(6) and the results of asymp-
totic analysis [Eqs. (9) and (14)]. The gravitational field is
assumed in the form g g t tg

sg= + ( ) 0 1 .  The fluid density
changes in time as (a) ρ ρ ρ

ρt C t t
s( ) = + ( ) 0 01  and (b) ρ(t)

= ρ0(1 + Dρ cos Ωt), where sg and sρ are the power indexes
for acceleration and fluid density, respectively, and Cρ, Dρ, t0,
and Ω are the normalization constants. Figure 102.48 shows
a plot of the bubble amplitude calculated for case (a) with
g t0 0

210=  λ ,  tg = t0, sg = 1, sρ = 2, Cρ = 0.25 (solid line), Cρ
= 0 (dashed line), and Cρ = –0.15 (dotted line). The initial
conditions are η0(0) = λ/200 and �η λ0 00 200( ) = ( ) t .  Thick
lines represent the exact solutions of Eqs. (5) and (6); thin lines
show the WKB solution for t < ts and the asymptotic solution
(14) after t = ts. Note the larger amplification factor of the
bubble amplitude in the decompression flow. Figure 102.49
plots the linear (thin lines) and nonlinear (thick lines) pertur-
bation growth. Observe that the value of ηS calculated using

Figure 102.48
Plot of normalized bubble amplitude calculated using the exact numerical
solution of Eqs. (5) and (6) (thick lines) and analytical solutions (9) and (14)
(thin lines). The solid lines correspond to the fluid compression with Cρ =
0.25, the dashed lines represent the constant density case (classical Layzer’s
model4), and the dotted lines are obtained for the decompression flow with
Cρ = –0.15.

0 

1 

2 

3 

r(
t)

h 0
/r

(0
)l

 
h 0

/l
 

0 
0.0  0.5  

TC6883 

1.0  1.5  2.0  

1 

2 

t/t0 

(a) 

(b) 



EFFECTS OF TEMPORAL DENSITY VARIATION AND CONVERGENT GEOMETRY ON NONLINEAR BUBBLE EVOLUTION

108 LLE Review, Volume 102

Eq. (13) represents a good approximation to the saturation
amplitude. The bubble evolution in case (b) is plotted in
Fig. 102.50 for Dρ = 0.3 (solid line) and Dρ = –0.3 (dashed
line). The initial conditions for this case are η0 = λ/2 × 10–3 and
�η λ0

32 10= × −Ω  and tg = 1/Ω. A good agreement between
the exact solution and the asymptotic formulas validates the
accuracy of the performed analysis.

To comment on the effects of temporal density variation on
the asymptotic behavior of the Richtmyer–Meshkov (RM)
instability, such an instability occurs when a shock passes
through a corrugated interface between two fluids. As opposed
to RT instability, the instability drive in this case has a finite
duration (of the order of the sound-wave propagation across
the perturbation wavelength). Thus, the asymptotic evolution
of the bubble amplitude can be found using Eq. (10) with
g = 0. When the fluid density does not change with time
�ρ =( )0 ,  the sum of the first two terms in Eq. (10) must be zero.

This yields a decay in time velocity5,7

� �η0 2 1RM
L
RM→ = +( ) U c ktg

and logarithmically growing bubble amplitude η0
RM ~ ln .t

For a finite density derivative, one can attempt to generalize
Eq. (14) to RM instability by replacing UL with UL

RM:

η
ρ

ρ
0

2

1
RM →

+( ) ( )
′( )

′
′⌠

⌡k c t

t

t
dt

g

t

�
. (22)

Equation (22) is the result of balancing the first two terms in
Eq. (10) and neglecting its right-hand side. It is easy to show,
however, that, opposed to the RT instability, the right-hand side
of Eq. (10) cannot be considered small in the RM instability at
all times, regardless of the value of �ρ ρ .  Indeed, substituting
the constant-density solution into Eq. (10) shows that the first
two terms decrease in time (~1/t2), while the right-hand side
has a factor of ln t. Thus, even a small density variation can
significantly change the asymptotic behavior of the bubble
velocity in the RM instability. Although Eq. (22) predicts
correctly the trend of the effect, the accuracy of such a scaling
is inadequate. To illustrate a strong dependence on the density
variation, Fig. 102.51 plots the bubble velocity calculated for
densities ρ = ρ0 (dashed line) and ρ ρ= − ( ) 0 0

2
1 � t t  (solid

line), where � = 5 × 10–4. The velocities are plotted up to the
time when the density difference between two cases is only
10%. The bubble velocity, however, is twice as large with
the time-dependent density. The approximate solution (22),
shown by the dotted line, gives only half of the decompression
effect. For a more accurate estimate, the right-hand side of
Eq. (10) must be retained. The solution in this case, however,
cannot be written in a closed analytical form for an arbitrary
density variation.

Figure 102.50
Plot of normalized bubble amplitude calculated using the exact numerical
solution of Eqs. (5) and (6) (thick lines) and analytical solutions (9) and (14)
(thin lines). The solid and dashed lines correspond to Dρ = 0.3 and –0.3,
respectively.

Figure 102.49
Plot of normalized bubble amplitude calculated using the exact numerical
solution of Eqs. (5) and (6) with (thick lines) and without (thin lines) nonlinear
terms. The solid and dotted lines correspond to Cρ = 0.25 and –0.15,
respectively. The dashed line shows the saturation amplitude defined in
Eq. (44).
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Bubble Growth in Spherical Geometry
In a spherical shell of uniform density ρ with an outer radius

r0 and inner radius r1, the fluid density outside the shell is
assumed to be much smaller than ρ (AT = 1). The shell
interfaces are distorted with a single-mode perturbation of the
mode number �. To simplify the analysis, a short-wavelength
limit was used when the perturbation wavelength was much
smaller than the shell thickness � r r r0 1 0 1−( ) �  or � � 1.
The perturbations at the inner and outer surfaces in such an
approximation are decoupled and can be treated separately.
One must keep in mind, however, that even though only a
single interface is considered, the product ρr0

3  is not a con-
stant. If the outer shell boundary is considered, the points
where the shell interface has the maximum radii correspond to
the perturbation spikes and the points of the minimum radii
correspond to the perturbation bubbles. Following Layzer’s
approach, only the bubble evolution is described. In addition,
similar to the analysis in the previous section, the effects due
to the surface tension and thermal conduction are neglected.

A bubble is assumed to be symmetric with respect to the
polar angle φ. The axis of symmetry is along z direction.
Solution of the Poisson’s equation

∇ = ∂
∂

∂
∂







+ ∂
∂

∂
∂




2
2

2
2

1 1Φ Φ Φ
r r

r
r r sin

sin
θ θ

θ
θ




= −
�ρ
ρ

(23)

can be written in the form

Φ = ( )





+ ( )
















+r
a t

r

r
b t

r

r
0

0

0
1

�

� �


( )

− ( ) −

P

c t

r

r

� cos

,

θ

ρ
ρ
�

2

6
(24)

where P� is the Legendre polynomial, θ is the azimuthal angle,
a(t) and b(t) are undetermined functions of time, and function
c(t) is defined by the unperturbed flow condition ∂ ( ) =r r rΦ 0 0� ,

c t r r
r( ) = +



0

2
0

0

3
�

�ρ
ρ

. (25)

Here, �r0  is the velocity of the outer shell boundary. Since terms
up to θ2 are retained in the analysis, only the fundamental
harmonic is kept in Eq. (24). In what follows an imploding
shell with the unstable outer interface is considered. Thus, b(t)
= 0 must satisfy the boundary condition at r r0 0( ) →� .  The
case of the expanding shell (a = 0) can be treated in a similar
fashion and will not be described in detail in this article.
Solution (24) must satisfy the boundary condition at r = r0 +
η(t,θ), where η is the interface distortion. The first condition is
easily derived from the mass conservation equation

� �η
η

ηθ
θ+

+
∂ = −

v
v

r
rr

0
0. (26)

Then, assuming a uniform density inside the shell, the momen-
tum equation is integrated to yield Bernoulli’s equation

− = ∂ + − ( )p
f ttρ

Φ 1

2
2v , (27)

where p is the pressure, v v v2 2 2= +r θ  is the total velocity, and
f(t) is an undetermined function of time. Pressure must be
continuous across the boundary; therefore, Eq. (27) reduces to

∂ + = ( )t f tΦ 1

2
2v � , (28)

where �f t f t p ta( ) = ( ) − ( ) ρ  and pa(t) is the drive pressure.
To find the distortion amplitude η, the boundary conditions

Figure 102.51
The asymptotic bubble velocity for RM instability. The dashed line repre-
sents the constant-density solution (~1/t), the solid line is the result of the
exact solution of Eqs. (5) and (6) with time-dependent density

ρ ρ= − × ( ) −
0

4
0

21 5 10 t t ,  and the dotted line shows scaling defined in
Eq. (22).
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(26) and (28) and the potential (24) are expanded near the tip
of the bubble in series of azimuthal angle θ:

η θ η η θ θ

θ θ

t O

P O

, ,

cos

( ) = + + ( )

( ) = −
+( ) +

0 2
2 4

21
1

4�

� �
θθ 4( ). (29)

Note that η0 < 0 at the bubble. The resulting system of differ-
ential equations takes the form

3
2

10
2

2
2

0

0
3

0

0 0

3d

dt
r

r

d r

dt

r

r
ρ η η ρ

η
( ) −

( )
−

+




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









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



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

r
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d

dt
r r0

0 0

2

0 0
3

0
3

η
ρ η 

×
+

−
+( )









2 1

40 0
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r η
η , (30)
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r
t

η

ρ
ρ





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



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




=

2 2
4

9 3
0

� ��ρ
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.

Although the system (30)–(31) can be easily integrated nu-
merically for a given trajectory r0(t) and shell density ρ(t), it is
difficult to get a physical insight on the convergence effects
from this rather cumbersome system. To obtain a scaling of the
asymptotic nonlinear bubble amplitude with the flow param-
eters, the equations can be significantly simplified by assum-
ing that the bubble amplitude is much smaller than the shell
radius η0 0� r  (a combination � η0 0r ,  however, can be
arbitrarily large since � >> 1). Simple calculations reduce
Eqs. (30) and (31) in this case to

d

dt
r

d

dt
r

r
ρ η ρ η η

0
2

2 0
2

0
2

0

1

4
1

8

1( ) = −
+( ) ( ) −

+



� �
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


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, (32)
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ρ

ρ

ρ

( ) ( )
. (33)

The term in the right-hand side of Eq. (33) is retained for the
high-convergence-ratio implosions.

When �η0 0 1r � ,  the nonlinear terms can be neglected,
leading to η η2 0 1 4lin lin= − +( )� � .  Equation (33) recovers, in
this limit, the results of Refs. 15, 18, and 19,

d

dt

r

m

r r

m
0
2

0 0 0
0 0

� ��ξ ξ
lin

lin







 + =� , (34)

where ξ ρ η0 0
2

0= ( ) ( )t r t , m t t r t( ) = ( ) ( )ρ 0
3 ,  and the dot de-

notes the time derivative. The new function ξ0 can be related
to a very important parameter characterizing the shell stability.
In comparing performances of different implosions with re-
spect to the shell breakup, it is not the bubble amplitude itself,
but the ratio of the amplitude η0 to the in-flight shell thickness
∆ that must be considered. The parameter ϒ ∆= η0   is re-
ferred to as an instability factor. Multiplying the denominator
and numerator in ϒ by ρr0

2,  we obtain ϒ = 4 0π ξ Msh ,
where M rsh = 4 0

2πρ ∆  is the shell mass. Thus, divided by the
shell mass, ξ0  shows how close the imploding shell is to

(31)
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breaking up. If ξ π0
14Msh � ( )− ,  the shell integrity is com-

promised by the instability growth.

An approximate solution of Eq. (34) can be found in the
limit � >> 1 using the WKB method. Writing the solution as
ξ0

lin = eS �  (� << 1 is a small parameter), Eq. (34) becomes

� ��
� �

�
��

S S
r

r
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m
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r2 0

0

2 02+ + −
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+� � �
rr0

0= . (35)

To satisfy Eq. (35) we must require � = 1 � .  Then, expanding
S in powers of �, the solution up to the first order in � takes
the form

S
r t

r t
dt

m

r

r

r

t

= ± −
′( )
′( ) ′ + −
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

��
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0 0
2

0

02
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





 . (36)

The WKB solution (36) is valid if the shell acceleration ��r0
does not go to zero during the implosion. With the help of
Eq. (36), ξ0

lin  becomes

ξ0
0

1

0 0

0

lin =
( ) ( )

( )
( )
( )

× +
′( ) ′∫
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Γ
, (37)

where

Γ t
r t

r t
( ) = − ( )

( )�
��0

0
,

and the integration constants C1 and C2 depend on the initial
bubble amplitude η0(0) and bubble velocity �η0 0( ),
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.

In the limit of � >> 1, coefficients C1 and C2 in the leading order
reduce to C1 = C2 � η0(0)/2. The perturbations grow according
to Eq. (37) until the nonlinear effects become important and the
bubble growth slows down (nonlinear saturation). To find the
perturbation amplitude ηS at which the transition from linear to
nonlinear growth occurs, we must first determine the bubble
evolution in the nonlinear regime. Then, equating the linear
and nonlinear bubble velocities will define an approximate
saturation amplitude.4

We begin the nonlinear analysis with Eq. (32), which can be
rewritten in the limit � >> 1 as

�ξ η ρ η0
2 2

0

4
0
2

21 8 4−




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= − ( )� �
r

d

dt
r , (38)

where � = 1 � .  The left-hand side of Eq. (38) is of the order
of �0ξ0; the right-hand side is of the order of �4η2. It can be
shown that to satisfy Eq. (38), we must order η2 0

2nl r ~ .� −

Here, the superscript “nl” denotes the functions in the nonlin-
ear regime. To the lowest order in �, the latter ordering gives
η2 0 8nl r = � .  Keeping the higher-order terms in η2

nl  yields

η
ξ

2

0 08 16

nl

nl r

m t
= + ( )� �

�
. (39)

For a decreasing m(t) (which is almost always the case in a
converging shell), η2 reaches an asymptotic value that is
slightly larger than r0 8�  (keep in mind that the bubble ampli-
tude η0 is negative). The difference between η2 0r  and �/8
decays in time in the case of growing ξ0 . When the ratio
η0 0r  cannot be neglected compared to unity, the solution
(39), according to Eq. (30), is multiplied by a factor 1 0 0+( )ηnl r :
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


. (40)

Such a factor further reduces the asymptotic value of η2
nl  at

the large bubble amplitudes. A detailed comparison with the
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exact numerical solution of Eqs. (30) and (31) shows that η2
nl

can be replaced by r0 8�  in Eq. (33) without significant loss
in accuracy. This yields
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�
. (41)

As in the planar geometry case, �a t( )  can be neglected with
respect to �a2(t) in the nonlinear regime, where a r= �ξ ρ0 0

2  is
the amplitude in the velocity potential defined in Eq. (24).
Furthermore, we also drop the second term in the right-hand
side of Eq. (41). This term is identically zero at a constant
density; if �m = 0  (solid sphere implosion), the term is equal to
− ( )( )3 2

0 0 0 0m r r r�� ηnl ,  which is smaller by a factor η0 0
nl r

compared to the last term in the left-hand side of Eq. (41).
Next, solving the second-order algebraic equation for �ξ0
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As mentioned earlier, the approximate value of the saturation
amplitude ηS can be obtained by equating �ξ0  in the linear and
nonlinear regimes. In the linear case, using the WKB solution
(37), we write � �ξ ξ0 0= ( )�S t .  This gives

� � � �

ξ ξ0 0
0

0

1

2
2= ( ) + − −





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











Γ Γ
Γ

t
m

m

r

r
. (43)

Substituting Eq. (43) into Eq. (42) and neglecting terms with
ξ0

2  (shell convergence ratio is assumed to be not very large at
the time of the bubble saturation, so the terms with ξ0

2  are

small) yields the saturation amplitude

η ξS

s

S

sr t m

r

r

m

m0

0

0

1
1

1

2( ) = = + + −




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



� Γ

Γ
Γ

� � �







 =t ts

, (44)

where ts is the saturation time, ms = m(ts), ηS = η0(ts), and
ξS = ξ0(ts). Since Γ ~ ,�  the bubble saturation amplitude, to
the lowest order in �–1, is ηS sr t~ .0 ( ) �  To find the bubble
evolution after the saturation, we solve Eq. (42) in the limit
of � >> 1, expanding the solution ξ ξ ξ0 00 01

nl = + + ...,  where
ξ ξ00 01 1~ .� �  Keeping the lowest-order terms in Eq. (42)
gives

ξ00 0
1= − ′( ) ′( ) ′ +∫
�

Γ t m t dt c
t

t

s
, (45)

where c0 is an integration constant. Substituting ξ00 back into
Eq. (42) and retaining the terms of the order 1/� yields ξ01.
Combining ξ00 and ξ01 and using the saturation condition
ξ0 t ms s( ) = − �  leads to

ξ0

2 0

3

2
nl = − ( ) ( ) + ( ) −

+ ′( ) − ′( )

m t I t
m t m

m I t I t
r

s

�

�
�

rr
dt

t

t

s
0Γ









 ′

⌠

⌡
 , (46)

where

I t
m t

t m t dt

m t
U t

t

t

t

s
( ) = ( ) ′( ) ′( ) ′

= ( ) ′( )

∫
1

1

�
Γ

L
sp

ss

t m t

r t
dt∫

′( )
′( ) ′

0

and

U
r t r t

L
sp = − ( ) ( )��0 0

�
.
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Equation (46) can be further simplified by taking the integral
by parts,

�
�

m I t I t
r

r
dt

m t
m

t

t

s

′( ) − ′( )







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= ( )

⌠

⌡


2 0

0Γ

ln
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I I
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dt
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2 0
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⌠
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
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
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











′2 0

0

�

Γ
, (47)

and neglecting the second integral in the right-hand side of
Eq. (47). This gives a relatively simple scaling with ~20%
error. Substituting Eq. (47) into Eq. (46) and replacing

1 0
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0 0
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
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Γ

Γ
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+
−

∫ L
sp ρ

ξ
mm t ms( )

2
. (48)

To use Eq. (48), one must specify the saturation time ts. The
latter can be easily obtained with the help of Eq. (37). At the
time of bubble saturation, the following equality must be
satisfied:

m
C

m m

r t t
es s

s s

t dt
ts

�
� 1

0

0 0
0

( )
( )

( )
( )

′( ) ′∫Γ
Γ

Γ
, (49)

which leads to

Γ
Γ

Γ
′( ) ′

( ) ( )
( ) ( )


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r t
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m t
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t s s ss

0
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1 0 0
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
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. (50)

It is sufficient in many cases to keep only the lowest-order
terms in Eq. (50). This gives

Γ ′( ) ′ ( )









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( )
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rts
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0 2 0
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� �η 00( )











. (51)

To obtain a more accurate value of ts, one must solve Eq. (50).

It is interesting to note that the perturbation growth factors
are smaller in a “compact” shell with a larger density than in a
decompressed, lower-density shell [η0 1~ m  before and
η0 0 0~ m I r r− − ( )� Γ  after the saturation]. The shell thickness ∆,
however, is inversely proportional to m; therefore, the ratio
ϒ ∆= η0  is larger in the higher-density shell [ ϒ ~ ~ξ0 m t( )
in the linear regime and ϒ ~ m(t) in the nonlinear regime]. Thus,
for the same shell trajectory, the thinner shell is more unstable.

As a next step, the nonlinear bubble evolution is expressed
in terms of the linear perturbation growth. The linear growth
can be calculated, for example, using the stability postpro-
cessor described in Ref. 15. When the perturbation amplitude
is much larger than the initial amplitude η0(0), Eq. (37) can be
rewritten as

η η0
lin
� S

s s t
t

m t

m t t
e t t dt

Γ
Γ

Γ
( )

( ) ( ) ( ) = ′( ) ′( )� �,
ss

t
∫ , (52)



EFFECTS OF TEMPORAL DENSITY VARIATION AND CONVERGENT GEOMETRY ON NONLINEAR BUBBLE EVOLUTION

114 LLE Review, Volume 102

where ηS sr t� − ( )0 �  is the saturation amplitude. Then,

� t
t m t

t mS s s
( ) = + ( ) ( )

( )












ln ln .
η
η
0 1

2

lin Γ
Γ

(53)

The linear RT growth is exponential; thus, assuming that Γ(t)
and m(t) grow slower than η0

lin ,  the second logarithm in the
right-hand side of Eq. (53) can be neglected. Function I(t) in
Eq. (48) can be rewritten in terms of the function �(t):

�I t t
m t

t m t dt
t

t

s
( ) = ( ) − ( ) ′( ) ′( ) ′∫� �

1
� .

With the help of the latter relation and substituting
� � − ( )r ts S0 η ,  Eq. (48) becomes
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where
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Equation (54) is especially simple in the case of a solid-sphere
implosion when m r= =ρ 0

3 const,

η η
η

ηρ0
0

0

0

0
3

nl
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t
r t

r t
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S

s S
( ) = ( )
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ln ++




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


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

1 . (55)

Except for the factor r t r ts0 0( ) ( ),  Eq. (55) reproduces the
asymptotic formula proposed in Ref. 17.

To validate the accuracy of the derived results, we compare
the bubble evolution calculated using the exact system
[Eqs. (30) and (31)] with the analytical scaling [Eqs. (37) and
(48)]. Figure 102.52(a) plots the bubble amplitude for mode
numbers � = 100 and � = 200. The outer shell radius changes
according to a power law r R t t0 0 0

1 31= −( ) ,  where 0 ≤ t < t0.
The density is inversely proportional to the trajectory,

ρ ρt R r t( ) = ( ) 0 0 0 .

The initial conditions are

η0
4

02 10= − × − R �

and

�η0
4

0 02 10= × − R t� .

The solid lines represent the exact solution of Eqs. (30) and
(31), and dashed lines are obtained using Eq. (37) for t < ts and
Eq. (48) for t > ts. The saturation time ts is defined as the time
of intersection of the linear amplitude [Eq. (37)] with the
saturation amplitude [Eq. (44)]. Figure 102.52(b) plots the
normalized amplitudes with (solid curves) and without (dashed
curves) the nonlinear effects. Observe that the saturation value
defined by Eq. (44) reproduces very well the bubble amplitude
at which the growth slows down and becomes nonlinear.
Figure 102.53 plots the bubble evolution for the shell with
r R t t0 0 0 2= ≤ <( )cosΩ Ω π  and mode number � = 200. The
initial conditions for the perturbations are the same as in the
previous case (Ω = 1/t0). The density is assumed to follow a
power law of the radius, ρ ρ ρt R r t

s( ) = ( ) ( ) 0 0 0 .  The thick
lines represent the exact numerical solution of Eqs. (30) and
(31), and the thin lines are the results of the asymptotic
analysis. The solid, dashed, and dotted lines in Fig. 102.53
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correspond to sρ = 0, 1, and 2, respectively. Note that the bubble
growth factors decrease with increasing density. Good agree-
ment between the exact solution and the analytic scaling
confirms the accuracy of the asymptotic analysis.

In summary, Layzer’s model to study the nonlinear bubble
evolution in classical RT instability has been extended to
include the temporal density variation and spherical conver-
gence effects. The bubble amplitude in planar geometry with
the time-dependent density ρ(t) was shown to asymptote to

U t t dt t
t

L ′( ) ′( ) ′ ( )∫ ρ ρ ,  where U g C kgL =  and Cg = 3 and
Cg = 1 for two- and three-dimensional geometries, respec-
tively. The model applied to the spherical geometry predicted
the nonlinear bubble amplitude

η η η
~ ,t m t ms

r U r( ) ( ) 
− −�0 0� L

sp

where r0 is the outer shell radius,

η ρ ρt U t t r t dt t r t
t( ) = ′( ) ′( ) ′( ) ′ ( ) ( )∫ L

sp
0
2

0
2 ,

U t r t r tL
sp ( ) = − ( ) ( )��0 0 � ,

m t t r t( ) = ( ) ( )ρ 0
3 ,

m m ts s= ( ),

ts is the saturation time, and � is the mode number.
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Introduction
In direct-drive inertial confinement fusion,1 a cryogenic shell 
of deuterium and tritium (DT) filled with DT gas is accelerated 
inward by direct laser irradiation (direct drive). The energy gain 
G is defined as the ratio between the thermonuclear energy 
yield and the laser energy on target. The gain is directly related 
to the capsule implosion velocity ,G V m1 I h f i

2
= h Eib l  

where VI is the implosion velocity, E Eh K L=h  is the hydro-
dynamic efficiency representing the ratio between the shell 
kinetic energy and the laser energy on target, Ef = 17.6 MeV is 
the energy of the fusion products for a DT fusion reaction, and 
mi = 2.5 mH is the average ion mass. The function i represents 
the fraction of burned fuel depending on the fuel areal density 

R
.R dr/t t

0
#  The function i = i(tR) is commonly approxi-

mated1 by R1 7 1+-i t -
_ i , where tR is given in g/cm2. If 

the driver energy is kept constant, higher implosion velocities 
require lower masses. In this case, the effect on the tR of a 
lower mass balances the effect of higher velocity, thus mak-
ing tR independent of velocity. The hydrodynamic efficiency1 
depends on the ratio between the initial M0 and final mass M1 
of the capsule; .lnM M M M M M1h 1 0 1 0

2
1 0-\h ` ` `j j j  

The difference Ma = M0 – M1 is the ablated mass, and the 
approximation M Mh a 0\h

.0 87
` j  can be used for Ma < 

0.7 M0. The ablated mass is proportional to the ablation veloc-
ity Va, the in-flight shell density tif, the implosion time tI, and 
the ablation surface area ~R2; ~M V R ta a Iift 28 B. By setting 

~M R0 if ift D
2  (Dif is the in-flight thickness) and by using the 

well-known scaling relation1 ~ ,V I/ /
a L

3 5 1 5
ifa

-  where aif is the 
in-flight adiabat and IL is the laser intensity, one can easily 
rewrite ~ ,M M A V Ia I L0 if ifa /1 15/3 5` j  where Aif is the in-flight 
aspect ratio and the relation I~t R VI  has been used. Since the 
aspect ratio1 scales as ~A Mif if

2  (where Mif is the in-flight Mach 
number), the final scaling of the hydro-efficiency can be easily 
derived by substituting ~ p 3 5

if if ift a` j  into the Mach number, 
and1 ~ ~p P IL L

2 3
if , where PL is the laser-driven ablation pres-

sure. A straightforward manipulation yields ~ ,V Ih I Lh
.0 29-.0 87  

which compares favorably with a numerical fit obtained from 
1-D hydrodynamic simulations
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Inertial Confinement Fusion
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where I15 is the laser intensity in 1015 W/cm2. The simulations 
are for ten direct-drive cryogenic targets with laser energies 
varying from 25 kJ to 1.5 MJ and are carried out using the 1-D 
code LILAC.2 The targets used in the simulations are either 
all DT ice or wetted-foam CH(DT)6 capsules with a 2-nm CH 
overcoat. Substituting the hydro-efficiency into the gain for-
mula yields a thermonuclear gain that increases for the lower 
implosion velocities 

	
.
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I V
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0 2cm s.

.

I15
0 25

7 1 25
#

.
i

_
c

i
m> H 	 (2)

Equation (2) shows that, if ignited, slow targets yield high 
gains. The energy required for ignition from a central hot 
spot, however, increases rapidly as the velocity decreases3 

~ .E VI
6

ign
hot spot- -

b l  This is because the hot-spot temperature 
increases with the velocity. Since the fusion cross section is a 
strong function of the temperature, slow targets have a relatively 
cold hot spot and therefore require greater energy for ignition. If 
the implosion velocity is below 2 # 107 cm/s, the hot spot can-
not be ignited regardless of the shell energy since the radiation 
losses dominate the hot-spot energy balance. However, such 
slow targets can be optimal for fast ignition (FI) since the hot-
spot size and energy decreases with the implosion velocity. 

In fast ignition,4 a relatively cold, high-density, and high-
areal-density assembly of thermonuclear fuel is ignited by 
the external heating of a small volume of the dense fuel. The 
external heating is provided by fast electrons accelerated by 
the interaction of an ultra-intense petawatt (= 1015 W) laser 
pulse with either the coronal plasma or a solid target. The 
fast electrons slow down in the cold, dense fuel and release 
their kinetic energy through collisions with the electrons. 
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The electron range is measured in terms of the fuel areal 
density that, for a 1-MeV electron beam,5 is about 0.4 to 
0.6 g/cm2. The igniter beam energy required for fast ignition 
increases inversely to the fuel density.6 According to Ref. 6, 
the 1-MeV e-beam ignition energy follows the simple formula 
E 11 400 .

f
1 85

ign
fast

= t` j , where tf is the dense fuel density in 
g/cc. In order to keep the petawatt laser energy in the range 
of a few tens of kilojoules, the thermonuclear fuel density 
needs to exceed the value of about 300 g/cc. However, higher 
densities require higher beam intensities and a smaller beam 
radius;6 f .r 15 400mb -n t` `j j  Because of the difficulties 
in focusing the electron beam at radii less than 10 nm, fuel 
densities within the 300 to 500 g/cc range are desirable. In 
addition to the density range, fast ignition requires that the 
volume of the hot spot be much smaller than the dense core 
volume to reduce the thermal energy of the hot spot in favor 
of the internal energy of the compressed fuel. Furthermore, a 
small-size hot spot limits the detrimental effects of the central 
low-density plasma on the burn wave propagation that starts 
in the dense volume. Other fuel-assembly requirements come 
from the specific applications of FI. For inertial fusion energy 
(IFE) applications, the thermonuclear gain must be greater than 
100 and the areal density must be at least 2.5 to 3 g/cm2. Here 
we show that a fuel assembly meeting all these requirements 
can be produced with a direct-drive laser facility in the 700 kJ 
range, about half the size of the National Ignition Facility7 and 
significantly smaller than the multimegajoule drivers required 
for direct-drive IFE based on hot-spot ignition.

Scaling Laws for Density, Areal Density,  
and Stagnation Aspect Ratio

We start our analysis by deriving a scaling law for the shell 
density, areal density, and hot-spot size as a function of char-
acteristic implosion parameters such as shell energy, implosion 
velocity, and in-flight adiabat. By indicating with Ds the stag-
nating shell thickness, with Rh the hot-spot radius and Ms the 
shell mass, the compressed shell areal density scales as 

	 ~ ~ ,M R A E R V As s s h s K h I s
2 2 2

t R RD ` `j j 	

where EK is the shell kinetic energy at the end of the accel-
eration phase, hA Rs s= D  is the stagnation aspect ratio, and 

x x x1 1 1 3= + +R 2_ i  is a volume factor. The hot-spot 
radius Rh can be derived by setting the total shell inter-
nal energy at stagnation equal to the shell kinetic energy 

~ ,E p RK s h s+ D 3
_ i  where the stagnation pressure ps has been 

assumed to be approximately uniform through the hot spot 
and shell. This energy conversion condition (from kinetic to 
internal) can be rewritten by setting ~ps s s

5 3
a t , where as is 

the stagnation adiabat that is related8 to the in-flight adiabat 
aif through the in-flight Mach number ~ ,Ms

2 3
if ifa a  leading to 

P~ .V. .
s I L

0 8 0 13
ifa a

.0 67  It follows that the shell density and the 
shell areal density can be rewritten as

	 ~ A E V I. . . .
s s s I LK

0 33 0 67 0 09 0 8
ift aD U
-

_ i 	 (3)

and

	 ~ ,A V I . .
s s I L

2 0 13 1 2
ift aW
-

` j 	 (4)

where 

	 x x x x1 3 1
2 3 3+ + +/U 2_ a ^i k h  

and 

	 .x x x1
9 4

= +W U_ _ ^i i h9 C  

Though the stagnation aspect ratio is of order unity, it is 
important to accurately determine its functional dependency 
on the implosion parameters. For reasonable values of the 
stagnation aspect ratio ranging between 1 < As < 4, U and W 
can be approximated with a power law as ~A A1 .

s s
0 92

U _ i  
and ~ .A A1 .

s s
0 62

W _ i  As grows with the implosion velocity 
since the mass decreases for a fixed energy leading to smaller 
Ds, while Rh depends mostly on energy. In order to determine 
an accurate dependence on the velocity, we fit the results of 
the simulations where Rh is defined as the point of maximum 
shell density, and Ds is the distance between Rh and the return 
shock at the time of peak areal density. The simulations show 
a clear dependence on the velocity and almost no dependence 
on energy and adiabat leading to 

	 . ,A
V

2 1
3 10

cm s
s

I
7

fit

#
.

.0 96
_ i> H 	 (5)

as shown in Fig. 103.1. Substituting Eq. (5) into (3) and (4) yields 
scaling laws for the density and areal density 

	
~ , ~ ,E V V I. . .

s s L I s I L
0 8 1 4 1 2

if ift a t aD
- -. . .0 33 0 03 0 13

	
(6)

where the hydro-efficiency from Eq. (1) has been used. These 
semi-analytical scaling laws compare favorably with the 
numerical fits of the peak values of the densities and areal 
densities 
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where the subscript max indicates the maximum values dur-
ing the implosion and tR and tmax are in g/cm2 and g/cc, 
respectively. The laser-intensity scaling in (8) is analytical from 
(6) since the intensity varies only within a !15% range in the 
simulation, and it does not represent a good scaling parameter. 
Note the density scaling is somewhat different from the indi-
rect-drive scaling shown in Ref. 9. The areal density in Eq. (7) 
includes the inner portion of the shell that has been compressed 
by the return shock as well as the surrounding portion that has 
not been shocked. Typically, the unshocked portion has signifi-
cantly lower density and lower tR with respect to the shocked 
portion (see Fig. 103.4 on p. 121). In a tR ~ 3 g/cm2 implosion, 
however, a 20% fraction of unshocked tR can stop energetic 
electrons at lower densities (with t < 300 g/cc), preventing 
them from reaching the dense shocked core. The presence of 
the unshocked areal density has important consequences on the 
choice of the fast-ignition time. If the fast electrons have 1-MeV 
energy, then the fast-ignition time is when the unshocked areal 

tR is significantly less than 0.6 g/cm2, which occurs after the 
time of peak tR. This constraint is relaxed as the fast-electron 
energy exceeds 1 MeV. Note that Eq. (8) represents the maxi-
mum density. The time of peak tR occurs after the time of 
peak density, and the average density at the time of peak tR 
is slightly below 80% of Eq. (8). If fast ignition is triggered at 
or soon after the time of peak tR, the corresponding average 
density is significantly below its maximum value. 

Laser Pulse Shaping
Other important considerations in optimizing fast-ignition 

targets concern the pulse length and laser power contrast ratio. 
It is clear from Eqs. (7) and (8) that low adiabat implosions 
lead to high densities and areal densities. However, very low 
adiabat implosions require long pulse lengths and careful pulse 
shaping. The long pulse length is because of the slow velocity 
of the low-adiabat shocks, and the careful shaping is required 
to prevent spurious shocks from changing the desired adiabat. 
Furthermore, the ratio between the peak power and the power 
in the foot of the laser pulse (i.e., the power contrast ratio) 
increases as the adiabat decreases thus leading to difficult tech-
nical issues in calibrating the pulse shape. These constraints on 
the pulse shape are relaxed by using the relaxation (RX) laser 
pulse technique.10 The relaxation pulse consists of a prepulse 
followed by an interval of laser shutoff and the main pulse. 
The RX pulse induces an adiabat profile that is monotonically 
decreasing from the ablation surface to the inner shell surface. 
In addition to improving the hydrodynamic stability of the 
implosions, the RX main pulse is shorter and requires a lower 
contrast ratio than the equivalent flat adiabat pulse with the 
same inner surface adiabat.

High-Gain Fast-Ignition Capsule Design
By using the results in Eqs. (5), (7), and (8), a high-gain fast-

ignition capsule can be designed. We start by setting a low value 
for the inner-surface adiabat . .0 7min

if .a  An adiabat below 
unity implies that, at shock breakout, the inner portion of the 
shell is not fully ionized. In order to achieve a tR . 3 g/cm2, 
Eq. (7) yields a laser energy EL - 750 kJ [the velocity term 
in Eq. (7) has been ignored because of the low power index]. 
Equation (8) is then used to determine the velocity required 
to obtain a peak density of 640 g/cc that corresponds to an 
average density of the shocked shell at the time of peak tR of 
GtH - 0.8 tmax - 500 g/cc. The corresponding velocity from 
(8) is VI = 1.7 # 107 cm/s, leading to a hot-spot aspect ratio 
[Eq. (5)] of As ~ 1. Since the required laser energy of 750 kJ is 
approximately half the NIF energy, we use a reference driver 
with half the energy and half the power of the NIF. For a peak 
power of 220 TW, the outer shell radius is chosen to keep the 

Figure 103.1
Hot-spot aspect ratio from simulation compared with numerical fit (9).
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peak intensity at 1015 W/cm2, thus leading to Rout - 1.3 mm. 
The target mass at stagnation is derived from the kinetic energy 
M E V2s K I

2
. , with EK . hhEL. Using Eq. (1) for hh and 

EL = 750 kJ, VI . 1.7 # 107 cm/s yields a stagnation mass of 
Ms - 1.7 mg. Assuming that ~20% of the mass is ablated leads 
to an initial mass of about M0 - 2 mg. In order to improve the 
laser energy absorption, we consider a wetted-foam target with 
an inner ice layer, an outer wetted-foam CH(DT)6 layer, and a 
2-nm CH overcoat. Given the low density of the foam and the 
small thickness of the overcoat, we can assume that the average 
density is the same as DT ice, t0 - 0.25 g/cc, and determine 
the inner-shell radius from the volume ~M0 0t  and the outer 
radius leading to Rinn - 660 nm. Figure 103.2 shows the FI 
target with a foam layer thickness that is large enough to reab-
sorb the coronal radiation and reduce the radiation heating of 
the inner ice layer. It is important to notice that the large shell 
thickness combined with the slow implosion velocity makes the 
target performance insensitive to the hydrodynamic instabilities 
and 1-D codes suitable for realistic simulations of the implo-
sion. The 750-kJ RX pulse is shown in Fig. 103.3. The main 
foot-pulse length is about 22 ns, and the power contrast ratio is 
about 150. Those pulse characteristics are not far from the NIF 
indirect-drive pulse requirements with a pulse length of ~18 ns 
and a contrast ratio of ~100. A LILAC simulation of the 750‑kJ 
implosion yields the exact desired implosion parameters. Sub-

stituting the implosion parameters into the gain formula (1) 
yields a thermonuclear gain of about ,G E220 1 750PW= +` j  
where EPW is the petawatt laser energy required for ignition 
in kilojoules. This is probably an optimistic assessment since 
it assumes that the peak value of the areal density is available 
at the time of ignition. Figure 103.4 shows the density profiles 
versus the areal density at different times about the peak tR 
time. The sharp drops in density shown in Fig. 103.4 correspond 
to the return shock traveling outward from the center. Notice 
that the density varies significantly while the total tR remains 
above 2.5 g/cm2. Ignition can therefore be triggered at an aver-
age density varying from 300 to 550 g/cc without significant 
changes to the target gain. It is important to observe that the 
areal density of the low-density unshocked portion of the shell 
is significant and decreases with time from 0.9 g/cm2 at time 
of tR = 3 g/cm2 to 0.3 g/cm2 at the time tR = 2.5 g/cm2. This 
implies that the electron energy in the fast-ignitor beam needs 
to exceed 1 MeV to allow the electron penetration into the 
high-density core. The density versus volume plots in Fig. 103.5 
indicate that the hot-spot volume is less than 10% of dense 
core during hundreds of picoseconds about the time of peak 
tR. Notice that at 27.5 ns, the density is about 300 g/cc, and 
its profile is approximately uniform. The “hot-spot” volume 
is small, and values below t < 300 g/cc are confined within a 
tiny region occupying only 6%–7% of the core. 

Figure 103.2 
Fast-ignition IFE target.

Figure 103.3
750 kJ, a = 0.7 relaxation laser pulse.
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Figure 103.4
Density profiles versus areal density at three times about the time of peak 
areal density.

Figure 103.5
Density profiles versus volume at three times about the time of peak areal 
density.
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Introduction
The fast-ignition concept for inertial confinement fusion1,2 
has the potential for higher gains and lower driver energies 
than central hot-spot ignition.3 The fast-ignition concept 
separates the fuel assembly and heating by using an ultrafast 
laser. The ultrafast laser produces relativistic electrons with 
high efficiency (up to 50% has been reported4) that heat the 
fuel, significantly easing the requirements on the compression 
driver.2,5 Laser or heavy-ion beam-heated hohlraums or direct-
drive laser are options for the compression driver.

The biggest challenge of the fast-ignition concept is the 
transport of the relativistic electrons from the critical-density 
region (ne ~ 1021 cm–3 for a typical 1-nm laser), where the 
ultrafast laser is absorbed and converted into electrons, to the 
compressed fuel—a distance that can be hundreds of microns 
in an ignition-scale target. For an electron beam divergence 
of >20°, the overlap between the electron beam originating 
from a small focal spot (~10-nm radius) and the dense core 
with a diameter of <50 nm would be very small.6,7 Most of 
the energy in the electron beam would be wasted. Two solu-
tions have been proposed to minimize this standoff distance: 
a channeling beam to bore a hole in the plasma atmosphere 
around the core2,8 that allows the ultrafast laser to be absorbed 
closer to the core and a re-entrant cone to keep the path of the 
ultrafast laser free of plasma and bring it as close as possible 
to the dense core.9–11

A few experiments have been performed to assess the poten-
tial of the re-entrant–cone concept. Integrated experiments 
at ILE-Osaka examined the coupling between the electron 
beam and the compressed core and found a 20%–30% energy 
transfer.11,12 A thousand-fold increase in neutron yield from 
104 to 107 was observed by coupling a 0.5-PW, short-pulse laser 
into an empty CD target imploded by 2.5 kJ of laser light at a 
wavelength of 0.53 nm. A first series of hydro experiments13 
with re-entrant cone targets in indirect-drive geometry on 
OMEGA studied the fuel assembly with 1 kJ of x-ray energy 
coupled to the capsule. Significant mixing between the gold 
cone and plastic shell material was observed. Mixing gold 

Direct-Drive Fuel-Assembly Experiments with Gas-Filled,  
Cone-in-Shell, Fast-Ignition Targets on the OMEGA Laser

into the dense fuel/shell material substantially increases the 
required ignition energy. Stephens et al. predicted that using 
direct drive would minimize the mixing between the gold cone 
and the fuel/shell material.13 Plasma filling the inside of the 
cone where the ultrafast laser has to propagate is another issue 
for cone targets. The high-pressure core plasma sends a shock 
wave through the gold cone that creates a plasma inside the 
cone when it breaks out, significantly increasing the electron 
propagation distance.

Fuel-assembly experiments with gas-filled, direct-drive, re-
entrant cone-in-shell targets were performed on the OMEGA 
Laser System14 to study whether the cone-in-shell design 
is scalable to higher-energy densities and in preparation for 
future integrated experiments on the OMEGA EP laser,15,16 
which will be operational in 2007. The experimental setup is 
described in the next section, which includes the laser configu-
ration and imaging diagnostic arrangement. Fuel Assembly 
in 35° and 70° Cone Targets (p. 123) discusses backlighting 
of the fuel assembly of 35° and 70° cone targets. Mixing of 
Au Cone and Core Material (p. 124) reports an analysis of 
the mixing of cone and shell material, and Compressed Core 
Areal Density Measurements (p. 125) describes areal-density 
measurements using nuclear diagnostic methods. Cone Filling 
(p. 125) shows measurements of the shock breakout into the 
inside of the cone. Conclusions are presented in the last section, 
which also describes prospects for integrated experiments using 
the OMEGA EP laser.

Experimental Setup
Several different laser configurations were used for the 

direct-drive, cone-in-shell experiments on the 60-beam 
OMEGA laser. The targets were illuminated at a wavelength 
of 351 nm with a 1-ns square pulse and an energy of ~400 J per 
beam using two-dimensional smoothing by spectral dispersion 
(SSD)17 with 1-THz bandwidth in the UV and polarization 
smoothing (PS).18 The beams driving the shell used distrib-
uted phase plates (DPP).19 For the backlighting experiments, 
15 beams (~6-kJ energy) were diverted to a backlighter foil of 
either vanadium (V) or iron (Fe) and focused to a spot size of 
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600 nm without DPP’s. To provide a nearly uniform illumi-
nation of the shell, 15 beams were run at half energy and 20 
beams at full energy, a total of ~11 kJ of laser energy driving the 
implosion. The nuclear diagnostics experiments used 55 beams, 
with ~21 kJ of total energy. The cone-filling experiments used 
48 beams for the 70° cones or 54 beams for the 35° cones to 
avoid the laser hitting the inside of the cones. 

The targets consist of gas-tight, ~870-nm outer diameter, 
24-nm-thick CH shells with a hollow gold cone with an open-
ing angle of 35° or 70° inserted through a hole in the shell (see 
Fig. 103.6). The distance between the cone tip and the center of 
the shell, typically 30!10 nm, is defined by a shelf on the cone 
that provides a gas-tight interface for the assembly. Both the 70° 
and 35° gold cones had a thickness of roughly 100 nm outside 
the shell, approximately 10 nm inside the shell, and end in a 
hyperbolic-shaped tip with its asymptotes intersecting 12 nm 
from the target center resulting in an Au thickness of ~30 nm 
at the tip of the cone. Time-resolved x-ray framing cameras20 
recorded both backlit and self-emission images. The back-
lighter framing camera had an exposure time of ~40 ps and the 
self-emission camera ~80 ps. The framing cameras acquired 16 
images with an ~60 ps temporal separation between exposures. 
Both cameras used a pinhole imager with a spatial resolution 
of ~10 nm in the target plane. The self-emission camera was 
filtered with ~200 nm of beryllium, with a lower cutoff at 50% 
transmission of ~3 keV. The backlighter camera used either 
a 25-nm-thick V filter to pass the predominantly Hea line 

emission of the V backlighter at 4.95 keV or a 25-nm-thick Fe 
filter for the Hea line emission of a Fe backlighter at 6.7 keV. 
These filters suppress the thermal radiation from the implosion, 
improving the contrast of the backlit images. 

Fuel Assembly in 35° and 70° Cone Targets
A comparison of the fuel assembly between 35° and 70° 

cone targets is shown in Fig. 103.7. Backlit images from unfilled 
35° [Fig. 103.7(a)] and 70° [Fig. 103.7(b)] targets were recorded 
using a Fe backlighter. Three images spaced ~250 ps apart 

Figure 103.6
Picture of a gas-tight, fast-ignition cone target (a) and a schematic of its cross 
section (b). A gold cone with an opening angle of 70° is inserted through a 
hole in a 24-nm-thick CH shell of ~870-nm outer diameter. 

E13893JR

(a)

(b)

Time 

Figure 103.7
Backlit framing camera images from a 35° cone 
target (a) and a 70° target (b) using a Fe back-
lighter. Three images spaced ~250 ps apart show 
the assembly of the core and the erosion of the 
cone, with the central image close to the time of 
peak compression.
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show the assembly of the core, with the central image close to 
the time of peak compression. The core assembly is similar in 
both cases, particularly the evolution of the core size. At early 
times, a horseshoe-shaped dense area is observed, with the 
opening toward the cone as expected. At peak compression, 
the core looks quite round and symmetric, with no influence 
of the cone visible. After peak compression, the core expands 
in an almost symmetric fashion. Both targets exhaust plasma 
toward the tip of the cone, eroding the tip at later times. The 35° 
targets shows less backlighter absorption in the core than the 
70° cone targets, possibly due to the incomplete suppression of 
the core self-emission since the narrow cones are expected to 
disturb the implosion less and lead to higher core temperatures. 
The images also show that the plasma flow is directed from the 
core toward the tip of the cone, an indication that mixing gold 
and core material is not significant in these implosions.

Mixing of Au Cone and Core Material
Unfilled capsules were used to evaluate the mixing of the 

gold cone with the CH shell material to compare with previ-
ous indirect-drive experiments.13 Figure 103.8 shows a backlit 
image using a V backlighter (a) and a self-emission image (b) 
taken at the time of peak compression. The backlit image shows 
absorption outside the original extent of the cone, as indicated 
by the dashed lines, showing that an expanding plasma is 
created on the surface of the cone. A gap between the cone 
tip and core assembly is seen in both images, unlike the data 
obtained using indirect drive.13 The indirect-drive data were 
interpreted as a 0.04% mass density gold contamination in 
the compressed shell material. No signatures of mixing were 
observed in direct drive data; therefore, only an estimate of 
the minimum detectable gold contamination can be obtained 
from the analysis of the self-emission images. Figure 103.8(c) 
shows a lineout through the center of the self-emission image. A 
Gaussian fit of the core emission shows a symmetric core, with 
no indication of extra emission because of Au mixing into the 
core from the cone. At high temperatures (>1 keV) and moder-
ate densities (<1 g/cm3), the plasma conditions expected in the 
gap, the CH emissivity at 2 to 4 keV is roughly 2,000# smaller 
than the Au opacity. Consequently, a gold contamination of the 
order of 0.01% of the mass density in the gap would be visible 
as an ~10% enhancement of the emission, the estimated error 
of the symmetry of the emission profile. The x-ray emission 
from shell plasma in the gap between cone and core reduces 
the absorption minimum seen in the backlit image. This can 
be corrected using the self-emission images that show that the 
emission intensity in the gap is about 1/3 of the emission at the 
center of the collapsed shell. An analysis of corrected backlit 
images analogous to the self-emission images using the cold Au 

Figure 103.8
(a) Backlit and (b) self-emission x-ray framing camera images of unfilled 
cone targets obtained using pinhole imaging taken at peak compression. 
The extent of the cone before the laser shot is indicated with dashed lines. A 
lineout through the self-emission image is shown in (c).

and the hot CH opacities shows no indication of gold plasma 
streaming into the core with a detection threshold of roughly 
0.01% of the mass density.
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Compressed Core Areal Density Measurements 
The areal density of the assembled core was determined 

from experiments with targets filled with D3He gas using 
nuclear diagnostics. Because of the strong He x-ray emission, 
the size and location of the hot-fuel region can be inferred from 
x-ray images of D3He-filled targets. Figure 103.9(a) shows a 
backlit x-ray image of a 70° cone target filled with 10-atm D3He 
at the time of peak proton production using a Fe backlighter 
at 6.7 keV. Wedged-range-filter spectrometers21 are used to 
infer the areal density of the compressed shell22,23 from the 
energy loss of the 14.7-MeV primary fusion protons. The 
proton spectrometers are deployed in two different directions 

~15 cm from the target. Figure 103.9(a) shows the line of sight 
of the two proton spectrometers (labeled TIM1 and TIM3). 
Figure 103.9 also shows the proton spectra from three 35° cone 
targets imploded with 55 beams at 21 kJ with a total a proton 
yield (~3 # 106) integrated onto the wedged-range filters in 
TIM3 (b) and TIM1 (c). Two peaks are observed in the TIM3 
spectrum, because the protons detected in TIM3 pass through 
the dense core (see Fig. 103.9). The narrow peak at ~14 MeV 
is attributed to the shock coalescence phase of the implo-
sion, when the assembled areal density is low.23 The second, 
broader peak at ~12 MeV is due to protons passing through the 
dense core close to peak compression.23 An areal density of 
~70!5 mg/cm2 is inferred from the average energy downshift 
of ~2 MeV (Ref. 21). The protons detected on the TIM2 detector 
from both the shock and compression phases experience little 
energy loss and produce only a single narrow peak. The proton 
yields from the 70° cone targets were about a factor of 2 lower 
than the yields recorded from the 35° cone targets and showed 
marginally lower areal densities of ~60!10 mg/cm2. A fuel ion 
temperature of 1.2!0.4 keV was inferred from the ratio of the 
D3He proton and the DD neutron yields.22

The experimental areal density values were compared to 
simulations of full-sphere (no cone) implosions using the 1-D 
hydrocode LILAC.24 LILAC predicts a total areal density (shell 
and fuel) of ~90 mg/cm2 at the time of peak proton emission for 
a 24-nm-thick full spherical shell with an average ion tempera-
ture of 2.3 keV and a total proton yield of 3 # 108. The experi-
mental areal density values are more than 66% of the predicted 
values in both cases. The measured ion temperature is much 
lower and the measured proton yield is almost three orders of 
magnitude lower than the simulation yield, showing that the 
presence of the cone reduces the central hot-spot temperature. 
Breaking the spherical symmetry by introducing a cone in the 
shell affects the ion temperature and consequently the proton 
yield much more than the fuel assembly and the core areal 
density. Reducing the cone angle from 70° to 35° has a small 
effect on the areal density. It improves the yield by a factor of 
2, though it is still very far from the 1-D predictions. 

Cone Filling
The filling of the inside of the cones was investigated using a 

streaked optical pyrometer (SOP)25 (see Fig. 103.10). The SOP 
optical system images the inside of the tip of the cone onto the 
slit of the streak camera with an ~10-nm spatial resolution and 
a 500-nm field of view. The camera is filtered to record in a 
wavelength band centered at 660 nm with a 140-nm FWHM to 
minimize the background from scattered 3~, 2~, and 1~ laser 
light. The breakout of the shock produces a short burst of light. 

Figure 103.9
Backlit image (a) of a 10-atm, D3He-filled cone target at time of peak proton 
production using a Fe backlighter. Significant self-emission from the hot 
D3He gas is seen in the image. The directions of the proton spectrometers 
used to determine the core areal density are indicated as TIM1 and TIM3. 
D3He proton spectra taken along two different lines of sight: TIM3 (b) and 
TIM1 (c). 
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Its timing relative to peak compression can be determined from 
the absolute temporal calibration of the SOP with an uncer-
tainty of 50 ps. The shock temperature is inferred from the 
observed light signal using the absolute calibration of the SOP 
in intensity with an uncertainty of 10% above ~1 eV (Ref. 26). 
The number of laser beams used to drive the target is limited 
to prevent laser light from hitting the inside of the cone and 
produce a high background signal on the SOP. Figure 103.11(a) 
shows the SOP streak signal from a 70° cone target irradiated 
by 48 OMEGA beams with a total energy of ~18 kJ in a 1-ns 
square pulse. The time axis zero represents the start of the laser 
pulse. A very clean shock-breakout signal can be seen starting 
at the tip of the cone and becoming less intense and moving 
away from the tip as time progresses. Figure 103.11(b) shows 
a lineout through the center of the SOP trace in comparison 
with 1-D hydrocode simulations from LILAC of the total areal 
density of the compressed core for a spherical target. The 70° 
cone targets show a clean shock-breakout signal, similar to data 
seen in planar shock experiments.27 The shock signal starts 
well after the time of peak compression (~500 ps) as calculated 
by LILAC, showing that the inside of the cone is free of plasma 
at the time when the short-pulse laser would propagate. An 
estimated shock temperature of ~10 eV is obtained using the 
absolute intensity calibration of SOP. 

Figure 103.10
Streaked optical pyrometry (SOP) setup used to inves-
tigate the filling of the inside of the cone.

Figure 103.11
Streaked SOP signal from a 70° cone target (a) 
and lineout through the center of the signal (b) 
showing a clean shock breakout.

Conclusions 
Fuel-assembly experiments with laser-irradiated, cone-in-

shell targets performed on OMEGA indicate that this fast-igni-
tion concept is likely to be scalable to higher energy cryogenic 
targets. No significant mixing of the gold from the cone with 
the fuel/shell material was observed, unlike the earlier results 
seen in the indirect-drive experiments. The core assembly is 
not severely affected by the presence of the cone, and more 
than 66% of the expected areal density is inferred from the 
experiments. Shock-breakout plasma does not begin filling the 
inside of the cone before peak compression when the ultrafast 
laser propagates. 

In a cryogenic DT ignition capsule, the final core density 
will be higher, but the core pressure will be similar because 
of the lower average ionization of the DT compared to CH and 
the lower-drive adiabat.28 This limits the strength and speed of 
the shock that causes the inside of the cone to fill with plasma 
and the erosion of the cone by the core plasma. The thin plas-
tic shell containing the cryogenic fuel radiates much less in 
cryogenic implosions, reducing the heating and expansion of 
the gold cone at early times, which minimizes the amount of 
Au that can mix with the fuel. 
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Introduction
A high-performance “planar” Cryogenic Target Handling 
System has been added to LLE’s OMEGA Laser-Fusion Facil-
ity.1 Initially designed for equation of state measurements of 
liquefied D2, it’s versatility enables studies of Rayleigh–Taylor 
instabilities, shock timing, and cryogenic hohlraum perfor-
mance. The system has demonstrated a shot-to-shot cycle 
interval of less than two hours and has fielded more than 125 
experiments using several distinct target types. This article 
provides an overview of the cryogenic capabilities at LLE and 
compares the operational requirements of LLE’s spherical and 
planar cryogenic systems. The unique features of the planar 
cryogenic system are described, and applications of this tech-
nology within the ICF community are discussed.

Direct-drive inertial confinement fusion (ICF)2 implosion 
targets are susceptible to shell distortion because of Rayleigh–
Taylor instability.3 During the ablation phase, shock waves 
are launched into the capsule, resulting in compression of the 
fuel and gas core. Drive nonuniformities can be mitigated by 
rapidly heating the ablative surface of a fuel-containing cap-
sule. Models used to predict how shock waves propagate in an 
ICF target and the resulting target performance depend on an 
accurate knowledge of the equation of state (EOS) of hydrogen 
isotopes at pressures exceeding 1000 GPa. Numerous experi-
ments have been conducted in this regime using several differ-
ent techniques with differing measured compressibility.4

LLE’s planar Cryogenic Target Handling System [CTHS 
(Fig. 103.12)] is a versatile experimental platform used to study 
the EOS of D2 using laser-driven shock waves. This apparatus 
was developed to obtain a better understanding of the discrep-
ancies in prior experimental results. The  planar CTHS lever-
ages the technical expertise and infrastructure developed for 
direct-drive spherical cryogenic target experiments at LLE.5–8 
This system produces very repeatable experimental conditions 
with a short (~2 h) cycle time between target experiments and 
has been adapted to many different target and diagnostic con-
figurations. Because of its versatile design, it is well suited to 

Planar Cryogenic Target Handling Capability  
for the OMEGA Laser-Fusion Facility

other applications like testing cryogenic sensors and evaluating 
tube-filled spherical ICF targets.

This article presents an overview of LLE’s cryogenic target 
capabilities followed by a discussion of the operational differ-
ences between spherical and planar cryogenic experiments. 
Details of the planar CTHS hardware implementation and 
target construction are presented. Finally, performance of the 
planar cryogenic system is discussed.

Figure 103.12
This moving cryostat (MC) was developed for cryogenic equation of state 
experiments. It occupies the same space envelope as a spherical MC. An MC 
module can be installed in approximately 4 h.
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Overview
Since 1999, LLE has had the unique capability of diffu-

sion-filling, freezing, layering, characterizing, and imploding 
thin-walled spherical cryogenic targets on the OMEGA Laser 
System.5,6 This system requires an extensive infrastructure 
to support each stage of the process, as described in Refs. 7 
and 8. The Planar and Spherical Cryogenic Target Handling 
Systems have much in common. In contrast, planar targets are 
filled through a tube from a self-contained reservoir, making 
the process much simpler than the diffusion-filling process 
used for spherical targets.

LLE’s diffusion-filling apparatus for spherical ICF targets 
is located remotely from the OMEGA target chamber. Con-
sequently, a self-contained transport system, known as the 
Moving Cryostat Transfer Cart (MCTC), was developed so that 
filled targets could be maintained at cryogenic temperatures 
indefinitely and transported between the filling and character-
ization stations and to the target chamber. The MCTC payload, 
known as the moving cryostat (MC), has several functions 
that include

•	 precisely controlling the thermal environment surround-
ing the target until moments before an implosion experi-
ment,

•	 transporting targets ~6 m vertically into the target cham-
ber, and

•	 providing fine-position control for the target once it is at 
target chamber center (TCC).

Cooling power for the MC is provided by a closed-cycle Gif-
ford–McMahon helium refrigeration system.9 A helium com-
pressor is mounted on the MCTC, and a two-stage cryocooler 
is housed within the MC. The first stage of the cryocooler 
operates near 50 K, and the second stage operates between 10 
and 20 K. Services for the MC, which include high-pressure 
helium lines, electrical conductors used for sensors and actua-
tors, optical fibers, and exchange gas lines, are provided by an 
umbilical that extends and retracts with the MC.

Each MC assembly includes a multilayer removable shroud; 
its outer wall is at room temperature, whereas the inner walls 
are cooled. Once an MC is raised and secured at TCC, a four-
axis positioner (X, Y, Z, rotation about Z) within the MC is 
used to position the target as it is viewed through windows 
in the shroud. A linear induction motor (LIM) then lowers 
a gripping mechanism that mates to the thermal shroud. 
Immediately before the laser is fired, the LIM rapidly pulls 
the shroud clear of all laser beams. The hardware supporting 

the target is designed so that it does not interfere with laser 
beam propagation.

The entire process is controlled by a combination of hard-
ware and software interlocks, automated control systems, 
and operating procedures. Five MCTC’s have been deployed. 
Currently, four are dedicated to spherical ICF experiments and 
one is configured for planar cryogenic target experiments. In 
all, more than two hundred cryogenic target experiments have 
been fielded on OMEGA.

Distinguishing Differences Between Spherical  
and Planar Moving Cryostats

The planar and spherical CTHS’s are required to field (up 
to) 15 and 8 targets per 36-h shot week, respectively.(a) A major 
distinction between these systems is that a single planar MC 
can satisfy this requirement, whereas four spherical MC’s are 
required. In addition, planar targets are hand-loaded into a 
warm MC, while spherical targets are transferred into a cold 
(~18 K) MC. The cycle time for planar targets includes cool 
down and warm up of the MC, whereas a spherical MC is not 
generally warmed between shots. As a result, the cycle time 
for planar targets is governed by the planar MC’s thermal time 
constant and evacuation/vent times, while for spherical tar- 
gets cycle times are dictated by the ice layering process.8 
Table 103.I summarizes some of the key requirements of, and 
differences between, the planar and spherical MC’s. 

The cooldown time (time to reach 18 K) for a spherical MC 
exceeds 3 h. Many MCTC’s would have been required to satisfy 
the goal of 15 planar shots/week if the same MC were adapted 
for the planar experiments. Instead, a new planar MC having a 
short thermal time constant (xth) was developed. The required 
shot rate is satisfied using a single MCTC. The reduction of xth 
was possible because of the different operating requirements 
of the two systems, as discussed below.

Spherical cryogenic targets are cooled indirectly using 
helium “exchange” gas to conduct heat from the target to the 
surrounding cold copper “layering” sphere [Fig. 103.13(a)].8 

This design minimizes thermal gradients surrounding the 
capsule so that uniformly smooth ice layers form on the inte-
rior of the target shell. Exchange gas also allows the target 
support hardware to be mechanically decoupled from the 
cryocooler. The layering sphere is contained in the upper half 

(a)Eight spherical target implosions have been carried out in a single week, 
but campaigns are currently planned assuming ≤4 shots/week to allow 
sufficient time to develop an ice layer and characterize it.
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Table 103.I:  Key differences and requirements for planar and spherical moving cryostats.

Planar MC Spherical MC

Target cooling method Conduction through copper Conduction through ~80 mTorr  
He exchange gas

Target temperature 13 to 30 K!50 mK (achieves <!10 mK) 17 to 21 K!10 mK

Target filling method “Cryopumping” from integral reservoir 
through fill tube while target is in the MC

Diffusion filled in dedicated filling 
station, then frozen before transfer-
ring to the MC

Target installation method Loaded by hand into the warm MC  
(open to atmosphere)

Mechanical manipulator  transfers 
target at cryogenic temperature

Required shot rate Up to 15 shots/week using ≤2 MCTC’s Up to 8 shots/week using  
4 MCTC’s

Laser beams required for target shots Selected from all beams with i < 155°  
(55 possible)*

All 60 beams

Target rotation !5° 360°, continuous

Target heat source Resistance heater OPO IR laser, m = 3.16 nm

*i is the angle measured relative to the vertical axis of the chamber. i = 0° = top of chamber.

Figure 103.13
Exploded views of (a) a spherical MC and (b) a planar MC. The spherical system cools targets using a helium exchange gas; the planar system uses direct 
conduction through copper. These cross sections do not show the four-axis target positioners or the cold heads. The planar cold head is attached directly to the 
positioner; the spherical cold head is mechanically and thermally decoupled from the positioner.
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of the shroud and is thermally connected to the second stage 
of the cryocooler.

The entire MC is inside the target chamber (maintained 
below 1 # 10–5 Torr); therefore, exchange-gas leakage from the 
spherical MC must be minimized. This constraint is satisfied by 
enclosing the (room temperature) fine-motion target positioner 
in a sealed box that mates to the upper shroud using complex, 
gas-tight, thermal joints. The room-temperature positioner 
is mechanically coupled to, but thermally isolated from, the 
target by means of a long slender “stalk.” This stalk is sup-
ported near its midpoint by a compliant joint that provides the 
necessary degrees of freedom to position a target, including 
the full 360° rotation needed to characterize the ice layer.10,11 
The design chosen to satisfy these requirements separates the 
layering sphere from the cryocooler’s second stage by nearly 
0.6 m. Approximately 8 kg of material must be cooled to an 
average temperature of 14 K in order to freeze the D2 fuel in 
a spherical target.

The layering sphere in a spherical MC has an optical fiber 
to transmit radiation heat from an optical parametric oscillator 
(OPO) IR laser source (m = 3.16 nm, matched to an absorption 
band of D2) to heat the ice during the layering process.8 This 
requires spherical shrouds to be equipped with optical fiber 
connectors as well as temperature sensors and a cryogenic 
photodetector to provide feedback for closed-loop control of 
the OPO. The planar system has no requirements for sensors 
in the shroud.

Vibration is a critical issue for the spherical MC.6 Spherical 
target assemblies are delicate, supported by a slender stalk (and 
its compliant joint), and are susceptible to vibration sources that 
couple to the MC. Many hardware improvements have been 
made to mitigate vibration susceptibility, with more pending.

Planar Cryogenic Target Handling System
The planar MC was designed to be interchangeable with 

a spherical MC and to use a common control system. The 
planar MC module [Fig. 103.13(b)] can be interchanged with 
a spherical MC in approximately 4 h, giving a high degree of 
flexibility when planning experimental campaigns. Since its 
first use on OMEGA, one planar MCTC has been used for over 
125 target shots with up to 5 shots per day. OMEGA typically 
has three shot days per week; one planar MC can meet the 15 
shot per week requirement. Target fabrication, diagnostic setup, 
and personnel availability are often the rate-limiting factors in 
the shot cycle. Typically, ambient temperature shots are inter-

leaved with planar cryo shots to take advantage of OMEGA’s 
1-h repetition rate.

The planar system was not required to use exchange gas 
and was required to have only !5° of rotation, since coarse 
rotational alignment can be established by target design. These 
requirements were satisfied by mounting an ARS (Advanced 
Research Systems, Inc.)12 cryocooler directly onto the planar 
MC’s fine-motion positioner. The target is attached to the 
cryocooler’s second stage using a high-thermal-conductivity 
copper support [Fig. 103.13(b)]. The resulting cold mass in 
the planar MC is less than 0.5 kg; therefore, the time constant 
xc is dramatically shorter than a spherical MC. This design is 
mechanically very stable and eliminates the exchange gas and 
complex thermal joints used on a spherical MC. Figure 103.14 
shows the structure of the planar MC without a shroud.
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Figure 103.14
The internal structure of the planar MC (target is shown without reservoir).

Planar cryogenic experiments typically use a subset of 
OMEGA’s 60 laser beams that are located no more than 65° 
below the equator, however, spherical targets with fill tubes 
could be fielded on the planar MC using all 60 beams. 

1.	 Planar Cryogenic Target Design
The primary requirement for planar cryogenic targets is 

to contain liquid or solid D2 in a cell having a 1-mm inside 
diameter and a 0.5-mm depth. Diffusion filling was deemed 
impractical; therefore, targets are filled through a tube from 
a local reservoir. Various options were considered, including 
supplying the fill gas through the umbilical and using valves 
and pressure sensors to meter the gas. This would have required 
a vent line in the umbilical to purge contaminants from the 
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target cell and fill lines. A much simpler approach was adopted; 
a sealed gas reservoir is connected to each target cell by a 
stainless steel capillary fill tube (Fig. 103.15). The reservoir 
(approximately 4-cc capacity at STP) is an accurately formed 
spiral copper tubing coil that is filled to a known initial tem-
perature and pressure.
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Figure 103.15
A typical planar cryogenic target assembly (right) is shown beside an assembly 
fixture (left). The split aluminum nut maintains joint preload when cooled. 
The gas reservoir is connected to the target cell by a capillary tube.

Planar targets are filled off-line at room temperature. Purge 
gas is circulated through the reservoir/cell assembly and exits 
through vent tube attached to the cell. Blocked tubes are 
detected if the purge gas is not discharged through the vent 
tube. After purging, the vent tube is crimped to form a gas-tight 
seal, and the assembly is filled to the desired pressure (typically 
<2 atm). After reaching the desired pressure, the valve on the 
fill source is closed, and the reservoir pressure is monitored.(b) 

If the pressure decay is within acceptable limits, the fill line is 
crimped and the target is ready for use. 

This design allows great flexibility in the choice of fill gas 
with no chance of cross-contamination between experiments. It 

minimizes the volume of gas released into the target chamber 
and limits the total gas inventory for each target in the event 
that DT targets are fielded using this system.

When conducting equation of state experiments, the MC 
maintains the gas reservoir at about 250 K. Once the cell 
reaches 20 K, gas begins to condense in the cell, creating a 
pressure gradient between the cell and reservoir. Condensa-
tion is monitored with cameras that view the target through 
the shroud windows, and the process continues until the cell is 
full. Given that the fill volume of a target cell is approximately 
0.2 mm3, it is not practical to install sensors in the cell. Instead, 
a temperature sensor is permanently installed in the copper 
adapter, immediately below the target holder.

Liquid D2 density decreases at a rate of –1.3%/K from 20 
to 24 K (Ref. 13). Targets that can withstand ice formation are 
cooled through the triple point (18.63 K) during shot prepara-
tion. The temperature at which an operator first observes ice 
formation in the cell is recorded. This calibrates the sensor with 
the accuracy needed to determine the initial state. Variations 
in observed triple-point measurements give a clear indication 
of the quality of the thermal joint formed between the target 
and the copper support [Fig. 103.13(b)]. Targets that cannot 
withstand ice formation are equipped with temperature and 
pressure sensors on the gas reservoir. These sensors are con-
nected to the umbilical for readout by signal conditioning 
hardware external to the MCTC.

Thermal joints require preload to maintain intimate con-
tact between mating surfaces. The thermal conductivity of a 
joint degrades if this preload decreases when it is cooled. The 
planar MC overcomes this difficulty by using a novel alumi-
num nut to clamp the copper target to the copper cryocooler 
adapter (Fig. 103.15). Spiral grooves on the nut’s perimeter 
form bending-beam spring elements. Joint preload increases 
in a deterministic manner as the target assembly is cooled 
because of differential contraction of the aluminum and copper 
components. An optimized nut design results from properly 
choosing the cross section and length of the bending element. 
When a small amount of thermal grease is applied between 
the mating copper surfaces that have roughness ≤16 nin rms, 
the temperature drop across the joint is less than 1 mK, even 
when the nut is initially only finger-tight. 

The gas reservoir rests inside a copper cup that is weakly 
coupled to the first stage of the cryocooler. The perimeter of the 
cup is split axially, forming a series of spring “fingers” similar 
to the assembly fixture in Fig. 103.15. A resistive foil heater (b)The pressure sensor is part of the filling apparatus, not the target.
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on a Kapton substrate14 is wrapped around the cup to heat the 
reservoir. This joint also employs differential contraction to 
increase preload between the cup and reservoir as the heater’s 
Kapton substrate cools and contracts. It is possible to operate 
with a differential up to 250 K between the reservoir and cell 
and still freeze D2 in the cell. 

Controlling the thermal gradient between the reservoir and 
target has several benefits. It permits control of gas transfer into 
the cell, prevents ice from obstructing the fill tube, and provides 
a heat source that controls the rate of ice formation in the cell. 
Void-free ice layers have been produced. Heat transfer through 
the fill tube is very low because it is made of low thermal 
conductivity stainless steel. The thermal conductivity of this 
path can be altered as needed by adding a thermal shunt or by 
altering the tubing’s cross section, length, or material.

2.	 Target Cell Construction
A typical target cell is shown in Fig. 103.16; it consists of 

stacked components that are bonded together and then inserted 
into a copper holder. This modular design allows users to select 
from various windows, “pushers,” cell sizes, and radiographic 
windows without altering the basic geometry. Copper holders 
are reused 2 to 3 times or until laser-induced damage is too 
severe. Reservoirs can be reused many times after replacing 
the fill and vent tubes.

Figure 103.16
A target cell assembly consists of several elements that enclose a gas-tight 
volume of approximately 1-mm diameter and 500-nm deep. Fill and vent tubes 
are soldered to the cell. Some cells have radiographic windows (far left) that 
permit the driven shock to be imaged using an x-ray camera.

The outermost rings, referred to as “keepers,” clamp the 
assembly into the holder. Safety wires are wrapped through 
holes in the keepers and holder to minimize debris ejection 
into the target chamber. The tension in these safety wires is 
critical to their effectiveness. Two opposing wires are tightly 
twisted, and the remaining two are relatively loose. The tight 
pair suffers from the initial impact and generally fail. The 
remaining pair of safety wires generally survive, allowing the 
entire assembly to be retrieved.

Although this modular target design is robust, fabrication 
is time consuming and requires highly skilled technicians to 
achieve satisfactory results. Some early targets failed because of 
gas leakage or blockage of the fill tube. These and other problems 
have been virtually eliminated with the processes that have been 
developed and the quality-control measures employed.

3.	 Shroud Construction
The spherical MC shrouds use a complex design, primarily 

because of the exchange-gas requirement. The heat capacity 
of the planar system allows it to be operated without a shroud 
and still freeze the fill gas. When practical, a shroud is used 
to minimize the possibility of condensate formation on the 
target and other cold components in the MC. The inner shield 
of the shroud [Fig. 103.17(a)] is cooled by the cryocooler’s first 
stage to below 70 K. Thin-film Kapton windows permit the 
target to be observed while the shroud is in place using the 
OMEGA target viewing system and the video camera on the 
active shock breakout diagnostic.15 The upper-shroud thermal 
joint consists of a set of spring-loaded fingers [Fig. 103.17(b)] 
that maintain thermal conductivity with the lower half of the 
MC while accommodating large radial positioning errors. The 
shroud can accommodate targets of up to 50 mm in diameter. 
The planar MC shroud weighs 70% less than the spherical 
shroud (3.6 kg versus 12.7 kg), is far less costly to manufac-
ture, and is robust. These shrouds require no maintenance. 

4.	 Performance Results
The planar MC has a cooldown time of 50 min. It is a very 

robust and stable mechanical platform that can support a wide 
variety of targets. Figure 103.18 shows a flow chart of the shot 
process, including approximate times, based on the most rapid 
shot cycles achieved to date. Several processes are performed 
concurrently, such as diagnostic alignment and cooling. During 
warm-up, all heaters in the MC are run at maximum output. 
Once the MC reaches 70 K and it is isolated from the target 
chamber, heated dry nitrogen is used to vent the MCTC to 
ambient pressure. This prevents moisture from condensing in 
the multilayer insulation used in the MC that, in turn, reduces 
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Figure 103.17
(a) The inner shroud of the planar MC operates at ~70 K during a target shot. 
Windows in the shroud permit the target to be imaged by the OMEGA target 
viewing system and the active shock breakout diagnostic. Window openings 
on the inner shroud are covered with Kapton film. (b) A compliant thermal 
joint connects the inner shroud to the cryocooler’s first stage.
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Figure 108.18
The shot cycle flow chart depicts how 2-h cycle times have been achieved.

the time required to achieve high vacuum for the next shot 
cycle. Variations in the shot cycle time are generally attribut-

able to diagnostic preparation. Table 103.II summarizes per-
formance achievements with planar and spherical MC’s.
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Table 103.II:  Cryocoolers used and resulting performance comparison between planar and spherical MC’s.

Planar MC Spherical MC

Cryocooler model ARS Displex DE204 60 Hz Sumitomo RDK408S 60 Hz

Cryocooler load capacity 1 W at 10 K, 6 W at 16 K 1.8 W at 10 K, 9 W at 16 K

Target operating procedure 15 to 30 K 17 to 22 K

Mass cooled <50 K <0.5 kg 8 kg

Maximum number of target shots/day 5, using single MCTC 4, using 4 MCTC’s

Actual shot cycle using one MCTC (h) <2 72 minimum

Cooldown time (min) <50 >180

Future Applications
Many of the design features developed for, and proven on, 

LLE’s planar Cryogenic Target Handling System are well-
suited to other cryogenic applications within the ICF commu-
nity and elsewhere. LLE may use the planar cryogenic system 
to evaluate the feasibility of filling spherical targets with a fill 
tube. Targets such as this may be used for cryogenic campaigns 
at the National Ignition Facility.16

The exceptional stability of the planar moving cryostat 
allows it to be used as a target chamber center alignment ref-
erence on OMEGA, both at vacuum and at ambient pressure. 
The planar MC serves as a “transfer standard” so that the target 
chamber center can be accurately established throughout the 
cryogenic system infrastructure, including the characterization 
stations used for layering spherical cryogenic targets.

Conclusion
This article has described a high-performance planar 

cryogenic target positioner for use on the OMEGA Laser 
System. Although initially designed for equation of state stud-
ies of cryogenic hydrogen isotopes, it is a versatile platform, 
readily adapted to suit a wide range of experimental designs. 
Through careful attention to experimental and operational 
requirements, this design has achieved shot-to-shot cycle times 
below two hours. Novel thermal joints employ differential 
contraction of dissimilar materials to maintain joint preload 
at all temperatures. The target has an integrated gas reservoir, 
permitting users wide latitude in designing experiments with 
different gasses. Modularity permits flexibility in designing 
each target. Many of these concepts are directly applicable 
to cryogenic devices being developed for the ICF community 
and elsewhere.
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Introduction
The unstable growth of target nonuniformities is the most 
important factor that limits target performance in inertial 
confinement fusion (ICF)1 and is crucial in understanding 
many astrophysics phenomena.2 In ICF, the target is driven 
either directly with laser beams (direct drive)3 or indirectly 
by x rays, in which the laser drive is converted into x rays in a 
high-Z enclosure (hohlraum).4 When laser light is incident on 
the target in a direct-drive configuration, the pressure created 
by the target ablation launches a shock wave that compresses 
the target. Any target modulations, either existing surface 
imperfections or modulations created by laser nonuniformities 
through laser imprinting, grow because of shock-driven Richt-
myer–Meshkov (RM) instability as a shock wave propagates 
toward the rear surface of the target.5–8 When the shock front 
reaches the rear surface of the target, it sends a rarefaction 
wave back toward the ablation surface; when it arrives, the 
target begins to accelerate. During the acceleration phase, the 
ablation-surface modulations grow exponentially because of 
Rayleigh–Taylor (RT) instability.9–19 RT instability has been 
extensively studied in both ablative12–19 and classical9–11 (with 
no ablative stabilization) regimes. RT growth rates were studied 
in the linear regime of the instability with both direct14–17 and 
indirect12,13 drive. The highly nonlinear, turbulent regime of 
RT instability was studied mostly in the classical regime.8–11 
Weakly nonlinear features, such as harmonic generation 
and mode coupling to longer wavelengths, were measured in 
experiments using indirect drive12,19 coupled to targets with 
preimposed, single-mode, and multimode initial perturbations. 
The saturation amplitudes of 3-D broadband nonuniformities 
were measured using laser-imprinted modulations as initial 
seeds for RT growth (conditions most relevant to direct-drive 
ICF).18 In those experiments, the finite target thickness limited 
unstable hydrodynamic growth, which did not allow accurate 
measurements of the nonlinear velocities.20 The experiments 
in this article present the first measurements of nonlinear satu-
ration velocities, allowing a direct comparison with the Haan 
nonlinear-growth model21 near saturation levels. The transition 
from linear to nonlinear growth of 3-D broadband modulations 
presented in this article is among the key factors required to 

Fourier-Space, Nonlinear Rayleigh–Taylor Growth Measurements 
of 3-D Laser-Imprinted Modulations in Planar Targets

understand nonlinear RT instability. This experimental study is 
critical to the success of ICF because most ICF ignition designs 
rely on the accuracy of Haan’s predictions. 

Experimental Details
In the experiments, initially smooth, 1-mm-diam, 20- and 

50-nm-thick CH targets were driven with 12-ns square pulses 
at a laser intensity of ~5 # 1013 W/cm2 on the OMEGA Laser 
System.22 The modulation growth was measured with through-
foil, x-ray radiography20 using x rays from three different 
backlighters: an ~1.3-keV uranium backlighter for 20-nm-
thick targets and an ~2.0-keV dysprosium and an ~2.5-keV 
tantalum for 50-nm-thick targets. Harder x rays were used at 
later times when target modulations reached larger amplitudes. 
The backlighter x rays were imaged by an 8-nm pinhole array 
onto a framing camera, allowing for up to eight images with a 
temporal resolution of ~80 ps and a spatial resolution of ~10 nm 
to be captured at different times in each shot.20 The initial 
target modulations, used for RT growth measurements, were 
imprinted by laser-intensity nonuniformities of the imprint 
beam, which arrived ~200 ps before all other drive beams, 
used for target acceleration.18,20 The process of laser imprint-
ing takes ~200 ps. During this time, a plasma develops (from 
laser ablation) between the laser absorption (near the critical 
surface) and ablation surfaces, which decouples laser beams 
from the target, thereby stopping the imprinting process.23,24 
Two different initial target modulations were created by a 
laser beam with either a standard distributed phase plate25 
(SG8 DPP) or a laser beam with no DPP, defocused to an 
~1‑mm spot. Figure 103.19 shows measured central, 333‑nm-
sq parts of laser equivalent-target-plane images with an SG8 
DPP [Fig. 103.19(a)] and with no DPP [Fig. 103.19(b)]. The 
laser-modulation Fourier spectra of these laser images are 
shown in Fig. 103.19(c). The beam with a DPP (solid curve) 
has broadband modulations with spatial frequencies up to 
~320 mm–1, corresponding to the smallest spatial size of ~3 nm 
and an intensity modulation vrms of ~94%. The beam with no 
DPP (dashed curve) has modulations with spatial frequencies 
up to ~50 mm–1, corresponding to the smallest spatial size of 
~20 nm, and an intensity modulation vrms of ~51%.
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Experimental Results
The optical-depth (OD) images (obtained by taking the 

natural logarithm of intensity-converted, framing-camera 
images) of x-ray radiographs are shown in Figs. 103.20(a), 
103.20(b), and 103.20(c) for SG8 DPP initial conditions and 
in Figs. 103.20(d), 103.20(e), and 103.20(f) for no-DPP initial 
conditions. The early-time images (a) and (d) were obtained 
using a uranium backlighter, while later-time images (b) and 
(e) were obtained with a dysprosium backlighter and images 
(c) and (f) with a tantalum backlighter. A Weiner filter (based 
on measured system resolution and noise) was applied to these 
images to remove noise and deconvolve the system’s modulation 
transfer function to recover target OD modulations.20 The mea-
sured target OD variations are proportional to the variations of 
target areal density d[tR], ,t E R tOD CH=d n d t^ ^ ^h h h7 7A A  where 
nCH(E) is the CH target mass absorption rate at the x-ray energy 
E used for backlighting and t is the time of the measurement. 
The measured (in undriven targets) mass absorption rates were 
950!100 cm2/g, 320!30 cm2/g, and 240!20 cm2/g for ura-
nium, dysprosium, and tantalum backlighters, respectively. The 

areal-density modulations were obtained by dividing measured 
OD modulations by the target mass absorption rates. Harder 
x rays were used to measure higher-amplitude modulations at 
late times because softer x rays are completely absorbed in 
large modulation spikes, compromising the measurements. 
Measurement timings of 20-nm-thick targets were converted 
to those of 50-nm-thick targets according to the calculated (by 
1-D hydrocode LILAC26) target distance traveled. 

During the acceleration phase, the target’s laser-imprinted 
modulations grow because of RT instability. During this 
growth, the modulations shift to longer wavelengths, with 
initial small structures growing into large bubbles (the dark 
regions in x-ray radiographs shown in Fig. 103.20) and narrow 
spikes (light areas in the radiographs). Figure 103.21 shows 
the evolution of modulation areal-density Fourier amplitudes 
(for shots with DPP initial seeds). The dotted line is the Haan 
saturation level20 Sk = 2/Lk2, where L = 333 nm is the box size 
of the x-ray image, k is the spatial wave number of modula-
tions, k = 2rf, and f is the spatial frequency. The saturation 
level Sk was converted to areal density by multiplying it by 
the LILAC-calculated foil density of ~1.7 g/cc, which was 
predicted to be constant (within about 10%) for the duration 
of the experiment. In the Haan model,21 the spectral ampli-
tudes grow exponentially with the RT growth rate c(k) until 
they reach the saturation levels Sk; at this point they grow 

Figure 103.19
Central, 333-nm-sq parts of the measured equivalent-target-plane images of 
laser beams with (a) a regular SG8 DPP and (b) with no DPP used to produce 
initial 3-D broadband modulations for RT growth. (c) Fourier amplitudes of 
relative laser intensity as a function of a spatial frequency of these laser-beam 
images with a SG8 DPP (solid line) and with no DPP (dashed line). 
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Figure 103.20
X-ray radiographs of the 3-D broadband modulations initially produced by 
the imprinting of the laser beam with a SG8 DPP and measured at 4, 6, and 
10 ns [images (a), (b), and (c), respectively] and with the laser beam with no 
DPP and measured at 4, 5, and 8 ns [images (d), (e), and (f), respectively].
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linearly in time with saturation velocities Vs(k) = Skc(k). The 
RT growth rate is determined by the Betti–Goncharov disper-
sion relation27 . . ,k kL kV0 94 1 1 5kg m a= + -c

.0 58 B^ h  where g 
= 10 nm/ns2 is the target acceleration, Va = 0.65 nm/ns is the 
ablation velocity, and Lm = 0.1 nm is the density scale length 
(all three parameters were calculated by LILAC). The shorter-
wavelength modes grow most rapidly and quickly saturate at 
levels Sk while the longer-wavelength modes grow more slowly. 
As a result, the mid-wavelength modes have the largest growth 
factors, producing a peak in the spectrum. As the evolution 
continues, this peak moves to longer wavelengths, as shown in 
Fig. 103.21. Because the effects of finite target thickness, which 
compromised the evolution of the thin, 20-nm-thick targets in 
previous experiments,20 were detected only after ~7 ns in the 
present experiments with 50-nm-thick targets, the analysis was 
limited to data taken up to ~6 ns. 
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Figure 103.21
Fourier amplitudes of the target areal-density modulations as a function of 
spatial frequency initially produced by the imprinting of the laser beam with 
SG8 DPP and measured at 2.8 (thin solid), 4.0 (dotted), 5.0 (dotted-dashed), 
and 6.0 ns (thick solid curve). The dashed curve corresponds to the saturation 
amplitude predicted by Haan.20

Figure 103.22 shows the temporal evolution of the areal-
density Fourier amplitudes at four spatial wavelengths of 
20, 30, 60, and 120 nm for shots with DPP initial condi-
tions. The amplitudes of the 120-nm spatial wavelength [see 
Fig. 103.22(a)] are below their saturation levels Sk. They are 
growing exponentially in the linear regime. The solid lines 
in Figs. 103.22(a) and 103.22(b) are the exponential fits to the 
data, from which the growth rate is determined. The amplitudes 
of the 60-nm-wavelength modulations [see Fig. 103.22(b)] 
undergo a transition from exponential growth to linear temporal 
growth. The solid lines represent the exponential fit to the data 
below the saturation level Sk, while the dashed lines represent 

the linear fit above the saturation level. The dotted lines in 
Figs. 103.22(c) and 103.22(d) are the linear fits to the 30- and 
20-nm-wavelength data above their saturation levels. Similar 
fits were performed to the data with no DPP initial conditions. 
Figure 103.23 summarizes the growth results. The dashed line 
in Fig. 103.23(a) shows the growth rate c(k) (defined in the 
previous paragraph) as a function of spatial frequency. The 
diamonds correspond to the measured growth rates of 120- and 
60-nm-wavelength modulations (corresponding to the spatial 
frequencies of 8 and 16 mm–1, respectively) from all shots (with 
initial conditions including both SG8 DPP and no DPP). The 
dashed line in Fig. 103.23(b) shows the saturation velocity Vs(k) 
= Skc(k) as a function of the spatial frequency, as defined by 
the Haan model.21 The diamonds correspond to the measured 
saturation velocities of the 120-, 60-, 30-, and 20-nm-wave-
length modulations (corresponding to spatial frequencies of 8, 
16, 33, and 50 mm–1, respectively). The measured saturation 
velocities are in excellent agreement with Haan-model21 pre-
dictions. Once the modulations enter the nonlinear regime, the 
velocities no longer depend on initial conditions. The measured 
growth rates of long-wavelength modulations are higher (by 
about a factor of 2) than the Haan-model predictions (given 
by the Betti–Goncharov formula). Previous studies28,29 have 
predicted enhanced growth (with respect to the Haan model) of 
long-wavelength modes in the classical RT instability (without 

Figure 103.22
Temporal evolution of the target areal-density modulations measured at spatial 
wavelengths of 120, 60, 30, and 20 nm [(a), (b), (c), and (d), respectively]. 
The solid and dotted lines represent exponential and linear-in-time fits to the 
experimental data, respectively, initially produced by the imprinting of the 
laser beam with an SG8 DPP. The horizontal dashed lines show the saturation 
amplitudes predicted by Haan.20
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ablation stabilization) because of enhanced mode-coupling of 
higher-amplitude, faster-growing, shorter-wavelength modes. 
The same studies,28,29 however, predicted no significant con-
tribution of mode coupling for the ablative RT growth (relevant 
to our experiments). A recent study30 by Sanz et al. predicted 
enhanced mode coupling to longer-wavelength modes in the 
ablative RT instability, compared to the classical RT case. 
The present experiments are consistent with this new study30 
rather than with the previous predictions.28,29 This correction 
to the Haan model has a small effect on the overall growth of 
the total rms modulation level because the longer wavelengths 
(120 nm and 60 nm) have smaller amplitudes than the shorter-
wavelength modes (as shown in Fig. 103.21) and shorter modes 
grow with the velocities that are in agreement with Haan model. 
Therefore, the average modulation levels (rms amplitudes) grow 
very close to Haan-model predictions.21 We find it remarkable 
that this simple model predicts so accurately such a complicated 
phenomenon as the nonlinear saturation of the RT instability. 
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Figure 103.23
(a) Modulation RT growth rates as a function of spatial frequency measured 
(diamonds) and predicted by the Betti–Goncharov dispersion relation (dashed 
curve). (b) Modulation nonlinear saturation velocities as a function of spatial 
frequency measured (diamonds) and predicted by the Haan model (dashed 
curve). 

Figure 103.24 shows the evolution of power spectra at three 
different times (with no DPP initial conditions). In the highly 
nonlinear, turbulent regime, it has been determined that the 
power spectra follow the “–5/3” Kolmogorov power-law scal-
ing.10 In the present experiments, the modulations undergo the 

transition from linear to nonlinear growth near the saturation 
levels. At a later time (~5.9 ns), a large part of the modulation 
spectrum is in the nonlinear regime, while modulations at 2.5 
and 3.8 ns approach the saturation levels. The thin, solid line 
presents the power-law fit to the 5.9-ns data showing the power-
law slope of ~ –2.1. This slope is steeper than Kolmogorov’s 
slope of –5/3 = –1.67, shown by a dotted line. Once the modula-
tions enter the highly nonlinear, turbulent regime of RT insta-
bility, the slope is expected to approach –5/3, as was shown in 
earlier classical RT experiments.11
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Measured power per mode of areal-density modulations at 2.5, 3.8, and 5.9 ns. 
The thin and dashed curves represent the lines with power-law slopes of –2.1 
and –1.67 (or –5/3), respectively.

Conclusions
In conclusion, the unstable RT growth of 3-D broadband 

modulations was measured near nonlinear saturation levels in 
planar plastic targets directly accelerated by laser light. The 
nonlinear saturation velocities were measured for the first 
time and are in excellent agreement with the Haan model.21 
Once modulations enter the nonlinear regime, the measured 
growth does not depend on the initial modulation spectrum. 
The measured growth of low-amplitude, long-wavelength 
modes is consistent with the generation of enhanced nonlinear 
long wavelengths in ablatively driven targets, predicted30 by 
Sanz et al. This experimental study is critical to the success 
of ICF because most ICF ignition designs rely on Haan’s 
predictions.
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Historical Background
The University of Rochester’s Laboratory for Laser Energet-
ics is preparing to fabricate and implode targets containing 
DT ice. To minimize risk to the environment and personnel, a 
tritium-handling infrastructure has been installed within the 
laboratory. The infrastructure strives to intercept tritium emis-
sions from the process loops and to reduce emissions arising 
from contaminated surfaces.

Historically, in the 1950s through the late 1960s, tritium-
handling systems were housed in air-ventilated enclosures. 
Room air was drawn over the equipment, directed to a stack, 
and discharged. Tritium that escaped through leaks in the 
plumbing, desorbed from contaminated internal surfaces 
exposed to air, or was collected by vacuum systems would 
be entrained in the airflow and directed to the stack. There 
was no effort to extract the tritium species from the effluent 
stream. This practice was attractive because it was the least 
costly to implement, offered flexibility during upgrades and 
maintenance, and imposed the least number of constraints 
during routine operations. The facilities needed to be remote 
from populated areas, however, because the emissions imposed 
a significant impact on the environment surrounding the plants. 
While this approach offered short-term relief from tritium 
releases, over the longer term, the environment surrounding 
the facilities became severely contaminated. As a consequence, 
contamination levels within the facilities gradually rose and 
chronic worker dose increased. By the time the United States 
Atomic Energy Commission issued a directive (in 1969) to all 
tritium facilities to reduce effluents to levels “as low as practi-
cal,” most large-scale tritium-handling facilities had already 
started to implement containment technologies. 

To be successful and economically viable, the trapping and 
removal technologies had to be installed as near the point of 
origin as possible before any excessive dilution with air had 
occurred. In most cases, gaseous effluents were converted to 
water and collected on molecular sieves. The system through-
puts, which were determined to first order by the sizes of the 
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oxidation reactors and the driers, varied from a few liters/h to 
2000 liters/min (LPM). 

In the mid to late 1970s, efforts to replace air in the contain-
ment boxes with inert gas were met with limited success. In 
this approach, tritium gas could be captured directly without 
conversion to tritium oxide by reacting with a titanium sponge. 
However, water vapor in the atmosphere would permeate into 
the boxes and passivate the sponge by forming an impenetrable 
oxide layer on the titanium. Systems containing fresh charges 
of titanium sponge would scavenge tritium from the inert gas 
for brief periods, but the performance would gradually degrade 
as the thickness of the oxide coating grew on the titanium. As 
a result, cleanup systems that collected tritium gas directly 
were reserved for special applications in which large quanti-
ties of tritium gas were at risk and needed to be recovered 
without conversion to tritium oxide. More common, however, 
containment systems using either air or inert gas relied on the 
oxidation of all tritium species and the collection of the triti-
ated water vapor with driers. Periodically, the driers could be 
regenerated to recover their effectiveness. The highly active 
condensate would be solidified and land disposed. In effect, 
tritium discharges that would have contaminated the environ-
ment around a processing facility were collected on disposable 
beds and stored at burial sites in leak-tight containers. 

The advent of new alloys comprising a mixture of iron 
and zirconium (Zr-Fe) dramatically broadened the options for 
tritium effluent treatment.1 The Zr-Fe alloy offered stability 
against passivation when exposed to impurity fluxes far supe-
rior to that demonstrated by titanium sponge and, simultane-
ously, offered the potential for recovering the captured tritium 
gas.2 Facilities that handled significant quantities of gas could 
recover and re-use tritium originally destined for the stack, and, 
as such, recoup some of their investment in the tritium while 
simultaneously reducing the cost of land-disposing solidified 
tritiated effluent. In the 1980s and 1990s, this alloy found utility 
not only in glovebox applications, but also in treating vacuum 
effluents.3 The acceptance of the alloy as a tritium-capture 
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device has spread across the tritium community over the past 
two decades.4 

Currently, an array of devices including Zr-Fe scavenger 
beds,5 uranium scavenger beds,6 molecular sieve driers, and 
nickel catalyst beds7 offers the potential to treat both inert gas 
and air streams.8 Both glovebox atmospheres and vacuum efflu-
ent streams can be processed. These systems can be scaled over 
a broad range of throughputs and capacities, but, nevertheless, 
economic drivers continue to favor tritium recovery before any 
significant dilution with air occurs.9,10

By the mid-1970s, tritium became the dominant isotope for 
the radioluminescent industry, replacing both radium-226 and 
strontium-90. Tritium was viewed as radiologically safer and 
more environmentally acceptable by comparison to the other 
two isotopes. The industry appeared to be on the threshold of 
an unprecedented expansion with self-powered backlighting for 
digital watches leading a host of other ubiquitous applications. 
However, this optimistic growth was quickly tempered. The 
general tightening of environmental and safety regulations being 
applied to the nuclear industry spread to the radioluminescent 
industry. In part, this movement was driven by the Three Mile 
Island accident and the discovery of small amounts of tritium in 
a public school food-preparation facility across the street from 
a tritium light-manufacturing plant in Tucson, Arizona. By the 
1980s the industry had stabilized, focusing on applications where 
absolute reliability was needed, such as in hospitals, mines, 
multilevel buildings, and aircraft exit markings. A number of 
military applications in which the benefit clearly outweighed the 
perceived risk have been identified and exploited. 

Just as the optimism in the radioluminescent industry 
abated, fusion fuel needs for the magnetic confinement program 
spawned an intense, worldwide effort to identify materials 
suitable for tritium handling, techniques to purify and mea-
sure tritium, and technologies to extract tritium from effluent 
streams. Significant advances were made in tritium-handling 
systems during the 1980s and 1990s.

This article reviews the technologies that minimize tritium 
releases from systems and discusses the strengths and weak-
nesses of those options. To this end, the components and sys-
tems that apply are reviewed, the optimal applications for those 
components and systems are identified, and their applicability 
to air and inert gas streams discussed.

The section entitled Guiding Principles (p. 143) reviews 
the guiding principles to consider when designing and operat-
ing process and capture systems. Ignoring these principles 
could convert the capture equipment into emission sources. 
In Options for Tritium Capture (p. 144), capture options 
for both air-bearing and inert carrier streams are presented. 
Component selection and the rationale for selecting the order of 
the components are also discussed. Typical Tritium-Capture 
Schemes (p. 146) provides examples to illustrate the application 
of the guiding principles. Description of Components Used 
for Tritium Capture (p. 148) provides the salient performance 
features of the components discussed in the previous sections. 
Component throughputs are discussed in Throughput and 
Construction Guidelines (p. 153).

Guiding Principles
Several principles apply to the effective handling and cap-

ture of tritium. These include

•	 understanding the global requirement for tritium  
trapping,

•	 defense in depth,
•	 interception close to the emission source,
•	 circulation,
•	 tailoring the capture system to the application,
•	 monitoring all effluent streams, and
•	 minimizing process volumes.

Each of these principles is discussed in the following para-
graphs.

Many of the devices discussed in this article have demon-
strated long-term effectiveness in mitigating tritium releases. 
However, these devices do not represent “magic bullets.” Their 
effectiveness depends heavily on the manner in which they are 
implemented and integrated into the process loops. To simply 
view these devices solely as “bolt-on” components will severely 
restrict their utility, reduce their effectiveness, or, in some 
cases, increase the potential for significant tritium releases. 
A holistic approach to trapping and containment is required. 
Careful evaluation of the intended application, the operating 
regime, and the composition of the effluent is required if the 
trapping and containment of the tritium in the effluent is to be 
effective and robust.

The defense-in-depth concept provides robustness. Layer-
ing trapping technologies provide the opportunity for staged 
tritium recovery. Should the first barrier fail or perform below 
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design expectations, the second barrier can reduce the impact 
of the impending release. 

Intercepting tritium emissions as close to their sources as 
possible continues to be the preferred option. The approach 
holds several advantages.

•	 The scale of the equipment and, consequently, its cost 
can be greatly reduced.

•	 Emissions in one subsystem do not impact the operation 
of other subsystems.

•	 Equipment can be tailored with greater precision to 
address specific potential release scenarios.

•	 Component selection options increase significantly if 
trapping occurs before mixing with air.

•	 The degree of secondary contamination is usually greatly 
reduced.

Circulating systems are preferred over once-through sys-
tems. These systems provide more time to process tritiated 
effluent, increase the effective decontamination factor (DF) 
through the use of multiple passes, and permit monitoring of 
the efficiency of the trapping process. Operators can increase 
the processing time should the treated-gas activity remain 
unacceptably high. Additionally, they can temporarily stop the 
process to repair a defective component and then continue the 
treatment before releasing the gas to the environment. 

Trapping and removal technology is most effective when 
designed for specific tasks. Additionally, technology effec-
tiveness is enhanced when coupled with certain operating 
techniques. For example, lines and equipment should be 
evacuated repeatedly or flushed with inert gas or air and the 
effluent directed to the trapping system before proceeding with 
any dismantling. If feasible, air flushes should follow inert gas 
flushes to encourage the release of loosely bound tritium. Work 
should proceed in environments that are drier than the flush gas 
to minimize the moisture-stimulated release of tritium from 
surfaces. Plastic tents or temporary enclosures should be built 
around the equipment that will be maintained. The atmosphere 
from the tents or enclosures should be purged through the trap-
ping system. Where routine maintenance is expected, separate 
maintenance gloveboxes with supporting trapping technology 
should be used to dismantle and decontaminate equipment. 
Materials, such as elastomeric O rings, have a high solubility 
for tritium and will release large quantities of tritium when 
removed from service. These items should be stored in small 
purged containers until they are packaged for land disposal. 

Effluent from these containers may contain sufficient tritium 
to collect with trapping technologies.

All process exhausts should be monitored and, if necessary, 
treated before release to the stack. Typically, process exhausts 
represent the highest activity streams and make up the major-
ity of the tritium chronically vented to the stack. The need for 
redundant isolation valves, or combinations of valves that are 
actuated by inline tritium monitors, should be reviewed. Where 
the potential for release is high, automated isolation valves 
should be installed. 

Process loop volumes should be minimized, particularly in 
regions where tritium gas is susceptible to accidental release. 
Similarly, loop volumes that require frequent dismantling 
should be minimized. To achieve this, microwelding is pre-
ferred to demountable fittings; smaller-diameter tubing is 
preferred over 1/2-in. tubing; and 1/4-in. bellows sealed valves 
are preferred over 1/2-in. valves. The use of close-fitted enclo-
sures over vulnerable components is preferred over the use of 
larger, more conventional gloveboxes to reduce the amount of 
atmosphere that need to be processed. Such designs, in turn, 
reduce the scale of the trapping technology required. In high 
specific activity applications, inert gas is preferred over air as 
a purge gas. Tritium gas can be captured without conversion 
to oxide and recovered for re-use. 

Options for Tritium Capture
The tritium-capture technologies available for scrubbing 

tritium from gaseous effluents fall into two categories: (1) those 
used to treat air or inert gas containing air, and (2) those used 
to treat inert gas streams. The devices used to process these 
gaseous effluent streams and their relative placement in the 
treatment train are illustrated in Figs. 103.25 and 103.26. 

1.	 Air Detritiation
Elemental tritium can be readily converted to oxide with hot 

copper oxide (CuO), Hopcalite,(a) or a precious metal catalyst 
(Pd, Pt, etc.). Tritiated organic vapors are more difficult to 
oxidize than elemental tritium. CuO reactors need to operate 
at 750°C to promote hydrocarbon oxidation efficiencies greater 
than 50% with a gas residence time(b) in the reactor exceeding 
2 s. Hopcalite should be operated at 700°C to achieve complete 
oxidation of hydrocarbons at similar residence times. Palladium 
catalysts are more effective and achieve complete oxidation at 
400°C. Occasionally, combinations of catalysts are used in the 

(a)Hopcalite is a commercially available mixture of MnO2 and CuO.
(b)Gas residence time is the time required for a slug of gas to transverse the 

hot region of a reactor.
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Figure 103.25
Devices used in air detritiation schemes.

to tritiated water (HTO)(c) enters the drier directly. The gas 
temperature leaving the oxidizer has sufficient time to return 
to room temperature. As the flow rate increases, however, 
the oxidizer effluent must be cooled with an air-to-air heat 
exchanger to prevent heating the molecular sieve above room 
temperature. Drier capacity and performance degrades with 
increasing temperature. In high-humidity applications, a con-
denser should be used to remove the bulk of the water vapor 
before directing the effluent stream to the drier. Drier capacity 
and performance also degrades with increasing water content 
in the drier.

Driers adsorb(d) tritiated water vapor on the molecular 
sieve. Approximately 7% water by weight can be loaded on the 
driers(e) before HTO breakthrough is observed. Dual-column 
drier systems permit continuous operation; while one drier is 
in service, the second can be regenerated.(f) Purging the drier 
during regeneration in the flow direction opposite to that used 
during the normal operation improves the performance of 
the drier because the exit end of the drier is never exposed to 
the high concentrations of HTO that are present at the drier 
inlet. Smaller systems may use a disposable drying column to 
eliminate the need for regeneration and packaging the desorbed 
water for land disposal. These driers can be outfitted with 
high-integrity, quick-disconnect fittings to minimize effluent 
releases during replacement.

The detritiation schemes for the high- and low-humidity 
effluent streams are illustrated in Fig. 103.25. A dew point 
of 2°C typically distinguishes the boundary between the two 
humidity regimes. When the water vapor concentration in 
the effluent exceeds 2°C (of the order of 0.7% water content 
by volume in the carrier), water can be condensed out of the 
effluent stream on a chilled surface and collected in a tank. 
The attractiveness of the condensation step increases as the 
humidity in the effluent increases because the drier operating 
time between regenerations can be optimized by capping the 
dew point of the effluent entering the drier at or near 2°C. 
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Inert gas detritiation options depend on the target activity of the effluent and 
the intended application.

(c)In this document, tritiated water implies a mixture of H2O and HTO. In 
HTO, one proton has been replaced with a triton.

(d)Adsorption is a physical process by which water molecules bond to the 
surface of the molecular sieve without decomposing. During absorption, 
molecules decompose into their constituents and are incorporated into the 
bulk of the sorbing material.

(e)A drier containing 5 kg of molecular sieve will collect approximately 350 ml 
of water before any tritiated water is observed at the outlet of the drier.

(f)Regeneration is the process of removing adsorbed water by heating the 
molecular sieve and purging the drier with a very dry stream until the 
humidity of the purge gas at the drier exhaust drops below a target value, 
typically of the order of –80°C.

same oxidation system to ensure complete oxidation of tritiated 
hydrocarbon species. Additionally, the efficiency of oxidation 
decreases as the absolute concentration of hydrogen decreases. 
Hydrogen (protium) can be added in low concentrations to the 
effluent stream to raise the total hydrogen content in the stream 
and improve the oxidation efficiency.

In low-humidity applications and at low flow rates, the 
stream containing elemental tritium that has been oxidized 
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2.	 Inert Gas Detritiation
The options for detritiating inert gas streams are shown 

in Fig. 103.26. These options rely on the ability of elemental 
tritium to bind chemically with preactivated metal powder. The 
tritium concentration leaving one of these hydride-forming 
materials depends on the metal. In general, uranium finds util-
ity within circulating process loops where exhaust concentra-
tions up to 10 mCi/m3 can be tolerated. Zr-Fe alloy, on the other 
hand, is more suited to polishing effluent streams and has the 
ability to reduce effluent concentrations below ~50 nCi/m3. 

Streams containing less than a few tens of parts per million 
(ppm) water vapor and/or organic species can be processed 
directly via option 1 or 2 without the need to dry or precondi-
tion the streams. Uranium will crack the incoming water vapor 
and modest quantities of hydrocarbons to form a uranium 
hydride/tritide, uranium oxides, and uranium carbides. The 
hydrogen can be released from the uranium metal thermally. 
However, the uranium oxide and carbides become irreversibly 
bound to the metal and represent a loss of hydrogen storage 
capacity and, ultimately, a reduction in the decontamination 
factor.(g) Water vapor will also react readily with the Zr-Fe alloy 
to form oxides. Hydrocarbons, however, tend to pass through 
the Zr-Fe alloy without reacting,8 unless gas residence times 
exceed 10 s. 

As the impurity content increases above a few ppm in the 
effluent stream, the oxides are more likely to passivate the 
reactive metal, making it incapable of capturing elemental 
hydrogen. In such cases, a nickel catalyst can be introduced 
upstream of the uranium and/or Zr-Fe beds to crack the hydro-
carbons and the water vapor to form nickel carbides and oxides, 
respectively.7 The hydrogen/tritium produced by the decompo-
sition of the hydrocarbons or the water vapor passes through 
the nickel bed and is collected by the Zr-Fe alloy. Streams 
with larger water vapor loads, such as glovebox atmospheres, 
may require driers upstream of the nickel catalyst to remove 
the majority of the water first. In these applications, the nickel 
bed polishes the discharge from the drier to further decrease 
the stream humidity and reduces the load on the downstream 
hydrogen getter.

A cryogenic molecular sieve bed(h) can be added to the 
uranium/Zr-Fe circuit to facilitate in-situ regeneration of the 

Zr-Fe alloy. The regeneration entails transferring the tritium 
inventory from the Zr-Fe alloy to the cryogenic molecular sieve 
bed in a closed-loop operation and subsequently releasing the 
gas from the molecular sieve bed as a slug to the uranium. The 
intermediate step of transferring to the cryogenic molecular 
sieve bed is required to increase the elemental tritium partial 
pressure so that the uranium can absorb the gas. 

Finally, the selection of one technological approach to trap-
ping over another requires a considered evaluation by the end 
user, taking into account economic factors, intended end goals, 
and application. Although trapping technology for air applica-
tions tends to be somewhat more robust in that it is less likely 
to release its tritium inventory and less likely to be irreversibly 
damaged, that technology requires a significant investment in 
ancillary infrastructure if the tritium is to be reclaimed for 
re-use. Additional process loops are required to regenerate the 
drier and to collect and handle highly active water for either 
land disposal or for tritium recovery. In the latter case, the water 
must be decomposed in an electrolysis facility and the hydrogen 
transferred to an isotopic separation station for enrichment. On 
the other hand, metal beds are restricted to operate in inert gas 
streams. They can be destroyed with an unintentional ingress 
of air and release the entire resident tritium inventory during 
the accident. However, these metal beds capture elemental 
tritium directly and permit easy recovery of the gas for re-use. 
Metal beds avoid all issues related to water handling. Tritium 
enrichment, if required, can proceed directly after unloading 
the metal beds. In general, direct gas-capture systems are pre-
ferred over oxidation approaches in applications that

•	 require the recovery and re-use of elemental gas or
•	 lead to the production of high (>10 Ci/liter) specific activ-

ity water.

Direct gas-capture approaches can reduce gaseous emis-
sions while simultaneously reducing the production of triti-
ated solid wastes that must be land disposed. Direct inert 
gas-capturing approaches simplify tritium recycling because 
these approaches eliminate the need to convert tritiated water 
to elemental hydrogen.

Typical Tritium-Capture Schemes
A configuration commonly used to reduce emissions from 

process loops is illustrated in Fig. 103.27. In this example, 
the tritium recovery subsystem comprising a tank, monitor, 
scavenger bed (or a train of scavenger beds if the makeup of 
the effluent dictates a more aggressive treatment), and isolation 
valves is installed between the process loop and the dry vacuum 

(g)The decontamination factor is the ratio formed by dividing the inlet activity 
concentration by the outlet activity concentration.

(h)Elemental tritium can be adsorbed on a molecular sieve at 77 K (–196°C), 
provided all traces of water vapor are removed from the surface of the 
molecular sieve.
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pump.(i) Instead of evacuating the process loop directly to stack 
or via a single scavenger bed in a once-through operation, 
the contents of the process loop are expanded into the pre-
evacuated tank for treatment. The process loop is then isolated 
from the tritium recovery system. Helium gas pressurizes the 
tritium recovery system to raise the system pressure to one 
atmosphere. The contents of the expansion tank are circulated 
through the scavenger bed and the progress of detritiating the 
stream is monitored with an inline tritium process monitor. 
At a prescribed concentration, the contents of the subsystem 
are then evacuated to the stack, or flushed from the subsystem 
with clean helium and the tank subsequently evacuated in 
preparation for the next operating cycle. Purging the lines with 
helium is recommended because the inert gas flush reduces the 
potential of residual tritium lingering in the plumbing between 
the tritium recovery system and the stack. An accumulation in 
this plumbing can unexpectedly trip alarms during subsequent 
operations and mask the actual cause of the emission. 
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Figure 103.27
Incorporation of a simple cleanup subsystem into the exhaust of a process 
loop.

The second in-line tritium monitor between the vacuum 
pump and the treatment system is electronically coupled to the 
valve just upstream of the monitor. It automatically actuates 
the valve should the effluent activity exceed a predetermined 
level. Once the process loop has been isolated from the stack, 
an operator can intervene to rectify the fault, review the need 

for continued processing and, when ready, release the treated 
effluent to the stack. In effect, this monitor buys the operator 
time to make an informed decision. 

Outgassing from tritiated components and tritium leaks 
from components represent common emission sources. Fig- 
ure 103.28 illustrates an approach to capture the escaping 
tritium. This assembly comprises a container, a tritium scav-
enger bed, two in-line tritium monitors, a mass flow meter, a 
circulating pump, and a helium purge line. In this example, the 
leaky component is stored in the container. Tritium monitors 
track the effectiveness of the scavenger to capture the tritium. 
A low-throughput pump is ideal for this application. Although 
not shown, a nickel catalyst can be installed upstream of the 
Zr-Fe scavenger bed to protect the alloy from the trace water 
and modest amounts of air ingress. The nickel bed dramatically 
extends the life expectancy of the Zr-Fe alloy. 
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Figure 103.28
Tritium reclamation subsystem for leaky components.

A typical scheme for capturing tritium from an air stream 
is illustrated in Fig. 103.29. This subsystem comprises an oxi-
dizer, an air-to-air heat exchanger, a drier, and an in-line tritium 
monitor. Elemental tritium entrained in the stream is converted 
to oxide and collected in the drier. Although air can be used 
as a purge gas, it should be predried to reduce the inactive 
water load delivered to the drier and extend the operating time 
between regenerations. Drying the air purge also reduces the 
isotopic dilution of the tritiated water should tritium recovery 
for re-use be planned.

This configuration can be readily modified to accommodate 
the high-humidity (HH) streams described in Fig. 103.25 by 

(i)Dry vacuum pump development in recent years has permitted the replace-
ment of mechanical oil vacuum pumps. Pump characteristics of these dry 
pumps rival those attainable with oil pumps without the attendant problems 
of handling and containing tritiated oil.
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plumbing the system so that a condenser is used for both pre-
cipitating water vapor from the effluent stream [as shown in 
Fig. 103.29(a)] and for in-situ regeneration.

During regeneration, the helium(j) purge would enter the 
exhaust end of the drier and flow through the condenser and 
the collection tank to the stack, as shown in Fig. 103.29(b).(k) A 
second (polishing) drier could be installed downstream of the 
collection tank (not shown in the figure) to suppress any emis-
sions from regeneration. System designers have the option of 
operating the regeneration circuit in the “once-through” mode, 
as shown in Fig. 103.29, or in a circulation mode by redirecting 
the helium flow back to the drier being regenerated.

The condensate can easily exceed several Ci/liter and 
requires caution when handling. The condensate can be immo-
bilized for land disposal or packaged for shipment to a facility 
for tritium recovery. 

Description of the Components used for Tritium Capture
Devices used for extracting tritium from flowing gas streams 

and their general integration in process loops have been 
described in the previous sections. This section discusses the 
strengths and weaknesses of the devices. 

1.	 Uranium Scavenger Beds
Depleted uranium has a long-standing history in tritium 

service. This metal is used to store tritium, transport tritium 
gas, and, in special applications, selectively remove tritium 
from flowing gas streams. Designs that provide access into 
the uranium via a single line are the safest. They prevent the 
uranium from releasing its tritium inventory, even when acci-
dentally exposed to air.11,12 Additionally, only a fraction of 
the uranium will be oxidized during the air ingress. However, 
helium-3 produced by tritium decay will interfere with the 
ability of uranium to store tritium. “Flow-through” designs 
are commonly used in process loops to mitigate the “helium-
blanketing” effect even though these designs pose an greater 
risk to releasing tritium during an accidental air ingress.

Uranium offers a very high storage capacity; 120 standard 
cubic centimeters (scc) of gas per gram of uranium can be 

Figure 103.29
Simple air detritiation subsystem.

(j)Nitrogen or dry air can replace helium as a purge gas in this application.
(k)The regenerating gas flow should be counter to the normal direction  

of operation so that HTO buildup near the driver exhaust is prevented.
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easily accommodated without compromising the reaction 
kinetics.13–15 It is well-suited to removing tritium from clean 
inert gas streams containing high tritium concentrations and 
offers uniform reaction kinetics over a very broad range of 
tritium-to-uranium (T/U) atom ratios.16 It is possible to charge 
uranium with tritium up to an atom ratio of nearly three tritium 
atoms per uranium atom although the operating range is usu-
ally restricted to a ratio of 1.5 so that sufficient tritium storage 
capacity remains for unforeseen events.

Tritium gas reacts with the uranium to form a uranium 
tritide. This chemical compound is stable at room temperature. 
Heating the uranium tritide will release the tritium as a gas. 
The reaction is fully reversible. The pressure-composition 
isotherms for the uranium–tritium system are very simple.17 In 
the range of primary interest, i.e., at operating pressures below 
approximately 1.5 atm and at temperatures between 20°C and 
450°C, the initiation of the tritide phase begins at T/U ~ 0.1 and 
is complete at T/U ~ 2.93. The plateau region between these 
two extremes is essentially flat. As a result, the temperature of 
the uranium tritide uniquely specifies the tritium gas pressure 
above the uranium powder. At 430°C, for example, the tritium 
gas pressure over uranium powder will be 1 atm. Caution is 
required when increasing the temperature much beyond 425°C; 
the pressure increases rapidly and can overpressurize the device 
containing the uranium. The equation

	 P 10 Torr.T4590 9 39
=

- +
^

_
h

i 	 (1)

prescribes the pressure over the temperature range of 150°C 
to 600°C. In this equation, the pressure (P) is in Torr and the 
temperature (T) is in Kelvin.

The reaction rate to form tritide is dramatically enhanced 
by preconditioning the uranium. The uranium metal is charged 
to capacity with hydrogen gas to form UH3 and subsequently 
unloaded by heating the UH3 to 425°C in a vacuum. The hydro-
gen loading/unloading cycle should be repeated seven times to 
break down the uranium metal to its optimum size. This pro-
cess, known as decrepitation, increases the surface area of the 
uranium by breaking down the bulk uranium metal into a fine 
powder with a particle distribution in the range of 0.1 to 10 nm. 
Following the last unloading, any residual hydrogen can be 
removed from the uranium by repeating the loading/unloading 
one additional time using isotopically downgraded tritium. 

Uranium scavenger beds differ from storage devices in three 
ways. First, they require the carrier stream to flow through 
the container. Second, they operate at T/U ratios below 1 to 

enhance the detritiation factor (DF). Third, they are typically 
constructed from larger diameter containers to reduce the car-
rier molar flux(l) in the container. The equation18

	 . .logG 0 019 0 006DF T U1 2
= -^ _h i 	 (2)

relates the DF to the T/U for T/U ratios up to 2.5 and carrier 
molar fluxes (G) up to 2.5 mol/m2/s. This equation assumes 
an impurity-free carrier and a uranium operating temperature 
of 22°C. 

Two conditions can deteriorate the performance of these 
devices. Impurities will coat the uranium powder surface and 
reduce the amount of uranium available for removing tritium 
from the carrier. Secondly, increasing the uranium temperature 
will increase the tritium partial pressure over the uranium and 
lower the DF.

Figure 103.30 illustrates the lowest tritium concentration 
attainable over uranium as a function of temperature. Inspec-
tion of this figure is instructive for two reasons: it demon-
strates how rapidly the DF will deteriorate with increasing 
temperature, and it illustrates that the lowest attainable tritium 
concentration in a carrier stream possible at room temperature 
with a uranium scavenger bed will be in the 10 mCi/m3 range. 

(l)The molar flux of the carrier is the number of moles of carrier flow per unit 
time and per unit cross sectional area of container perpendicular to the flow 
direction. It is usually expressed as mol/m2/s.

Figure 103.30
Tritium concentration dependence on uranium powder temperature.
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Increasing the uranium temperature twofold, from 20°C to 
40°C, decreases the DF tenfold. Operating a uranium scavenger 
bed at 25°C precludes reducing the tritium activity of a carrier 
below 10 mCi/m3.

Unconfined uranium powder oxidizes spontaneously when 
exposed to air. Undoubtedly, the term “pyrophors,” used in the 
radioluminescent industry when referring to uranium storage 
beds, reflects some historic incident related to the propensity of 
the powder to ignite. Confined uranium powder, however, has 
a limited reaction with air, particularly if the container uses a 
low-porosity stainless steel filter to prevent uranium powder 
from migrating out of the device. In general, these devices will 
lose approximately 30% of their storage capacity and will not 
release their tritium inventory during an air ingress accident. 
Uranium tritide is the most secure tritium storage vehicle avail-
able to the tritium community, including any accident scenario 
involving air ingress not involving a flow-through configura-
tion, i.e., a construction that permits air to enter via one port 
only and then becomes “dead-headed.”

Flow-through devices, both for storage and scavenging 
applications, are used to preclude helium blanketing. Blanket-
ing occurs when decay-helium interferes with the bulk flow 
of tritium gas to the uranium powder. During blanketing, the 
rate of gas transfer from a vessel to the uranium powder stalls 
before all the tritium has had an opportunity to transform into a 
tritide. The balance of the tritium in the process system volume, 
however, can be captured on the uranium powder by circulat-
ing the remaining gas over the powder to dislodge the helium 
cover. Any air ingress during circulation will completely and 
rapidly oxidize and nitride the uranium with a concomitant 
release of the entire resident tritium inventory to the carrier 
downstream of the device. Flow-through operations represent 
the single most likely action that can precipitate a significant 
tritium release. Extreme care must be exercised during flow-
through operations. Housing the process equipment in an inert 
environment is a very effective way of preventing the accidental 
ingress of air during circulation.

2.	 Zr-Fe Scavenger Beds
A Zr-Fe alloy developed by SAES Getters under the trade 

name ST198 can also be used to scavenge tritium from gas 
streams.1 The alloy can be used in conjunction with noble gas 
carriers and nitrogen gas streams, albeit there is a gradual loss 
of capacity with time as the elements of the alloy nitride.5 As 
with uranium metal, the alloy spontaneously forms a tritide 
when exposed to elemental tritium; the reaction is reversible. 
The alloy must be heated to 550°C for the tritium recovery 

and has a moderate storage capacity for tritium, typically of 
the order of 0.8 scc of gas per gram of alloy. 

The nominal operating temperature for ST198 is 350°C. 
Decreasing the operating temperature increases the storage 
capacity for tritium gas. Decreasing the operating tempera-
ture also decreases the tritium partial pressure over the alloy, 
thereby improving the DF. However, the reaction kinetics and 
the tolerance of the alloy to any impurities entrained in the 
carrier also decrease with decreasing temperature. Addition-
ally, the modest ability of the alloy to crack organic volatile 
species decreases. Operating above 300°C strikes a reasonable 
balance between the various competing factors. At 350°C, 
excellent tritium scavenging properties are exhibited by ST198 
in noble gas streams, provided the gas residence time in the 
reactor exceeds 3 s.

Scavenging tritium from a nitrogen environment requires 
special attention. The alloy exhibits good scavenging proper-
ties in nitrogen at 350°C. The reaction kinetics between the 
alloy and nitrogen are slow at this temperature; however, the 
rate of nitriding increases noticeably at alloy temperatures 
above 400°C. The alloy is unusable at 500°C in the presence 
of nitrogen. Operating conditions that momentarily spike the 
alloy above 500°C can lead to a runaway nitriding condition. 
The alloy will react vigorously with the nitrogen cover gas 
to release approximately 600 kJ per mole of gas consumed. 
This energy will heat the alloy to very high temperatures and 
desorb the entire tritium inventory from the alloy. For example, 
a sudden ingress of 20-scc air into the nitrogen carrier stream 
could precipitate such a runaway condition unless the alloy 
temperature is monitored and the flow stopped whenever the 
alloy temperature exceeds 400°C in nitrogen. Nitriding ST198 
is irreversible and will decrease the capacity of the bed.

The pressure-composition isotherm for the Zr-Fe alloy/
hydrogen system is considerably more complex than the ura-
nium/hydrogen system. A single tritide phase does not exist for 
the Zr-Fe alloy/hydrogen system. The elemental gas pressure 
over the alloy depends on both the resident tritium inventory of 
the alloy and the operating alloy temperature. The relationship 
between tritium pressure P in Torr, the resident inventory Q 
in Torr-liters/g, and the alloy temperature T in Kelvin is given 
by the equation

	 * .P Q 10 .T2 6220 5 03
=

- +_ i 	 (3)

Inspection of Fig. 103.31 reveals that operating at 350°C  
will reduce the activity of a carrier below 20 nCi/m3, provided 
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the resident inventory remains below approximately 100 mCi/g 
of alloy. In practice, this target is difficult to attain except 
for the first few operating cycles of the alloy. Typically, this 
alloy is used to reduce carrier stream activities below 400 to 
500 nCi/m3, suggesting that the resident inventory of the ZrFe 
reaches approximately 500 mCi/g.
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Figure 103.31
Tritium concentration dependence on resident inventory and ST198 alloy 
temperature.

The alloy is suitable for treating effluent streams that will 
be discharged to the stack. Examples include treating effluents 
evacuated from process loops, polishing effluent streams that 
have passed through uranium scavenger beds, and tritium recov-
ery from gloveboxes using nitrogen or helium cover gases.

Impurities are decomposed at the alloy surface to form triti-
des, hydrides, oxides, and carbides. The latter two compounds 
represent an irreversible chemical reaction with the alloy that 
reduces its capacity for tritium storage. If the impurity flux to 
the alloy exceeds the impurity-clearing rate(m) from the alloy 
surface, the scavenging performance of the alloy will degrade 
with time. To recover the tritium-capture efficiency, either the 
incoming impurity flux needs to be reduced or the operating 
temperature of the alloy must be increased so that the oxides 
and carbides can diffuse into the alloy bulk more quickly. In 

both cases, however, the alloy will be consumed at an acceler-
ated rate.

Preconditioning the effluent stream reduces or eliminates 
alloy consumption. Water vapor can be removed with driers; 
hydrocarbons can be decomposed on nickel powder. The 
alloy, drier, and nickel reactor can be regenerated and re-used. 
ST198 scavenger beds protected by driers and nickel beds in 
high impurity load applications, such as glovebox atmosphere 
clean-up service, have demonstrated continued long-term ser-
vice at LLE without noticeable deterioration in performance 
over several years.

3.	 Molecular Sieve Driers
Many aspects of these driers have been discussed throughout 

this document. The following description highlights some of 
the salient features of these driers.

Driers based on zeolites, particularly 4A and 5A molecular 
sieves, are widely used in the tritium community to remove 
moisture from both noble-gas and air-bearing carrier streams. 
Typically, these devices operate at room temperature and 
provide upwards of seven weight-percent storage capacities 
without exceeding an exhaust dew point of –40°C. Water vapor 
is adsorbed on the zeolite; hydrogen and organic volatile spe-
cies tend not to condense in significant amounts on the zeolite. 
The usefulness of the driers in removing tritiated water vapor 
from air streams has been discussed in Options for Tritium 
Capture (p. 144) and Typical Tritium-Capture Schemes 
(p. 146).

Water vapor from the atmosphere represents a consider-
able impurity burden on the hydride-forming materials. For 
example, water vapor from the atmosphere permeating through 
gloves into a two cubic meter glovebox with eight standard 
glove ports can easily accumulate 100 ml of water per month. 
Without drying the stream, an entire reactor containing 5 kg 
of Zr-Fe alloy would be oxidized within one year. 

As previously discussed, driers should be regenerated in 
counter-flow, that is, in the opposite direction to normal use. 
Tritiated water vapor that migrated through the drier to the 
exhaust end during normal usage is pushed back toward the 
entrance side of the drier during the counter-flow regenera-
tion. This regeneration philosophy improves the detritiation 
efficiency of the drier during normal service. 

Typically, molecular sieve driers are regenerated between 
300°C and 350°C. Progress in regenerating a drier can be 

(m)Impurities bind chemically to the alloy surface as oxides or carbides of 
iron or zirconium. Gradually, the oxygen and carbon molecules diffuse into 
the alloy bulk where they continue to remain bound as oxides or carbides. 
In the process, the surface reactivates itself and can adsorb elemental 
hydrogen once again.
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monitored by measuring the temperature of the purge gas leav-
ing the drier. During the early phase of a regeneration cycle, 
the gas temperature leaving the drier will remain at, or close 
to, room temperature, even though the drier shell is fixed at 
350°C. Most of the energy delivered to the molecular sieve by 
external band heaters clamped to the drier shell or by heated 
purge gas is used to desorb the water from the molecular sieve. 
Once the majority of the water has been released and purged 
from the drier, the temperature of the exhaust gas will gradually 
increase to the regeneration temperature. To thoroughly void 
the drier, the regeneration cycle should continue an additional 
5000 volume exchanges of the drier, while the exhaust gas is 
at the regeneration temperature. 

4.	 Cryogenic Molecular Sieve
The earliest application of cryogenic molecular sieves(n) was 

to separate hydrogen isotopes by gas–solid chromatography 
for the purpose of analyzing isotopic mixtures of elemental 
hydrogen.19 Since that time, a variety of isotopic separation 
systems have been developed to selectively recover tritium 
from the other hydrogen isotopes.20

As temporary storage devices, however, cryogenic molecu-
lar sieves have found limited general utility in the tritium 
community. Nevertheless, these devices offer unique service in 
specialized applications, namely as short-term traps to capture 
tritium gas from a carrier and as tritium gas concentrators. 
For example, without the concentration step provided by the 
cryogenic molecular sieve, tritium could not be transferred to 
uranium from Zr-Fe except at high tritium partial pressures. 
At a concentration of 1 mCi/m3, elemental tritium will pass 
through the uranium powder without reacting. At 77 K, the 
molecular sieve can condense hydrogen on its surfaces to 
reduce the hydrogen partial pressures in the carrier into the 
10–6 to 10–5 torr range and release the hydrogen at a partial 
pressure of several mTorr when heated to 150 K. As a con-
sequence, tritium can be released from a Zr-Fe reactor at an 
activity of 1 mCi/m3, accumulated on a cryogenic molecular 
sieve, and released as a slug of gas at concentrations exceeding 
1 Ci/m3 at 150 K. 

Figure 103.32 illustrates the transfer of tritium gas from 
ST198 alloy to a cryogenic molecular sieve. Helium gas exits 
from hot ST198 alloy, flows through a cryogenic molecular 
sieve, and returns to the ST198 alloy. In this example, the car-
rier activities at the ST198 exhaust and the cryogenic exhaust 
are monitored as a function of time. The activity at the ST198 

(n)Cryogenic molecular sieves operate at 77 K.

exhaust varies with the temperature of the alloy and is seen to 
increase as high as 810 mCi/m3. The activity of the helium gas 
leaving the cryogenic molecular sieve remains below 50 nCi/
m3, the sensitivity level of the in-line ionization chamber. At 
88 min into the operation, tritium breaks through the molecular 
sieve and the activity of the gas leaving the cryogenic molecu-
lar sieve increases rapidly, albeit in the low mCi/m3 range. 
The hydrogen content leaving the ST198 was not measured in 
this test. These tests demonstrate the excellent performance 
of the cryogenic molecular sieve trap to decontaminate the 
carrier stream, attaining DF’s up to (750/0.5) 1500 in a single 
pass. This figure of merit is conservative since the presence of 
hydrogen was not included in the estimate.

At 77 K, tritium gas is resident on the cryogenic molecu-
lar sieve for a finite time and will slowly migrate toward the 
exhaust end of the bed. The transport rate from bed entrance 
to exhaust depends on the carrier flow rate, resident tritium 
inventory, resident hydrogen inventory, and the quantity of 
polar impurities adsorbed on the zeolite. Capacities of the order 
of 100 scc of elemental gas per gram of molecular sieve can be 
achieved on conditioned molecular sieve. 

In a second example, a cryogenic molecular sieve can be used 
to capture the accidental release of elemental tritium from a 
process loop. In this case, the majority of the tritium may be held 
up on a cryogenic molecular sieve for 1 or 2 h before migrating 
through the bed. During this time, an operator can rectify the 
problem and return the gas directly to a storage bed. 

Figure 103.32
Comparison of tritium activities upstream and downstream of a cryogenic 
molecular sieve bed during the regeneration of a Zr-Fe bed. Helium carrier 
flow rate is 28 sLPM.
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Table 103.III:  Size of the devices (in kilograms) used for three different detritiation applications.

Device Application

Effluent treatment system 
without air(a)

Glovebox cleanup system 
using helium(b)

Detritiation system for high-
humidity air streams(b)

Oxidizer Not used Not used 1

Drier Not used 3 5

Nickel bed 1(c) 1.5 Not used

Uranium bed 1 Not used Not used

Zr-Fe bed 3 5 Not used
(a)A volumetric flow rate below 10 sLPM is assumed,
(b)A volumetric flow rate of 60 sLPM is assumed.
(c)The quantity of material used in each device reflects the overall size of the capture devices.

Cryogenic molecular sieve beds can be regenerated in steps 
to release different tritiated species. By raising the molecular 
sieve temperature from 77 K to 150 K, the elemental tritium gas 
will be released. Increasing the temperature further to 350°C 
will release all other bound impurities. Elemental tritium can 
be directed to one treatment process while impurities can be 
directed to a second treatment process.

These devices have several limitations. They are restricted 
to operate in helium purge streams, and the residence time 
on the molecular sieve is limited. Cryogenic molecular sieve 
beds behave more like capacitors than storage devices. They 
are not passively safe in that liquid nitrogen is needed to hold 
the tritium gas in place. There is limited experience with these 
devices in the tritium community for the applications discussed. 
Despite these limitations, however, cryogenic molecular sieve 
beds will fill a unique application in tritium-handling systems 
in the coming years.

Throughput and Construction Guidelines
The capture technology discussed in this article is intended 

for small-scale operations, typically required to operate 
between 10 standard liters/min (sLPM) to 60 sLPM with a 
focus on treating the emission as close to the source as fea-
sible. Flow rates in the 10-sLPM range are suitable to a variety 
of process loops. Flow rates in the 60-sLPM range are more 
suited to glovebox cleanup applications. Table 103.III lists the 
approximate size of each capture device for these two through-
put extremes and for three applications. 

All heated devices must be rated to withstand elevated 
pressures, that is, they must be rated as pressure fittings. These 
devices must be constructed in shops qualified to build pres-

sure vessels. The vessels must be helium leak-tight to 1 # 10–9 
atm-cc/s when exposed to 1 atm of helium. The valves should 
be bellows-sealed and use a copper or stellite stem tip. Where 
valve actuation will be automated, VESPEL®(o) stem tips 
can be used, although these will require routine replacement. 
Stainless-steel frits should be integrated into device designs 
to prevent particulate transport into the process loop or the 
exhaust line.

Double containment can be used for devices that are 
expected to operate at an elevated temperature, such as uranium 
storage beds, where tritium permeation can be problematic. 
Doubly contained devices provide a secondary shell around 
the primary vessel. Heaters and thermocouples are attached 
to the primary vessel, and vacuum feed-throughs are used 
to access the heaters and thermocouples. The annular region 
between the primary and secondary vessels is evacuated and 
maintained under vacuum during operation. Periodically, the 
region is pumped to recover any tritium that has permeated 
into the interspace. Doubly contained devices release less 
tritium by permeation and consequently reduce the spread of 
surface contamination in the vicinity of the device. Addition-
ally, these devices reduce heat loads in confined spaces such as 
gloveboxes. However, double-containment devices can easily 
cost twice that of single-containment device.

Uranium scavenger beds require manufacturing shops 
knowledgeable in handling and conditioning uranium. These 
facilities must be licensed to receive and handle bulk uranium 
metal. Manufacturing Zr-Fe and nickel beds requires caution 
to ensure the getter material is not accidentally oxidized during 
the manufacturing process.

(o)VESPEL® is a polyimide with good stability under radiation exposure.
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Conclusion
Significant developments in tritium-capture technology for 

both air and inert gas streams have occurred over the past two 
decades. Tritium removal from air streams requires the oxi-
dation of elemental tritium and the collection of the tritiated 
water on driers; recovery from inert streams can also use the 
oxidation. Alternately, metal getter technology can be used 
to detritiate inert gas streams by collecting elemental tritium 
directly without the oxidation step. 

Direct elemental tritium recovery offers several advantages. 
Elemental tritium is significantly less hazardous to handle 
than tritium oxide. In some cases, the elemental tritium can 
be returned to the original storage device for re-use. Oxidation 
technology tends to be more robust; however, unless special 
infrastructure is installed, oxidized tritium is a waste stream 
destined for land disposal. Each tritium-capture application 
should be carefully evaluated to assess the merits and draw-
backs of oxidation against direct elemental recovery before 
selecting a capture technology. 

Capture technology does not provide magical “bolt-on” solu-
tions to process systems that suffer from chronic or repeated 
accidental releases. Rather, this technology must be integrated 
with the operation of the process systems. Both the process sys-
tems and the capture technology need to be configured for reli-
able, fail-safe operation. For example, circulating closed-loop 
capture subsystems are preferred to once-through subsystems. 
Process loop exhaust lines to the stack should be monitored 
for activity and interlocked with valves that automatically 
isolate the system from discharging tritium to the stack above 
predetermined limits. 

Economics favors small-scale systems. Emissions should 
be treated as close to the source as possible, certainly before 
any significant dilution with air or inert gas occurs, as the first 
step in reducing the size of the capture equipment. Distributed 
capture subsystems are preferred to one large clean-up system 
attached to the stack; the former costs significantly less. Addi-
tionally, releases in one process do not impact the operation 
of other processes.
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Introduction
Laser timing fiducial signals are required as a timing reference 
for numerous laser and target diagnostics for inertial confine-
ment fusion experiments. On OMEGA, infrared as well as 
visible and ultraviolet timing fiducial signals are needed to 
match the wavelength sensitivity of various diagnostics. Cur-
rently, a flash-lamp–pumped Nd:YLF/Nd:glass laser system 
operating at 1053 nm with frequency conversion to the second 
and fourth harmonics (527 and 264 nm) is used.1 The system 
consists of a Nd:YLF master oscillator; a pulse-shaping sys-
tem; a flash-lamp–pumped Nd:YLF regenerative amplifier; a  
Nd:glass, large-aperture ring amplifier; and frequency-con-
version crystals. This fiducial laser system has a complicated 
design, a low repetition rate, low harmonic conversion effi-
ciency, high maintenance because of flash-lamp pumping, and 
occupies a 5 # 14-ft optical table and a rack of electronics. We 
present an all-solid-state, diode-pumped, compact laser fiducial 
system that satisfies all OMEGA requirements, reduces the 
system complexity, and improves reliability while significantly 
reducing the space requirements.

Fiducial Laser System Requirements
The OMEGA fiducial laser system must produce a 3.5-ns 

comb of 200-ps FWHM optical pulses separated by 0.5 ns at 
IR, green, and UV wavelengths. A Nd:YLF laser system with 
second and fourth harmonic generators is used to produce IR, 
green, and UV fiducial signals. The amplitude variation of 
each pulse in the comb must not exceed 50% of the maximum. 
The required IR/green comb energy is 1 mJ. The most critical 
requirements for the fiducial system are 10-mJ energy at UV 
(4~) fiducial and a stable time delay (~165 ns) between the 
IR/green and UV fiducials. 

High-UV fiducial energy is required because of low pho-
tocathode sensitivity for the x-ray streak cameras employed 
as important OMEGA target diagnostics. A UV multimode 
fiber delivery system is used to couple fiducial combs into the 
diagnostics. The required UV energy is 10 nJ at the output 
of a fiber launcher. OMEGA needs up to 19 channels of UV 

All-Solid-State, Diode-Pumped, Multiharmonic Laser System  
for Timing Fiducial

fiducial; therefore, a 19-fiber bundle is used to launch the UV 
comb into the delivery fibers. To provide equal energy dis-
tribution and misalignment insensitivity for the fiber-bundle 
launcher, a UV fiducial beam must significantly overlap the 
19-fiber bundle, bringing the total UV comb energy required 
to 10 mJ. Frequency-conversion efficiencies of 50%–75% for 
both second and fourth harmonic generation have been dem-
onstrated;2 therefore, the required IR energy should be in the 
20- to 40-mJ range.

The relatively long delay between UV and IR/green fiducials 
is dictated by the physical location of various OMEGA diag-
nostics. IR/green fiducials must be generated ~165 ns before the 
UV comb to provide the simultaneous arrival of the fiducials 
to all OMEGA diagnostics. A 165-ns delay line is required 
between the IR/green and UV fiducial fiber launchers.

Laser System Description
A block diagram of the proposed system is shown in 

Fig. 103.33. The system is seeded by a shaped comb produced 
by a pulse-shaping system.3 A single-frequency, diode-pumped 
Nd:YLF OMEGA master oscillator (OMO)4 produces a 20-ns 
square pulse for shaping. The first integrated optics modulator 
is driven by the 24th harmonic of the 38-MHz OMEGA master-
timing RF source. The second modulator is driven with a gate 
pulse that is precompensated for pulse-shape distortion caused 
by gain saturation in the amplifiers and gates an eight-pulse 
fiducial comb. A Nd:YLF OMEGA diode-pumped regenera-
tive amplifier (ODR)5 boosts the comb energy from tens of 
picojoules to ~4 mJ, the main portion of which is used as an 
IR fiducial and for generating a green fiducial.

An additional ODR is added to the system to provide the 
required 165-ns delay with a small footprint and without beam 
degradation. At the same time, it produces the additional gain 
required to achieve the UV energy specification. A portion of 
the ODR output is used to seed the second regenerative ampli-
fier designated ODR+. A double-pass, diode-pumped amplifier 
provides additional gain and is discussed further in Two-Pass, 
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Diode-Pumped Nd:YLF Amplifier. Second-harmonic genera-
tion (SHG) and fourth-harmonic generation (FHG) are realized 
with BBO (beta-barium borate) crystals. 

The ultraviolet pulses are launched into a bundle of 19 UV 
fibers to distribute UV fiducials to various OMEGA diagnostics.

Two-Pass, Diode-Pumped Nd:YLF Amplifier
The double-pass amplifier must produce 20 to 40 mJ of 

output energy in IR. Amplifier efficiency has to be estimated 
for the appropriate pump power choice. Amplifier efficiency 
includes (a) pump energy to active-element upper-state energy-
conversion efficiency and (b) upper-state energy to ampli-
fier output conversion efficiency.6 Typical efficiencies for a  
Nd:YLF amplifier pumped by a fiber-coupled diode array 
through a dichroic mirror are

•	 Pump re-imaging optics transmission: 0.94
•	 Dichroic mirror transmission: 0.93
•	 Pump absorption: 0.8
•	 Quantum efficiency: 0.72
Pump energy to upper-state energy-conversion effi-
ciency: 0.5.

Storage efficiency is calculated as follows:

	 ,exp t t t t1s p f p f= - -h ` `j j9 C 	

where tp is the pump-pulse width and tf is the active medium 
fluorescence lifetime. In the case of diode pumping, when the 
pump-pulse shape and wavelength do not change with the pulse 
duration increase, it is beneficial to make the pump pulse longer 
to increase the total stored energy. For Nd:YLF with tf = 0.5 ms, 
a 1-ms pump pulse is used.

•	 Storage efficiency: 0.43
•	 Beam overlap efficiency: 0.75
•	 ASE loss: 0.05
•	 Gain extraction efficiency: 0.95
Upper-state energy to amplifier output conversion effi-
ciency: 0.29

Total diode-pumped, Nd:YLF amplifier optical-to-optical 
efficiency: <0.15

Achieving 40 mJ of amplifier output energy requires 270 mJ 
of pump energy or 270 W of quasi-continuous wave power from 
a fiber-coupled diode array. To produce a uniformly pumped 
volume, an active element is pumped from both sides by 150‑W, 
fiber-coupled diode packages from Apollo Instruments (Irvine, 
CA). The delivery fiber has a 1-mm core diameter. To avoid 
optical damage of the active element, the fluence is kept below 
5 J/cm2, and the delivery fiber is re-imaged into an active 
element with 2# magnification. Using the Frantz–Nodvik 
equation,7 the output energy of an amplifier was calculated 
(Fig. 103.34). Achieving a >40-mJ amplifier output requires 
>10-mJ input energy.

An ODR produces ~4 mJ of energy when pumped with two 
25-W fiber-coupled diodes, which yields an amplifier output of 
only 25 mJ. In order to increase amplifier input energy, the ODR+ 
is pumped with one 150-W fiber-coupled diode array (Apollo 
Instruments). The ODR+ output energy is >13 mJ at the maxi-
mum pump energy (Fig. 103.35). With this input, the amplifier 
produces ~50 mJ of IR, meeting the energy requirement.

The double-pass, all-solid-state, diode-pumped Nd:YLF 
amplifier shown in Fig. 103.36(a) is built as a generic platform 
for use in a variety of applications, including a laser system 
for OMEGA frequency-conversion crystal tuning.8 An input 

Figure 103.33
A block diagram of the proposed OMEGA fiducial 
laser system. OMO is the OMEGA master oscillator, 
ODR is the OMEGA diode-pumped regenerative 
amplifier, SHG and FHG are the second and fourth 
harmonic generators. The ODR, seeded by a pre-
compensated fiducial comb, produces IR and green 
fiducial signals. ODR+ provides the necessary delay 
between IR/green and UV fiducials.
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telescope can accommodate input beams with diameters in the 
range of 1 to 8 mm. The output telescope resizes and collimates 
the beam for efficient frequency conversion. A built-in fiber 
pickoff allows monitoring of the amplified pulse shape with a 
fast photodetector and oscilloscope. The amplifier output beam 
profile shown in Fig. 103.36(b) is excellent.

A block diagram of the frequency conversion setup is shown 
in Fig. 103.37. BBO crystals are utilized for frequency conver-
sion to the fourth harmonic. An 11-mm-long type-I crystal is 
employed for SHG, followed by a 6-mm-long type-I crystal for 
FHG. A fused-silica Pellin–Broca prism is used to spatially 
separate the UV fiducial beam, and a telescope matches the 
beam size to efficiently launch the UV pulses into a multimode 
fiber bundle.

Figure 103.34
The output energies of a double-pass Nd:YLF amplifier calculated using 
the Frantz–Nodvik equation (solid line) and measured (open circles) are in 
good agreement.

Figure 103.35
ODR+ is able to produce sufficient energy for efficient double-pass amplifier 
energy extraction.

Figure 103.36
(a) All-solid-state, diode-pumped, double-pass Nd:YLF amplifier. (b) The output beam profile is excellent.
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Experimental Results
The double-pass amplifier must be heavily saturated in order 

to achieve high efficiency. To compensate for gain saturation, 
the ODR+ timing is set such that a switch-in Pockels cell shapes 
the first three to four pulses of the injected comb, decreasing 
their amplitudes. Even with this precompensation, the best 
pulse shape achieved [Fig. 103.38(a)] does not meet the require-
ments. After FHG, the first pulse in the comb shows significant 
reconversion into the fundamental wavelength, which results 
in two peaks instead of one [Fig. 103.38(b)], making the UV 
fiducial comb useless. 

The ultraviolet comb energy has been measured in each 
fiber of the 19-fiber bundle [Fig. 103.39(a)]. On average, it is 4# 
higher than the requirement; therefore, the gain of the system 
can be reduced to avoid comb envelope distortion. With the 

Figure 103.37
A block diagram of UV frequency conversion setup and fiber bundle  
launching.

Figure 103.38
Double-pass amplifier IR output (a) and UV comb (b) pulse shapes. The first pulse in the UV comb shows significant reconversion of UV energy.

two-pass amplifier off and the IR beam resized for efficient 
FHG, the energy requirement has been met [Fig. 103.39(b)]. 
Fourth-harmonic generation efficiency of over 30% has been 
observed without any sign of reconversion. 

Figure 103.39
The double-pass amplifier produces, on average, 4# more energy than 
required at the fiber-bundle output (a). ODR+ delivers enough energy to meet 
the requirement (b).
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The fiducial comb injected into the ODR [Fig. 103.40(a)] has 
been precompensated  such that both the green [Fig. 103.40(b)] 
and UV fiducials [Fig. 103.40(c)] meet the amplitude require-
ment. Fiducial laser system performance parameters have been 

Figure 103.40
The ODR injection fiducial comb (a) is precompensated such that the green 
(b) and UV (c) fiducials satisfy the requirements.

measured over three days of operation. Figure 103.41 shows the 
stability of a UV fiducial comb in one of the fibers over three 
days; the peak pulse shape stability is ~2% rms. The UV energy 
stability is 1.5% rms over the same period of time.
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Figure 103.41
The UV fiducial peak pulse-shape stability is ~2% rms, and the energy stabil-
ity is 1.5% rms over three days of operation.

Conclusion
An efficient, all-solid-state, diode-pumped fiducial laser 

system that produces IR, green, and UV fiducial combs for 
the OMEGA diagnostics timing reference has been developed, 
built, tested, and optimized. All requirements have been met. 
Excellent beam profile, high energy, and pulse-shape stability 
have been demonstrated. The turn-key system improves reli-
ability compared to the existing flash-lamp–pumped system 
and has a smaller footprint of 4 # 5 ft. 
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Introduction
The dynamics of material response to shock loading has 
been extensively studied in the past.1 The goal of those stud-
ies was to understand the shock-induced deformation and 
structural changes at the microscopic level. Laser-generated 
shocks have been recently employed2 to broaden these stud-
ies to higher pressures (~100 GPa) and strain rates (~107 s–1 
to 108 s–1). The use of in-situ EXAFS for characterizing 
nanosecond laser-shocked vanadium and titanium has been 
recently demonstrated.3 Additionally, the observed fast decay 
of the EXAFS modulations in titanium shocked to ~40 GPa 
was shown3 to be due to the a-Ti to ~-Ti phase transformation. 
We show that EXAFS can likewise be used to demonstrate the 
bcc-to-hcp phase transformation in iron. The great interest in 
this transformation stems from the fact that a significant part 
of the earth’s core is thought to consist of hcp iron.4 Initially, 
Bancroft et al.5 showed that the multiple fronts propagating 
within shocked iron indicated a phase transformation at around 
13 GPa. Subsequently, Jamieson and Lawson have shown,6 by 
diffraction in a diamond anvil cell, that a bcc-to-hcp phase 
transformation indeed occurs at around 13 GPa. The historical 
importance of this transition is that it was first observed under 
shocked, rather than static, compression. It also established 
the reliability of shocks for obtaining pressure-compression 
relations. The transformation has been extensively studied in 
gas-gun shock experiments7,8 using the velocity history of the 
back surface of the target, where a long (&10 ns) characteristic 
time for the transformation was deduced. This contrasts with 
the subnanosecond time derived in the present experiment. 
The longer times deduced from velocity measurements7 have 
been explained8 in terms of the pressure dependence of the 
characteristic time. Using Fig. 5 of Ref. 8, we can estimate a 
characteristic time for iron at a pressure of 35 GPa of ~5 ns. 
Much shorter times have been inferred from the residual 
microstructure that is quenched after the passage of nanosec-
ond and even subnanosecond shocks.9 This observation of the 
transformation in nanosecond laser shocks confirms the latter 
finding. Unlike the evidence9 derived from the examination of 
residual microstructure after the experiment, the measurements 
here are in-situ.

EXAFS Measurement of Iron bcc-to-hcp Phase Transformation  
in Nanosecond-Laser Shocks

The EXAFS spectrum of iron is markedly different in the 
bcc (or a-Fe) phase as compared with the hcp (or f-Fe) phase;10 
this provides a signature for identifying the transformation 
in laser-shock experiments. Transient phase-transformation 
experiments require methods for characterizing the crystal 
conditions (e.g., the pressure) during the transformation to 
substantiate the occurrence of the transformation. In static 
compression experiments, the temperature and pressure are 
independently controlled and measured. We show that the 
temperature and compression (and, hence, the pressure) can be 
deduced from the EXAFS record itself in addition to providing 
evidence of the phase transformation.

Experimental Setup
K-edge EXAFS measurements were performed on iron 

shocked to ~35 GPa with a 3-ns laser pulse, provided by 3 of the 
60 beams of the OMEGA laser.11 The radiation source for the 
EXAFS measurement was obtained by imploding a spherical 
target using the remaining 57 OMEGA beams. In a previous 
paper,12 we showed that a CH shell imploded by a multibeam 
laser system emits intense and spectrally smooth radiation, 
lasting ~120 ps, and is suitable for EXAFS measurements on 
nanosecond time scales.

Figure 103.42 shows a schematic of the experimental con-
figuration used to measure K-edge EXAFS absorption spectra 
in laser-shocked iron targets. Two cross-calibrated, flat-crystal 
spectrometers equipped with a Ge (1,1,1) crystal were used for 
measuring the incident and transmitted spectra on a single laser 
shot. The three shock-generating laser beams were stacked to 
form a 3-ns square pulse focused to an irradiance of 0.4 to 
0.5 TW/cm2. The delay time of the three-stacked beams, with 
respect to the remaining beams, was adjusted so that peak 
implosion (and emission) of the spherical target occurred just 
when the shock wave exited the metal layer. The planar target 
consisted of 8-nm-thick polycrystalline iron foil (purity of 
99.85%) coated on both sides with a 17-nm-thick CH layer; 
thus, the iron layer is directly affected by the shock but not by 
the laser absorption and heating. A heat shield (1-mm-thick 
CH foil) minimizes the heating of the metal layer by the soft 
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radiation from the imploding spherical target. The iron thick-
ness is the largest that can still yield significant transmitted 
x-ray intensity. Although the spectrometers used in the EXAFS 
measurement are time integrated, a meaningful shock diagnosis 
can be obtained without streaking the spectrum in time because 
the x-ray pulse width is only ~120 ps,12 much shorter than the 
shock transit time through the metal (~2 ns).

Theory
The expected shock strength and the properties of the 

shocked iron were determined using 1-D simulations with the 
hydrodynamic code LASNEX.13 The tabular equation of state 
incorporated into the code includes the a-Fe to f-Fe phase 
transformation. Figure 103.43 shows the computed profiles 
just as the shock exits the iron layer. The volume-averaged 
values are a pressure of 36 GPa, a temperature of 645 K, and 
a compression of 1.2 (or 20%). 

The measured spectra were analyzed with the FEFF8 
ab initio EXAFS software package.14 The basic theory of 
EXAFS15 yields an expression for the relative absorption 

,k k k 10= -| n n^ ^h h  where n(k) is the absorption coefficient 
and n0(k) is the absorption of the isolated atom. The wave 
number k of the ejected photoelectron is given by the de Broglie 
relation 2 k ,m E E2 K

2
= -'  where E is the absorbed photon 

energy and EK is the energy of the K edge. The FEFF8 pack-
age uses the scattering potential to calculate the amplitude and 
phase shift of the photoelectron waves scattered from several 

Figure 103.42
Schematic of the experimental configuration. The spherical target, imploded by 57 laser beams, serves as a radiation source for EXAFS measurements. The 
three-stacked beams launch a shock through the iron layer. 

Figure 103.43
Profiles of (a) target pressure and temperature and (b) density calculated by 
LASNEX (the iron layer, enclosed within CH layers, is highlighted). The laser 
propagates toward the right.
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shells of neighboring atoms, including multiple-scattering 
paths. The main fitting parameters are the nearest-neighbor 
distance R and the vibration amplitude v2 appearing in the 
Debye–Waller term.15 The distance R yields the density or com-
pression; v2 as a function of temperature was calculated using 
the Debye model16 for the phonon density of states, including 
correlation, and it also depends on the density through the 

Debye temperature. The density dependence of the Debye tem-
perature for Fe-f was taken from published measurements.17 
The results (shown in Fig. 103.44) can be approximated by 
v2(Å2) = 0.001 + 2 # 10–5 T(K)/C3.58, where C = (t/t0) is the 
compression ratio. Using this dependence and the result for v2 
from FEFF8 fitting, the temperature can be derived.

Experimental Results and Analysis
To assess the reliability of our Fe EXAFS measurements, 

we obtained the EXAFS spectrum for unshocked iron using 
the configuration described above but without firing the shock-
launching beams. Figure 103.45 shows a comparison between 
the resulting absorption and a standard iron absorption spec-
trum measured at the Stanford Synchrotron Radiation Labora-
tory (SSRL). The agreement is seen to be good.

EXAFS provides a very distinct, qualitative signature for 
the bcc-to-hcp phase transformation in iron.10 This is dem-
onstrated by Fig. 103.46, showing (a) the EXAFS spectrum 
for the two phases calculated by the FEFF8 code and (b) the 
EXAFS spectrum measured on OMEGA for unshocked and 
shocked iron. Anticipating the fitting results described below, 
a compression of 20% (with respect to the initial bcc density) 
and a temperature of 700 K were assumed in Fig. 103.46(a) 
for the hcp phase. The bcc calculation is for room-temperature 
and ambient-pressure conditions. The main signature of the 
phase transformation is seen to be the disappearance of the 
peak marked “W.” When the calculations for the bcc phase 
are repeated for a wide range of compressions, the feature W 
remains intact. Thus, its disappearance can only be because of 
the phase transformation, not because of the shock compression 
(we later show that this is true—even in the case of 1-D com-
pression). The effect of compression on the EXAFS spectrum is 
to increase the period of oscillation (in k space), and the effect 
of the heating is to cause the oscillations to decay faster with 
increasing k; both are evident in Fig. 103.46(a).

The experimental results shown in Fig. 103.46(b) mirror 
the changes seen in Fig. 103.46(a). Compression and heating 
are evident, and the disappearance of the W feature indicates 
a bcc-to-hcp phase transformation. The complete disappear-
ance of that feature indicates that the transformation is com-
plete, hence that its time constant must be shorter than ~1 ns. 
Additionally, the predicted enhancement in the peak around k 
~ 3 Å–1 is also observed in Fig. 103.46(b). These results were 
consistently observed on repeated experiments under the same 
conditions. These conclusions are borne out by the more precise 
fitting analysis below.

Figure 103.45
Comparison of the measured absorption of unshocked iron on OMEGA and 
a standard iron EXAFS measured at the Stanford Synchrotron Radiation 
Laboratory.

Figure 103.44
Debye–Waller factor (v2) of f-Fe, calculated from the correlated model of 
Sevillano et al.16 and the measured dependence of the f-Fe Debye temperature 
on compression.17

E13496JRC

0.000

0.010

0.020

0 200 400 600 800 1000
Temperature (K)

1.05

1.10

1.20

1.300.005

0.015

Compression (C ) = 1.00 

s2
(Å

2 )

E13297aJRC

A
bs

or
pt

io
n

Photon energy (keV)
7.1 7.2 7.3 7.5 7.6 7.7 7.87.4

2.1

2.2

2.3

2.4

2.5

2.6

2.0

Synchrotron
Shot 36102



EXAFS Measurement of Iron bcc-to-hcp Phase Transformation in Nanosecond-Laser Shocks

LLE Review, Volume 103164

To understand the origin of the W feature, we show the major 
components of the full EXAFS spectra calculated by the FEFF8 
code for the bcc and hcp crystals in Fig. 103.47. The contribu-
tions from the first several shells of nearest neighbors, including 
several multiple scattering paths, are shown. Both crystals were 
assumed to be compressed by 20% and to have a temperature 
of 700 K. The calculation of a bcc crystal compression by 20% 
may seem unwarranted because the bcc phase is known to trans-
form into the hcp phase at compressions above ~6%. However, 
because of the much higher strain rate in this experiment, the 
phase transformation cannot be assumed a priori to take place. 
The origin of the W feature is seen to be a coincidence in the 

waves scattered from the n = 3 and n = 4 shells occurring (for 
this compression) at k ~ 4.7 Å–1. No such coincidence occurs for 
the hcp crystal. As mentioned before, the W feature is seen to 
remain intact even under compression. Thus, the disappearance 
of the W feature upon shocking in this experiment is not due to 
compression, but rather by phase transformation. 

We now turn to FEFF fitting to the experimental EXAFS 
spectra. As Fig. 103.46 shows, we cannot fit the data with bcc 
EXAFS spectra; the two are qualitatively different. Conversely, 

Figure 103.46
(a) FEFF8 code calculation of the EXAFS spectrum for unshocked a-Fe 
(bcc) and f-Fe (hcp), the latter compressed by 20% with respect to the initial 
bcc iron. (b) Experimental results for unshocked and shocked iron. In the 
shocked case (at a deduced pressure of ~35 GPa), the peak marked W is seen 
to disappear, indicating a bcc-to-hcp phase transformation. Also, the period 
of oscillation is seen to increase, indicating compression. Finally, the damping 
rate increases, indicating heating. 

Figure 103.47
The major components of the FEFF-calculated EXAFS spectra due to scat-
tering from the various shells of neighbors around the absorbing atom. The 
contributions of significant multiple scatterings are also shown (“7 total” 
is the sum of only the components shown in the figure). The peak marked 
W in Fig. 103.46 is marked here by a dotted vertical line. It is seen to arise 
from a coincidence in the scattering from the third and fourth shells at k 
~4.7 Å–1. Both crystals are assumed to be compressed by 20% and to be 
heated to 700 K.

E13577JRC

hcp
bcc

W 

(a)
c(

k)
 =

 (m
 –

 m
0)

/m
0

3 5
–0.2

–0.1

0.0

0.1

0.2
c(

k)
 =

 (m
 –

 m
0)

/m
0

–0.2

–0.1

0.0

0.1

0.2

7 9

Shocked
Unshocked

(b)

W 

3 5 7 9
Electron wave number (Å–1)

E13498aJRC

Full
7 total 

1

2

3
4
MS

MS

MS

bcc

1

0

2

3

Full
7 total

1

2

3
4
5
MS
MS

1

0

2

3

4
hcphcp

kc
(k

)
kc

(k
)

3 5 7 9
k (Å–1)



EXAFS Measurement of Iron bcc-to-hcp Phase Transformation in Nanosecond-Laser Shocks

LLE Review, Volume 103 165

hcp-calculated EXAFS agrees well with the experimental 
EXAFS data. Figure 103.48 shows the best fit, in wave number 
(k) space and in distance (r) space. The fit in r space (where 
the spectrum shows the spatial charge distribution around the 
absorbing atom) is obtained by inverse Fourier transforming 
the experimental, as well as the theoretical, curves in k space.15 
The dimensions a and c of the hcp unit cell are known as a 
function of hydrostatic compression18 (for all compressions 
c/a ~ 1.6), and thus, the bond length (or nearest-neighbor 
distance) R is simply related to the compression under such 
conditions (we discuss the implications of finite shear strength 
below). Note that the value of R corresponding to the best fit is 
larger than the position of the peak in Fig. 103.48(b) because 
of the phase factors in the wave scattering. The fitting yields 
R = (2.39!0.0133) Å, which corresponds to a compression of 

Figure 103.48
FEFF code fitting to the experimental results (a) in the k space and (b) in the 
r space. The simulations assume the hcp phase. The best fit corresponds to a 
bond length of R = (2.39!0.013) Å and v2 = (0.0078!0.0030) Å2. These values 
correspond to a 20% volume compression and a temperature of 670 K.

Figure 103.49
Simplified EXAFS calculations for 1-D and 3-D–compressed bcc iron. 
(a) Comparison of the simplified results and a full FEFF8 calculation for 
3‑D–compressed iron [C = (t/t0) = 1.2, T = 700 K]. (b) Two simplified EXAFS 
calculations: 3-D compression of C = 1.2 and 1-D compression of C = 1.12 
(averaged over all directions). The compression in each case is adjusted to 
yield the measured EXAFS modulation frequency. 

1.22!0.023. This value agrees well with the average compres-
sion of 1.2 predicted by LASNEX [see Fig. 103.43(b)]. Turning 
now to the estimate of temperature, the FEFF best fit to the data 
[Fig. 103.49(a)] corresponds to v2 = 0.0078!0.0030 Å2. From 
Fig. 103.44, this value of v2 corresponds to a temperature of 
670!170 K, thus agreeing well with the average temperature 
of 645 K predicted by LASNEX [Fig. 103.43(a)]. Using the 
equation of state of iron and the measured temperature and 
compression values leads to an estimate of the pressure as 
~35 GPa. LASNEX uses the equation of state of iron, which 
includes the a to f phase transformation (but not its kinetics). 
These values also agree with the equation of state calculated 
for the Hugoniot of iron.19 The deduced pressure is well above 
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the pressure of slower shocks in iron, where a bcc-to-hcp 
phase transformation takes place.18 Also, the derived values 
of pressure and temperature correspond to a point on the phase 
diagram of iron5 that is well within the Fe-f (hcp) region. 

Velocity interferometric measurements (VISAR)20 were 
performed on iron targets identical to those used for the 
EXAFS measurements, except that the CH coating was placed 
only on the side facing the laser. In this way, the velocity 
of the iron-free back surface could be measured. From the 
surface velocity, the particle velocity could be determined by 
dividing by 2. This relationship has been shown21 to hold for 
iron shocked to pressures of up to ~150 GPa. Because of the 
relatively high pressure and the small foil thickness in this 
experiment, the velocity waves7,8 indicative of a transition to 
plastic flow and of a phase transformation were not resolved; 
thus, the VISAR results cannot confirm either transition. How-
ever, the deduced particle velocity can be used with the known 
Hugoniot curve of iron to determine the compression. For the 
measured rear-surface velocity of 1.5 # 105 cm/s, the resulting 
compression is C = 1.17, in agreement with the values predicted 
by LASNEX and with the values measured by EXAFS (using 
the FEFF8-code fitting). 

Elastic-to-Plastic Transition
The analysis above has assumed that the compression of 

the hcp crystal, but not necessarily that of the bcc crystal, is 
hydrostatic. The dynamic yield stress in polycrystalline iron 
has been found to be lower than 1 GPa,22 using millimeter-
scale specimen thicknesses and strain rates of order of 105 s–1. 
Because the dynamic yield stress in iron increases with strain 
rate as well as with decreasing specimen thickness,22 we 
cannot assume plastic compression of the bcc crystal prior to 
the phase transformation; in thin iron samples, the Hugoniot 
elastic limit can even be higher than the pressure for phase 
transformation.23 However, the transformation involves atomic 
motions in various mutually perpendicular directions in the 
bcc phase,10,24 and thus, also in a direction perpendicular to 
the shock direction; this should lead to relaxation of the shear 
stress. In the hcp phase, the first shell of nearest neighbors, 
whose distance is given by the unit-cell parameter a, has a 
major contribution to the EXAFS spectrum; thus, the analysis 
primarily determines a, whereas the unit-cell parameter c is 
primarily needed for the calculation of volume compression. 
Therefore, values of c/a somewhat different from the static 
values used here cannot be excluded. However, such values 
would still imply a compression consistent within experimental 
error with the compression obtained by VISAR measurements 
and by hydrodynamic simulations. 

Since the possibility of elastic compression of the bcc crys-
tal cannot be discounted, the following question arises: Can 
the observed EXAFS be explained by a 1-D compression of 
the bcc crystal with no phase transformation? In other words: 
Would the W peak disappear because of 1-D compression 
where no phase transformation takes place? To answer this 
question, we calculated the EXAFS spectrum assuming that 
atomic coordinates in the bcc crystal are reduced only in the 
shock direction. Since the grains are oriented randomly in a 
polycrystalline sample, the angles between the crystal axes and 
the shock direction assume all possible values. Therefore, the 
result was averaged over all these angles. For simplicity, only 
single scattering from the first four nearest-neighbor shells was 
considered, using the scattering amplitudes and phase shifts 
from the tables of Teo and Lee.25 To check the reliability of this 
model, Fig. 103.49(a) shows a comparison between the simpli-
fied and the full FEFF8 calculation for 20% isotropic compres-
sion of bcc iron at T = 700 K. Fair agreement between the two 
calculations is seen, and, in particular, the W feature appears 
in both. The W feature in both cases arises from the same 
coincidence of n = 3 and n = 4 scatterings. Figure 103.49(b) 
shows a comparison between the results for the cases of 3-D 
and 1-D compressions. The 3-D compression is 20%, as above. 
The 1-D compression was varied to match the experimental fre-
quency of modulation, resulting in 12% compression (in slower 
shocks, the transformation starts to occur at a compression 
of ~6%). This is larger than the reduction in distances in the 
3-D case (which is 1.21/3 ~ 1.06) because in 1-D compression 
distances not in the direction of compression are reduced by a 
smaller factor. Since the W feature has not disappeared upon 
1-D compression (nor has the first peak increased in intensity), 
the measured EXAFS spectra cannot be explained as result-
ing from a 1-D compression without a phase transformation. 
Thus, only the analysis assuming the hcp phase agrees with 
the measurement. As shown above, this conclusion agrees with 
VISAR measurements and LASNEX predictions.
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Introduction
The 60-beam, 30-kJ OMEGA Laser System1 studies the laser-
driven direct-drive ignition approach to inertial confinement 
fusion (ICF) in which many individual high-power laser beams 
directly illuminate a spherical target to create a spherically 
symmetric implosion. Current designs for high-gain ICF targets 
include a layer of condensed hydrogen fuel that adheres to the 
inner surface of a thin spherical shell ablator. Laser energy 
delivered to the target ablates its outer surface and the ablation 
pressure drives the fuel layer inward, compressing both it and 
the gaseous fuel at the target’s center. The drive pressure is var-
ied in time such that the fuel density is compressed by a factor 
of as much as 4000 while remaining relatively cold. However, 
shock waves resulting from the drive-pressure variations, along 
with compressive work, heat the gaseous core “hot spot” to the 
high temperatures needed to initiate burning the fuel.

“Hot-spot” ignition is a common feature of all standard igni-
tion experiments. This requires spherically symmetric implo-
sions to limit the effects of hydrodynamic instabilities that can 
reduce fusion yield or prevent ignition by causing cold fuel to 
mix into the hot spot or target breakup. Asymmetry-induced 
hydrodynamics reduce the performance of most ICF targets 
well below that predicted by 1-D modeling.2 The symmetry 
requirement imposes strong constraints on the uniformity of the 
laser illumination and on the sphericity of the target.3 LLE has 
made great strides in reducing illumination asymmetries2 due 
to drive imbalance between different beams and laser imprint. 
Efforts are also under way at LLE to reduce the asymmetries 
inherent in the target ice layer.4 

The quality of a fuel–ice layer depends on the method used 
to form it. Extremely slow cooling (~1 mK/min) is required to 
avoid the formation of multiple crystals of different orienta-
tions.5 Volumetric heating, in the form of infrared heating,6 
improves the sphericity of ice layers by driving ice mass from 
thicker sections of the layer to thinner areas via vapor pressure 
and sublimation. Ice surfaces in OMEGA cryogenic targets are 
beginning to approach the 1-nm root-mean-square (rms) devia-
tion requirement3 for successful ignition on the NIF.7

Three-Dimensional Characterization of Cryogenic Target Ice 
Layers Using Multiple Shadowgraph Views

The degrading effect of surface roughness on implosion per-
formance depends on the perturbation’s mode number, which is 
the ratio of the capsule’s circumference to the wavelength of the 
perturbation. The surface roughness is characterized in terms 
of a mode spectrum analogous to Fourier analysis. Since the 
target geometry is spherical, however, spherical harmonics
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where Pm are the associated Legendre functions, form the 
base functions used for the mode spectrum. Accurate surface 
characterization of ice layers requires reliable measurement 
of the layer’s surface with submicron resolution at many 
points distributed over the surface of a target. Hydrodynamic 
codes then calculate capsule implosion performance using the 
measured surface mode power spectrum. The benchmarking 
of calculated target performance with experimental results is 
essential for designing ignition-scale targets and specifying 
their allowable surface roughness with confidence.

This article describes the optical backlit shadowgraphic 
characterization of cryogenic target ice layers with submicron 
resolution at LLE. A novel feature of this work is the ability to 
image the target from many different views. The analyses of 
multiple images of the target from different views are combined 
to construct a 3-D representation of the ice layer and an ice-
roughness power spectrum in terms of spherical harmonics. 
There are many advantages to using a full 3-D representation 
over a single view or even over a few orthogonal views.

•	 The probability of missing significant local defects in the 
ice layer is greatly reduced.

•	 A 2-D surface-roughness spectrum suitable for input into 
a hydrodynamic code can be directly calculated. A single 
view provides only a 1-D Fourier roughness spectrum.
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•	 Future detailed comparison of experimental implosions and 
3-D simulations will require full surface ice characterization.

•	 Discrimination is possible between bumps/divots and ridges/
troughs that could appear similar in a single view.

•	 Discrimination is possible between some outer-surface pertur-
bation effects on the bright ring and actual ice layer defects.

Shadowgraphic Characterization of Ice Layers (p. 170) 
briefly describes the principles and equipment used to record a 
cryogenic target shadowgraph at LLE and is followed by details 
of the analysis of an individual shadowgraph in Analysis of 
Individual Shadowgraphs (p. 171). The 3-D ice layer recon-
struction and determination of the global surface roughness 
power spectrum from multiple target views are reported in 
Three-Dimensional Ice Layer Reconstruction Using Mul-
tiple Shadowgraph Views (p. 175).

Shadowgraphic Characterization of Ice Layers
Optical backlit shadowgraphy is a primary diagnostic 

for ICF target ice layer roughness measurements.6,8–12 A 
shadowgraph records the image of light rays passing through 
a backlit target. The rays are reflected and refracted at the 
shell wall and ice layer surfaces; some rays are focused into 
characteristic rings. Ray-trace modeling has identified specific 
reflections/refractions responsible for the brightest rings (see 
Fig. 104.1). The most prominent or “bright” ring is the result of 
total internal reflection off the inner solid–vapor interface of the 
ice layer. The position of the bright ring in the shadowgraph is 
directly correlated with the position of the inner surface of the 
ice layer and thus allows characterization of the nonuniformity 
of the inner surface.

A high-magnification, high-fidelity backlit optical shad-
owgraphy system (Fig. 104.2) is used to diagnose the ice layer 
quality while a target is in one of two characterization stations. 
A 612-nm red LED provides backlighting, and a 0.1- to 30-ms 
pulse drives the LED that is coupled to a 450-nm multimode 
fiber used to illuminate (~f/23) the target. An f/6 imaging optic 

magnifies the target on a Dalsa CCD camera (12 bit, 1024 # 
1024) (Ref. 13) such that the camera typically images about 
1.2 nm per pixel. The camera is triggered by and integrates 
over the same pulse that drives the LED. 

A sample shadowgraph of a LLE cryogenic target suspended 
from a beryllium “c mount” by four threads of spider silk (a 
polymerized scleroprotein)14 is shown in Fig. 104.3. The strong, 
unbroken bright ring and mostly featureless central spot are 
indicative of the high quality of this ice layer. Two inner rings 
are also clearly visible.

Figure 104.1
Ray-trace modeling of a cryogenic target has identified the sources of the 
most intense rings. The bright ring b is by far the most intense.

Figure 104.2
The LLE cryogenic target characterization stations are based on a diffuse 
f/23 source and f/6 imaging optics.

Figure 104.3
Shadowgraph of a cryogenic target in a logarithmic scale. The fainter inner 
rings are clearly visible in the image.
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Analysis of Individual Shadowgraphs
The shadowgraph analysis is performed by a MATLAB15 

routine, viewcryo, that uses several automated steps that 
include:

1.	 Rough estimation of the target radius and center
2.	 Unwrapping the image in polar coordinates
3.	 Identification of spider webs
4.	 Refinement of the target edge and center estimate
5.	 Repetition of steps 2–4 until the target center coordinates 

change by less than ~0.005 nm
6.	 Identification of the bright ring using Gaussian fitting routines
7.	 Determination of the ice layer thickness
8.	 Fourier analysis of the ice layer

Details regarding each step are given below.

1.	 Rough Estimation of the Target Radius and Center
The target image is roughly centered in the CCD image 

by design and alignment. A first rough estimate of the target 
center location is obtained from horizontal and vertical lineouts 
(e.g., Fig. 104.4) averaged over several (~10) pixels. Taking the 
midpoints between the clearly visible target edges yields target 
center coordinates that are typically within one pixel of the 
more accurate center-finding routines discussed below.
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Figure 104.4
Horizontal lineout through the center of the image shown in Fig. 104.3 and 
averaged over ~10 pixels.

2.	 Unwrapping the Image in Polar Coordinates
With an estimate of the target center, the image can be 

mapped to (i,r) polar coordinates by determining the image 
intensity along radial lines at fixed angular intervals. A super-
Gaussian interpolation function unwraps the target image to 
an evenly spaced grid in (i,r), and the interpolation function 
has separate Gaussian widths optimized for the angular and 

radial dimensions.16 The separation of interpolation parameters 
allows subpixel resolution in the radial direction necessary to 
determine the roughness of the rather smooth outer-target sur-
face and inner-ice layer. Pixel smoothing in the angular dimen-
sion is possible while allowing resolution of high mode numbers 
in the Fourier analysis of the target surfaces. Figure 104.5 
shows the unwrapped image of the target edge using the initial 
rough estimate of the target center for the shadowgraph shown 
in Fig. 104.3. The unwrapped target edge shows a large n = 1 
Fourier component, indicating an offset in the actual target 
center from the initial estimate. This n = 1 component is used 
below to correct the target center coordinates and, after several 
iterations, the center coordinates converge to a ≤0.005-nm 
variation from iteration to iteration.
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Figure 104.5
Close-up of the step in intensity at the target edge for the initial unwrapping 
of the shadowgraph shown in Fig. 104.3. The black bars indicate gaps where 
the edge data is not used to determine the target center due to the influence 
of spider webs and other image features outside the target. The white dotted 
line shows the position of the target edge (midpoint of the intensity step). The 
n = 1 component in the target edge results from an offset in the estimated 
target center that has not yet been removed.

3.	 Identification of Spider Webs
The four spider webs used to support the cryogenic targets 

appear in every shadowgraphic image of the target. Absorption/
reflection/diffraction of light by the webs distorts the CCD image 
of the target’s outer surface where the web images cross. These 
corrupted portions of the outer edge images are not used in the 
target-edge and center-finding routines discussed below.

The viewcryo code identifies where the web traces intersect 
the target edge by examining the region of the unwrapped 
image just outside the edge and isolating sections where pixel 
values differ significantly from a local median value. The local 
median is calculated for a section broad enough that it is not 
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located on a web. The results of the spider web identification 
for an initial image unwrapping are shown in Fig. 104.5.

4.	 Refinement of the Target Edge and Center Estimates
The target center position in the image is accurately deter-

mined by removing the n = 1 Fourier component of the target 
edge measurements in the unwrapped image. This component 
corresponds to a linear offset in the determination of the target 
center. The target edge is determined by examining the radial 
variation in intensity at each angular position in the unwrapped 
image (e.g., the data points in Fig. 104.6). While the edge cor-
responds to a step in intensity, no single smooth-step function 
(e.g., an error function) would be a good match to the data 
mainly because of the “overshoot” at the top of the step. A least-
squares fit of the data to a set of many smooth step functions 
produces a good fit to the features of the measured step along 
with essentially flat regions on either side of the step as shown 
by the solid line in Fig. 104.6. The step function set consists of 
many (~35) error-function traces of varying widths and centers 
covering a range appropriate for the target edge. Negative fit-
ting coefficients enable the fit to replicate the “overshoot” and 
other nonmonotonic features. Least-squares fitting via a matrix 
inversion results in a very fast fit. The target-edge position 
is defined as the radial point where the fit height is halfway 
between the heights of the flat regions on either side of the edge 
step. The radial location of this halfway point can be resolved 
to 0.1 pixel as is shown in Shadowgraph Resolution (p. 174). 
The data points in Fig. 104.7 show the angular variation in 
target’s outer-edge position along a great circle.

The variation in target-edge position with angular position 
is decomposed into its low-mode number (up to n = 6) Fourier 
components to remove the n = 1 component. These modes 
are sufficient to determine the large amplitude variations in 
the target-edge position as shown by the reconstruction (solid 
line) in Fig. 104.7. As mentioned previously, angular regions 
previously identified by the spider web finding routine are 
excluded from the Fourier decomposition. The routine also 
automatically excludes outliers from the target center finding 
Fourier decomposition. Outliers are identified by their deviation 
from the Fourier reconstruction as compared to the standard 
deviation and determined in terms of deviation in fitted step 
height, width, and radial position. The Fourier decomposition 
is performed iteratively with outliers excluded to ensure a self-
consistent result is found. Outliers automatically identified in 
this way typically result from additional corruption of the edge 
image by spider webs, dust, and other image defects.

E13851JRC

0

381.2

380.2

380.4

380.6

380.8

381.0

100 200

Angle along great circle (°)

O
ut

er
 r

ad
iu

s 
(p

ix
el

s)

300

Figure 104.7
Angular variation in target edge radius as determined by the analysis of the 
image in Fig. 104.3 (dots) along with the fit to low mode number (up to n 
= 6) Fourier components (line). The x’s indicate data points automatically 
excluded from the Fourier decomposition as outliers. The large angular gaps 
in the data indicate regions excluded from the decomposition by the spider 
web finding routine.

The estimated target center position is now adjusted to 
eliminate the n = 1 Fourier component of the target’s outer 
edge found by the decomposition that corresponds to a linear 
target offset. The unwrapping, spider web finding, and target 
edge determination are repeated iteratively until the n = 1 target 
offset is reduced to some arbitrarily small number, typically 
≤0.005 nm.

Figure 104.6
Radial variation of intensity at a specific angular position in an unwrapped 
image (circles) and the result of a least-squares fit to a set of error functions 
(solid line). The edge location (dashed line) is taken to be the radial point 
where the fit height is half way between the heights of the flat regions on 
either side of the edge step.
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5.	 Identification of the Bright Ring and Determination of the 
Ice Surface Radius
The bright ring location is identified by fitting a Gaussian 

peak to the radial intensity profile in the vicinity of the ring at 
each angular position of the unwrapped image (Fig. 104.8). The 
data points in Fig. 104.9 show the angular variation in bright 
position around the target. The bright ring intensity is well 
fit by a Gaussian peak, provided the image is focused on that 
ring. Ray-trace modeling of a typical cryogenic target using 
the PEGASUS code17 has not only identified the sources of the 
prominent shadowgraph rings, but also how the ring positions 
vary with the target parameters such as shell outer radius, shell 

thickness, D2 ice thickness, shell index of refraction, and the 
D2 index of refraction. The PEGASUS code is 2-D and assumes 
spherical symmetry in the target. A linearized formula derived 
from this modeling is used to determine the inner-ice-surface 
radius from the position of the bright ring for given target 
parameters. Efforts are currently under way to extend the ray-
trace modeling to 3-D and to explore the effects of ice-surface 
roughness on the bright ring in detail.

6.	 Fourier Analysis of the Ice Layer
The roughness and asymmetry of the inner-ice surface 

can degrade the performance of a cryogenic target on implo-
sion. The Fourier power spectrum of the ice layer roughness 
around a great circle of the target is calculated directly from 
the variation in ice layer thickness or inner-ice-surface position 
R(i) as determined from the bright ring analysis. We use the 
convenient series

	 cos sinR a a n b n2 mn n
n

0
1
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=

3
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for Fourier decomposition. The 2  factor results in a total 
variance and a 1-D Fourier power spectrum of
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respectively. The 1-D power spectrum of the cryogenic ice layer 
from the shadowgraph of Fig. 104.3 is shown in Fig. 104.10. 
The total 1-D rms of this layer is 1.36 nm. The majority of this 
roughness is due to the large n = 2 component. The total 1-D 
rms of all modes except n = 2 is less than 0.2 nm.

The 1-D Fourier power spectrum derived from a great 
circle ice layer measurement is a useful gauge of target qual-
ity. However, a computer simulation of implosions including 
instability growth and implosion performance requires a true 
spherical harmonic surface representation of the ice layer 
roughness. In Three-Dimensional Ice Layer Reconstruc-
tion Using Multiple Shadowgraph Views (p. 175), we will 
discuss using multiple shadowgraphs of different views to 
determine the surface asymmetry and ice roughness in terms 
of spherical harmonics.

Figure 104.8
The radial location of the bright ring (dashed line) is determined by the 
center of a Gaussian fit (solid line) to the radial variation in intensity across 
the ring (dots).

Figure 104.9
Typical angular variation in bright ring radius as determined by the analysis 
(dots) along with the fit to low-mode number (up to n = 9) Fourier components 
(line). The x’s indicate data points automatically excluded from the Fourier 
decomposition as outliers.
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The modal analysis can be complicated by gaps in the bright 
ring due to ice or other defects. Direct Fourier decomposition 
of only the good points between the gaps is limited to relatively 
low mode numbers whose exact limit depends on the size of 
the gaps. This method prevents estimation of the high-mode 
ice roughness and aliases the high-mode information into 
errors in the low-mode determinations. Interpolation is used to 
bridge the gaps before the Fourier analysis. As the interpola-
tion over small gaps preserves low-mode structure, the error 
due to the interpolation tends to be concentrated in higher 
modes, typically increasing the estimate of the higher-mode 
ice roughness along with an accurate determination of the low-
mode ice asymmetries despite the gaps. Ice surface defects that 
cause gaps should ideally be included in the surface roughness 
analysis; however, determining the true nature of the defects 
is difficult. Efforts are under way to identify ice defects using 
nonbright ring rays from multiple views.18

7.	 Shadowgraph Resolution
The resolution of the shadowgraphic analysis has been 

examined using a sapphire sphere surrogate target for the 
outer-edge determination and a cryogenic target with a melted 
layer for the bright ring measurements. Figure 104.11 shows the 
scatter in outer-edge analysis from several images of a sapphire 
sphere at the same rotated position scaled to the nominal outer 
radius of 395 nm. Small vibrations varied the target’s position 
by a few microns between the various images ensuring that 
the edge crossed the CCD pixel array pattern (~1 pixel/nm) at 
different locations in each image. Both large- and small-scale 
features in the edge analysis are highly repeatable. The stan-

dard deviation between the analyses is of the order 0.01 nm 
at all angles. The peak-to-peak variation in edge radius is 
comparable to that measured for the sphere by an atomic force 
microscope19 along different great circles.
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Figure 104.11
Standard deviation between outer-edge measurements of 17 different shad-
owgraphs viewing a sapphire sphere at slightly different positions due to 
vibrations of the order of a pixel. The target-mounting stalk is at 90° and 
causes the gap in the data at that angle.

The resolution of the bright ring measurements has been 
studied by analyzing the bright ring from targets whose 
ice layer has partially or fully melted (for an example see 
Fig. 104.12). In both cases, the bright ring from the very smooth 
liquid hydrogen surface shows an rms roughness of about 
0.1 pixel (~0.12 nm).

Figure 104.10
Fourier power spectrum of the ice layer from analysis of the shadowgraph 
shown in Fig. 104.3.

Figure 104.12
Bright ring measurements for the liquid portion of a partially melted target 
show a 0.1-pixel (~12-nm) rms roughness versus a smooth fit using Fourier 
modes 0, 1, and 2.
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An error analysis of the shadowgraphic target characteriza-
tion using a fully atomic-force-microscope–characterized sap-
phire sphere surrogate target and precision planar pattern targets 
is under way and will be reported in a future publication.

Three-Dimensional Ice Layer Reconstruction Using 
Multiple Shadowgraph Views

An important feature of LLE’s cryogenic target shadow-
graph system is the use of multiple views of the target to fully 
characterize the ice layer. Multiple views allow a far more 
complete layer characterization than is possible from a single 
view. In fact, even with three mutually orthogonal views, it can 
be shown that there is only a small chance of detecting many 
local ice defects.19 The targets are rotated in the cryogenic 
target characterization stations, providing a large number of 
different views for a single camera. The maximum number of 
views is limited only by the rotation stepper motor step size of 
a few tenths of a degree. 

Shadowgraphs are typically recorded at 15° intervals, pro-
ducing a total of 48 independent views between two cameras 
in each station. It takes less than a minute to rotate the target to 
each image view. After an image is taken, the target is rotated 
back to its “home” position for a short rest. This procedure 
prevents significant changes in the ice layer due to the changing 
target position with respect to the geometry of the isotherms 
in the layering sphere. The time constant for an ice layer to 
change because of target rotation is of the order of 15 to 25 min, 
much longer than the typical time required to obtain an image 
at any view using this procedure. Figure 104.13 shows a target 
inner-ice surface reconstructed from 48 separate views. Very 
different low-mode asymmetries are observed for any given 
great circle. For this data set, the ice surface 1-D rms roughness 
of the individual great circle observations varies from 0.72 to 
2.9 nm with an average value of 1.7 nm.

The two cameras in each characterization station have 
approximately orthogonal views. One camera views the target 
center from an angle of 26.56° above the equator. The second 
camera is located 109.96° azimuthally from the first and views 
from 12.72° above the equator. These view angles are deter-
mined by the locations of the layering sphere windows that are 
aligned with the OMEGA target chamber viewing ports used 
to center the target at shot time. Unfortunately, these views are 
not optimum for target characterization. An off-the-equator 
viewing angle always results in regions surrounding the rota-
tion poles that cannot be observed. These unviewable “polar 
caps” are apparent in Fig. 104.13.

Figure 104.13
Three-dimensional representation of a cryogenic inner-ice surface (nm) 
displayed (a) on a spherical surface and (b) using the Aitoff projection. These 
displays are constructed by interpolating all the individual data from the many 
great circle observations to an evenly spaced (i,z) surface grid. The dotted 
lines show the location of the actual great circles observed in the individual 
shadowgraphs. The polar caps not crossed by the great circle observations 
are clearly visible. Typical surface structures are much more apparent in false 
color than in the gray scale representation required for publication.

As mentioned earlier, computer modeling of a spherical 
implosion including instability growth requires an ice rough-
ness spectrum described in terms of spherical harmonics basis 
functions Ylm(i,z) on the ice surface.
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respectively. The Legendre mode spectrum Pl represents a sum 
over all azimuthal modes m. Multiple views allow the inner-
ice surface to be directly fit to the Ylm (i,z)’s. This fit has an 
upper limit on the mode number lmax determined by the larg-
est space between sampled points on the surface. For typical 
LLE targets, the largest gap in the surface data occurs at the 
unviewable polar cap of the target. The many smaller surface 
gaps between great circle measurements, noise in the data, and 
uneven surface weighting (sections crossed by several great 
circles are more heavily weighted) also reduce the maximum 
mode number that can be reliably fit. These effects typically 
limit the direct surface fit to mode numbers to about lmax = 8 
to 10. The exact limit varies with each data set.

The results of a direct Ylm (i,z) fit are shown in Figs. 104.14 
and 104.15. The surface reconstruction in Fig. 104.14 based on 
the low-mode number fit is a very good match to the data shown 
in Fig. 104.13. The Legendre power spectrum Pl corresponding 
to this fit is displayed in Fig. 104.15.

Figure 104.14
Three-dimensional reconstruction of a cryogenic inner-ice surface (nm) 
based on a direct Ylm(i,z) fit to the measured data. A comparison with 
Fig. 104.13 shows that the low-mode features are well matched by the fit. 
Although the actual great circle data are used in the fitting, the results are 
mapped to an evenly spaced (i,z) surface grid using the Ylm coefficients for 
better display.

Figure 104.15
Legendre-mode power spectrum Pl of the ice surface. The gray data cor-
respond to the low-mode-number direct fit. The black data are the result 
from mapping the average Fourier mode spectrum (see Fig. 104.16) of the 
many great circles.

Mode numbers higher than lmax cannot be directly fit, but 
can be inferred from the Fourier power spectra of the many 
great circles observed. If one assumes that the surface pertur-
bations are randomly distributed, the great circle 1-D Fourier-
mode power spectrum averaged over many great circles can be 
mapped20 to an equivalent Legendre-mode power spectrum. 
The assumption of randomly distributed perturbations limits 
the applicability of the mapping to higher mode numbers. Mode 
numbers up to about lmax = 8 to 10 are directly fit to spherical 
harmonics, while higher mode numbers are determined by this 
mapping of the average Fourier power spectrum. Figure 104.16 
shows the Fourier-mode spectrum GPnH averaged over the many 
great circle views. GPnH is first smoothed, then mapped to the 
equivalent high-mode-number Legendre-mode power spectrum 
Pl shown in Fig. 104.15. The smoothing improves the behavior 
of the mapping.

The recently updated21 NIF indirect-drive specification for 
ice surface roughness is also plotted in Fig. 104.16. For this tar-
get, the ice layer roughness is well below the NIF specification 
for most mode numbers. Only modes n = 1 and 2 significantly 
exceed the specification. The bulk of the surface-roughness rms 
of 1.7 nm is in these two modes. Efforts are currently under way 
at LLE to understand and correct the sources of the low-mode 
asymmetries in the layering-sphere isotherms.4
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Figure 104.16
Average Fourier-mode spectrum GPnH for the many great circle measurements 
of the ice surface used in the 3-D layer characterization. The dots are the 
actual average power for each mode number. The solid line is a smooth fit 
to the data used for the mapping to a Legendre-mode spectrum. The dashed 
line shows the recently updated NIF specification for indirect-drive ice layer 
roughness.

Summary
Analysis of the bright ring in backlit optical shadowgraphs 

of cryogenic targets is the primary diagnostic for ice layer 
quality at LLE. The bright ring radius is typically measured 
with a resolution of about 0.12 nm and is directly correlated 
to the position of the inner-ice surface. Two approximately 
orthogonal cameras and in-situ rotation of the target produce 
multiple shadowgraphs and, after analysis, the inner-ice surface 
radius for many different great circles on the target surface. A 
3-D reconstruction of the inner-ice surface from these many 
views allows a direct fit of the surface roughness in terms of 
spherical harmonics for mode numbers up to lmax = 8 to 10. 
The surface-roughness Legendre-mode spectrum for higher 
mode numbers is determined by mapping the 1-D Fourier-
mode spectrum averaged over all of the great circles. The final 
Legendre-mode spectrum for the surface roughness is suitable 
for input to implosion modeling codes.
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Introduction
Direct-drive inertial confinement fusion (ICF) targets use 
temporally shaped drive pulses to optimize the target perfor-
mance while controlling the Rayleigh–Taylor instability.1–3 The 
portion of the pulse preceding the main compression drive is 
used to create shocks that modify the target adiabat and thereby 
determine the compressibility and stability of the imploding 
shell. After the passage of the first shock, the compressed 
material at the ablation front relaxes to densities below solid, 
thereby increasing the ablation velocity produced by the main 
drive providing ablative stabilization.4–6 Adiabat shaping7 is 
a refinement that uses a short pulse (~100 ps) preceding the 
main pulse to produce an initial shock that is not supported 
and therefore decays as it propagates through the target shell. 
Ideally, this decaying shock produces a larger adiabat in the 
outer portion of the shell (where the shock is stronger) than the 
inner portion, simultaneously improving target stability and 
maintaining high compressibility of the main fuel.

An optimized direct-drive ICF implosion requires that the 
main compression wave overtake the first shock just as that 
shock reaches the inner surface of the cryogenic fuel layer.8 
(Ideally, the main drive should compress and implode the 
capsule isentropically. In ICF, this compression is so rapid and 
steep that it is sometimes referred to as a shock wave.) If the 
compression wave is too late, the first shock enters the fuel, 
prematurely compressing and heating it. If it is too early, the 
inner portion of the target is placed on too high an adiabat, 
reducing its compressibility. For direct-drive ignition target 
designs, the compression wave must overtake the first shock 
to within !150 ps of the design specification.9

Indirect-drive ICF implosions are less susceptible to Ray-
leigh–Taylor instabilities and are therefore designed to implode 
along lower adiabats. Ignition designs for indirect drive use 
three shocks to moderately compress the target shell with a 
minimal increase to the adiabat before arrival of the compres-
sion wave (sometimes referred to as the fourth shock). Indirect-
drive ignition target designs specify that the timing of the first 
three shocks be controlled to !50 ps and the fourth shock be 
timed to !100 ps.

Shock-Timing Experiments Using Double-Pulse Laser Irradiation

In both of these cases, the target compression requires 
multiple shock waves to achieve optimal performance. The 
timing of those shocks is critical to that performance. It is 
therefore important that the simulation codes used to design 
ignition targets be validated with experiments that provide 
information on how multiple shocks propagate in laser-driven 
targets and provide the timing of those shocks. Experiments at 
the OMEGA10 laser are conducted to develop the experimental 
techniques to do this and to validate direct-drive designs. Even-
tually, those techniques will be used on the National Ignition 
Facility (NIF)11 to evaluate whether a given pulse shape meets 
the shock-timing specification.

We report on a series of experiments at the OMEGA Laser 
Facility that study the propagation and timing of multiple 
shocks in planar targets. In a direct-drive implosion, shock 
coalescence occurs before significant target motion, making 
the planar approximation valid. Planar targets are ideally suited 
to shock-wave experiments because they afford diagnostic 
access and because shocks can readily be produced at condi-
tions that are relevant to ICF. These experiments demonstrate 
our ability to observe shock-velocity profiles and discern shock 
coalescence (timing) with the precision required for ignition 
targets. Hydrodynamic simulations of these experiments 
model the time history of the shock velocities and the observed 
coalescence times to the accuracies required for direct-drive 
ignition targets.

Experiments
The experiments were performed using planar 125-nm-

thick polystyrene (t = 1.05 g/cc) targets that were directly 
irradiated with two 90-ps pulses separated by 1 to 2 ns with 
12 OMEGA laser beams.10 The shocks created by these pulses 
were observed using a velocity interferometer system for any 
reflector (VISAR)12,13 that records the shock velocity as a 
function of time. The time-resolved optical emission from 
the shocks was simultaneously recorded. The experimental 
configuration shown in Fig. 104.17 where two rings of beams 
(six in each) are shown at their angles of incidence (23° and 
48°). Each beam has a phase plate (DPP)14 that produces 
a super-Gaussian intensity profile in space described by 
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,expI r I r m4120= - n .4 7
_ _i i8 B  with I0 being 1–5 # 1014 W/cm2. 

Obliquity causes the 48° beams to produce a spot on the target 
that is elongated 40% more than the 23° beams. The rear side of 
the target is observed with an optical system that also conveys 
to the target a 532-nm probe beam for the VISAR. In the reverse 
direction, the reflected probe beam and the self-emission from 
the target are imaged onto streak cameras.

The experiments were performed with 90-ps pulses, 
approximately Gaussian in time, in two groups of six beams. 

Each group had the same angle of incidence (either 23° or 48°) 
and was timed so that one group arrived 1 to 2 ns later than 
the other. These produced two shock waves in the target that 
are initially separated by the beam delay. The strength and 
timing of the second drive pulse was arranged so the second 
shock overtook the first in the target, providing an observable 
shock-coalescence event. Experiments were performed with 
either the 23° beams or the 48° beams arriving first, and the 
relative energies of the two groups were varied. This article 
presents detailed results from six shots representative of many 
shock-timing experiments. The laser conditions for these shots 
are detailed in Table 104.I, which defines the energy and angle 
of incidence for the two groups of beams (six in each) for each 
shot number. The first group arrives at t = 0, and the arrival 
time of the second group is shown in the table. Each group 
comprises six beams oriented in hexagonal symmetry, so that 
for oblique angles of incidence, there is no directional bias. It 
should be noted that the laser spots (at normal incidence) were 
the same size for both sets of beams. As a result of obliquity, the 
48° beams produce spots that are more elongated and therefore 
have, for similar energies, intensities that are 73% of the 23° 
beams. To accommodate this, the shots with the 48° beams 
first have the second group delayed an extra 0.5 ns to ensure 
that the coalescence signal could be observed after the blank 
out by the second pulse.

These drive intensities produce ~10-Mb shocks that are 
hot (5,000–50,000 K), dense (2–4 times solid), and have 
steep gradients. At optical frequencies they are bright and 
reflective (30%–80%). VISAR has been demonstrated to be 
a very precise method for measuring shock velocities. It uses 
interferometry to measure the Doppler shift of a probe beam 
reflected off the shock front as it traverses the target.12 A few 
percent precision in velocity with a time resolution of ~25 ps 
is routinely obtained.13

Table 104.I:  Summary of beam-configuration information for shock-timing shots.

Shot #

1st 
group energy 

(J)

1st 
group angle 

(°)

2nd 
group delay 

(ns)

2nd 
group energy 

(J)

2nd 
group angle 

(°)
32208 120 23 1.5 258 48

32213 252 48 2.0 111 23

32214 111 48 2.0 240 23

32215 73 23 1.5 250 48

32216 119 23 1.5 258 48

32217 236 48 2.0 229 23

Figure 104.17
Experimental configuration with two short pulses, typically 1 to 2 ns apart. 
Beams arranged in two rings (having up to six beams each) at 23° and 48° 
irradiate solid polystyrene targets. A probe laser is image relayed by a f/3 
telescope to the rear side of the target and reflected off a shock within the 
target into two VISAR diagnostics. The same telescope images the optical 
emission from the shock onto a streak camera.
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VISAR Experiments
VISAR is extensively used in laser-driven equation of state 

experiments15–17 where aluminum “pushers” convey the shock 
into the sample. These pushers act as a standard reference and 
shield the samples from x rays from the coronal plasma that 
drives the shock. In contrast, ICF capsules usually contain only 
low-Z materials, so x rays from the corona readily propagate 
through the shell and fuel. The optical diagnostics used in 
shock-timing experiments performed with low-Z materials can 
be compromised by x rays that photoionize the target material 
ahead of the shock. This causes the material to become opaque 
to the VISAR probe laser, thus “blinding” the VISAR diag-
nostic during the laser pulse. After the drive ends, the ionized 
electrons recombine, the target transparency is restored, and 
the shock can again be observed. With short pulses, the diag-
nostic record is interrupted for only a few hundred picoseconds 
during each laser pulse and a nearly complete shock-velocity 
record is obtained.

Figure 104.18 shows the VISAR record for shot 32213 hav-
ing 240 J in the first group of beams incident at 48° and 111 J 
in the second (at 23°) that arrived 2 ns later. This figure is a 

streak-camera record of the VISAR fringes as a function of 
time with the vertical dimension corresponding to the spatial 
direction transverse to the drive laser (and shock) propagation 
direction. The fringes are deliberately superposed on the image 
of the target and serve as a phase reference, i.e., zero velocity. 
(In this case, the early signal results from reflection off the 
front surface of the transparent target; the rear surface has an 
antireflection coating). For t < 0, the fringes are horizontal 
(constant phase) because the target is not moving. At t = 0, the 
first pulse irradiates the target, forming a coronal plasma on the 
front side of the target and producing a shock that propagates 
into the target. The data record shows, that during the laser 
pulse, x-ray photoionization causes absorption attenuation of 
the VISAR laser light to below the detection threshold. After 
the pulse, by t ~ 0.5 ns, the target transmissivity rises and the 
VISAR signal (fringes) are again detected. During this time, 
a rapidly changing fringe pattern is observed. The fringe posi-
tion is proportional to the velocity of the reflecting surface (the 
shock), so the curvature of the fringes represents the decay of 
the shock velocity as it propagates through the target.

At 2 ns, the second pulse irradiates the target. X rays pro-
duced by that pulse blind the diagnostic again and the fringes 
disappear. When the target recovers from the second pulse (at 
~3 ns) the fringe record is still due to reflection off the first 
shock because the first shock is still ahead of the second shock 
and nearer to the VISAR. (Note the continuity in the slope of 
the fringes before and after arrival of the second pulse at 2 ns.) 
The first shock ionizes the CH above the critical density of the 
probe beam, ensuring that the probe is reflected and preventing 
the second shock from being “seen” through the first.

The record from ~0.5 ns to 4.0 ns shows the expected mono-
tonic decay18 of an unsupported shock traversing the target. At 
4 ns, the second shock catches up to the first shock, forming 
a single coalesced shock that is stronger, and therefore faster, 
than the first shock. This event is recorded as a discontinuous 
jump in the fringe position (an increase in velocity) and an 
increase in the VISAR signal that is due to a concomitant jump 
in reflectivity for the stronger shock. The coalesced shock is 
also unsupported; it decays as shown by the curvature in the 
fringe pattern after 4 ns. The fringes from the coalesced shock 
persist until that shock reaches the rear surface of the target. At 
this point the shock “breaks out” and the rear surface releases 
into vacuum. These shocks produce temperatures and pressures 
sufficient to melt the CH, so as it releases, the material vapor-
izes, forming a density profile that quickly absorbs the probe 
laser and the VISAR signal disappears.

Figure 104.18
Temporally resolved VISAR record from shot 32213 (see text). The fringes 
are initially horizontal (zero velocity) until they disappear at t = 0 because of 
x-ray ionization in the target bulk. Upon reappearance, they have a curvature 
that results from the decreasing velocity of an unsupported first shock wave 
that decays as it propagates through the target. At 2 ns, the second laser pulse 
produces another burst of ionization, blanking the signal again. At ~4 ns, the 
second shock overtakes the first and the VISAR fringes have a discontinuous 
jump in position, brightness, and curvature. This coalesced shock also decays 
and finally reaches the rear surface (breakout) at ~6.2 ns, at which time the 
VISAR signal ceases.
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In this experiment, the second shock overtook the first shock 
despite being driven by half the energy of the first. This is the 
result of the increased sound speed and the particle velocity 
in the shock material. In the laboratory frame, one must add 
the particle velocity to the second shock velocity. Shock waves 
are supersonic relative to the unshocked material but subsonic 
relative to the shocked material. This is why rarefaction waves, 
which travel at the sound speed in the shocked material, can 
overtake shock waves.

Another interesting feature is the temporal rise of the sig-
nal intensity, as seen, for example, in Fig. 104.18 from 0.5 ns 
to 2 ns. The intensity of the VISAR fringes depends on the 
amount of reflection from the shock; typically, stronger shocks 
produce more free electrons and therefore have higher reflec-
tivity. The gradual rise noted in Fig. 104.18 results not from 
increased reflectivity at the shock front because its reflectivity 
diminishes with decreasing velocity. Instead, the increase 
results from a decreased path length of the probe beam through 
the attenuating material as the shock moves toward the rear 
of the target.

Figure 104.19 shows the velocity profiles derived from 
the VISAR data recorded during two similar experiments. 
The solid line is the velocity profile from a two-pulse experi-

ment (#32216) having 119 J in the first pulse (from beams at 
23°) and, 1.5 ns later, 258 J (from beams at 48°). The initial 
shock is observed starting at ~0.3 ns and can be seen to decay 
continuously until 3.5 ns, when the velocity jumps because 
the second shock has overtaken it. That coalesced shock then 
decays and eventually reaches the end of the target at 5 ns. 
The dashed curve in Fig. 104.19 is the velocity profile for an 
identical experiment (shot 32215) except that the first pulse has 
only 75 J. The initial shock (0.3 to ~3 ns) has a lower veloc-
ity and, as a result, the second shock overtakes it earlier (at 
2.9 ns). Note also that the coalesced shock is stronger (higher 
velocity) than the coalesced shock in shot 32216 because the 
second shock overtakes the first shock sooner (earlier in the 
decay of the shock).

When the driving pressure behind a shock relaxes, the shock 
wave will begin to decay. This occurs because the material 
behind the shock (that is both heated and compressed) begins 
to rarefy. In a laser-driven shock that rarefaction begins at the 
coronal and propagates toward the shock at the local sound 
speed that is higher than the shock speed. When the rarefaction 
wave reaches the shock it causes the shock strength to decay at 
a rate that is proportional to the rarefaction rate. Note that in 
both experiments shown in Fig. 104.19, the first shock decays 
more rapidly than the coalesced shock. This is because the 
first shock traversed less material and hence the rarefaction 
rate is faster than for the second and coalesced shocks that 
encountered more material.

In another experiment, the timing of the pulses was reversed 
(i.e., 48° beams first). Figure 104.20 shows a comparison of 
the velocity profiles for the two cases. The solid curve is shot 
32216 that has the 23° beams first (see solid curve in Fig. 104.19 
and its description), and the dashed curve is shot 32214 with 
111 J in the 48° beams first and 240 J in the 23° beams second. 
For the latter, the interbeam timing was lengthened to 2 ns 
so that the coalescence occurs after the blank out caused by 
the second pulse. It can be seen that the 48° beams produce 
a first shock that has 70% of the velocity of that produced by 
the 23° beams. This is because the 48° beams produce lower 
intensity and couple less efficiently to the target. In the dashed 
curve, the slower first-shock velocity reduces the coalescence 
time despite having the second pulse delayed by 0.5 ns with 
respect to the other case. The second shock (here produced 
by the 23° beams) creates a larger jump in velocity for the 
coalesced shock. This occurs because the 23° beams have a 
higher intensity and couple more efficiently, thus producing a 
stronger (and faster) shock.

Figure 104.19
The shock-velocity history derived from the VISAR data for shots 32216 
(solid) and 32215 (dashed). In both cases the target was irradiated by six 
beams at 23° and 1.5 ns later, by six beams at 48°. For shot 32166, the first 
group contained 119 J and the second 258 J. Shot 32215 had 73 J and 250 J, 
respectively. For shot 32216, the VISAR records the velocity of only the 
first shock until ~3.5 ns when the second shock overtakes the first. After 
the shocks coalesce, the velocity recorded by VISAR jumps. In the dashed 
curve, the catch-up occurs earlier because the initial shock is slower (lower 
first-pulse energy) and the jump is higher because the second shock has had 
less time to decay.
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To obtain the velocity records, the fringe position (phase) as 
a function of time must be determined. The sensitivity of fringe 
displacement to velocity is set by the length of the delay etalon 
in the VISAR interferometer and by the refractive index of the 
target material (polystyrene n = 1.59). VISAR can produce 
velocity measurements with accuracies of ~1% based on the 
ability to detect shifts of about 1/20 of a fringe and because 
the actual shifts are 3 to 5 fringes. We found that ionization 
has negligible effect on VISAR sensitivity. We estimated the 
ionized (or free) electron density using the loss of the VISAR 
signal as a measure of the absorption coefficient model to infer 
changes to the refractive index. Ionization fractions of ~0.02 
would cause 100 times attenuation of the signal yet result 
in only a few percent change in the refractive index. Recent 
experiments have confirmed that severe ionization blanking 
occurred in polystyrene with only negligible changes in the 
index of refraction.20 Preliminary studies of x-ray–induced 
ionization blanking indicate that, in addition to absorption 
by free electrons, valance-band vacancies play a role in the 
absorption of the probe beam. In Figs. 104.19 and 104.20, the 
experimental velocity profiles for the first shock show negli-
gible change in the slope across the interruption caused by 
second pulse. Thus, despite large changes in signal level, the 
inferred velocity profile is negligibly changed.

Self-Emission Measurements
Simultaneous with the VISAR measurements, temporal 

records of the self-emission (600–1000 nm) from the shocks 
were acquired using an imaging streak camera with an S20 pho-

tocathode.21 Figure 104.21(a) shows the VISAR record for shot 
32208 with the corresponding record of the spatially and tem-
porally resolved self-emission intensity shown in Fig. 104.21(b). 
This shot has 120 J in first pulse at 23° and 260 J 1.5 ns later 
at 48°. The spatial resolution of VISAR and the self-emission 
monitor are along the same direction (vertical on target). The 
distinct shock coalescence and breakout features discussed 
above are readily evident in both images. In Fig. 104.21(b), the 
onset of emission from the shock occurs at ~0.7 ns as an intense 
planar feature whose intensity decays nearly to the background 
level at ~3 ns. At about 3.2 ns, the emission suddenly reappears 
when the second shock overtakes the first and the coalesced 
shock produces a stronger emission. The abrupt temporal 

Figure 104.20
Velocity profiles from shot 32216 with 23° then 48° beams (solid) and 32214 
(dashed) where the beam timing is reversed (48° beams first). Note that for 
similar drive energies, the first shock velocity is lower in the latter case. 
This is because the 48° beams couple less efficiently than the 23° beams. 
The velocity jump at coalescence is higher because the 23° beams produce 
a stronger shock.

Figure 104.21
(a) The VISAR record and (b) the time-resolved optical self-emission profile 
for shot 32208. The velocity, catch-up, and breakout features that are seen 
in the VISAR record are also seen in the self-emission. At about 0.3 ns, 
the emission from the first shock is visible first, then it decays as the shock 
velocity decays. At catch-up (~4 ns) the coalesced shocks produce an emis-
sion that is again bright. This decays until breakout where emission ceases. 
The curvature of the catch-up and breakout features is related to the spatial 
shapes of the shock fronts.
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onset of the emission from the coalesced shock indicates that 
the second (brighter) shock cannot be “seen” through the first 
shock. Again, this is because the first shock produces material 
that is overdense for these wavelengths.

For shock velocities of 15 to 40 nm/ns in polystyrene, 
the shock temperature ranges from 1 to 8 eV and depends 
quadradically on shock velocity. This dependence causes the 
self-emission intensity to drop rapidly. It falls below the detec-
tion threshold of the device for a portion of the record. These 
self-emission profiles corroborate the features seen in the veloc-
ity profiles. The shock catch-up and breakout times measured 
by each of the diagnostics agree, and the velocity profiles can 
be confirmed using the intensity profile as a reference. 

In Figs. 104.21(a) and 104.21(b) (and Fig. 104.18 as well), 
the catch-up and breakout are curved; this curvature provides 
insight into the two-dimensional behavior of these experiments. 
The shock-breakout feature in these experiments is curved; the 
center breaks out before the edges. The curvature is a result of 
edge effects and velocity dispersion as the shock propagates to 
the rear of the target. At its edges, the shock has lower pressure 
because the laser is less intense, and lateral rarefaction waves 
move into the shock front. As a result, the shock front becomes 
curved as it propagates. The slower edges take longer to reach 
the rear surface of the target with respect to the more intense 
center. The result is the curved breakout signal.

In contrast, note that the coalescence signal in Fig. 104.21 
has a curvature opposite of that at breakout. This is a result of 
the relative planarity of the two shocks. For shot 32208, the 
first shock was produced by the 23° beams that have a slightly 
smaller spot and therefore produce a shock with more curvature 
than that created by the larger spot because of the 48° beams. 
At coalescence, the flatter second shock overtakes the curved 
first shock, first at the edges and last at the center. The result 
is a catch-up signature that is curved opposite of the breakout, 
as in Figs. 104.21(a) and 104.21(b). In the cases where the 48° 
beams were first, the catch-up signal was observed to be flat 
or curved the other way.

Figure 104.22(a) shows the correlation of coalescence and 
breakout features as measured from the VISAR and self-emis-
sion records for shot 32217. The solid lines are the space-time 
locations of the coalescence and breakout features measured 
with VISAR, and the dotted lines are those determined from 
the self-emission record. Figure 104.22(b) is a comparison of 
the coalescence and breakout times derived from VISAR and 
self-emission for several shots over a range of detection times. 

Note that the correlation (!35 ps) is of the order of the accuracy 
of the VISAR measurements (!25 ps).

Simulations
Simulations of these experiments were performed using 

the one-dimensional hydrodynamics code LILAC.22 Experi-
mental conditions for the laser and target were inputs and the 
SESAME23 equation of state was used for the polystyrene. The 
shock trajectories were found by tracking the shock position 
defined as the steepest gradient in the pressure. Figure 104.23 
shows the velocity profiles from the simulations compared to 
the velocity profiles measured with VISAR. Figure 104.23(a) 
shows shot 32215 and Fig. 104.23(b) shows shot 32216. Note 
that the overall profiles are well modeled, as are the catch-up 
and breakout times. The simulations used a flux limiter of f 
= 0.06.24 The effect of the different incident angles uses an 
algorithm that analytically treats ray tracing in density gradi-
ents to provide path length and absorption information to the 
one-dimensional code.25 For six such shots, the simulations 

Figure 104.22
(a) Correlation of coalescence and breakout features in VISAR and self-emis-
sion data. (b) Correlation of the coalescence and breakout times as measured 
by VISAR and self-emission. These times agree to about the precision of the 
shock measurement.

E14171bJRC

VISAR
SOP

Coalescence

(a)

(b)

Breakout

200

0

–400

–200D
is

ta
nc

e 
(n

m
)

6

5

4

2

3

Se
lf

-e
m

is
si

on
 ti

m
e 

(n
s)

 
ASBO time (ns) 

v/N = 35 ps

3.0 3.5 4.0 4.5 5.0 5.5 6.0



Shock-Timing Experiments Using Double-Pulse Laser Irradiation

LLE Review, Volume 104184

were able to predict the shock coalescence and breakout times 
to better than !150 ps, the required precision needed for the 
timing of the shock in direct-drive ignition targets.
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Figure 104.23
Comparison of measured (solid) and simulated (dashed) velocity profiles for 
(a) shot 32215 and (b) shot 32216. The measured velocities are well modeled, 
including the catch-up times where the shocks coalesce and the breakout times 
where the shocks reach the rear surface of the target.

Angle of Incidence
In a similar series of experiments, the effect of the inci-

dent angle was studied by inferring the peak shock pressure 
produced by beams at various angles. The velocity profiles of 
decaying shocks produced by beams at 23°, 48°, and 62° were 
compared. The velocity profiles of the decaying shocks were 
fit to models for unsupported shock waves,7,18 and the results 
were used to infer the peak pressure produced by these pulses. 
The single-drive pulses were 90 ps in duration and the energy or 
numbers of beams were changed to vary the incident intensity. 

Figure 104.24 shows a plot of the inferred peak pressure versus 
the incident laser intensity. The experimental results for the 
three angles are shown as solid figures and the simulations of 
those experiments as open figures. The experiments for 23° pro-
duce a larger range of pressures because they have smaller spots 
and couple more efficiently. The solid line is a power-law fit to 
the pressure where P ? I0.65, in agreement with established 
intensity scaling of P ? I2/3 (Ref. 26). Note that the simulations 
predict the effect of the incident angle quite well.
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Figure 104.24
Peak shock pressure versus incident laser intensity for beams at incident 
angles of 23°, 48°, and 62°. The experimental peak pressure (solid points) 
was inferred from the measured velocity profile using a model for the decay 
of an unsupported shock wave. The simulated peak pressures are shown as 
open points. The solid line is a simple power-law scaling for the intensity 
dependence of pressure.

Conclusions
The velocity profiles of multiple shocks in planar targets 

irradiated by two short pulses have been measured using 
VISAR and self-emission data. The deduced velocity profiles 
show the shocks propagating through the targets and exhibit 
clear evidence of the time that the second shock overtakes the 
first. The coalescence times and the arrival of the coalesced 
shocks at the rear side of the targets are clearly observed and 
corroborated by the self-emission data. Shock timing and 
breakout were measured with accuracies of better than !50 ps. 
The spatial shape of the catch-up and breakout signals exhibit 
features that are attributed to two-dimensional effects caused 
largely by the finite size of the drive pulses.

The velocity profiles and shock timing are well modeled by 
one-dimensional hydrodynamics codes that include ray tracing 
to account for oblique incidence. The simulations predict shock 
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timing and breakout to better than !150 ps, the required preci-
sion for direct-drive ignition targets. These results demonstrate 
our ability to measure and model the behavior of multiple laser-
driven shocks propagating in planar targets irradiated by double 
laser pulses and provide confidence in the hydrodynamic codes 
used for to design inertial confinement fusion targets.

These double-pulse experiments will be extended to cryo-
genic deuterium targets and continuous laser pulses. Similarly, 
experiments will also be performed with indirect-drive ICF to 
study the behavior and timing of three shocks driven by hohl-
raums. These experiments on OMEGA will be used to develop 
techniques that ultimately will be used to fine-tune targets and 
pulse shapes for ignition experiments on the NIF.
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Polar direct drive (PDD) is a new and viable option for achiev-
ing ignition on the NIF using direct drive while the beams are 
in the x-ray drive configuration. This allows both x-ray-drive 
and direct-drive ignition experiments to be performed using 
the same beam configuration, saving the time and expense that 
would be incurred from switching beams to different ports. 
Although PDD target drive will not be as uniform as standard 
direct drive, computer simulations indicated that moderate 
to high target gains in the range of 10 to 30 can be achieved 
(compared to gains of 40 or higher in the symmetric illumina-
tion configuration) at the 1-MJ level.

PDD intentionally increases the irradiation intensity at the 
target equator relative to the pole to compensate for the reduced 
laser coupling and reduced hydrodynamic efficiency charac-
teristic of oblique irradiation. This is done by a combination of 
beam pointing, beam focal-spot shaping, and increased laser 
power of the “equatorial” beams. The beam pointing strategy 
currently employed is illustrated in Fig. 104.25(a) and the pulse 
shapes are in Fig. 104.25(b). The beam focal-spot shapes for the 
polar and midlatitude beams are all circular, with the intensity 
varying as exp[–3(R/Rtarget)

4]. The equatorial beams use the 
same circular beam, but with a 5:1 ellipse superposed on them 
to concentrate a little additional laser intensity at the equator (as 
discussed in Ref. 1). Also, a wetted-foam target similar to that 
described in Ref. 1 was used, but scaled down to 1 MJ.

The optimal irradiation pattern is found by varying the 
pointing, spot shapes, and pulse shapes of the beams. Multi-
dimensional hydrodynamic simulations of the implosion are 
required to evaluate time-dependent variations in the irradia-
tion pattern caused by the beam axes not pointing toward the 
target center. A parameter search for the optimal irradiation 
configuration was done using LLE’s 2-D hydrocode DRACO. 
The DRACO simulations included a 3-D ray trace to model the 
laser irradiation and Monte Carlo alpha-particle transport to 
model the thermonuclear burn.

The pulse shapes were the same for the polar and mid-
latitude beams. The equatorial beams used a two-parameter 

Polar Direct Drive—Ignition at 1 MJ

modification of this shape to allow for early-time shock timing 
and later-time target drive. The division occurred at 4.6 ns, at 
the start of the peak of the pulse. At that time, the peak power 
of the equatorial beams was increased by 30% to compensate 
for the reduced laser coupling for the oblique irradiation during 

Figure 104.25
(a) Beam pointing strategy for polar direct dive. (b) Pulse shapes.
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the target drive. At earlier times, the power was decreased by 
10% to achieve good shock timing.

Target conditions near peak compression are shown in 
Fig. 104.26. Density contours and the ion-temperature contour 
lines of 10 and 15 keV are plotted. At this point in the simula-
tion ignition has already occurred, and the thermonuclear burn 
wave is starting to propagate outward. This simulation results in 
a target gain of 35. This target gain is maintained over a range 
of laser conditions. Figure 104.27 shows how the gain varies 
as the pointing of the three rings changes. High performance is 
maintained over a spread of 40 nm in pointing, which is well 
within the capability of the NIF.
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Figure 104.26
Density and temperature contours of the target near peak compression. At this 
point, the target has ignited and the burn has started to propagate.

Similarly, the sensitivity of target gain to variations in 
pulse shapes was examined. Three variations were considered: 
(1) variations in the length of the low-power foot of the pulse, 
(2) variations in the peak power, and (3) variations in the ratio 
of peak powers between the equatorial beams and the polar 
beams (and midlatitude beams). Over a reasonable range, the 
high gain is maintained.

Finally, the effect of inner surface roughness was consid-
ered (Fig. 104.28). Nonuniformity modes 2–10 were used in 
the simulations, with a spectrum similar to that obtained in 
current cryogenic experiments on the OMEGA laser. Most of 
the nonuniformity was concentrated in mode 2. The sensitiv-

Figure 104.27
Sensitivity of target gain to beam pointing.
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ity of target gain to this form of nonuniformity depends on 
how the phases of the modes add up. When the phases result 
in a thinning of the equator (and a corresponding thickening 
of the pole) the target can survive a relatively large amount of 
nonuniformity. The target is much more sensitive to a thicken-
ing of the equator. This suggests that PDD might benefit from 
“shimming” the ice layer to make the equator intentionally 
thinner. For a shimmed target, a different beam-pointing 
strategy might be more optimal.

Figure 104.28
Sensitivity of target gain to inner-surface ice roughness.

Further work is in progress to validate these results. This 
includes simulations with higher resolution, and examination 
of sensitivity to alternate numerical techniques.
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Introduction
The fast-ignitor concept1,2 separates the fuel assembly and 
fuel heating by using a laser pulse to compress the fuel to a 
high density and an ultrafast, high-intensity laser to heat the 
fuel. The ultrafast laser produces relativistic electrons with 
high efficiency (up to 50% has been reported3) that heat the 
fuel, significantly easing the requirements on the compression 
driver.2,4 Several options for the compression driver have been 
considered, including using a laser-heated or heavy-ion-beam-
heated hohlraum or a direct-drive laser.

The Laboratory for Laser Energetics is building the 
OMEGA EP Laser System5 that will consist of two short-pulse 
(1 to 10 ps), high-intensity (>1019 W/cm2) laser beams, each 
capable of delivering 2.6 kJ of energy to the 60-beam OMEGA6 
target chamber. OMEGA EP is designed to act as a backlighter 
source for imploded high-areal-density cryogenic targets and as 
a tool to study high-intensity interaction physics and the trans-
port of the relativistic electrons in imploded cryogenic targets. 
Integrated implosions on the combined OMEGA/OMEGA EP 
Laser Systems, starting in 2008, will validate the models used 
for the source and the transport of the relativistic electrons used 
in the simulation of hydrodynamic codes.

In this article, we present results of simulations of the 
interaction of relativistic electrons with cryogenic targets that 
are imploded with a pulse designed to achieve areal densities 
near 0.5 g/cm2. The article is organized as follows: Transport 
Model and Target Design (p. 189) describes the models used 
in the source and transport of the relativistic electrons and 
the target and laser pulse designed to reach the required areal 
densities; Simulation Results for Symmetric Implosions 
(p. 191) presents the results of simulations carried out for uni-
form conditions; Effect of Nonuniformity (p. 193) describes 
the results for nonuniform implosions (power balance and ice 
roughness); and Conclusions (p. 194).

Transport Model and Target Design
The simulation of the effects of the relativistic electron beam 

produced by the OMEGA EP laser requires the modeling of 
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the electron source and the transport of relativistic electrons 
in high-density materials. The characteristics of the electron 
source—the conversion efficiency, the spectrum (temperature) 
of the source, and the divergence of the electrons—are not well 
known because they are obtained from experiments and simula-
tions that are carried out under conditions that are significantly 
different from those in an imploding target. Conditions at the 
end of a laser-produced channel or at the apex of a gold cone 
near the imploded core are that of a warm plasma (~200 eV) at 
near-solid density or slightly lower. Particle-in-cell (PIC) simu-
lations are carried out for sharply rising pulses interacting with 
hot (several keV), low-Z targets.7 In experiments, short-pulse 
lasers ≤1 ps are focused on solid, mid-Z targets (usually Al) 
and the electron source characteristics are measured indirectly, 
mostly from Ka x-ray emission.8 For the simulations reported 
here, the source electrons are assumed to be Maxwellian with 
the semi-empirical temperature scaling given by7

	 . ,T I511 1 1 37 10 1 keV
.18 0 5

= + -# #` _j i; E 	 (1)

where I is the laser intensity in W/cm2. The electron source 
temperature, spectrum, and range are shown in Fig. 104.29 for 
a 2.5-kJ, 20-nm-radius laser pulse. A Gaussian laser pulse is 
assumed with 10-ps full width at half maximum (FWHM). The 
peak laser intensity and source temperature are 2 # 1019 W/cm2 
and 1.4 MeV, respectively.

The physics of the transport of the electrons is very complex. 
PIC code and hybrid PIC code results show complicated mag-
netic and electric field structures near the electron source and 
filamentary structures that depend on the background electron 
density.9 A simple straight-line transport model has been cho-
sen since such high-energy electrons are not scattered much in 
low-Z plasmas. In this model, the electrons lose energy because 
of collisions with thermal electrons and ions and to collective 
oscillations according to a formulation that takes into account 
multiple scattering.10 The model does not include electric or 
magnetic fields and Joule heating by the return current. Fig- 
ure 104.29(c) shows the penetration depth as a function of 
electron energy in 300-g/cm3, 5-keV DT. A total areal density 
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of about 1 g/cm2 is required to stop the 2-MeV electrons in the 
1-MeV distribution in Fig. 104.29(b).

A cryogenic target has been designed to achieve the required 
core areal densities near 0.5 g/cm2 that will stop electrons up 
to 2 MeV (total areal density of 1.0 g/cm2 for a traversing elec-
tron). The target, shown in Fig. 104.30(a), is nearly identical to 
capsules currently being imploded on the OMEGA laser. The 
pulse shape in Fig. 104.30(b) was designed to provide 25 kJ 
at 351 nm while keeping the minimum isentrope during the 

Figure 104.29
Details of the electron source: (a) temporal evolution of the laser intensity 
(dashed line) and source temperature (solid line) from Ref 7, (b) distribution 
function for a 1-MeV temperature and grouping, and (c) penetration depth of 
electrons in a 5-keV, 300-g/cm3 DT plasma.

Figure 104.30
Target design for uniform implosion: (a) target details and (b) shaped pulse 
producing <P P 2e TF=a . Nearly identical targets are being imploded on 
the OMEGA laser.
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implosion to < ,P P 2e TF=a  where Pe is the electron pressure 
and PTF is the Fermi pressure at Te = 0. This isentrope is lower 
than that of present cryogenic implosions.11 The maximum 
density and total areal density from a 1-D simulation with the 
hydrodynamic code LILAC12 reach 500 g/cm3 and 0.5 g/cm2, 
respectively. At peak areal density (3.96 ns) the residual gas 
inside the target is heated to several kilovolts, whereas the 
high-density shell is kept below 200 eV.

Simulation Results for Symmetric Implosions
Simulations to study the hydrodynamic response of the 

target to the energy deposited by the electrons were carried 
out for a uniform implosion with the 2-D hydrodynamic code 
DRACO.13 Uniform implosions can be simulated quickly and 
therefore permit the investigation of a larger parameter space 
than perturbed implosions. The electrons were produced at 
the pole as a cylindrical source directed parallel to the z-axis 
with radii varying from 5 to 30 nm. The source was injected 
where the background electron density is 2 # 1021 cm3. The 
results are insensitive to the position of the source because the 
simulated electron beam has no divergence and the electrons 
are not effectively slowed until they reach much higher densi-
ties. The temporal Gaussian laser pulse produces 2.5 kJ of 
1-nm light with the pulse duration varying from 1 to 30 ps 
FWHM. Two conversion efficiencies from the laser energy to 
the electron beam were assumed: 20% and 50%. The timing 
of the electron pulse with respect to the stagnation time was 
varied between –60 ps to 40 ps in intervals of 20 ps in order to 
study the sensitivity of the neutron yield to the timing.

The effect of the electron heating on the neutron produc-
tion rate is illustrated in Fig. 104.31, where contours of neu-
tron production rate per unit volume are shown at the time of 
peak neutron production. The mass density is shown in black 
contours. In Fig. 104.31(a), the neutron production in the case 
when the electron beam is not introduced is limited to the hot 
spot formed by the residual gas and a small layer inside the 
high-density shell. In Fig. 104.31(b), the neutron production 
extends over the path of the 20-nm-radius electron beam and 
has a greater spatial extent inside the shell than in Fig. 104.31(a). 
The peak neutron production occurs in a circular region in the 
hot core where a blast wave was created by the explosion of the 
shell from the heating by the relativistic electrons.

The temporal response of the stagnated core to the electron 
heating is shown in Fig. 104.32, where lineouts taken across the 
target 4 nm above the x axis in Fig. 104.31(b) of the neutron 
rate per volume, the ion temperature, and the mass density are 
plotted at four times with respect to the peak of the Gaussian 
high-intensity laser. The electron beam enters from the right. 
At the peak of the pulse [Fig. 104.32(a)], the shell has already 
been heated to about 2 keV as compared to the 200 eV shown 
in Fig. 104.30(c) without the heating beam. The shell starts 
to explode and decompresses and sends a blast wave into the 
core, which can be seen as a small jump in the ion temperature. 
Neutrons are produced in the high-density shell as well as in the 
core. The conditions in the shell are not uniform because more 
energy from the electron beam is deposited on the side nearer 
to the source (right-hand side) than on the far side. Since the 

Figure 104.31
Contours of the neutron production rate per unit volume and mass density (black contours) at the time of peak neutron production in the case without an electron 
beam (3.95 ns) (a) and no electron beam. (b) 2.5-kJ, 50% conversion efficiency, 10-ps FWHM, and 20-nm-radius electron beam peaked at 3.94 ns.
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electrons are produced over a range of energies, the less-ener-
getic electrons deposit most of their energy in the shell nearer 
the source, while the more-energetic electrons deposit their 
energy uniformly in both sides of the shell. In Fig. 104.32(b), 
4 ps after the peak, the blast wave can be seen as small steps 
in both the ion temperature and the mass density. The neutron 
production rate is enhanced behind the blast wave. At 8 ps after 
the peak of the electron pulse [Fig. 104.32(c)], the shell density 
has decreased to about half its peak uniform value and the blast 
wave has almost reached the center of the core, heating it to 
about 10 keV. Neutrons are still being produced in the high-
density shell where the ion temperature reaches almost 4 keV. 
In Fig. 104.32(d), 12 ps after the peak of the electron pulse, 
the blast wave has reflected from the target center, creating ion 
temperatures reaching 13 keV and a large neutron production 
rate, although the actual number of neutrons produced in that 
region is small because of its small volume. Large neutron rates 
still occur in the shell, though it is beginning to cool. 

The sensitivity of the neutron yield to the timing of the 
high-intensity pulse for several laser conditions is shown in 
Fig. 104.33. In all cases, the peak yield occurs when the peak of 
the pulse is timed about 20 ps before peak stagnation (3.96 ps); 

Figure 104.32
Lineouts 4 nm above the x-axis of the neutron production rate (solid curve), the ion temperature (dashed curve) and the mass density (dotted curve); times are 
with respect to the peak of the 10-ps Gaussian electron pulse timed at 3.94 ns. The electron beam enters from the right.

Figure 104.33
Sensitivity of the neutron yield to the laser pulse timing and characteristics. 
Peak areal density occurs at 3.96 ns.
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the highest yield is about a factor of 8 higher than the yield from 
the implosion without electrons. The yield remains within a 
factor of 2 of the peak yield within a 100-ps range for the pulse 
timing. The 20-ps requirement on the timing specification for 
the OMEGA EP beams is well within this range. For the 50% 
conversion efficiency, the yields were the same for the 20-ps and 
the 10-ps beam FWHM and a 20-nm-beam radius. The higher 
source temperature from the shorter pulse’s higher intensity is 
compensated by the deposition of more electron energy early 
in time before the shell has decompressed. Reducing the beam 
radius reduces the yield by about a factor of 2 because of two 
effects: the higher intensity leads to a higher source-electron 
temperature that produces more electrons that escape the core, 
and the beam only partially covers the core radius, heating 
less of the high-density shell. Reducing the efficiency to 20% 
reduces the neutron yield by about a factor of 3.

Effect of Nonuniformity
A series of simulations was carried out with the power-

balance nonuniformity caused by the OMEGA 60-beam 
geometry; they also included alpha-particle transport during 
neutron production. A modified target design reached a slightly 
lower areal density than the previous one, 0.45 g/cm2, and a 
lower peak density, 360 g/cm3, because the beam delivered 
18 kJ instead of 25 kJ in the previous series of simulations. 
The high-intensity laser configuration and electron source are 
the same as in the previous series. Figure 104.34 shows the 

Figure 104.34
Sensitivity of the neutron yield to the laser pulse timing and characteristics for 
implosions that include the illumination nonuniformity due to OMEGA beam 
geometry. The pulse is 2.5 kJ, 10-ps FWHM with a 50% conversion efficiency. 
Open circles show the results of turning off the alpha transport.

sensitivity of the neutron yield on the timing of the ignitor pulse 
for three beam radii (10, 20, and 30 nm) from a 2.5-kJ, 10-ps 
FWHM laser with 50% conversion efficiency to electrons. The 
implosions without the electron beam produce a yield of 1.25 
# 1014. Introducing the electron beam increased the yield by 
about a factor of 25. A radius of 10 nm results in a lower yield 
because the laser intensity and the resulting electron source 
temperature are too high. The implosions with the larger 
electron-beam radii yield about the same maximum number 
of neutrons but at different beam timings. This is because the 
30-nm beam produces a lower temperature electron source 
than that of the 20-nm beam, which is more efficient in heating 
the core uniformly earlier in time when the areal density of 
the shell is lower. The higher-temperature electrons from the 
20-nm beam are more efficient later, near peak areal density. 
The timing sensitivity for producing more than half the peak 
yield is about 80 ps. The yields increased by about 50% when 
the alpha transport was included, showing the early phase of 
bootstrap heating.

Another series of simulations was carried out with the same 
target design and relativistic electron conditions as above but 
included two levels of inner-ice layer roughness, 2 and 4 nm 
vrms, which are larger than the expected values for these 
implosions.14 Figure 104.35(a) shows the perturbation cosine 
spectrum applied to the inner-ice surface with a random phase 
of 0,r. The resultant core at the time of peak areal density 
(3.76 ns) in Fig. 104.35(b) shows nonuniform shell densities 
varying from 200 to 700 g/cm3. A 2.5 kJ, 10-ps FWHM laser 
pulse with a 20-nm radius was timed 40 ps before shell stag-
nation. The yields for the simulations with and without the 
electron beam are shown in Fig. 104.36(a) as a function of the 
inner-ice roughness vrms. As expected, the yield decreases in 
the absence of the electron beam because of the core distor-
tions caused by the ice roughness,14 as shown in Fig. 104.35(b), 
down to about a factor of 6 from the uniform case at 4 nm of 
ice roughness.  The neutron yield with the electron beam is 
almost a constant 1015 over the range of nonuniformity; in the 
case of 4 nm of ice roughness, the yield has improved by about 
a factor of 120 from that with no electron beams.

The neutron yield remains constant with increasing ice 
roughness when the electron beam is included because the 
radius of the high-density shell, whether distorted or not, is less 
than 20 nm [Fig. 104.35(b)], smaller than the 20-nm electron 
beam used in these simulations. Thus the electron beam heats 
the entire shell and raises the same amount of core material to 
the same temperatures in all cases of ice roughness, shown in 
Fig. 104.36(b). In the 4-nm-vrms case, the blast wave does not 
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Figure 104.36
(a) Effect of the inner-ice roughness on the neutron yields—with the electron 
beam, the yield is constant for all levels of nonuniformity. (b) Ion temperature 
contours near time of peak neutron production for two ice roughness cases, 
vrms = 0 nm and 4 nm, showing that the same amount of shell material is 
heated by the 20-nm electron beam.

converge uniformly as in the zero ice roughness case because 
of the nonuniform pressure in the distorted shell where it is 
generated. This leads to lower ion temperatures than in the 
uniform case, causing the small decrease in the yield observed 
in Fig. 104.36(a) for the electron beam case.

Conclusions
Two-dimensional hydrodynamic simulations were carried 

out to model the response of a cryogenic target imploded on 
the 60-beam OMEGA laser to the relativistic electron beam 
created by an OMEGA EP ultrafast laser beam. Targets were 
designed to produce areal densities near 0.5 g/cm2 at stagna-

Figure 104.35
(a) Spectrum of the inner-ice roughness for 4-nm vrms and (b) core condition 
at stagnation.

tion. A study with uniform implosion showed that the shell, 
heated by the electron beam, explodes and sends a blast wave 
into the low-density core. The neutron yield reached a factor of 
8 higher than that of the case without the electron beam because 
of production in the heated (~2 keV) dense shell and increased 
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production in the low-density core heated by the blast wave. 
The highest yields—about 3.5 # 1015 and about a factor of 8 
above the yield without the electron beam—were obtained for a 
20-nm-radius beam with pulse durations of 10 and 20 ps timed 
20 ps before stagnation. Yields within a factor of 2 of the peak 
yield were produced within a 100-ps timing window centered at 
stagnation. In a second study carried out with the illumination 
nonuniformity due to the OMEGA beam geometry, the highest 
yields (about 3.5 # 1015) were produced at different beam tim-
ings for the 20- and 30-nm radii. These yields are about a factor 
of 25 larger than those without the electron beam. The inclusion 
of the alpha transport during neutron production increased the 
yield by about 50%. The final series of simulations were carried 
out with two levels of inner-ice nonuniformity, which produced 
a stagnating shell with nonuniform mass densities ranging from 
200 to 700 g/cm3. A 10-ps FWHM, 20-nm-radius laser beam 
timed 40 ps before peak areal density increased the neutron 
yields by a factor of 120 from that without the electron beam 
for the largest level of ice roughness. The OMEGA EP beam 
is  expected to produce neutron yields in excess of 1015 for all 
levels of inner-ice nonuniformity and to show the effects of 
bootstrap heating.
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Introduction
Images of the nuclear burn region in inertial confinement fusion 
(ICF)1,2 experiments can provide critical information about 
the complex dynamics of fuel capsule implosions, showing 
the spatial distributions of nuclear reactions that result from 
the cumulative effects of drive and compression including 
fuel–shell mix, implosion asymmetries, and radiation and 
heat transport. Such image data provide exacting tests for 
simulations. Burn images of deuterium–tritium-filled capsules 
have previously been envisioned3 and made using 14.1-MeV 
neutrons,4–7 3‑MeV protons,8–10 or 3.5-MeV alpha particles10 
(see other papers cited in Ref. 11).

This article is the second in a series that discusses another 
burn imaging method based on the energetic 14.7-MeV protons 
from reactions in fuel with deuterium (D) and 3-helium (3He) 
ions. This method, utilizing multiple proton-emission cameras, 
allows us to study the sizes and asymmetries of burn regions in 
a wide range of imploded thick plastic-shell capsules that are 
not amenable to imaging with lower-energy charged particles 
(which cannot penetrate the shell) and with more angular views 
than have been obtained so far with neutron imaging. The first 
article11 described the general method, presented mathematical 
algorithms used, and evaluated the spatial resolution and signal-
to-noise issues. Here we describe  details of the imaging hard-
ware, a sample analysis of a radial burn profile measurement, 
and experiments and calculations that have been performed to 
test the accuracy of the measurements. In future articles we 
will show more details about analysis algorithms,12 systematic 
studies of the effects of capsule and drive conditions on burn 
region size for a large number of nominally symmetric implo-
sions,12,13 and the effects of drive asymmetry and capsule-shell 
asymmetry on implosion asymmetry.14 

The proton-emission imaging cameras generate penumbral 
images of the burn region that are deconvolved using techniques 
described in Refs. 11 and 12. Two separate approaches are 
utilized; one generates a 2-D surface-brightness image of the 
burn, while the other generates a radial burn profile (reactions 

Proton Core Imaging of the Nuclear Burn in Inertial  
Confinement Fusion Implosions

per unit volume) for nominally symmetric implosions. The work 
described here uses only the second approach.

The structure of this paper is as follows. Hardware and 
Design Features (p. 196) describes the camera hardware, 
which consists primarily of an imaging aperture and a detec-
tor pack utilizing CR-39 solid-state nuclear track detectors. 
Sample Data From a Capsule With a Plastic Shell (p. 199) 
shows sample raw experimental data obtained from an implo-
sion along with the corresponding deconvolved radial profile of 
emissivity in the imploded capsule. Demonstration That Pos-
sible Sources of Image Broadening are Unimportant (p. 200) 
investigates four possible sources of image degradation, all of 
which are shown to be unimportant. Fidelity of the Measured 
Burn Region Sizes (p. 204) discusses several experimental 
demonstrations of the fidelity of the reconstructed images, and 
Discussion (p. 205) summarizes the main results.

Hardware and Design Features
Three identical proton core imaging system (PCIS) cam-

eras have been fabricated and used simultaneously for imag-
ing D3He burn from three (nearly) orthogonal directions at 
the OMEGA Laser Facility.15 Design criteria for individual 
cameras included flexibility in imaging geometry and detec-
tor filter assignments for imaging of various implosion types, 
modularized design for simplified installation and minimiza-
tion of turn-around time between successive experiments, and 
a redundant “dual detection” scheme for verifying results and 
backup in case of defective detectors.

The integrated system has proven very effective and prac-
tical for obtaining burn images at OMEGA. Figure 104.37 
shows a schematic of three proton-emission imaging cameras 
mounted on the OMEGA target chamber, where each cam-
era is positioned by a special diagnostic shuttle system. The 
simultaneous use of three cameras makes possible studies of 
burn symmetry11,14 and camera consistency [see Fidelity of 
the Measured Burn Region Sizes (p. 204)]. The structure of 
an individual camera is shown in Fig. 104.38. 
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After leaving an imploded capsule, protons pass through a 
round aperture before striking a detector pack. The aperture is 
typically a 2000-nm-diam hole machined into a 500-nm-thick 
tantalum (Ta) substrate, although diameters as small as 500 nm 
have occasionally been used. An accurate, clean, and burr-free 

edge for the aperture wall is obtained using electrodischarge 
machining. Each aperture is inspected and quantitatively char-
acterized on both sides using a microscope with a calibrated 
X–Y stage and a high-resolution camera to determine that devia-
tions from roundness are small; going around the circumfer-
ence, the rms deviation from constant radius is not allowed to 
exceed 3 nm and is usually considerably smaller. 

The distance of the aperture from the imploded capsule, 
which is located at target chamber center (TCC), is usually as 
small as possible (~3 cm) to maximize counting statistics;11 
closer placement is not possible without interfering with laser 
beams. The region between the aperture and the detector is 
enclosed within a conductive housing [Fig. 104.38(a)]. This 
enclosure prevents stray charged particles from reaching the 
detectors and shields signal protons from possible electric and 
magnetic fields. 

The detector pack consists of a layered assembly of metal-
lic foils and CR-39 detectors16 held in an aluminum (Al) sup-
port. The metallic foils act as ranging filters for reducing the 
energy of incoming protons to the energy range 0.5 to 8 MeV, 
where CR-39 proton detection efficiency is essentially 100%. 
After exposure, each detector is etched in NaOH and scanned 
on an automated microscope system that locates the track of 
each incident proton to submicron accuracy. The distribution 
of proton track density on the detector forms the penumbral 
image referred to above.

Figure 104.38
(a) Illustration of the proton-emission imaging hardware. The capsule implosion is located at target chamber center (TCC), which is about 3 cm from the 
imaging aperture. A detector pack may be positioned in one of three available slots (34, 47, and 59 cm from the aperture), providing geometric magnification 
of the capsule structure (M / L2/L1) of 12.5, 16, or 20. The aperture consists of a 0.2-cm hole in a 500-nm-thick tantalum substrate. The total length of the 
instrument is 93 cm. (b) A line diagram illustrates the dimensions.

Figure 104.37
Schematic of the OMEGA target chamber with three cameras for imaging 
a capsule implosion. The capsule is positioned at target chamber center by 
the positioning system located at 11 o’clock. The three structures at 1, 4, and 
5 o’clock are the PCIS cameras, located approximately orthogonal to each other. 
This orthoganality is especially important for probing asymmetric burn.
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The choice of filters depends on the expected proton spec-
trum, which can be different for different types of capsule 
implosions. Figure 104.39 shows spectra for a 20-nm-thick 
plastic-shell capsule and a 2-nm-thick glass-shell capsule, 
which had mean proton energies of 13 MeV and 14.5 MeV, 
respectively. The plastic-shell implosion might be imaged using 
a single 800-nm-thick Al filter, while the glass-shell implosion 
might require a 1000‑nm filter. Rather than a single filter, a 

series of filters and sheets of CR-39 are usually stacked to pro-
vide two redundant images from a single camera. As illustrated 
in Fig. 104.40(a), two images of the D3He burn are obtained 
when a thick filter is placed in front of two back-to-back sheets 
of CR-39. The filter and first sheet of CR-39 range down the 
energetic D3He protons for optimal detection on the back of 
the first sheet and again on the front of the second sheet. The 
redundant data are occasionally useful if one CR-39 detector 
has any defects (such as anomalous intrinsic noise16). Fig- 
ure 104.40(b) illustrates another filter configuration that can be 
used for redundant data. This one places a thin filter between 
the two pieces of CR-39 so that the proton energy is slightly 
different at the two detector surfaces. This can be useful if there 
is a significant uncertainty in what the proton energy will be 
or if the proton spectrum is particularly wide; if the spectrum 
at the first sheet is not optimum for detection, the spectrum at 
the other sheet may be better.

The distance from the aperture to the detector pack can be 
varied by positioning the detector in any of three designated 
slots [shown in Fig. 104.38(a)]. The first slot provides a nominal 
12.5# geometric magnification M (the ratio L2/L1), the second 

Figure 104.39
For proton-emission imaging, filters are used to reduce the incident proton 
energies to the range 0.5–8 MeV, where the CR-39 detectors are 100% effi-
cient. Different implosion types result in somewhat different proton energies, 
as shown here, and filters must be chosen accordingly. (a) A 20-nm-thick CH 
capsule (shot 35176). (b) A 2.3-nm glass capsule (shot 27814).

Figure 104.40
Two examples of how CR-39 detectors and filters can be stacked for redundant 
“front–back” particle detection. (a) Protons lose enough energy while passing 
through the filter and the first piece of CR-39 so that their energies are in the 
range of 100% detection efficiency and they leave tracks on both the back 
side of the first piece and the front side of the second piece. This provides 
protection against the possibility that either detector has a defect. (b) Protons 
lose enough energy while passing through the first filter and the first piece of 
CR-39 so that they leave tracks on the back side of the first piece. They lose 
slightly more energy while passing through another thin filter, leaving tracks 
on the front side of the second piece. This provides some protection against 
the possibility that the proton energy was too low at the second piece; the 
higher energy at the back of the first piece may then be optimal.
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provides 16#, and the third provides 20#. The position is 
usually chosen to optimize the density of proton tracks on the 
detectors, which begin to saturate if the incident proton density 
exceeds ~106 protons/cm2. The third slot makes possible the 
formation of images for D3He yields up to ~5 # 1010.

Each camera is secured to a ten-inch manipulator (TIM) on 
the OMEGA target chamber by way of the large, flat structure 
at the back end of the system (Fig. 104.38). The TIM’s are 
diagnostic shuttle systems used to position diagnostics near 
the implosion. There are six TIM’s on the OMEGA target 
chamber, allowing for the use of multiple PCIS cameras. The 
TIM’s facilitate the installation, positioning, and removal of 
the cameras. Ease of access is essential since the aperture and 
detector pack of each camera must be replaced between every 
laser shot. Modularized aperture and detector packs have been 
implemented to ensure that the replacement time does not exceed 
the typical shot-to-shot time interval of the OMEGA laser.

Sample Data From a Capsule With a Plastic Shell
The proton-emission imaging cameras have been used 

to examine many implosions at the OMEGA Laser System; 
the majority of these involved direct illumination of warm 
plastic-shell capsules filled with a D3He gas mixture. These 
capsules were usually driven by 60 beams of frequency-tripled 
(0.35‑nm) UV light, with total laser energy of 23 kJ delivered in 
a 1-ns square pulse.17 Individual beams underwent 1.0-THz 2-D 
smoothing by spectral dispersion and polarization smoothing 
applied through the use of birefringent wedges.18 

Structural information about the source of protons in an 
experiment is obtained by deconvolving a penumbral-camera 
image using the method described in Ref. 11 and expanded in 
Ref. 12, which gives the time-integrated radial burn profile 
(reactions per nm3) in the implosion. First the azimuthally aver-
aged proton density N(R) in the penumbral image is used to cal-
culate the radial derivative dN/dR, as illustrated in Fig. 104.41. 
An example using real data is shown in Fig. 104.42(a) (from 
OMEGA implosion 36730, with 18-atm D3He in a 17-nm-thick 
plastic shell). This derivative is then fit with a family of func-
tions of varying shapes that are analytically or numerically 
related to functions describing the radial profile Sburn(r) of 
proton emissivity per unit volume. The result is a determina-
tion of the shape and the characteristic size of the burn region 
itself. The size can be quantified in different ways, but the 
radius Rburn containing 1/2 of the total local emission seems 
quite independent of the emission profile shape (as discussed 
in Ref. 12) and will be used here. For local emission profile 
shapes we can use the family of super-Gaussians

	 ,expr rS S r
p

0 0
2

burn = -_ `i j: D 	 (1)

where p is a “peakedness” shape parameter and r0 = r0(Rburn,p) 
is a radius. Numerically converting Sburn(r) to functions for 
comparison with dN/dR, we find the best fit illustrated in 
Fig. 104.42(a); the corresponding radial profile of emissiv-
ity in the capsule is shown in Fig. 104.42(b) and has Rburn 
= 32 nm. To give an idea of statistical errors, Fig. 104.42(b) 
shows inferred local emission profiles corresponding to alter-
native fits to the raw data with total |2 value higher than the 
minimum by one. The uncertainty in the shape is significant, 
but the uncertainty in Rburn is only about 1.6 nm (see Ref. 12 
for discussion). Note that the analysis produces absolutely 
normalized emissivity values.

The D3He burn data from many nominally symmetric 
implosions have been characterized in this way. A range of 
Rburn values from 20 to 80 nm has been measured in other 
experiments, demonstrating the applicability of this imaging 
technique to widely different implosion types. The dependence 
of Rburn on implosion type is discussed in Ref. 12.

Figure 104.41
Illustration of the relationship between a raw penumbral image (brightness is 
proportional to the number of protons N per unit area on the detector) and its 
radial derivative. In the method implemented here, only the azimuthal average 
of this derivative is used. In the more general case, where asymmetric burn 
regions are studied, the angular variation of the radial derivative is used.11
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Demonstration that Possible Sources of Image 
Broadening are Unimportant

As illustrated in Sample Data From a Capsule With a 
Plastic Shell (p. 199), statistical errors in the measurement of 
burn region size are typically a few microns. In this section 
we investigate other possible sources of error. The protons that 
generate a penumbral image may experience trajectory shifts 
while traversing electric and magnetic fields and while interact-
ing with different materials such as the capsule shell, aperture 

substrate, and ranging filters. If these trajectory shifts are severe 
enough, the spatial structure in the penumbral image may 
be artificially broadened; the structure in deconvolved burn 
images or radial burn profiles will therefore also be broadened. 
The azimuthal average of the penumbra can also be broadened 
if the aperture is not round, and errors in analysis can occur 
from use of incorrect geometric parameters. If broadening 
with a characteristic length l occurs in the penumbral image, 
the deconvolved image of a point source (the point response 
function prf) will have a characteristic size l/M, where M is the 
geometric magnification of the camera (the value 12.5 is used 
in the following calculations). The effects of trajectory shifts 
are discussed in order of occurrence, beginning at the location 
of D3He proton production and ending at the detector, and are 
followed by a consideration of errors in system geometry.

1.	 Scattering in the Compressed Capsule
The first significant materials encountered by the protons 

are the remnants of the shell that surround and compress 
the heated fuel region (see Fig. 104.43). Since the majority 
of implosions imaged with PCIS involved 20-nm-thick CH-
plastic shells, this type of capsule will be examined. At the 
time of peak proton production, the shell material remaining 
after the ablation phase consists of a highly dense (~20 g/cc), 
low-temperature (~500-eV) plasma.19,20 Spectral analysis 

Figure 104.42
(a) The radial derivative of the azimuthally averaged detected proton density 
(dN/dR) as a function of detector radius for OMEGA implosion 36730. The 
data were obtained with one of three proton-emission imaging cameras, and 
the implosion involved a 17-nm plastic shell with an 18-atm D3He-gas fill. 
The statistical error bars are larger (smaller) toward the left (right) of the 
peak where dN/dR represents a small difference between two large (small) 
numbers. The solid line, representing the best fit to the data, corresponds to 
the radial burn profile (D3He reactions per unit volume) shown in (b) with 
Rburn = 32 nm. The error envelope shown by the  dashed lines in (b) was 
generated by using alternate fits to the raw data with |2 values exceeding min|2  
by 1. Although the uncertainty in the shape is significant, the uncertainty in 
Rburn is only !1.6 nm.

Figure 104.43
Illustration of the assumed geometry for estimating the degree of proton 
scattering in shell material. The radius of the fuel region Rf was taken to 
be 45 nm; the outer radius of the shell Rshell was 80 nm. Two proton paths 
originating from a point source are illustrated. The solid line represents the 
path taken by unscattered protons; the dashed line represents the worst-case 
path of scattered protons. The average scattering angle GiHscatter was estimated 
both for cold CH and for a fully ionized CH plasma shell. The results were 
~1° and 2°, respectively, producing corresponding source broadening d of 
~1 nm and 3 nm. Both are negligible compared to typical measured burn 
radii of ~30 nm.
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of D3He fusion protons has shown that the shell material, 
with a corresponding tR of ~60 mg/cm2, is responsible for a 
downshift of a couple mega-electron volts from the 14.7-MeV 
birth energy [Fig. 104.39(a)].21,22 Although proton slowing 
down is associated with drag of the background electrons, a 
small amount of scattering will occur off background ions. 
To estimate the amount of this scattering and its effect on the 
broadening of the prf of the imaging system, two separate 
calculations were performed.

In the first calculation, the shell material was treated as a 
cold, dense solid. The Monte Carlo code TRIM23 was used to 
simulate the slowing down and scatter of 14.7‑MeV protons in 
the cold-shell material. The shell was treated as a 50/50 atomic 
mixture of carbon and hydrogen with a density of 20 g/cc and 
a thickness of 35 nm (a tR of 70 mg/cm2). The calculated 
average transmitted energy was 12.2 MeV, in reasonable agree-
ment with experimental observations [Fig. 104.39(a)]. The 
average scattering angle was found to be 0.9°. Assuming the 
fuel–shell interface is at a radius of 45 nm and all scattering 
occurs on the outside edge of the shell, a worst-case amount 
of apparent source broadening was estimated to be ~1 nm (see 
Fig. 104.43). 

In the second, more realistic calculation, the compressed 
shell material was treated as hot plasma at a temperature of 
500 eV.19,20 At this temperature and density, the shell atoms 
are fully ionized.24 With minor modifications to Rutherford’s 
scattering formula,25 the mean squared angle of the scattered 
particles is given by

	 ,lnN ze Ze p t2 2i
2 2,i r o K_ ^i h 	 (2)

where Ni is the ion species density in the background plasma; 
t is the shell thickness; Ze is the charge of the scattering mate-
rial; ze is the charge of the incident particle, with momentum 
p, and speed o; and ln K is the Coulomb logarithm. The mean 
scattering angle was calculated for 12‑MeV protons passing 
through 35 nm of a 500-eV, 20-g/cc CH plasma with a Cou-
lomb logarithm of approximately 13.19,20 (An initial energy of 
12  MeV and a tR of 70 mg/cm2 were selected to overestimate 
the effect.) The calculations gave an average scatter angle of 
~2°, corresponding to a broadening of the prf by ~3 nm. (A 
similar calculation was performed for scattering in the fuel 
region, but the effect was much smaller.) 

2.	 Trajectory Shifts Due to Electric Fields
During the laser pulse of a direct-drive implosion, hot elec-

trons are blown off the capsule and may redeposit themselves 

on surrounding structures, temporarily establishing electric 
fields. The purpose of this section is to examine the effect 
a potential difference between the capsule and the aperture 
could have on proton trajectories and ultimately on the prf 
of the instrument. Although the effect is complicated by the 
structure of the OMEGA target chamber and the dynamics of 
the implosion, these calculations look at simplified geometries 
to produce an order of magnitude estimate of the effect. 

A program was developed for tracking the trajectories of 
14.7-MeV protons emitted from a point source as they pass 
through a negatively charged aperture substrate and on to the 
CR-39 detector plane. A diagram of the geometry is shown in 
Fig. 104.44(a). The aperture was positioned 3.3 cm from the 

Figure 104.44
(a) Illustration of the effect of electric fields on proton trajectories. The 
dashed line schematically represents the proton path when a 200-nm-radius 
aperture carries a potential of 1 MV relative to the source (an overestimate 
of realistic conditions), while the solid line represents the proton path when 
no potential is present. Calculations were performed to estimate the image 
broadening of a point source. (b) The simulated proton density striking the 
detector for the case of no potential (solid line) and 1-MV potential (dashed 
line). The result was a slight outward shift of the image and a broadening of 
the point source by ~1 nm. This broadening is small compared to a typical 
burn radius of ~30 nm.
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source, and the detector plane was positioned an additional 
33 cm past the aperture. The figure illustrates one possible 
effect of a charged aperture where a proton path is indicated 
for two scenarios: for the case of a charged aperture (dashed 
line) and the case of an uncharged aperture (solid line). 

The aperture substrate was modeled by a 1-cm-radius disk 
carrying a uniform negative charge corresponding to a poten-
tial between the source and this disk of 1 MV. The magnitude 
of the potential was chosen to overestimate the experimental 
values expected. Experiments indicate that the capsule itself 
may carry a charge of approximately 1 MV during the laser 
pulse, but that the potential quickly dissipates once the laser 
pulse is terminated.26,27 For the PCIS experiments, the proton 
production occurs several hundred picoseconds after laser pulse 
is terminated, providing a significant period of time in which 
the potential is known to have substantially decayed.

Calculations were performed for a 200-nm-radius aperture 
located in the center of the 1-cm-radius disk. Protons were 
launched through the aperture in all allowable directions. The 
code calculated particle forces and trajectories on a time scale 
corresponding to a 5-nm step in the linear dimension using 
a standard integration for the velocity and a second-order 
Runge–Kutta integration for the radial position. Simulations 
were performed with the electric field symmetric on both sides 
of the aperture as well as with the field turned off between the 
aperture and the detector, modeling the limit of a perfectly 
conductive cavity enclosing the instrument. Particle trajectories 
were individually tracked and particle-particle interactions 
were not included, as the particle density in the experiments 
is small. The simulated proton density striking the detector is 
shown in Fig. 104.44(b) for the case of symmetric fields. The 
solid line represents the proton density when no net potential 
exists between the source and the aperture, and the dashed line 
represents the proton density for a 1-MV potential. 

The purpose of this study was to estimate the effect of a 
potential difference between the aperture and the capsule on the 
prf of the camera. For both symmetric and asymmetric fields, 
the prf was found to be broadened by only ~1 nm. (Additional 
simulations were also performed for a 500-nm-radius aperture, 
as well as for a 0.1-MV potential. None of the studies produced 
a significant broadening of the image.)

3.	 Scattering in Aperture Walls
One advantage of proton-emission imaging is that a thin 

aperture substrate is sufficient to stop D3He protons, providing 
a well-defined aperture edge. The apertures commonly used 

consist of a 2000-nm-diam cylindrical hole in a 500-nm-
thick Ta substrate. The 14.7-MeV protons would be completely 
stopped by ~400 nm of Ta. Protons that travel through less 
Ta may be stopped in the ranging filters located in the detec-
tor pack. Ideally, no detected protons would have scattered 
in the Ta. Since no aperture is perfectly tapered to match the 
trajectories of incoming protons, however, some protons will 
strike the inner walls of the aperture and scatter through a 
thinner section of Ta, as illustrated in Fig. 104.45(a). If the 

Figure 104.45
(a) Illustration of a cross sectional view of an aperture, defined as a 2000-nm-
diam hole in a 500-nm-thick tantalum substrate. Not shown are the source 
and the detector, located 3 cm to the left and 33 cm to the right, respectively. 
As seen in the figure, the geometry dictates that protons may encounter less 
than 500 nm of Ta. If the amount of Ta encountered is sufficiently small, the 
protons will exit the tantalum and may broaden the image. (b) The simulated 
ratio of scattered proton density to unscattered signal proton density on the 
detector. The dotted lines represent the approximate location of an image 
penumbra from an ~30-nm source. The calculated broadening of the point 
source was <<1 nm.
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section is thin enough, protons may exit the opposite side, 
travel to the detector pack, pass through the ranging filters, 
and be detected on the CR-39. The result would be a slight 
broadening of the penumbra. 

Simulations were performed to estimate the degradation of 
the camera prf by proton scattering in the Ta substrate utilizing 
the Monte Carlo program TRIM23 to evaluate the slowing down 
and scatter of charged particles in matter. The source was treated 
as a 12-MeV monoenergetic point source of protons, chosen to 
approximate the observed mean energy of D3He protons after 
escaping an imploded 20-nm CH-shell capsule. TRIM was used 
to determine the amount of scatter produced by discrete thick-
nesses of Ta; since the aperture wall presents a continuous range 
of thicknesses to protons, some assumptions were made to trans-
form the 1-D TRIM output into the 2-D geometry of the aperture. 
Instead of modeling the continuous range of thicknesses, a series 
of seven discrete thickness steps was used. Depending on where 
the proton entered the aperture wall, the encountered material 
was approximated by one of seven Ta sheets, ranging in thickness 
from 10 nm to 150 nm. (Any proton passing through more than 
150 nm of Ta would be stopped by the ranging filters.) Several 
million protons were tracked through each discrete thickness. 
Upon exiting the Ta material, the energy and trajectory of each 
proton was recorded.

These trajectories, along with the system geometry, were used 
to predict whether scattered protons would strike the detector 
plane. The system geometry mimicked the actual experimental 
hardware; modeling of the three main components, the source, 
the aperture, and the detector was included. The geometry was 
similar to that seen in Fig. 104.38(b), where the distance from 
TCC to the aperture was taken to be 3 cm and the distance from 
the aperture to the detector was 33 cm. The aperture was mod-
eled by a 2000-nm-diam hole centered in a 500-nm-thick Ta 
disk. Based on this geometry and the recorded trajectories from 
TRIM, the scattered protons that reached the detector pack were 
isolated from those that did not.

Each proton deflected toward the detector pack then encoun-
tered additional filtering before reaching the detector. The 
filtering, placed directly in front of the detector, was assumed 
to be 20 nm of Al followed by 1000 nm of Mylar and an 
additional 100 nm of Al. (Mylar has chemical composition 
and stopping properties similar to those of CR-39). The proton 
was assumed detected if the energy was great enough to allow 
passage through these additional filters.

Thus, a record of the detection locations of all the scattered 
protons with an appropriate trajectory and energy was created. 
The ratio of the scattered proton density to unscattered signal 
proton density as a function of the detector radius is shown 
in Fig. 104.45(b); the dotted lines indicate the approximate 
location of the image penumbra from an ~30-nm source. The 
simulations showed that the scattered protons represent less 
than 0.3% of the detected protons in the penumbral region and 
that the radial profile of scattered protons is fairly flat. Since 
the radial derivative of the proton density ultimately determines 
the size and shape of the source,11 the small-amplitude slowly 
varying background would have little effect. Broadening of the 
prf was found to be <<1 nm.

4.	 Scattering in Filters
Upon reaching the detector pack, protons pass through 

several ranging filters that are designed to reduce the incident 
proton energy for optimal detection efficiency. Along with the 
desired loss of energy, the protons will experience some lateral 
straggling, another possible source of spatial broadening. To 
estimate the magnitude of this effect, the Monte Carlo code 
TRIM was used to track 12-MeV protons from a point source 
through 20 nm of Al, 1000 nm of Mylar, and a final 100 nm 
of Al. The lateral positions for protons exiting the filters were 
recorded and fit by a Gaussian distribution with an e-folding 
radius at the detector of ~30 nm. This translates to a broaden-
ing in the camera prf of ~30 nm/M ~ 3 nm.

5.	 Geometric Error
Accuracy in the inference of burn profiles from penum-

bral images requires accurate knowledge of imaging system 
dimensions. Of primary importance is the radius of the aper-
ture projection on the detector, which may not be exactly as 
expected if either the capsule–aperture distance or the aper-
ture–detector distance has any uncertainty. But the radius is 
actually determined from the data as an integral part of the 
analysis [see Refs. 11 and 12 and Fig. 104.42(a)], so this is not 
a source of error beyond the statistical fit error. If the aperture 
itself is not perfectly round and has deviations from its average 
radius with the rms value dRaperture, the rms deviation from 
round at the detector will be (M+1) dRaperture; this will cause 
a broadening of the system prf by [(M+1)/M] dRaperture . 
dRaperture. If the deviation from roundness is due to elliptic-
ity, either from bad fabrication or from the aperture not being 
exactly perpendicular to the capsule–detector direction, this 
effect is identified in the data processing and corrected. Other 
types of deviation from roundness can sometimes be identi-
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fied in the data, but in the worst case, uncorrected deviations 
should have dRaperture < 3 nm as discussed in Hardware and 
Design Features (p. 196). 

Another source of error would come from an inaccurate 
value of the magnification M (see Fig. 104.38 and its caption), 
which could be different from the expected value if L1 or L2 
were not measured accurately. Since M represents the ratio of 
structure size at the detector to structure size in the burn region, 
any error in M would not cause a broadening of the prf but 
would cause a multiplicative error in the inferred burn region 
size. But since the radius of the aperture itself, Raperture, is mea-
sured in advance to better than 0.1%, and since the radius of its 
projection on the detector, (M+1)Raperture, is determined as part 
of the data analysis, a self-consistent value of M is determined 
from the data and is not subject to measurement error.

6.	 Net Broadening
The net result of these broadening effects can be estimated 

for the data shown in Fig. 104.42 where the measured Rburn 
was found to be 32 nm with a statistical error of !1.6 nm. If we 
assume that the five sources of error discussed in the previous 
subsections are independent and that each generates a distortion 
in the system prf that is approximately Gaussian, then the net 
system prf would be a Gaussian whose radius rprf is the sum 
(in quadrature) of the individual radii. In this case, taking the 
upper limit for geometric error,

	 .r 3 1 0 3 3 5m mprf
2 2 2 2 2

+ + + +. .n n  	

The measured burn radius would then be the true burn radius 
added in quadrature with rprf. The error would be
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which is small compared to the statistical uncertainty of 
!1.6 nm.

Fidelity of the Measured Burn Region Sizes
The following subsections describe experimental tests that 

demonstrate the repeatability and fidelity of the measured burn 
region sizes. In Consistency of the Measured Burn Profiles 
(p. 204), measurement consistency is experimentally demon-

strated when six independent measurements of Rburn made dur-
ing the same symmetrically driven implosion are compatible. 
Lack of Dependence on Imaging Geometry (p. 204) shows 
that the reconstructed burn profiles are independent of changes 
in the system magnification and the aperture size. Lack of Dis-
tortion by Ambient Fields (p. 205) presents data suggesting 
that ambient fields do not affect the system response.

1.	 Consistency of the Measured Burn Profiles
Figure 104.42(a) shows six separate measurements of 

Rburn made during the same symmetrically driven implosion 
(OMEGA shot 36730, a capsule with a 17-nm-thick plastic 
shell filled with a mixture of 6 atm of D2 and 12 atm of 3He 
gas). The implosion was imaged with three separate PCIS 
cameras, fielded in TIM’s 2, 3, and 4. (TIM-3 is located 109° 
from TIM-2, and TIM-4 is 101° from TIM-2 and 79° from 
TIM-3.) Each camera produced two measurements of Rburn 
using the redundant detector method described in Hardware 
and Design Features. The error bars in the figure represent 
statistical uncertainties, as discussed in Sample Data From 
a Capsule With a Plastic Shell (p. 199), and the set of six 
measurements is self-consistent.

2.	 Lack of Dependence on Imaging Geometry
A measurement of Rburn should be independent of any 

changes in the geometric parameters of the camera, and this 
is demonstrated by data plotted in Fig. 104.46. Lack of depen-
dence on aperture diameter is illustrated in Fig. 104.46(b), 
which shows results from five successive implosions of capsules 
with 19-nm-thick plastic shells filled with 10.5-atm D2 and 
6-atm 3He. For each implosion, one TIM was equipped with 
a PCIS camera. The diameter of the aperture used for the first 
two and last two implosions was 2000 nm, while the diameter 
used for the third implosion was 600 nm. All results were 
statistically consistent with the mean value of 30 nm. Lack of 
dependence on the geometric magnification was demonstrated 
by simultaneous use of cameras with different M on each of 
two implosions. In Fig. 104.46(a), data were taken with M = 
12.5 and M = 20, while in Fig. 104.46(c) M = 6 and M = 9 were 
used. In each case the two different values of M resulted in the 
same measured Rburn. 

3.	 Lack of Distortion by Ambient Fields
Several plastic-shell implosions were used to look for pos-

sible systematic errors associated with stray fields. The two 
cameras used for shot 35004 were set up identically except 
that L1 = 5.4 cm for TIM-3 and L1 = 3.7 cm for TIM-4. If fields 
were significantly influencing protons in the region between the 
capsule and the aperture, we would expect to see a difference 
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Figure 104.46
Rburn data are shown with the average measurement value (dashed line) for a 
series of implosions. (a) A 17-nm-thick plastic shell with 18‑atm D3He gas fill 
(OMEGA implosion 36730) was imaged by three nearly orthogonal imaging 
cameras with different aperture-to-detector distances, located in TIM’s 2, 3, 
and 4. The redundant-detector method was used to generate two data sets for 
each camera. The geometric magnification (M) of each camera is listed. The 
data show that different cameras and different aperture-to-detector distances 
give the same result. (b) A single camera imaged a series of 19‑nm-thick 
plastic shells filled with 10.5 atm D2 and 6 atm 3He. The aperture diameter 
(Ø) used for each camera is indicated; Rburn was unaffected by the change in 
aperture size. (c) A 20‑nm-thick plastic shell with 18-atm D3He gas fill was 
imaged by two cameras having different capsule-to-aperture distances, placed 
in TIM’s 3 and 4. The separately inferred values of Rburn were statistically 
compatible. Note that the error bars in all plots are statistical errors.

in the measured Rburn from these two cameras. The results 
shown in Fig. 104.46(c) report essentially the same Rburn for 
both cameras, suggesting that there were no serious field effects 
in the region before the aperture. 

The three cameras used for shot 36730 were set up identi-
cally except that L2 = 36.6 cm for TIM-2 and TIM-3 while 
L2 = 58.6 cm for TIM-4. If fields were affecting the protons 
between the aperture and the detector (a region surrounded by a 
conductor), we would expect to see differences in the measured 
values of Rburn. Figure 104.46(a) shows that all Rburn results 
were consistent, suggesting that there were no serious field 
effects in the region behind the aperture.

Another recent experiment28 also provides evidence that 
fields do not dramatically alter the trajectory of D3He protons 
in the region past the aperture. In this test, a steel mesh (50‑nm-
diam wires with 100 wires per inch) was placed directly in front 
of the imaging aperture. Examination of the proton-emission 
image revealed no distortions in the mesh-induced pattern, sug-
gesting that fields are not significantly altering the trajectories 
of 14.7-MeV D3He protons.

Discussion
Three proton core imaging cameras have been built and 

installed at OMEGA using the design discussed here, and they 
have now been used to study the spatial distributions of nuclear 
burn in a range of different implosion types using algorithms 
described elsewhere.11,12 An example of the analysis of the 
radial burn profile of a symmetric implosion was shown in 
Sample Data From a Capsule With a Plastic Shell (p. 199) 
with a 32-nm burn radius. In another article,12 other types of 
implosions are studied and are shown to have burn radii ranging 
from 20 to 80 nm; clear correlations are shown between the 
burn radius and implosion parameters (capsule shell material 
and thickness, fill gas pressure, and laser energy). In addition, 
2-D reconstruction techniques have been used together with 
three nearly orthogonal imaging cameras to study asymmetric 
burn regions and to show clear relationships between laser 
drive asymmetry and burn asymmetry.14 In Ref. 11 the issues 
of spatial resolution and statistical noise were studied theoreti-
cally. A range of calculations and measurements, described in 
Demonstration that Possible Sources of Image Broadening 
are Unimportant (p. 200) and Fidelity of the Measured Burn 
Region Sizes (p. 204), investigated other possible sources of 
error in measured burn region sizes. So far there is no evidence 
of any other errors that are as important as the statistical errors; 
more calculations and measurements as well as comparisons 
with x-ray and neutron images will be pursued in the future for 
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further verification. In the meantime, proton emission imaging 
is providing interesting and useful data bearing on the under-
standing of capsule implosion dynamics and performance. A 
particularly nice feature of this imaging mode, which will be 
utilized in future studies, is the fact that the same reaction 
product studied here (the D3He proton) is also utilized by other 
diagnostics. Proton spectrometers16 measure the proton energy 
at different angles around a capsule, determining the areal 
density of the compressed shell from the energy loss, while the 
proton temporal diagnostic29,30 measures the time evolution of 
the burn. The spatial distribution of D3He burn can therefore be 
combined with the angular distribution of areal density in the 
colder shell material and the time evolution of burn, as well as 
other types of diagnostic measurements, for a more complete 
picture of implosion dynamics.
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Introduction
There is much interest in both experimental and theoretical 
studies of laser–solid target interactions with picosecond laser 
beams at relativistic intensities because of their relevance to 
fast ignition in laser fusion1 and backlighter development.2,3 
High-intensity, ultrashort laser pulses impinging onto solid 
or gaseous targets produce large quantities of suprathermal 
electrons ranging from ~100 keV up to several MeV with 
conversion efficiencies of several tens of a percent from the 
incident laser energy into electron energy.4–7 A precise physical 
understanding of the MeV electron production and transport 
in dense plasma is crucial for the success of the fast-ignition 
concept. This has triggered vigorous research efforts in both 
experimental8–12 and theoretical studies.13–16

Strong self-generated magnetic and electric fields influence 
the transport of relativistic electrons in high-energy-density 
plasmas.12,15,17 Inhibited heat flux in insulators due to strong 
longitudinal electrical fields has recently been predicted at 
subrelativistic intensities with a one-dimensional Monte Carlo 
collisional particle-in-cell (PIC) code.18 Depending on the 
experimental conditions, the fields might collimate the electron 
beam or compromise the effectiveness of electron penetration 
because of flux inhibition.17,19,20 The guiding of electrons 
with MeV energy in a plasma fiber over a distance of ~1 mm is 
attributed to strong laser-generated fields.21 Many plasma pro-
cesses influence the heating of solid matter by laser-generated 
relativistic electrons and their return currents. One example 
is an observed annular heating pattern that is attributed to a 
strong Weibel instability growth because of sharp transverse 
gradients in the input electron-beam current.11

Hard x-ray bremsstrahlung and characteristic inner-shell 
line emissions, predominantly from the K shell, are produced 
when energetic electrons propagate into the bulk of a solid 
target. The measurement of inner-shell emission lines is a 
valuable diagnostic to characterize the suprathermal electron 
distribution.4,6,7,22–24 Measurements of electron temperatures 
and temperature gradients provide important guidance for 
simulations to study energy transport in relativistic laser–solid 

Hot Surface Ionic Line Emission and Cold K-Inner-Shell Emission 
From Petawatt-Laser-Irradiated Cu Foil Targets

density plasmas. The standard method used to infer electron 
density and temperature in laser-produced plasmas is x-ray 
line spectroscopy;25 this method has been applied to petawatt 
laser–plasma experiments, e.g., Koch et al., using aluminum 
K-shell spectra.11 The dense and hot plasma environment shifts 
and broadens the spectral lines because of the interactions of 
the charged-particle plasma constituents. The comparison of 
measured line shapes and line ratios with calculations then 
allows the plasma parameters to be inferred.

In this work, measurements of the surface electron tempera-
tures for petawatt-laser-produced copper plasmas are presented. 
Measurements of the scaling of the Cu K-shell emission with 
laser intensity and target thickness are shown and analyzed. 
The following three sections will present the Experimental 
Setup (p. 208), Experimental Results (p. 209), and Analysis 
and Discussion (p. 213). The third section contains two subsec-
tions: Resonance-Line Emission From Hot Plasmas (p. 213) and 
Inner-Shell Emission (p. 216), which compares the measured 
Ka laser-intensity scaling to a model calculation. Summary 
and Conclusions (p. 218) are presented in the last section.

Experimental Setup
A schematic of the experimental setup is shown in 

Fig. 104.47. Laser pulses from either the Rutherford Appleton 
Laboratory Petawatt (PW)26 or the 100-TW27 facilities were 
focused with f/3 off-axis parabolas to a spot size of the order of 
~10 nm in diameter.28 The fraction of the nominal laser energy 
transported onto the target through the compressor and subse-
quent optics of the PW and the 100-TW laser systems is 75% 
and 60% respectively. About half of this energy is contained 
in the main focal spot while the remainder is distributed over 
a larger area.28,29 The laser energy was measured for each 
shot before the beam entered the compressor. The maximum 
achievable intensities on target were 4(!2) # 1020 W/cm2 and 
4(!2) # 1019 W/cm2 with the PW and the 100-TW lasers, 
respectively. The relatively large uncertainty in intensity on 
target is mainly due to changes in the focal-spot pattern on a 
shot-to-shot basis.
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Preplasma formation was measured side-on with a fre-
quency-doubled, 1-ps probe beam and a Wollaston prism 
interferometer, which showed that the plasma surface with an 
electron density of 1019 cm–3 expands at most by 40 nm from 
the original target surface at 100 ps prior to the main pulse 
interaction. Higher electron densities are not accessible by this 
diagnostic because of probe-light refraction out of the f number 
of the collecting lens in the probe line. Prepulse measurements 
show an amplified spontaneous emission (ASE) pulse starting 
at 1.5 ns ahead of the main pulse with an intensity of 5 # 10–8 
of the main pulse intensity. The overall intensity contrast is bet-
ter than 105 in a time window between 10 ns and 50 ps before 
the main pulse.28 The p-polarized light was focused at a 30° 
angle of incidence onto thin (<30 nm) copper foil targets with 
an area of <2000 # 2000 nm2. The targets were mounted as 
flags on 6-nm-diam carbon fibers.

A single-photon–counting, x-ray back-illuminated, charge-
coupled-device (CCD) camera (SI 800-145, Spectral Instru-
ments-Photonics, Tucson AZ) measured the plasma emission 
from the laser irradiation side (“target front side”) at a view-
ing angle of 16° with respect to the target normal. Radiation 
shielding of the CCD camera with a lead housing and lead 
collimators was crucial in obtaining good signal-to-noise 
spectra by suppressing the hard x-ray background generated by 
the petawatt laser.30 In addition, a 150-nm-thick Cu foil filter 
in front of the CCD was used to adjust the signal level of the 

K-shell emission to the single-photon–counting regime and 
to improve the signal-to-noise ratio. The experimental setup 
with the 100-TW facility was similar to that described above. 
The CCD detector was located closer to the plasma source in 
that case, 1.4 m instead of 3.8 m, leading to an increased solid 
angle by a factor of ~7.

When an x-ray photon is absorbed in the material of the 
CCD, a certain number of free-charge carriers proportional 
to the x-ray photon energy are created. A significant number 
of x-ray events are split between adjacent pixels. Adding the 
value of the pixels surrounding the event centroid might be used 
to reconstruct the total charge collected from an event. This 
is useful at very low photon fluxes, especially in astronomical 
applications. The single pixel analysis, as used here, ignores the 
spread of the absorbed x-ray energy over several pixels and typi-
cally takes only ~20% of the absorbed 8 to 9 keV photons into 
account.31 Single pixel analysis has a slightly higher spectral 
resolution than summed pixel analysis.31,32 A CCD quantum 
efficiency of ~10% with single pixel analysis is reported in the 
8 to 9 keV range for an x-ray imaging spectrometer used in the 
x-ray astronomical satellite Astro-E.31 A quantum-efficiency 
measurement of a SI-800 camera at 8 keV revealed a value 
of ~5% with single-pixel analysis.33 The same kind of chip 
(CCD42-40 chip, e2v technologies, Chelmsford UK) was used 
in the two SI cameras, one for calibration and one in this experi-
ment. The quantum efficiency is a factor 2 lower compared to 
the Astro-E CCD, which is probably due to a smaller pixel size 
and a thinner depletion layer of the SI-800 chip.

Experimental Results
Figure 104.48 shows a copper K-shell spectrum from the 

target’s front side for laser shot 0311271. Laser pulses with an 
energy of 447 J and a pulse duration ~0.7 ps were focused to 
an intensity of ~3 # 1020 W/cm2 onto a 20-nm-thick Cu foil 
target. The continuum x-ray background is subtracted while 
the filter transmission of the 150-nm Cu foil has not yet been 
taken into account. The measured spectrum (dashed curve) 
consists of four overlapping lines. The other curves denote a 
fit of Gaussian line shapes to the measurement, indicating a 
full width at half maximum of ~220 eV for each line. The four 
peaks are identified as the lines of the Cu Ka (8.04 keV), Hea 
(8.35 keV), Lya (8.69 keV), and Kb (8.91 keV) transitions.34,35 
The Hea line dominates the spectrum. The observation of Hea 
and Lya is distinctly different from Cu K-shell spectra observed 
previously with ultrashort laser pulses at lower laser intensi-
ties.24 The appearance and intensity of the Hea and Lya lines 
depend strongly on the laser intensity, as shown in Fig. 104.49. 
The K-shell emission was measured with 0.7 ps pulses for 

Figure 104.47
Experimental setup. The petawatt laser is focused onto a thin copper foil 
target. A single-hit CCD camera measures the x-ray emission from the 
target’s front side. Lead collimators and lead shielding provide the neces-
sary suppression of unwanted background radiation. A 150-nm copper foil 
provides bandpass filtering of the Cu K-shell emission while suppressing the 
background radiation. The inset shows qualitatively the foil transmission 
versus photon energy and the position of the Ka line.
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various laser intensities between ~2 # 1018 W/cm2 and ~3 # 
1020 W/cm2 by varying the spot size within 10 to 100 nm and 
the beam energy in the range from ~200 J to ~500 J. The Lya 
line of hydrogen-like copper disappears below 3 # 1020 W/cm2, 
while Hea is observed down to 1 # 1019 W/cm2, and only Ka 
and Kb are measured at 2.5 # 1018 W/cm2. No measurements 
with 0.7-ps pulses are available between 2.5 # 1018 W/cm2 and 
1 # 1019 W/cm2. Additional measurements in this intensity 
range with longer pulses (5 to 14 ps) show the Hea signal down 
to ~6 # 1017 W/cm2. For 0.7-ps pulses, the noise level prevents 
the detection of Hea below 3 # 1018 W/cm2, while for higher 
intensities it is always measured and steadily increases with 
laser intensity. In contrast, Ka and Kb stay about constant 
between 2 # 1018 W/cm2 and 1 # 1020 W/cm2 and slightly 
decrease for intensities above 1020 W/cm2.

The absolute number of x-ray photons in each line normal-
ized to the laser energy contained in the central laser spot was 
calculated by integrating the number of hits and by taking the 
solid angle, filter transmission, and quantum efficiency of the 
CCD in single-pixel analysis mode into account. An isotropic 
emission into a 4r steradians solid angle is assumed. Reabsorp-
tion of the radiation inside the foil target has not been taken 
into account. The relative error bars are estimated to be ~30% 
based on the standard deviation of several measurements at the 
same intensity. The absolute error is estimated to be a factor 
of 2 based on an estimated uncertainty in the CCD quantum 
efficiency for single-pixel analysis.

The Cu K-shell spectrum was studied as a function of the 
foil thickness with the 100-TW laser facility for low-mass, 
small-area targets. Figure 104.50 shows the measured Ka, 
Hea, and Kb lines for Cu foils of various thicknesses. Laser 
pulses with 14 ps (a) and 10 ps [(b)–(d)] durations and beam 
energies of ~100 J were focused to an ~10-nm spot size, 
providing an intensity of ~3 # 1018 W/cm2. The thickness is 
indicated in each figure. The foil area was 500 # 500 nm2 in 
(a) while it was 100 # 100 nm2 in (b), (c), and (d). The ratio of 
Ka to Hea emission changes with thickness, and the relative 
helium-like emission becomes larger with thinner foils for the 
smaller areas. Only a limited number of spectra were sampled, 
however, and shot-to-shot fluctuations especially influence 
the Hea signal. The resulting x-ray photon number per laser 
energy is plotted semilogarithmically as a function of the foil 
thickness in Fig. 104.51. The cold inner-shell emission that 
is created mainly by suprathermal electrons traversing the 
foil behaves differently than the ionic line emission. The Ka 
signal is relatively independent of foil thickness. A significant 
decrease is observed only below 3 nm, which might be due to 

Figure 104.48
Copper K-shell spectrum from the target’s front side for a laser intensity 
of 3 # 1020 W/cm2 and a pulse duration of 0.7 ps and EL = 447 J. The gray 
curve denotes the measurement while the other curves are Gaussian fits to 
the various emission lines. The Hea resonance line of helium-like copper ion 
dominates the spectrum.

Figure 104.49
Integral x-ray photon number normalized to the laser energy contained in the 
central laser spot as a function of the laser intensity for Cu Ka (open squares), 
Hea (solid dots), Kb (open triangles), and Lya (solid inverted triangles). 
Square Cu foils with thicknesses of 20 nm and 30 nm and areas ranging 
from 500 # 500 nm2 through 2000 # 2000 nm2 were used. The intensity 
was varied by the focal spot (10 to 100 nm) and the beam energy (~200 to 
~500 J) while keeping the pulse duration constant at 0.7 ps. The apparent 
threshold of Lya is 3 # 1020 W/cm2, while only Ka and Kb are observed at 
2.5 # 1018 W/cm2. A representative error bar of the laser intensity is shown 
for one Ka data point.
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several effects: (1) an increased volumetric heating might lead 
to a depletion of cold material and (2) an increased transfer of 
hot-electron energy into channels other than Ka emission for 
very low volume targets, notably ion acceleration,36,37 might 
quench the inner-shell signal. The Kb intensity drops by a fac-
tor of ~4 from 30 nm to 20 nm, and then stays about constant 
with smaller thicknesses and decreases again below 3 nm. The 
strong decrease from 30 nm to 20 nm is probably due to the 
larger foil area, which is further discussed in Resonance-Line 

Figure 104.50
K-shell spectra showing the Ka, Hea, and Kb lines 
for various Cu foil thicknesses as is indicated in each 
figure. The foil areas were 500 # 500 nm2 (a) and 100 
# 100 nm2 for the measurements in (b)–(d). The laser 
energies in (a)–(d) were 102 J, 118 J, 116 J, and 97 J, 
respectively. Laser pulses with 14-ps (a) and 10-ps 
(b)–(d) durations were focused to an ~10 nm spot, 
providing intensities of ~3 # 1018 W/cm2.

Figure 104.51
X-ray photon number per laser energy in the central laser spot versus foil thick-
ness determined from the measured cold Ka, Kb, and the hot Hea emission. The 
experimental conditions are the same as in Fig. 104.50. The dash–dotted curve is 
a guide for the eye. The foil volume diminished from 30 nm to 20 nm by a factor 
of ~40 because of the smaller area. An increased volume heating probably depletes 
the copper M-shell population, yielding a decreased Kb signal while the Ka is not 
significantly affected.55   

Emission From Hot Plasmas (p. 213). While the inner-shell 
x-ray photon number decreases with thinner foils, the ionic line 
emission seems to show an opposite trend for large thicknesses. 
The Hea signal first increases with diminishing thickness, 
peaks at 5 nm, and then decreases to its initial value at 1 nm. 
The relatively large scattering of the values is probably due to 
shot-to-shot fluctuations in the laser conditions and the focus 
position on the small target.
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Evidence that the ionic emission originates from front-
surface plasmas was obtained from measurements of Cu-foil 
targets covered with a thin layer of a different material. Fig- 
ures 104.52(a)–104.52(c) show spectra at an intensity of 1.5 # 
1020 W/cm2 on copper-foil targets without a cover layer (a), 
with a 1-nm-thick aluminum layer (b), and with a 0.5-nm-thick 
tantalum layer (c). The comparison of (a) and (b) shows that the 
Hea emission is significantly reduced by a factor of ~5, while 
Ka and Kb are diminished by a factor of ~2. The data suggest 
that, with the Al coating, the hot plasma is created mainly in 
the aluminum with relatively little heating of the copper. The 
reduction in Ka and Kb may indicate stopping of hot electrons 
in the Al layer. The Lya is not observed at this laser intensity. 
An additional experiment, Fig. 104.52(c), at the same intensity 
with a 0.5-nm Ta overcoat on 20-nm Cu foil gives further 
evidence that the Cu Hea line emission originates from a 
thin layer on the target’s front side. Beside the Cu Ka and a 
strong L-shell emission from tantalum peaking at 8.75 keV, no 
Cu Hea line at 8.35 keV is measured. The mass densities of 
solid tantalum and aluminum are 16.7 g/cm3 and 2.7 g/cm3, 
respectively. The factor of 6 higher mass density explains why 
Ta is more efficient in blocking energy transport through the 
surface despite half of the film thickness, leading to plasma 
temperature at the Ta–Cu boundary that is not sufficient to 
generate He-like Cu ions.

It is interesting to compare the result from copper (Z = 
29) to the K-shell emission of a target material with a much 

higher atomic number. Figure 104.53 shows the result of an 
experiment with a 50-nm-thick silver foil target (Z = 47) at 
~2 # 1020 W/cm2. Only the inner-shell emission (but no Hea 
and Lya lines) is observed for the higher-Z target. This indicates 
that the temperature is not high enough to create He- and H‑like 
silver ions, which require estimated electron temperatures 
above ~50 keV.38

Figure 104.52
Copper K-shell spectra with the target’s front side covered with a thin layer of different materials that leads to a suppression of the ionic line emission. (a) is 
without a cover layer, while (b) and (c) denote the results with a 1-nm-thick aluminum and with a 0.5-nm-thick tantalum layer, respectively. The Hea line 
emission is strongly reduced (b) and even absent (c) compared to the no cover layer (a), indicating that the hot plasma is generated in a thin layer on the target’s 
front side. The laser energies, pulse duration, and intensity were 254 J (a), 227 J (b), 227 J (c), 0.7 ps, and ~1.5 # 1020 W/cm2.

Figure 104.53
Measurement of the silver K-shell emission from a 50-nm-thick Ag-foil 
target. The laser energy, pulse duration, and intensity were 275 J, 0.7 ps, and 
~2 # 1020 W/cm2, respectively. Only Ka and Kb inner-shell emission lines 
are measured, but not the ionic line emission.
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Analysis and Discussion
Two emission processes occur in these experiments: 

inner-shell emission and resonance-line emission. The Ka 
and Kb lines are emitted by inner-shell transitions when an 
L- or M‑shell electron fills a vacancy in the K-shell, and the 
corresponding excess energy is radiated away by a photon in 
competition with Auger decay. X rays and energetic electrons 
may both produce inner-shell vacancies, assuming that the 
radiation has sufficient energy to excite above the K-edge (for 
Cu ho > 9 keV). Indirect inner-shell emission due to absorp-
tion of continuous x-ray radiation that is produced while 
suprathermal electrons decelerate in the target is, however, 
relatively negligible for elements with an atomic number 
<30.39 Energetic electrons are the main contribution to Ka 
and Kb production in a high-intensity, ultrashort, laser–solid 
interactions with low- and mid-Z materials.22,24 In contrast, 
the Hea and Lya lines are electronic transitions from the first 
excited to the ground level in the helium-like and hydrogen-
like ions. Sufficient thermal plasma temperatures are required 
to generate these highly stripped ions. While the inner-shell 
radiation originates from the cold bulk material, the ionic lines 
are produced in hot plasmas, which is depicted in a schematic 
in Fig. 104.54. Resonance-line emission originates from a hot 
plasma on the laser target side while fast electrons generated 
by the laser–plasma interaction propagate into the cold bulk 
and produce the inner-shell emission.

1.	 Resonance-Line Emission From Hot Plasmas
Calculations with the commercially available PrismSPECT 

program40 were performed to estimate the plasma conditions 
that lead to the ionic resonance-line emission from the hot 
plasma. PrismSPECT is a collisional-radiative code that takes 
all the necessary details of the excitation and de-excitation 
paths, opacity, and atomic physics into account. The plasmas 
are assumed to be in steady state, in nonlocal thermodynamic 
equilibrium conditions in slab geometry with a specified 
thickness, and have a homogeneous density and electron tem-
perature. Time-dependent collisional-radiative calculations of 
the ionization dynamics of solid-density aluminum plasmas at 
Te = 1 keV show that steady-state conditions are established 
within ~0.5 ps.41 Similar time-dependant calculations per-
formed for Te = 1 keV and ne = 1023 cm–3 show the Cu plasma 
reaching steady state within ~1 ps.42 Steady state is therefore 
a reasonable assumption for near-solid-density plasmas in our 
experiment. Suprathermal electrons were not included in the 
calculation. This assumption is supported by calculations of 
the charge-state distribution of a 1-keV, 1023 cm–3 Cu plasma 
including the ionization effect of a hot-electron component. 
The charge-state distribution is essentially given by the thermal 
plasma, and up to a fraction of 10% of hot electrons with an 
average energy of 3 MeV has no significant influence.42 The 
overcoat measurements (Fig. 104.52) show that the hot plasma 
is formed from a layer that has initially t . 1-nm thickness 
at solid density. Figure 104.55(a) shows a comparison for 
the experimentally measured ionic K-shell emission for shot 
0311271 (solid square symbols) to calculations for an electron 
density of ne = 2.3 # 1024 cm–3, t = 1 nm, and various electron 
temperatures between 1 keV and 3 keV. The electron density 
corresponds to a solid density of nion = 8.5 # 1022 cm–3 and 
an average degree of ionization of 27. The Ka and Kb lines are 
suppressed to allow a better comparison of the resonance-line 
emission to the calculations. The filter transmission of the 
150‑nm Cu foil was taken into account, and the calculated 
spectra were convolved with an instrumental resolution of 
200 eV. The PrismSPECT calculation reveals that the mea-
sured Hea peak is a complicated array of lines including the 
Hea line, the intercombination line, dipole forbidden lines, and 
lithium-like ion satellite lines that merge together. The effec-
tive line width of this feature is ~90 eV at solid density and 
explains the slightly larger measured spectral width of ~220 eV 
for Hea. The ratio of the Hea and Lya lines is sensitive to the 
temperature and a good agreement is obtained for an electron 
temperature of 1.8 keV.

The ASE laser pulse pedestal causes some ablation of the 
front layer before the main laser pulse impinges on the target. 

Figure 104.54
Schematic representation of the resonance and inner-shell emission generation 
process. The ionic lines stem from a hot surface layer while fast electrons 
produce the inner-shell emission.
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The main pulse then interacts with less than solid density 
plasma and an increased density scale length. The density pro-
file depends on the laser contrast, pulse profile, and hydrody-
namic expansion of the preplasma. To model the density profile 
generated by the ASE pulse, a two-dimensional hydrodynamic 
simulation of the expansion and structure of the preplasma 
was performed using the Eulerian code POLLUX.43 A 2.5 # 
1013 W/cm2 Gaussian temporal pulse shape was assumed with 
a 1.5-ns pulse duration. In the radial direction, a Gaussian-
shaped intensity profile with a FWHM of 7 nm was used for 
the simulation. Figure 104.56 shows a lineout of the calculated 
electron-density profile along the target normal at the peak of 
the interaction pulse. The critical density expanded ~2 nm from 
the original surface. The interaction of the main pulse with rela-
tivistic intensities and the corresponding electron mass increase 

leads to a higher critical density than in the nonrelativistic case. 
A distance of ~1 nm is then calculated for the relativistic cor-
rected critical density. The distance from the original target 
surface to the 1019 cm–3 contour is ~45 nm, which agrees well 
with the shadowgraph measurements. Preplasma formation on 
the Vulcan 100-TW laser has been previously experimentally 
and theoretically investigated.37,44 Density scale lengths of 
~3 nm and ~10 nm were determined at the critical density and 
at one-tenth of the critical density, respectively.
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Figure 104.56
Calculated electron density profile along the target normal that is generated 
by an ASE prepulse; see text for details. The 2-D Eulerian code POLLUX43 
was used for the simulation.

The density profile shows that the ablated mass below criti-
cal density is a factor of ~10 smaller compared to the 1-nm 
layer from critical density up to solid density. Accordingly, the 
number of ionic line emitters in the ablation plume is negligible 
compared to the emitter number above critical density where 
most of the absorbed laser energy is deposited. Thermal energy 
transport into the target is estimated to be several microns deep 
with close to solid density based on the overcoating experi-
ments. Figure 104.55(b) shows a comparison of measured and 
calculated spectra for ne = 2.3 # 1023 cm–3, t = 1 nm, and 
various temperatures with the best agreement at Te = 3.4 keV. 
Not shown is the comparison for ne = 2.3 # 1023 cm–3 and t = 
10 nm, yielding Te = 2.6 keV, which has roughly the same emit-
ter number as the solid density, t = 1 nm calculation. Opacity 
effects in the blowoff plasma are negligible because of the low 
concentration of He- and H-like ions. The electron temperature 
is thus estimated to be in the range of 2 to 3 keV for a close-to-
solid-density plasma and slab thickness between 1 and 10 nm. 
The number is in agreement with highly resolved Cu K-shell 
spectral measurements performed at similar experimental con-
ditions yielding a front side electron temperature of ~2 keV.45

Figure 104.55
Comparison of the experimentally measured ionic K-shell emission (solid 
square symbols) to calculations with the computer program PrismSPECT40 
for (a) solid-density (ne . 2.3 # 1024 cm–3) 1-nm-thick plasma slab, and 
various electron temperatures between 1 keV and 3 keV. Figure (b) shows a 
comparison for an electron density of 2.3 # 1023 cm–3, plasma slab thickness 
of 1 nm, and various electron temperatures between 2.6 keV and 5 keV.
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Two-dimensional opacity effects and heating of the under-
dense plasma by the short interaction pulse were not consid-
ered. Optical-field-ionized He- and H-like ion generation in 
the underdense plasma along the laser channel is negligible. 
Using a simple over-the-barrier suppression calculation for 
electric field ionization,46 estimated saturation intensities of 
2 # 1020 W/cm2 and 7 # 1022 W/cm2 are required to produce 
helium- and hydrogen-like copper ions with an ionization 
probability close to unity. The creation of He-like Cu ions by 
field ionization is therefore possible only at the highest acces-
sible laser intensity. Ponderomotively accelerated electrons and 
ions in a radial direction37 that might modify the charge-state 
distribution of the plasma as well as velocity gradients because 
of the tight-focusing condition and the resulting spherical 
expansion geometry that might affect the opacity47 were not 
included in the analysis.

A precise comparison between the measured absolute 
Hea and Lya photon numbers and the predicted numbers by 
PrismSPECT are not straightforward and out of the scope of 
this article. A detailed knowledge of the angular emission 
characteristic, source area, and temporal emission charac-
teristic is required. Laser plasmas are highly transient with 
strong spatial gradients in density and temperature, and a com-
parison to the measurement requires detailed multidimensional 
hydrodynamic simulations coupled to a multidimensional, 
time-dependent radiation transport model. An estimate of the 
source area may be obtained from measurements of Cu Ka 
images, typically yielding an area of 50 to 100 nm FWHM in 
diameter,12,24 and from Ni Lya imaging measurements with 
~30 nm spots that were obtained under similar experimental 
conditions.48 Town et al., recently reported on simulations to 
calculate Ka images under similar experimental conditions and 
obtained agreement with measured Ka spot sizes.49 Assuming 
an isotropic Hea and Lya emission and neglecting multidimen-
sional and time-dependent opacity effects, the comparison of 
measured photon numbers and steady-state calculations for a 
solid-density, t = 1 nm surface layer plasma suggests average 
emission times of several picoseconds.

The increase in Hea emission with a laser intensity above 
1018 W/cm2 shown in Fig. 104.49 shows an energy transport 
growing with intensity into the solid-density plasma where 
electron–ion collisions create the ions in the hot-plasma envi-
ronment. An enhanced energy transport into the solid results 
in higher temperatures and a larger fraction of He-and H-like 
Cu ions in the hot surface plasma. The absorption of the laser 
energy takes place in the density range close to the critical den-
sity and is dominated by collisionless absorption mechanisms 

that produce electrons with quasi-Maxwellian energy spectra 
and temperatures from hundreds of keV to several MeV for 
all intensities discussed here.50 The angular distribution is 
generally into the target. The electron source parameters vary 
with the local intensity and therefore also have a spatial pattern 
related to the laser focal-spot intensity pattern. Energy transport 
by these electrons is highly complicated and, up to now, not 
fully understood. Their binary collision range is generally much 
greater than the thin layer, which is strongly heated. Several 
processes may contribute to localizing energy deposition in a 
surface layer. Simple ohmic potential due to the cold electron 
return current can limit electron penetration, as discussed by 
Bell et al.19 Electrons can be trapped at the surface by their 
small Larmor radius in the surface region azimuthal thermo-
electric B field generated by the axial increase of density and 
radial decrease of temperature (dB/dt scaling as dN # dT), 
with the axial ambipolar electric field in the blowoff plasma 
causing a rapid radial drift (scaling as E # B). This effect, well 
known from nanosecond experiments, particularly with CO2 
lasers, has been discussed in connection with petawatt-class, 
short-pulse experiments by Stephens et al.12 and modeled 
recently by Mason et al.51 Three-dimensional PIC simula-
tions by Sentoku et al.,16 have shown that there can be very 
strong collisionless energy deposition in a thin surface layer 
attributable to the “ohmic” heating effect of the return current 
due to anomalous resistivity induced by the scattering of the 
return current electrons on microscopic clumps of the B field 
generated by collisionless Weibel and two-stream instability. 
There is also evidence in PIC modeling by Adam et al.52 and 
Ruhl53 that the strongest filamentation occurs in a thin surface 
layer. These processes may all contribute to the observed thin, 
high-temperature layer, but further work is needed to establish 
their relative importance.

The energy required to create a significant amount of He-
like and H-like Cu ions is estimated by assuming the mass of 
the hot layer to be equivalent to an ~1-nm-thick layer at solid 
density, as determined from the overcoat experiments. For 
example, an energy of ~3.5 J is needed to heat a mass of solid 
copper contained in a disk with a 50-nm diam and 1-nm thick-
ness to ~3 keV and the resulting average charge state of 27. This 
is small compared to laser energies of the order of 100 J. 

It should be noted that the spectral measurements indicate 
that Ka and Hea are two distinctive lines with no significant 
continuum merged between them. This is supported by highly 
resolved measurements with a crystal spectrograph under 
similar experimental conditions.54 The upshift of Ka emission 
from partially ionized Cu ions has been discussed by Gregori 
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et al.54 There is a small spectral shift as M-shell electrons are 
removed because of the heating of the bulk of the target by 
binary collisions of hot electrons and ohmic heating by the 
return current. It is indistinguishable in our low-resolution Ka 
spectra. Removal of L-shell electrons at higher temperatures 
gives larger shifts as the hot layer is heated and emission occurs 
at each stage of ionization. The He-like ion is, however, pres-
ent over a wide temperature range and, in particular, during 
the emission occurring after the initial heating, leading to a 
dominant Hea spectral feature in our spectra. This heating 
partially ionizes the bulk, resulting in a Ka emission shifted 
to higher energies.

Measurements of the K-shell emission as a function of foil 
thickness between 30 nm and 1 nm for a constant laser inten-
sity of ~3 # 1018 W/cm2 show that the Ka emission remains 
about constant with diminishing foil thicknesses down to 
3 nm. This is expected if no other hot-electron energy-loss 
mechanisms become significant; the electron temperature of 
the foil is so low that ionization does not significantly affect 
the L-shell, and the majority of the electrons are refluxing from 
an electrostatic sheath field. The decreasing yield for targets 
thinner than 3 nm might imply that a significant amount of cold 
material is depleted. Another possible explanation is that, for 
very small volume targets, additional energy dissipation chan-
nels draining hot-electron energy might become important and 
influence the Ka signal. A possible channel is energy transfer 
into accelerated ions, which is enhanced in very thin targets.36 
The Kb yield is expected to be more sensitive to a temperature 
increase of the bulk of the target since Kb is eliminated when 
the M-shell is ionized, which might explain the decrease by 
factor of ~4 from 30 nm to 20 nm while no change is measured 
for Ka. The target volume changed by a factor of ~40 because 
a 500 # 500 nm2 foil area was used at 30-nm thickness while 
100 # 100 nm2 was applied for the thinner targets. R. Snavely 
et al., recently reported on similar observations and extensively 
discussed how the laser heating of very small target volumes 
affects the inner-shell emission.55 The resonance-line emission 
from the 1-nm top layer is not expected to be significantly 
affected by the foil thickness. Nevertheless, varying Hea emis-
sion is observed with a peak at 5-nm thickness. This variability 
may be due to slight changes in the laser conditions from shot 
to shot. As shown in the measurement in Fig. 104.49, the Hea 
signal is more sensitive to the applied laser intensity than is 
the inner-shell emission.

2.	 Inner-Shell Emission
Implicit-hybrid PIC simulations with the code LSP56 were 

performed to study inner-shell production with various foil 
areas in the range from 500 # 500 nm2 to 100 # 100 nm2 
and thicknesses of 20 nm to 5 nm, similar to the simulations 
recently reported by R. Town.49 No significant change of Ka 
yield with the target area and thickness is calculated, which is 
attributed to the refluxing of most of the hot electrons at the tar-
get boundaries.36 These calculations have solved the Maxwell 
equations coupled with the equations of motion for multiple 
particle species in a two-dimensional cylindrical geometry. The 
initially cold ions and bulk electrons of the target were mod-
eled with fluid equations, and the hot laser-produced electrons 
were treated kinetically. The propagation and interaction of the 
high-intensity laser was not included, rather, the hot electrons 
were introduced into the calculation in an ad hoc manner by 
converting or “promoting” bulk electrons within a skin depth 
on the front of the target into the kinetic species. The kinetic 
electrons were given an isotropic Gaussian distribution in 
momentum space with a temperature that was determined 
by the ponderomotive potential of the local laser intensity.13 
The local conversion rate was determined by assuming a 10% 
coupling efficiency from the local incident laser power into hot 
electrons. The laser spot shape was taken to be the same as in 
the experiment, both spatially and temporally. Although the 
heating of the target was modeled, the ionization of the target 
material was ignored.

The measured Ka photon numbers, per unit laser energy, are 
in general agreement with other experiments.20,24 In Ref. 20, 
2 # 1011/J Ka photons were reported for 8-nm-thick Cu foil 
targets irradiated with 528-nm laser pulses at intensities of 
~1019 W/cm2. Similar numbers were reported in Ref. 24; 
however, these experiments used thick targets where the reab-
sorption of the Ka photons was strong, and the controlling 
mechanism was the interplay between electron-penetration 
depth relative to the Ka photon-attenuation length. With the 
targets considered here, reabsorption gives a modest correc-
tion; e.g., for solid copper, the transmission fraction ftrans is 
estimated to be 0.91, 0.69, and 0.58 for foil thicknesses of d = 
5, 20, and 30 nm respectively.

The expected number of photons generated Nk can be com-
puted by integrating along the path of electrons whose initial 
energies are described by an energy distribution f(E0) so long 
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as the electron stays within the material, its energy loss is 
accurately described with a continuous slowing down formula 
(dE/ds), and that cold cross sections vk for K-shell ionization are 
appropriate (note that for copper, only direct K-shell ionization 
is significant39). The yield Nk is then given by
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where Ne is the total number of hot electrons, ~k = 0.425 is 
the fluorescence yield, and nCu is the number density of copper 
atoms in the target. From this model the electron-to-Ka pho-
ton-generation efficiency he"k is determined. This efficiency 
is defined according to Ek = he"kEe, where the energy in the 
electrons is given by E N Ef E dEe e= ^ h#  and in Ka photons 
by Ek = fkNk with fk being the fluorescence energy (8.05 keV 
for copper Ka). This simple model accounts only for the col-
lisional energy loss and neglects ohmic effects and energy 
transfer to fast ions.

A direct comparison between the experimental production 
efficiency (yield/laser energy) and the calculated generation 
efficiency is not straightforward. The experimentally observ-
able quantity is Nk,obs from which the efficiency may be 
computed as
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only if the transmission fraction and the hot-electron production 
efficiency E EL e e L=h "  are known. Here, EL is the energy 
in the laser pulse. The transmission fraction can be easily 
computed, but the electron-production efficiency is uncer-
tain. Assuming that the hot-electron density within the foil is 
uniform, the Ka photon transmission fraction is estimated by 

expf L d d L1a atrans= - -` `j j9 C with the attenuation length La = 
25 nm. The predicted efficiency, obtained using Eq. (1), further 
requires specification of the hot-electron spectrum f(E).

The predicted total Ka energy of the model divided by the 
laser energy, together with experimental data, are shown in 
Fig. 104.57 for different hL"e assuming exponentially distrib-
uted electron energies, ,expf E dE T E T dE1= -_ _ _i i i  and 

using slowing down and cross section data from the ITS code.57 
The total K-shell ionization cross section is from Ref. 58 and, 
unlike the cross section in Ref. 39, it is valid for relativistic elec-
tron energies. For highly relativistic electrons, the cross section 
increases with particle energy. In Ref. 59, an increased Ka yield 
was measured with laser intensities above 1019 W/cm2 and 
attributed to an enhanced K-shell ionization cross section for 
relativistic electrons. In contrast to this work, an increase in the 
Ka yield with the laser intensity is not observed. Calculations 
have also been performed with a 3-D relativistic distribution 
function, leading to slightly higher predicted efficiencies, but 
with no change to our overall conclusions. Although different 
intensity temperature scaling appears in the literature,29,60 
in Fig. 104.57 we have chosen the ponderomotive scaling of 
Wilks,13,61

	 . . ,T I0 511 1 1 37 118
2 1 2

MeV m= + -mna k; E
to connect the laser intensity to the hot-electron temperature. 
No spatial-laser intensity distribution was taken into account 
in this calculation.

In Fig. 104.57, the experimental data is almost independent 
of laser intensity, except at the highest laser intensity, I = ~3 # 
1020 W/cm2. This independence of efficiency on hot-electron 
temperature, over the experimental range of intensities, is a 
consequence of Eq. (1), displayed by the solid model curves. 
The efficiency is determined by the relative importance of 
energy loss due to nonionizing collisions and the cross sec-
tion for K-shell ionization. The latter is quite flat for energies 
above 100 keV,62 while the collisional cross section drops 
with increasing energy. The electron range is not restricted by 
the target thickness for the solid curve in order to mimic the 
effect of electron refluxing. The net result is that the number 
of photons produced per unit electron energy is only a weakly 
increasing function. The solid curves can be made to agree 
quantitatively with the experimental data if we select an ~8% 
hot-electron coupling efficiency. This is lower than the hL"e ~ 
(20% to 40%) usually quoted in the literature for these intensi-
ties, e.g., in Ref. 4 (upper solid curve). Given the relative large 
uncertainty in the experimental points because of the CCD 
calibration uncertainty, the current measurement is in rough 
agreement with the previous measurements. In addition, the 
calculated 8% hot-electron coupling efficiency should be 
regarded as a lower bound because fast-electron energy loss 
into other channels, such as energy transfer into fast ions and 
ohmic effects, were not included in the model. Accounting for 
additional losses would shift the theoretical curves downward, 
leading to a higher hL"e for the measurement.
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The dotted curves illustrate the effect of truncating the 
electron path length s in the integral, Eq. (2), whenever it 
exceeds the target thickness , .mins E s E d0 0"_ _i i7 A  Electrons 
in Cu have ranges from ~1 nm to ~700 nm for energies from 
10 keV to 1 MeV.57 Only a small fraction of the fastest electrons 
can escape out the foil, resulting in quickly charging up the 
target and confining the rest of the electrons that are reflected 
back from surface sheath fields. Refluxing has previously 
been discussed in the context of proton generation, showing 
the importance of the recirculation of the MeV electrons on 
the electrostatic fields that accelerate protons to multi-MeV 
energies.36 As expected, ignoring refluxing in the model 
shows disagreement with the experimental data by an order of 
magnitude or more. Physically, the solid curves correspond to 
the case where hot electrons are confined within the target due 
to reflection or “refluxing” from surface sheath fields until it 
is stopped, whereas the dashed curves correspond to the case 
where the electron and its energy are lost as soon as its path 
length equals the target thickness. Refluxing has been observed 
in PIC calculations, leading to a yield that is independent of 
target volume.

The fact that the experimental efficiencies are lower than 
might be expected based on the simple refluxing model presented 
here might have several causes: refluxing might not be perfect. 
With a significant loss fraction, the range of the electrons might 
be overestimated (which leads to higher efficiencies) due to 
“anomalous” stopping mechanisms related to large, self-gener-
ated magnetic and electric field fluctuations, presumably becom-
ing more important at higher intensities.16 Target heating might 
invalidate the use of the cold cross sections.

Summary and Conclusions
For the first time, Hea and Lya lines in the K-shell emission 

of solid Cu targets irradiated with a 0.7-ps petawatt laser beam 
were observed at intensities >1020 W/cm2. This is attributed to 
the formation of a ~2 to 3 keV near-solid-density hot plasma 
on the laser irradiation target side. A suppression of the ionic 
line emission is observed when the Cu targets are coated with 
either a 1-nm thin layer of aluminum or with a 0.5-nm tanta-
lum layer, indicating that the strongest heating is confined to 
a thin layer. 

Measurements of the K-shell emission as a function of 
foil thickness between 30 nm and 1 nm for a constant laser 
intensity of ~3 # 1018 W/cm2 and ~10-ps pulses show that the 
Hea emission varies by a factor of ~4 with a peak at 5-nm 
thickness, while the Ka yield stays about constant. A decreased 
Ka yield measured for targets thinner than 3 nm might be 
explained by a stronger heating of the small target volume and 
an increased hot-electron energy transfer into ions. Changing 
laser conditions especially affecting the surface layer could 
cause the variation of the Hea emission. The current data set is 
limited by its small sample size, and more shots are necessary 
to investigate this observation.

The K-shell emission of solid Cu foil targets was studied 
as a function of laser intensity between 2 # 1018 W/cm2 up to 
3 # 1020 W/cm2 in low-area (~0.5 # 0.5 to 2 # 2 mm2) thin 
foils (~20 to 30 nm) and 0.7-ps pulses. The yield of the ionic 
lines strongly increases with laser intensity such that, at the 
maximum intensity, the spectrum is dominated by the Hea 
emission. An approximately constant yield of ~1 # 1011 pho-
tons/J and ~1 # 1010 photons/J were measured for the Ka and 
Kb inner-shell emission, respectively, between intensities of 
2 # 1018 W/cm2 and 1 # 1020 W/cm2. Above 1 # 1020 W/cm2, 
the inner-shell emission yield drops. A comparison of the mea-
sured intensity scaling of the Ka yield with a model shows that 
refluxing of suprathermal electrons and their confinement in the 
target volume is crucial to explain these results. Calculations 
that ignore refluxing show a strongly decreasing Ka yield with 

Figure 104.57
Total energy in Ka photons normalized to laser energy in the central laser spot 
as a function of laser intensity. The solid triangles are the experimental data 
points. The solid curves correspond to the model described in Inner-Shell 
Emission (p. 216) with perfect confinement of the hot electrons (refluxing) 
and with a hot-electron conversion efficiency of 40%, 8%, and 1%. The dotted 
curves correspond to the case (40% and 1%) with no refluxing, as described 
in the text. An 8% hot-electron coupling efficiency is calculated, which 
should be regarded as a lower bound because fast-electron energy loss into 
other channels, such as energy transfer into fast ions and ohmic effects, were 
not included in the model. A representative error bar shows the measured 
efficiency uncertainty.
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laser intensity and disagree with the experimental data by more 
than an order of magnitude.
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During the summer of 2005, 15 students from Rochester-area 
high schools participated in the Laboratory for Laser Energet-
ics’ Summer High School Research Program. The goal of this 
program is to excite a group of high school students about 
careers in the areas of science and technology by exposing them 
to research in a state-of-the-art environment. Too often, students 
are exposed to “research” only through classroom laboratories, 
which have prescribed procedures and predictable results. In 
LLE’s summer program, the students experience many of the 
trials, tribulations, and rewards of scientific research. By par-
ticipating in research in a real environment, the students often 
become more excited about careers in science and technology. 
In addition, LLE gains from the contributions of the many 
highly talented students who are attracted to the program.

The students spent most of their time working on their 
individual research projects with members of LLE’s technical 
staff. The projects were related to current research activities 
at LLE and covered a broad range of areas of interest includ-
ing computational hydrodynamics modeling, cryogenic target 
fabrication and characterization, liquid crystal chemistry, 
materials science, the development and control of laser fusion 
diagnostics, and OMEGA EP Laser System design and engi-
neering (see Table 104.II).

The students attended weekly seminars on technical topics 
associated with LLE’s research. Topics this year included laser 
physics, fusion, holographic optics, fiber optics, and femtosec-
ond lasers and their applications. The students also received 
safety training, learned how to give scientific presentations, 
and were introduced to LLE’s resources, especially the com-
putational facilities. 

The program culminated on 24 August with the “High 
School Student Summer Research Symposium,” at which the 
students presented the results of their research to an audience 

LLE’s Summer High School Research Program

including parents, teachers, and LLE staff. The students’ writ-
ten reports will be bound into a permanent record of their work 
that can be cited in scientific publications. These reports are 
available by contacting LLE.

One hundred ninety-one high school students have now 
participated in the program since it began in 1989. This year’s 
students were selected from approximately 50 applicants.

At the symposium, LLE presented its ninth William D. 
Ryan Inspirational Teacher Award to Mr. Stephen Locke, a 
chemistry teacher at Byron-Bergen High School. This award 
is presented to a teacher who motivated one of the participants 
in LLE’s Summer High School Research Program to study 
science, mathematics, or technology and includes a $1000 
cash prize. Teachers are nominated by alumni of the summer 
program. Mr. Locke had the rare distinction of receiving his 
nomination from a whole family—Christine Balonek (2002) 
and her brothers Gregory, Robert, and Daniel (2004). “In the 
classroom, Mr. Locke’s wealth of knowledge and fervor for 
chemistry in combination with his sense of humor, patience, 
and dedication to his students create an ideal teacher,” Chris-
tine Balonek writes in her nomination letter. “He is never too 
busy to help a student during a study hall or after school with 
any science work. His endless devotion to students and the 
community is one worthy of recognition.” According to her 
brother, Robert, “Mr. Locke not only taught the material given 
by the state, he also brought in real-life applications. His teach-
ing methods brought home for me the power of science and 
technology.” David Pescrillo, principal of Byron-Bergen High 
School, added, “Stephen is an excellent teacher who expects 
the best from his students. He is very kids-oriented. He comes 
in during the summer, during the weekends, and after school 
hours on his own time to tutor the kids who need help. He is 
a phenomenal guy!”
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Table 104.II:  High School Students and Projects—Summer 2005.

Name High School Supervisor Project Title

Mary Brummond Honeoye Falls-Lima M. Guardalben OMEGA EP Pulse Compressor Modeling: 
Misalignment and Power Errors

Philip Chang Pittsford Sutherland K. Marshall Computational Modeling and Analysis  
of Nickel Dithiolene Structures

Brandon Corbett Allendale Columbia T. Collins/ 
R. Bahukutumbi

Optimization of High-Gain ICF Targets  
for the National Ignition Facility

Adam DeJager Greece Odyssey S. Morse/ 
R. Kidder

Optical Time-Domain Reflectometry  
on the OMEGA EP Laser

Frank Fan Webster Schroeder S. Craxton A Model for Cryogenic Target Layering

Alex Grammar Brighton R. Boni/ 
P. Jaanimagi

Relative Quantum Efficiency Measurements 
of Streak Camera Photocathodes

Stewart Laird Harley School J. Knauer Characterization of a Compound Refractive 
Lens

Brian MacPherson Penfield R. Epstein Dynamic Energy Grouping in Multigroup 
Radiation Transport Calculations

Karyn Muir Honeoye Falls-Lima J. Lambropoulos Micromechanics and Microstructure in  
WC Hard Metals

Brian Pan Penfield W. Seka Improving the Illumination Uniformity of 
Cryogenic Targets Inside a Layering Sphere

Nicholas Ramos Palmyra-Macedon S. Mott/ 
D. Lonobile

Automated X-Ray Framing Camera Charac-
terization

Valerie Rapson Greece Olympia K. Marshall Contaminant-Resistant Sol-Gel Coatings

Martin Wegman McQuaid W. Donaldson Superconducting Electronics for the ICF 
Environment

Lauren Weiss Brighton L. Elasky Categorization and Analysis of Defects  
in Cryogenic Targets

Rosie Wu Brighton D. Edgell/ 
S. Craxton

Analysis of Inner Ice Surface Perturbations 
Using Bright Ring Characterization
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The OMEGA Facility continued to operate extended shifts 
during select weeks in FY05, accommodating user demand by 
conducting 1461 target shots (see Table 104.III). Highlights of 
other FY05 achievements include the following:

•	 The SSD, main, and “backlighter” OMEGA laser sources 
were converted to integrated front-end sources (IFES). 
The IFES replaces the existing OMEGA master oscillators 
(OMO’s) and two pulse-shaping amplitude modulators. The 
IFES architecture consists of a single-frequency, continuous-
wave (cw) fiber laser, a dual-amplitude modulator for pulse 
shaping, and a cw-pumped fiber amplifier that boosts the 
energy injected into OMEGA’s diode-pumped regenerative 
amplifier. The IFES system requires significantly less mainte-
nance, is easier to operate, requires no optical alignment, has 
improved pulse-shaping stability, and is much more reliable 
than the OMO system. The “fiducial” laser source will be 
converted to the IFES architecture early in FY06. 

•	 TIM-based target positioning systems (TTPS) were utilized 
on a number of experimental campaigns. These instruments 
were developed to improve the speed and accuracy of align-
ment for complex targets. Previously, high-magnification 
x-ray imaging pinhole arrays had been mounted on the 
same stalk as the primary target. This configuration put the 
burden of alignment on target fabrication and often required 
several metrology iterations to establish the angle of the 
pinhole substrate with respect to the primary target within 
allowable specifications. By using separate targets, overall 
time spent in target fabrication, metrology, and alignment 
has been reduced dramatically and target positioning preci-
sion has improved.

•	 The planar Moving Cryostat Transfer Cart (Cart 4), was 
modified to accommodate cryogenic hohlraum experiments. 
Cart 4 is used routinely to provide cryogenic solid/liquid 
D2 targets for experiments on D2 equation of state (EOS), 
multiple shock timing and convergence, and Rayleigh–Tay-
lor instability growth. These experiments directly support 
the National Ignition Campaign. Cryogenic gas-filled (He 
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and H) hohlraums are part of the indirect-drive ignition 
point design. Cart 4 was modified to field hohlraums at 
temperatures appropriate for the ignition point design. The 
first experimental series provided valuable temperature/den-
sity data. The target design is currently being modified for 
experiments in FY06 to minimize the target debris associ-
ated with the thermal mass in contact with the hohlraum.

•	 High-yield cryogenic DT experiments are expected in early 
FY06 following a successful tritium readiness review in 
June 2005. In anticipation of these experiments, a number of 
new high-yield diagnostic systems have been (or are being) 
implemented on OMEGA. These include the 12-m nTOF 
(neutron time-of-flight diagnostic 12 m from target cham-
ber center), a chemical vapor deposition (CVD) diamond 
detector for bang time, a light-pipe–based neutron temporal 
diagnostic for reaction history and c-ray bang time, a per-
manent neutron imaging capability, and a magnetic recoil 
spectrometer for neutron spectroscopy and areal density. 
The full implementation of this new instrumentation suite 
should be completed in FY06 and will give the facility diag-
nostic capabilities for high-yield DT implosions comparable 
to those for the lower yield standard D2 implosions.

•	 A continuously pumped centralized vacuum system for OME-
GA’s harmonic energy detector (HED) vacuum tubes was 
designed and installed. This system significantly increases 
the flexibility to refurbish and perform maintenance on the 
vacuum tubes, ensuring operational readiness. Approximately 
one-sixth of OMEGA is outfitted with the modified tube 
design, with the remainder to be installed in FY06.  

•	  The east wall of the OMEGA Target Bay was modified to 
support transport of the OMEGA EP beams to the OMEGA 
target chamber. OMEGA Facility modifications planned for 
FY06 include the installation of OMEGA EP beam transport 
into OMEGA target chamber port H9 and the installation of 
the off-axis parabola inserter on port H7. This installation 
will remove the GMXI diagnostic from port H9 and TIM-2 
from port H7.
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Table 104:III:  The OMEGA target shot summary for FY05.

 
Laboratory

Planned Number  
of Target Shots

Actual Number  
of Target Shots

LLE 715 701

LLNL 375 400

LANL 140 138

SNL 30 34

NLUF 120 130

CEA 30 34

NRL 20 24

Total 1430 1461

LLE ISE 303

LLE SSP 172

LLE RTI 95

LLE ASTRO 38

LLE DD 30

LLE CRYO 23

LLE DDI 16

LLE LPI 16

LLE PB 8

LLE Total 701
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During FY05, 760 target shots were taken on OMEGA for ex-
ternal users’ experiments. The external users’ shots accounted 
for 52% of the total OMEGA shots produced in FY05. External 
users in FY05 included seven collaborative teams under the 
National Laser Users’ Facility (NLUF) program as well as 
collaborations led by scientists from the Lawrence Livermore 
National Laboratory (LLNL), Los Alamos National Labora-
tory (LANL), Sandia National Laboratory (SNL), the Naval 
Research Laboratory (NRL), and the Commissariat à l’Énergie 
Atomique (CEA) of France.

NLUF Program
FY05 was the first of a two-year period of performance for 

the eight NLUF projects approved for FY05 funding. Seven of 
these NLUF campaigns were allotted OMEGA shot time and 
received 130 shots on OMEGA in FY05. Table 104.IV lists the 
accepted proposals.

National Laser Users’ Facility and External Users’ Programs

Isentropic Compression Experiments (ICE) for Measuring 
EOS on OMEGA
Principal Investigator: J. R. Asay (Washington State University)

This research is developing three new areas of high-pressure 
research. First, techniques to generate high-accuracy, quasi-
isentrope equation of state data into the Mbar regime will be 
developed. This effort will enable, for the first time using lasers, 
“cold” equation of state curves for standard materials in the 
Mbar regime. Second, wave profile data on candidate materials 
(Bi and Fe) upon compression through both solid–solid and 
solid–liquid phase transitions will be measured and compared 
with similar data measured with different loading times on 
other platforms (Z data, gun data, diamond anvil data). These 
data will then be used to benchmark models for the time depen-
dence of phase transitions being developed at WSU. Finally, 
to ensure the phase transitions observed in these dynamic 
experiments correspond to the same phases as observed in 

Table 104.IV:  FY05–FY06 Proposals.

Principal Investigator Affiliation Proposed Title

J. Asay Washington State University
Isentropic Compression Experiments  
for Measuring EOS on OMEGA

H. Baldis University of California, Davis
Laser–Plasma Interactions in High-Energy-Density 
Plasmas

R. P. Drake University of Michigan Experimental Astrophysics on the OMEGA Laser

R. Falcone University of California, Berkeley
NLUF Proposal: Plasmon Density of States in Dense 
Matter (no target shots allocated in FY05)

P. Hartigan Rice University Astrophysical Jets and HED Laboratory Astrophysics

R. Jeanloz University of California, Berkeley Recreating Planetary Core Conditions on OMEGA

R. Mancini University of Nevada, Reno
Three-Dimensional Study of the Spatial Structure  
of Direct-Drive Implosion Cores on OMEGA

R. D. Petrasso and C. K. Li Massachusetts Institute of Technology
Implosion Dynamics and Symmetry from Proton 
Imaging, Spectrometry, and Temporal Measurements
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static experiments, dynamic x-ray diffraction will be used to 
determine lattice structure. This past year the most difficult 
of these goals were achieved; we developed the platform to 
produce high-accuracy and high-pressure isentrope data on 
aluminum. In addition, it was observed that the elastic–plastic 
transition is much larger than expected from previous work at 
Z. This issue is being investigated.

Twelve shots were performed on isentropic compression 
targets in the past year (Feb. 22th: shots 38961–38966, June 
14th: shots 40121–40127). The purpose of these initial cam-
paigns was to (1) develop a shockless compression platform 
with a pressure drive of ~1% planarity over a several hundred 
micron region and (2) use this planar drive to extract a single-
shot series of equation of state (EOS) data for Al to peak pres-
sures in excess of 1 Mbar. The ICE-EOS package, as shown 
in Fig. 104.58, consists of a Au halfraum, a plastic reservoir 
followed by a vacuum gap, and a double-stepped Al target. 
Fifteen beams from the OMEGA laser at 0.35-nm wavelength, 
containing a combined energy of 5–6 kJ in a 2-ns temporally 
flat pulse, are focused symmetrically onto the inner walls of 
the Au hohlraum laser entrance hole (LEH): 1.7-mm; diam-
eter: 2.2 mm; length: 1.7 mm). This confined high-Z geometry 
results in a near blackbody distribution of thermal x rays (Th ~ 
120 eV) with uniform temperature gradients over a spatial 
region close to the diameter of the hohlraum. The hohlraum 
is attached to a 180-nm-thick, 12% Br-doped polystyrene foil 
[C8H6Br2]. The x-ray field within the hohlraum launches an 
ablatively driven shock through the foil. The initial region 
of planarity is expected to approach that of the diameter of 

the halfraum and can extend over millimeters. The Bromine 
dopant absorbs the high-energy Au M-band x rays generated 
within the hohlraum, which otherwise could preheat the Al 
step sample. After breakout from the rear surface, shock heat-
ing and momentum cause the Br-CH to dissociate and unload 
across a 400-nm vacuum gap. Transit across the vacuum gap 
causes mass-density gradients along the target axis to relax as 
a function of distance from the original Br-CH/vacuum-gap 
interface. The unloading Br-CH monotonically loads up against 
the Al sample and the imparted momentum launches a ramp 
stress wave through the material. The temporal profile of the 
compression wave may be shaped by varying the size of the 
vacuum gap, the density of the reservoir, or the temperature 
within the hohlraum. In our FY05 experiments, the main 
targets consisted of 10-20-30-nm Al steps coated onto a well 
impedence-matched LiF window.

Probing through the LiF window, the time history of the 
Al/LiF interface acceleration is recorded with a line imaging 
velocity interferometer (velocity interferometry system for 
any reflector or VISAR) with two channels set at different 
sensitivities. The time-resolved fringe movement recorded by 
a streak camera is linearly proportional to the velocity of the 
reflecting surface, which in this case is the Al-LiF interface. 
This allows for accurate measurement of the particle veloc-
ity (after taking into account the refractive index of the LiF 
window) as a function of time. Shown in Fig. 104.59(a) is the 
streak camera output of the VISAR for the target conditions 
described in Fig. 104.58. 

The image provides spatial resolution at the target plane over 
~500 nm and temporal resolution of the interferometer fringe 
displacement over a 30-ns time window. We observe excellent 
planarity across the field of view with smooth ramp unloading 
from the 10-, 20-, and 30-nm Al samples at progressively later 
times. The velocity sensitivity (set by the resolving element 
within the VISAR) is 0.86 km/s/fringe shift. Using Fourier 
analysis, and after deconvolving the data for temporal and 
spatial distortions within the streak camera, the time-resolved 
particle velocity profile for each Al thickness [Fig. 104.59(b)] 
can be extracted.

The iterative analysis technique described by Rothman 
et al.1 was used along with the particle velocity profiles in 
Fig. 104.59(b) to generate a path through stress-density space 
(Fig. 104.60). Also shown for comparison is the isentrope from 
the Mie–Grüneisen equation of state. The error bars on the 
experimentally determined v–t curve are !5% (stress space) 
and !2.5% (density space) up to a peak stress of ~83 GPa. 

Figure 104.58
Standard ICE target design.
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The errors are dominated by uncertainties in measuring of the 
(~0.1 km/s), time (~50 ps), step height (~1%), and initial density 
(0.6%) and are due to random noise within the system (poor 
fringe visibility). The error bars can be reduced linearly with 
increasing step height. This is the first such measurement on a 
laser platform and opens up the possibility of extracting EOS 
data well into the multi-Mbar regime. Note that the extracted 
stress-density path is stiffer than the predicted Al isentrope, 
which may be due to strength effects or potential systematic 
errors in the experiment.

Shockless compression was demonstrated over a range 
of peak pressures and rise times (Fig. 104.61). The highest 
achieved pressure was 210 GPa, which corresponds to a particle 
velocity of ~6 km/s. An enhanced elastic wave precursor was 

observed, several times in excess of the reported Hugoniot 
elastic limit (HEL), for ramp compressions which occur over 
shorter time scales. This is not presently understood and is 
being investigated. If true, this is a significant discovery and it 
is expected that it will highlight the uniqueness of laser-driven 
ramp loading for measuring the yield strength of materials at 
high shockless strain rates. In the second year of the proposal, 

Figure 104.59
(a) Streak camera output of VISAR for shot 40127. (b) Extracted particle 
velocity profiles for shot 40127.

Figure 104.60
Stress-density path calculated from a double-stepped Al target.

Figure 104.61
The compression of Al samples for different compression times shows a dif-
ference in the elastic-plastic structure with loading rate.
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it is intended to extract EOS and strength information for 
free-surface Ta in excess of 1 Mbar and to determine the rate 
dependence of phase transformations for materials with mul-
tiple solid phases. A sophisticated analysis technique is also 
being developed to analyze free-surface stepped data so that a 
window material is not needed as a reference. Some effort will 
also be dedicated to develop techniques to shape the pressure 
profile of the compression wave. 

Laser–Plasma Interactions in High-Energy-Density Plasmas
Principal Investigator: H. Baldis (University of California, 
Davis)

Laser–plasma interactions in high-energy-density plasmas 
display a broad palette of features that prove useful in further-
ing the understanding and characterization of these unexplored 
plasma regimes. To access these regimes, reduced-size (below 
1 mm in diameter and length), Au cylindrical enclosures are 
irradiated by intense laser beams at around 10-TW power in 
1 ns. These hot holhlraums act as converters of laser energy into 
x-radiation, and because of the high power pumped into such 
a small target, the radiation temperature reaches high values, 
above 300 eV. The plasmas created into and around the laser 
channels are characterized by elevated electron temperatures 
(~10 keV), with densities varying up to the critical density (for 
351 nm ncr = 9.1 # 1020 cm–3). 

The intrinsic dependence of the stimulated Raman scatter-
ing (SRS) on plasma temperature and density gives the pos-
sibility of using the process as a plasma diagnostic tool. From 
the resonance condition coupled to the dispersion relation, 
one can infer the electron temperature in hot plasmas (above 

5 keV) as the Bohm–Gross shift becomes significant and SRS 
wavelengths extend beyond 702 nm (= 2m0, where m0 is the laser 
wavelength). The hot hohlraum is irradiated by 19 OMEGA 
laser beams. Each beam carries ~500 J energy onto the target, 
in 1 ns pulses, at 351-nm wavelength. The beams are bundled 
in cones at ~23° (cone 1), ~48° (cone 2), and 59° to 62° (cone 3) 
as shown in Fig. 104.62.

Figure 104.63 illustrates a SRS spectrum measured by a 
full-aperture backscattering station (FABS) at OMEGA. The 
SRS wavelength rises quickly in the first half of the laser pulse, 
as the laser channel fills with plasma. The electron density 

Figure 104.62
Hohlraums irradiated by the OMEGA beams are used for new studies of 
laser–plasma interaction in high-energy density plasmas.

Figure 104.63
(a) A time-resolved Raman spec-
trum measured in hot hohlraums 
is characterized by a wavelength 
above 702 nm. This is an indication 
of high electron temperatures.  (b) 
Two different views (end-on and 
near side-on) of the Au plasma-
emitting x-rays with photon ener-
gies above 7 keV. The stagnation 
on axis is visible at 350 ps, with the 
bright emission at the LEH.
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increases above 0.1 ncr, and the plasma fill moves the laser 
energy deposition region to the laser entrance hole (LEH). 
Indications of plasma filling are given by the Raman spectra at 
the time when the SRS wavelength reaches its maximum and 
then stays constant or decreases. It is likely that SRS, occurring 
along a density gradient outside the target, is pushed to a lower 
density (shorter wavelength) as the laser beam filaments. 

X-ray framing-camera images [Fig. 104.63(b)] confirm 
the filling time inferred from SRS spectra. The images were 
taken for x-ray photon energies above 7 keV, through the thin 
Au back wall of the hohlraum and also at 70.5° to the LEH. 
The Au plasma stagnation may be important for the scatter-
ing as it produces high electron temperatures (Te ~ 10 keV). 
The stagnated plasma eventually moves to the LEH where it 
is further heated by the laser. This is reflected in the spectral 
shift that brings the SRS wavelength above 730 nm, which 
corresponds to Te ~ 8 keV (as deduced from SRS dispersion 
relation). Time-integrated spectroscopic measurements of a Au 
L-band measured an average charge state of around 58 to 59, 
consistent with an average Te ~ 7 to 8 keV.

Experimental Astrophysics on the OMEGA Laser
Principal Investigator: R. P. Drake (University of Michigan)

The OMEGA laser can address important issues in astro-
physics because, through laser ablation, it can produce pres-
sures of >>10 Mbars over areas of square millimeters. Two 
such issues, the contribution of hydrodynamic instabilities 
to the structure in supernovae and the dynamics of radiative 
shock waves, are the topics of this project. In experiments 
performed in this project, it was found that, under conditions 
well scaled to supernova explosions, spikes of dense material 
can penetrate much farther than previously anticipated. To 
explore this phenomenon, it was necessary to develop new 
radiographic diagnostics capable of improved imaging in two 
orthogonal directions. This goal was achieved (Fig. 104.64) and 
work is now proceeding to study the contributions of various 
initial modes to the enhanced spike penetration. 

In the experiments, ten beams of the OMEGA laser irradi-
ate a polyimide disk with UV light at an irradiance of ~1015 
W/cm2 for 1 ns. This launches a 50-Mbar shock into the mate-
rial, which later evolves to form a blast wave not unlike that 
produced during a supernova explosion. The blast wave crosses 
a structured interface to lower-density material, which is a sur-
rogate for the structured interfaces that are present in a presu-
pernova star. The subsequent, unstable evolution is monitored 
by radiographically detecting the structure of Bromine-doped 

material that was initially a strip within the high-density disk. 
The experiments can study some issues at a level of detail not 
possible in present-day simulations. 

Astrophysical Jets and HED Laboratory Astrophysics
Principal Investigator: P. Hartigan (Rice University)

The series of experiments for the NLUF program on 
astrophysical jets and high-energy-density (HED) laboratory 
astrophysics was designed to explore what can be learned about 
astrophysical jets by simulating them in the laboratory while at 
the same time testing how well the advanced numerical codes 
RAGE and PETRA follow the evolution of shocked flows. In 
FY05, this program was granted one shot day on 25 May and 
another on 31 August. For the May shots, a series of baseline 
experiments were carried out to test the reproducibility of the 
jet creation. Results from these shots are shown in Fig. 104.65. 
The overall structure of the jet closely resembles that of the 
numerical simulations, and images taken at the same time from 
different shots are nearly identical in most cases. Hence, there 
is confidence that variations in the target construction are not 
dominating the experimental results. For the 31 August shots, 
a more advanced target design will be implemented in which 
a dense ball is embedded within the foam. This design shows 
many interesting shock waves in the numerical simulations and 
begins to address the astrophysical case of a jet deflecting from 
a dense molecular cloud or a jet entraining dense fragments 
within bow shocks. Such flows are of interest to astrophysicists 
as they are observed to occur in a variety of star formation 

Figure 104.64
Data from the first experiments to obtain physics data using simultaneous, 
orthogonal, point-projection backlighting [viewing direction of image in (b) 
is orthogonal to that of (a)]. The data are obtained by using a brief (1 ns) x-ray 
source to project a signal onto an exposed piece of x-ray film. One can see on 
these images the structures that have evolved from an initial condition defined 
by a0sin(kx)sin(ky), where a0 = 2.5 nm, kx = ky = 2r/(71 nm). During the next 
year, the impact of a selected range of initial conditions will be studied.
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settings and may help address issues such as the generation of 
turbulence in molecular clouds. The parameter space associ-
ated with dense clumps and shock waves is very rich, and it 
should be possible to explore a variety of phenomenon such as 
clump lifetimes, fragmentation, turbulence, and jet deflection 
for various sized clumps and impact parameters in future shots, 
provided these new targets perform as anticipated.

Creating the Core Conditions of Giant Planets  
in the Laboratory
Principal Investigator: R. Jeanloz (University of California, 
Berkeley)

During the past year, 13 OMEGA shots were conducted 
on diamond anvil cells filled with H2, D2, He, and He/H2 
mixtures. The primary focus of the work over the past year 
has been on dense He. Gas samples were precompressed (see 
Fig. 104.66) from 0.2 to 1.5 GPa and shocked to pressures as 
high as 200 GPa (2 Mbar). The experiments are designed to 
access the extreme densities of the interior regions of the giant 

planets Jupiter and Saturn. The technique combines a diamond 
anvil cell target with a laser-driven shock. With this technique, 
the initial sample pressure is much higher than ambient (1 to 
5 GPa), and the initial density may be from 1.5# to 4# higher 
than ambient (depending on the sample)—a large increase com-
pared to nonpressurized preparation methods. Furthermore, 
in the important case of the He/H2 mixtures that compose 
giant planets, precompression is the only way to produce a 
uniform single-phase target sample for high-pressure/density 
experiments. The higher initial density results in a significantly 
larger final density and correspondingly lower temperature in 
the shock-compressed state.

Using the active shock breakout (ASBO)/shock optical 
pyrometers (SOP) diagnostic, it was possible to determine pres-
sure and density in the shocked sample as well as its optical 
reflectance. The temperature is simultaneously measured with 
the pyrometer capability of the diagnostic. Such equation-of-
state measurements provide crucial constraints on models that 
describe planetary structure (current internal state) and internal 

Figure 104.65
Time-framed x-ray backlit images showing the time evolution of jets on two OMEGA shots [39944 (top) and 39950 (bottom)].
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evolution, which is a key requirement for understanding the 
origins of planets. Electrical conductivity inferred from optical 
reflectance measurements are used as input data for models of 
planetary magnetic-field generation.

A quartz reference technique was employed for all of the 
samples tested to produce quantitative measurements of the 
Hugoniot parameters (P, V, and E), temperature (T), and shock-
front reflectivity (R) that can be related to electrical conductiv-
ity (v). The recent experiments provide measurements of the 
properties of dense He to the highest pressures yet achieved 
under shock compression. Detailed data are now available 
on the insulator-conductor transition in He at conditions near 
1 g/cm3 and ~2 to 5 eV; from these data it is estimated that the 
transition to metallic-like conducting states is near 360 GPa 
and 1 eV. This pressure is significantly lower than the esti-
mated metallic transition along the cold compression curve 
(~1200 GPa). A significant data set on H2 has also been col-
lected at three different initial densities. These new data will 
provide an interesting comparison to the current extensive data 
set on cryogenic liquid deuterium. Finally, for the first time, 
two data points were produced on a 50% He/H2 mixture. The 
preliminary Hugoniot results indicate that the compressibility 
of the mixture is consistent with an idealized mixing model 

based on the equations of state of pure He and H2; it is planned 
to increase this data set with the future OMEGA experiments 
that are currently being planned.

Figure 104.67(a) shows a compact representation of the He 
Hugoniot data plotted as a function of the particle speed. It 
turns out that all available theoretical models predict that the 
family of Hugoniot curves corresponding to an ensemble of 
precompressed states are parallel to each other and offset from 

Figure 104.66
Schematic of the precompressed target arrangement.

Figure 104.67
(a) He Hugoniot measurements plotted in a reduced form. Shock velocity minus 
the sound velocity of the initial state is plotted as a function of particle velocity. 
The shades of the points indicate initial density relative to the cryogenic liquid 
density (0.122 g/cm3), as indicated by the scale. (b) Pressure as a function 
of compression for shock-compressed He at three different initial densities. 
Points show our data, the solid curves are predictions from the SCVH EOS, 
and the dotted curves are from the SESAME 5760 table. The dashed curve is 
an extrapolation of a linear fit to the low-pressure EOS data.
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the origin by the initial-state sound velocity. Different models 
predict different slopes for the Hugoniots, but all models are 
similar in that the Hugoniot for a range of precompressed 
states can be represented by a single average curve after the 
sound velocity offset is subtracted. Accordingly, the ordinate 
in Fig. 104.67(a) is given by the measured shock velocity minus 
the sound velocity of the initial state. As is evident in the figure, 
all of the data converge to a common reduced Hugoniot. Note 
that the slope of the high-pressure portion of the Hugoniot 
(particle velocity >10 km/s) is distinctly different from the slope 
of the low-pressure segment measured by Nellis et al.2 The 
reduced slope observed for the high-pressure states indicates 
that the He Hugoniot undergoes a marked softening relative 
to its lower-pressure behavior. In this range, all the samples 
have become conducting, and thus the softening is probably 
associated with ionization.

Figure 104.67(b) shows the same data represented in terms 
of compression as a function of pressure. The near-vertical 
dashed line shows the behavior of the low-pressure Hugoniot 
if it is extrapolated to higher pressures—little can be said 
about compressions beyond about 3.5 because temperature 
dominates the pressure at this point (our precompression 
experiments avoid this problem). The solid curves show the 
behavior predicted by a commonly used astrophysical model 
calculated by Saumon, Chabrier, and van Horn (SCVH), and 
the solid curves show the same for the SESAME 5760 table. 
The softening at high pressures is predicted by both the SCVH 
and SESAME models. In addition to the Hugoniot EOS data, 
we extracted temperature and shock-front reflectance for cases 
where the latter was observable. These data are summarized 
in Fig. 104.68 for all of our He data set. The temperature data 
also show broad agreement with the SCVH EOS for He. The 
reflectivity data are strongly correlated with temperature, 
indicating that the driving mechanism for the conductivity is 
a thermal activation process.

The reflectivity data have been fit to a simple semiconduc-
tor model of the ionizing fluid. From the fit it is estimated that 
metallic-like conditions in dense He will be achieved near 
2.7 g/cm3 and 1-eV temperature, corresponding to ~360 GPa 
on the Jupiter isentrope. These data and the fit are also in good 
agreement with the data of Ternovoi et al.,3 who measured 
the conductivity of dense He with a reverberating shock tech-
nique, and with the plasma–chemical model of Forster et al.4 
Figure 104.69(a) shows details of the fit to the semiconductor 
model; Fig. 104.69(b) shows the estimated metallization bound-
ary on the pressure-temperature (P-T) phase plane.

In addition to the He results, high-pressure data on H2 con-
tinued to be collected, and Hugoniot data have been obtained, 
centered at three different initial densities (not shown here). 
Analysis of these data is ongoing, as the completion of an accu-
rate model for the release response of the quartz standard is in 
progress. This will be the first high-pressure data set available 
to compare the high-pressure response of H2 with the current 
extensive set of data for shock-compressed D2.

Figure 104.68
(a) Temperature as a function of internal energy for He (points) in com-
parison with the SCVH model (solid curves); the tone scheme is the same 
as described in Fig. 104.67. (b) Reflectivity as a function of temperature for 
shock-compressed He.
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Finally, the first two experiments on He/H2 mixtures have 
been completed. The Hugoniot results, shown in Fig. 104.70, 
indicate that the compression curve of the mixture is well mod-
eled by an equation of state constructed by linear mixing of 
the SCVH He and Ross H2 models. This is work in progress; 
considerably more analysis must be performed and more data 
collected before strong conclusions can be made.

Currently, a wide range of states in He and H2 have been 
explored, and the first two experiments on He/H2 mixtures 

have been performed. For the coming year, this investigation 
will focus on He/H2 mixtures. Because they are immiscible 
fluids, at ambient pressure and low temperature, these mixtures 
have never been studied at high pressures. The studies will 
begin to address the issues of He/H2 miscibility, the transi-
tion to conducting states in the mixture, and the effect of the 
mixture on the equation of state. The conductivity (inferred 
from reflectance) in He/H2 mixtures allows the determination 
of ionization properties. These data will provide insight on the 
electrical conductivity and the miscibility of He/H2 mixtures 
in the giant planets.
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Figure 104.70
(a) Initial Hugoniot data on a 50% mixture of He/H2, shown in comparison 
with a theoretical Hugoniot calculated based on ideal mixing of the SCVH-He 
model and the Ross H2 model.

Three-Dimensional Study of the Spatial Structure  
of Direct-Drive Implosion Cores at OMEGA
Principal Investigator: R. Mancini (University of Nevada, Reno)

The goal of this project is to determine the three-dimen-
sional spatial structure of temperature and density distributions 
in high-energy-density core plasmas arising from OMEGA 
direct-drive implosions. Targets are plastic shells with a gas 
fill made out of deuterium and a tracer amount of argon for 
spectroscopic diagnostics. The data for the analysis consists 
of space-integrated, time-resolved x-ray argon line spectra 
recorded with streaked crystal spectrometers and gated x-ray 
narrow-band images based on argon line spectral features 
obtained along three quasi-orthogonal directions. 

Figure 104.69
(a) Reflectivity of He as a function of shock pressure in comparison with a 
semiconductor model fit (solid curves). Dashed curves show the corresponding 
carrier density (right scale). (b) Points show the locations on the P-T plane 
of the data points in (a). The dotted curves and the tonal scale show contours 
of constant ionization from the model, the thick solid curve is the 2.7 g/cm3 
isochore (indicating the metallization boundary), and the dashed curve is the 
Jupiter isentrope.
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Data modeling and analysis is performed using a spectral 
model that considers collisional-radiative level population 
kinetics, detailed Stark-broadened line shapes for both reso-
nance- and satellite-line transitions, and radiation transport. 
Two analysis methods have been developed to extract tem-
perature and density gradients from the data. On the one hand, 
using emissivity maps obtained from image data inversion tem-
peratures are determined from narrow-band emissivity ratios 
and then densities are computed by solving a set of emissivity 
equations. On the other hand, a search and reconstruction algo-
rithm driven by a Pareto genetic algorithm searches parameter 
space for the temperature and density gradients that yield the 
best simultaneous fits to the space-integrated line spectrum 
and a set of narrow-band emissivity maps and image intensity 
distributions, i.e., multi-objective data analysis.

Three multimonochromatic x-ray imagers (MMI) were 
designed, built, and fielded in OMEGA direct-drive implo-
sion experiments during FY05. These (identical) instruments 
recorded gated narrow-band x-ray images of the core along 
three quasi-orthogonal directions at the collapse of the implo-
sion based on the Lya, Heb, and Lyb (and associated Li- and 
He-like satellites) line transitions of argon. In addition, a 
pre-existing x-ray imager at OMEGA was modified for better 
performance and fielded in the same experiments to obtain 
another Lyb image along a direction diametrically opposite to 
one of the MMI’s line of eight. This extra image permits an 
experimental check on the opacity of the Lyb line emission in 
the core. Work is in progress in the analysis of the data. 

Implosion Dynamics and Symmetry from Proton Imaging, 
Spectroscopy, and Temporal Measurements
Principal Investigator: R. D. Petrasso (Massachusetts Institute 
of Technology)

NLUF Proton Radiography Experiments 
Initial experiments were conducted on OMEGA as part of 

this NLUF program to explore the use of proton radiography 
to study transient electric and magnetic fields generated by 
the interaction of OMEGA laser beams with plastic foils. In 
each experiment, a plastic foil was illuminated by a single 
OMEGA laser beam, and a projection radiograph was made 
of the foil using a source of nearly monoenergetic 14.7-MeV 
protons and a CR-39 area detector for image recording. The 

protons passed through a wire mesh (see Fig. 104.71) before 
impinging on the foil, and the distortion in the mesh pattern at 
the detector shows how the proton trajectories were deflected 
through interaction with the fields generated by laser–plasma 
interaction at the foil.

The proton source for these experiments was formed by 
imploding a D3He-filled, glass-shell capsule with 20 OMEGA 
laser beams in a 10-kJ, 1-ns pulse. The capsule diameter of the 
proton source target was unusually small, at about 440 nm, in 
order to provide a smaller-than-usual burn radius for optimal 
spatial resolution in the radiograph; the full width at half max-
mum (FWHM) of the proton source was about 50 nm, mea-
sured with proton emission imaging. The mesh was mounted 
on the foil assembly about 1 cm away, and the center-to-center 
spacing of the mesh wires was either 150 nm or 200 nm. The 
CR-39 detector was about 36 cm away. The burn duration of the 
D3He implosion was short (~100 ps) relative to the 1-ns duration 
of the foil illumination; adjusting the timing of the implosion 
relative to the foil illumination allows images to be recorded 
at different times. Sample images are shown in Fig. 104.72. 
Magnetic fields of the order of ~0.5 MG in the vicinity of the 
laser-irradiated foil are estimated on the basis of the proton 
deflection observed on these images (see Fig. 104.73).

Figure 104.71
Physical arrangement of the proton backlighter (imploded D3He-filled cap-
sule), mesh, CH foil, CR-39 imaging detector, and OMEGA laser beams, as 
used for radiography.
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Figure 104.72
Images recorded on the CR-39 detectors during different OMEGA shots. 
Each image is labeled by the difference between the time at which the protons 
passed the foil and the time when the foil was struck by a laser beam. The first 
three images were made using a mesh with 150-nm (center-to-center) spacing, 
while the last three were made with a 200-nm mesh.

Figure 104.73
Time evolution of magnetic-field amplitude at two locations on the laser-
irradiated foil (center and edge of the laser beam)—referenced to the plasma-
generating laser pulse (thick solid line).

LLNL Experiments on OMEGA in FY05
During FY05, LLNL was scheduled for 372 shots on 

OMEGA. These were distributed into 191 planned shots for the 
Inertial Confinement Fusion (ICF) program, and 181 planned 
shots for the High-Energy-Density Sciences (HEDS) program. 
The actual OMEGA performance averaged 7.5% more shots 
than scheduled (400 shots). A brief summary of the various 
campaigns follows, starting with HEDS experiments.

Hot Hohlraum Experiments:  Hot hohlraum experi-
ments were carried out; their objectives were to explore the 
laser–plasma interaction limits of very small half-hohlraums 
(“halfraums”) and to maximize the effective radiation tem-
perature. Figure 104.74 shows x-ray images recorded at various 
times and photon energies, which show the hohlraum filling to 
overcritical densities.

Hohlraum Development:  In hohlraum development experi-
ments, high-Z foam (approximately 5% of solid density) was 
substituted for solid gold for the hohlraum wall and measured 
a predicted increase in x-ray conversion efficiency.

Double-Shell Capsules:  Pusher single-shell experiments 
used a glass capsule (coated with a plastic ablator) to explore 
physics issues associated with double-shell capsules.

Isentropic Compression Experiments (ICE):  Isentropic 
compression experiments used a carefully shaped laser pulse 
to create a smoothly increasing, shockless compression of vari-
ous target materials for equation of state measurements. These 
included diffraction experiments where x-ray diffraction from 
crystalline materials was used to diagnose change of state. 
Low-temperature Rayleigh–Taylor experiments also used the 
isentropic drive to investigate the hydrodynamic stability of 
solid materials under strong acceleration.

X-Ray Backlighting Development:  Backlighter capability 
experiments were conducted with the aim of improving the 
x-ray backlighting capabilities. These experiments included 
backlit pinholes for point-projection measurements as well 
as various mid-Z (e.g., Ti) doped foams for increased x-ray 
conversion efficiency into multi-keV photons.

Radiation Flow:  Radiation flow experiments continued 
from the previous year. These experiments used foam-filled 
hohlraums to measure x-ray propagation through various low-
density materials.
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NWET:  NWET (effects test) experiments concentrated 
on fielding multiple diagnostics to measure electromagnetic 
pulse and x rays from laser-driven hohlraums filled with low-
density, mid-Z foams. These experiments were a collaboration 
between LLNL, LLE, and NRL and required the extensive 
installation of specialized diagnostics. Figure 104.75 shows the 
x-ray spectra recorded from 5-mg/cc aerogel (silicon dioxide) 
foam, doped with 20 atom-% Ge. Such targets produced an 
overall conversion efficiency of ~0.3% into x rays in the 9.4 to 
13.8 keV range.

Opacity:  An extensive opacity campaign was conducted 
on OMEGA. Early experiments were dedicated to develop-
ing appropriate x-ray backlighting sources, leading to future 
measurements of the opacity of warm materials.

Planar Double Shell:  Planar double-shell experiments 
using a geometry that allowed diagnostic access were carried 
out to investigate the effects of x-ray preheat on the inner shell 
of a double-shell capsule.

Figure 104.74
X-ray images of “halfraum” plasma fillings (view 
is 37.4° to the back wall). The time is given in 
picoseconds. The 10-keV images show that the 
laser deposition region moves from the back wall 
toward the LEH. The 1-keV images show that 
burnthrough occurs first near the LEH.

Figure 104.75
Sample x-ray spectra obtained using the HENWAY spectrometer from targets containing SiO2 foam (aerogel) at a density of ~4.8 mg/cc doped with 20 atom-% 
Ge. These data indicate x-ray yields ranging from 50 to 100 J for Ge K-shell radiation. On shots 39152 to 39154, the continuum is from 12-nm Al and 1-mil Be 
strips and Te ~ 2.5 to 2.8 keV. On shots 39156 to 39158, the continuum features are due to a 12.6-nm Fe foil, Te ~ 2.0 to 2.4 keV.
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DPP:  A series of experiments dubbed DPP investigated jets 
of material driven into foams with varying cell sizes. X‑ray 
backlighting was used to measure the propagation of the jets 
into the foams.

Low- and Mid-Z Liners:  The first ICF experiments of FY05 
were designed to investigate laser–plasma issues and x-ray 
drive measurements of hohlraums with low- and mid-Z liners 
and foam fills. These liners and foams are designed to inhibit 
inward motion of the hohlraum walls and are an alternative to 
gas-filled designs.

Fill Tubes:  A campaign was initiated to investigate the 
effects of fill tubes on capsules. These indirectly driven cap-
sules used a single perturbation on the surface of the capsule 
to simulate, in a calculable way, the effect of an actual fill 
tube on the hydrodynamic stability of the shell. Figure 104.76 
shows high-magnification x-ray images of such targets. The 

perturbation grows and produces a jet of mid-Z material 
(originally implanted in the inner wall of the capsule). This 
material becomes visible in x-ray wavelengths as it is heated 
by the hot core.

Gas Hydro:  “Gas-hydro” experiments were carried out 
using large, plastic, gas-filled hohlraums with a foam ball at 
the center. The objective of this campaign was to reduce the 
x-ray drive so that the direct, hydrodynamic effects of the laser-
heated fill gas on a capsule could be observed and compared 
with simulations. Figure 104.77 shows the results of the first 
of such attempts. The shock front in the foam surrogate target, 
observed with x-ray backlighting, shows the effects of the laser-
heated gas pressure for low initial fill pressures. Contrary to 
simulations, however, no effect was observed at higher initial 
fill pressures. A new experiment, designed to have reduced 
sensitivity to target alignment, will explore these issues.

Figure 104.76
Simulations (left) and x-ray framing camera images of capsules with imposed bumps that are used to simulate a fill tube.

U526JRC

Height (nm)
Diameter (nm)

11/45
(Chipped bump)

7.6/46

Simulation

Bump on bottom

60 nm
Bump
volume

(10–9 cm3)

2.58 ns

2.7 ns

4.5/51

17

13

9

8

7

3.3/57

3.9/48

2.82.7

Time (ns)

2.9



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 104238

RTI in Be-Doped CH:  Experiments were conducted to 
develop a Rayleigh–Taylor instability platform for accurately 
measuring the Rayleigh–Taylor growth rate of Be and Be doped 
with Cu ablators in direct comparison with more traditional 
CH ablators.

HEP-4:  The HEP-4 series of implosions are integrated 
experiments that use standardized hohlraums and laser pulse 
shapes while varying the surface finish of the capsules by 
deliberately roughening them. The resulting neutron yields 
are compared to simulations with capsule-fuel mix models; 
the initial measured capsule perturbation spectrum is included 
in the simulation for each capsule to enable direct comparison 
with the experimental results. These experiments have been 
carried out on OMEGA for some time and were completed 
this year. Results are shown in Fig. 104.78.

Cocktail Experiments:  “Cocktail” experiments were mea-
surements of the effective x-ray drive power in hohlraums 
made of a mixture of high-Z materials (typically Au, Dy, U), 
in contrast to a single material. In FY05, considerable research 
and development from target fabrication at LLNL and GA was 
applied to reduce the impurity level of oxides in these targets, 
leading to measured unambiguous expected increases in x-ray 
flux (Fig. 104.79).

2~ LPI Experiments:  A week of experiments was done 
with beam 25 converted to 2~ (530 nm). Measurements of 
laser–plasma interaction physics with “green” light were done 
in both hohlraum and open (using gas-bag targets) geometries. 
Figure 104.80 shows measurements from a 2~ beam that was 
propagated axially along a laser-heated hohlraum. Measure-
ments of the 2~ beam transmission and stimulated backscatter 

Figure 104.77
X-ray images from “gas-hydro” experiments. Top: X-ray backlit images of foam targets in 0.47 mg/cc and 0.77 mg/cc CH4-filled hohlraums. Bottom: LASNEX 
simulations showing effects of gas hydrodynamics coupling to the implosion. The onset of hydrodynamic coupling was measured and predicted at low fill 
density but not observed at high density.
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• >1 mg/cc: insuf�cient time for HC shock to propagate in observation window
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are shown. In addition, experiments were done with half-hohl-
raums to measure the overall x-ray conversion efficiency of 2~ 
light in direct, simultaneous comparison to the efficiency when 
using the 3~ light typical of OMEGA.

Plan “B”:  After encouraging laser–plasma interaction phys-
ics were obtained from SiO2 foam-filled hohlraums, a series 
of foam-filled hohlraums with implosion capsules inside them 
were shot (“Plan B”). These yielded results similar to traditional 
vacuum hohlraums, indicating little or no deleterious effects 
on the x-ray drive for ICF-relevant foam fills.

Figure 104.78
Neutron yield as a function of capsule roughness for HEP-4 experiments. Large 
filled data points were obtained in April 2005. Small open dots are smooth 
capsule data and square data were obtained in the prior campaigns.

Figure 104.79
A plot of the measured (black dots) and VISTA 1-D model predicted 
an increase in x-ray flux of a cocktail hohlraum with a composition of 
Au0.2U0.6Dy0.2 versus conventional Au hohlraums as a function of time-aver-
aged radiation temperature (Tr).

Figure 104.80
(a) Plots of 2~ beam transmission through a hohlraum (solid data points) 
and through gas bags (open points). Similar comparison for SBS (b) and 
SRS (c).
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X-Ray Thomson Scattering:  X-ray scattering experiments 
were carried out, showing expected spectral features after scat-
tering a strong line source from the hot plasma. The data were 
used to infer an electron temperature in the plasma.

4~ Thomson Scattering:  A week of experiments was done 
with beam 25 converted to 4~ (260 nm). The principal focus 
was using the 4~ light for Thomson scattering measurements. 
Numerous improvements were made to the diagnostics from 
previous experiments, and the resulting data was of high qual-
ity, enabling the measurement of the electron temperature 
immediately external to a hohlraum laser entrance hole and 
from within a hohlraum. Figure 104.81 shows the Thomson-
scattering-derived electron temperature from within a gas-filled 
hohlraum for three different laser energies. Careful character-
ization of these hohlraums is preliminary to their future use 
for LPI studies.

FY05 LANL OMEGA Experimental Programs
Los Alamos National Laboratory (LANL) successfully 

fielded a range of experiments on OMEGA during FY05 
to study the physics relevant to inertial confinement fusion 
(ICF) and high-energy-density (HED) science in support of 
the National ignition effort. Many of these experiments were 
focused on developing underlying physics, diagnostics, and 
platforms for future experiments on the National Ignition 
Facility (NIF). LANL conducted a total of 138 target shots on 
OMEGA. Collaborations with LLNL, LLE, and AWE remain 
an important component of LANL’s program on OMEGA. 
With the consolidation of ignition research in the United States 
into the National Ignition Campaign (NIC), healthy partner-
ships are required to achieve success in our National scientific 
objectives.

Figure 104.81
Data from 4~ Thomson scattering experiments: (a) streak camera record of spectrally resolved Thomson scattering spectrum, (b) scattering light spectra at 
various heater beam energies, (c) inferred electron temperature from these spectra, and (d) LASNEX predictions.
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Beryllium Ablator Microstructure Stability (BAMS):  The 
end goal of this project remains the delivery of a specifica-
tion for the microstructure of ignition-capsule ablators to the 
National ICF program with the current focus on beryllium-
copper ablators with 0.9% Cu by atom. 

Two days of experiments using gas-filled hohlraums dem-
onstrated the fabrication of small-amplitude Be sinusoids and 
measured growth of the sine wave perturbations in Be in a 
radiation-drive environment for the first time. The composite 
laser pulse consists of a combination of two separate OMEGA 
pulse shapes with a duration approaching 6 ns. Through VISAR 
measurements, a ~1-Mbar first shock in the Be (Cu) samples 
was observed. The methane gas fill held the Au walls of the 
hohlraum back for >10 ns to enable late-time, face-on x-ray 
radiography, thus demonstrating the growth of the sinusoid and 
evolution toward a spike-and-bubble behavior. Figure 104.82 
shows a face-on, 1.7-keV radiograph of a sinusoid taken at 9.3 ns 
after the drive began. A lineout showing spike-and-bubble for-
mation is illustrated in Fig. 104.83. The loss of laser energy to 
laser–plasma instabilities is modest (<10%), concentrated late 
in time, and clamps the radiation temperature near 145 eV. 

In x-ray sidelighting experiments, differences between 
powder-pressed Be samples and sputtered samples as they are 
ejected from the hohlraum were observed. This difference 
may be related to excessive voids in the sputtered samples. The  
LANL theoretical group is modeling the shock breakout and 

preheat of the BeCu samples to reproduce the as-measured radi-
ation drive and to duplicate the “rollover” in growth rates of the 
instability growth with large-amplitude (2.5-nm) sinusoids. 

Off-Hugoniot Stability:  The off-Hugoniot (OH) campaign 
studies material dynamics under heated and shocked conditions. 
In ignition capsules, defects arising from the manufacturing 
process undergo significant evolution because of heating from 
Au M-band radiation prior to the passage of the main shock. It 
has not been demonstrated that the hydrocodes being used to 
model these experiments accurately capture the physics of this 
interaction. The OH platform provides the means to study the 
complex interactions between shocks and heated material.

The OH platform utilizes a Be housing that is coated with 
a thin layer of tin. Inside the housing are layers of foam and 
epoxy. Thirty-three beams strike the tin, produce L-shell 
radiation that permeates throughout the package, heating the 
epoxy and foam (Fig. 104.84). A short time later, seven beams 
launch a strong shock into the foam. As the heated epoxy 
expands in the foam, the shock interaction with this system is 
imaged radiographically. 

This year, the last phase of test bed development was com-
pleted in which shock planarity and speed were characterized 
and the interaction with an unheated defect was observed 
(Fig. 104.85). The next phase of campaign will advance to the 
fully integrated experiments of shock interaction with pre-
heated material interfaces. 

Figure 104.82
A face-on radiograph of a BeCu sinusoid (shot 39660) at 9.3 ns after the start 
of hohlraum drive. 

Figure 104.83
A lineout from the 9.3-ns data showing the growth of the sinusoidal perturba-
tions and bubble–spike formation.
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Double-Shell Implosions:  Double-shell implosions may 
provide a noncryogenic path ICF. Because of their complex 
implosion dynamics, however, double-shell capsules are much 
more sensitive to symmetry than their single-shell counterparts. 
Moreover, engineering defects, such as gaps formed during manu-
facturing, can play a large role in affecting their fusion yield.

To better understand these issues, two experimental cam-
paigns were conducted on OMEGA. The first characterized 
the zero-order implosion dynamics of a double-shell capsule 
implosion. The second measured how a gap purposefully 
machined in the outer shell evolved throughout the implosion. 
Selected results are presented. 

Figure 104.86 shows the measurements of the inner and 
outer shell positions as compared with the simulated radio-
graphs from LASNEX. Figure 104.87 displays a pre-shot radio-
graph and obtained shot data from a double-shell implosion 
with a deliberate engineering defect applied to the interior side 
of the outer surface. This data is used to quantify the defect’s 
impact on the implosion symmetry.

Inhomogeneous Radiation Flow:  Radiation transport cal-
culations become greatly complicated in regions where two 
or more materials are inhomogeneously mixed. Laboratory 
experiments were performed to test the modeling of radiation 
transport through inhomogeneous plasmas. 

Figure 104.84
The target configuration for the off-
Hugoniot experiment. A beryllium 
housing stuffed with layers of epoxy 
and foam are heated by exciting tin 
L-shell radiation. The evolution of 
the epoxy expanding into the foam is 
imaged via radiography.

Figure 104.85
(a) Comparisons between measure-
ment and simulation (RAGE) of the 
shock position and planarity and (b) the 
unheated defect having experienced a 
strong shock.

U534JRC

Epoxy/foam
packages

Beryllium housing

Plastic
ablator Baf�ing

cone

Thin Sn
coating

33-beam
main drive

Shock
drive

U535JRC

Beryllium
deformation

Ablator

Beryllium

Epoxy

Shock position
in beryllium
Shock position
in beryllium

Shock
position
in foam

Plastic
ablator

Shock

~60 nm

16.5 ns OH2dx (21.8 ns)

RAGE OHdt (16.4 ns) Shot 39644 (20.5 ns)



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 104 243

A laser-driven hohlraum creates a radiation front, which 
propagates through a foam/gold particle mixture (Fig. 104.88). 
The position of the radiation front is measured as a function 
of time with a soft x-ray imager (Fig. 104.89). Three dif-
ferent foam–gold mixtures were examined experimentally 
(Fig. 104.90). One mixture was purely foam, another mixture 
was loaded with 2-nm-diam gold particles, and the last mix-

Figure 104.86
Measurements (symbols) of the outer and inner shell marker layers, showing 
collision near 3.6 ns. The solid lines are the LASNEX predictions as extracted 
from the simulated radiographs.

Figure 104.87
(a) A preshot radiograph of a defect capsule. 
(b) An image of the implosion near 3.8 ns 
showing the interaction between the defect 
and inner shell.

ture was loaded with 0.5-nm-diam gold particles. Each of the 
doped foams contained the same amount of gold volumetri-
cally. Preliminary results from these experiments show the 
radiation front propagation slows in the presence of smaller 
gold particles. The next set of planned experiments have the 
objective of making a single temperature measurement of the 
radiation front.

Beryllium Fill-Tube Defect Studies:  Current ignition target 
designs for the NIF use a copper-doped beryllium (BeCu) abla-
tor. Since DT cannot diffuse through the Be ablator, another fill-
ing method is required. The leading option is to use a fill tube, 
however, the tube provides a perturbation on the capsule that 
may affect the ignition capsule implosion. Initial experiments 
were performed that developed a planar platform to investigate 
the effect of a fill tube on ICF capsule performance.

The experimental configuration (Fig. 104.91) consists of 
a driven hohlraum, which heats and shocks the attached Be 
(0.9% Cu). Beryllium material then jets through the hole and 
into the surrounding vacuum. Two backlighters are used to 
image different aspects of the experiment. An iron backlighter 
resolves the shock position in the Be disk. A Teflon (C2F4) 
backlighter captures the jet with its C and F He-a lines (310 eV 
and 740 eV, respectively) using the soft x-ray imager. We also 
obtained images with the Teflon continuum. A definite jet 
was observed (Fig. 104.92) with a 30-nm-diam hole. The jet 
has a length and width of the order of 100 nm. This series of 
experiments validate the planar platform, which will be used 
by NIC in future experiments. 
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Figure 104.88
Sixteen beams heat a gold hohlraum, which produce a radiation 
front that propagates through the foam. Diagnostics slits allow 
measurement of the front’s progression.

Figure 104.89
The temporal evolution of the radiation front 
as tracked by the soft x-ray emission.

Figure 104.90
The radiation front position at 3.5 ns as it propagates through three foam types: no 
gold, 2-nm particles, and 0.5-nm particles. Data clearly show that propagation is 
slowed as gold particulates become smaller.
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ACE-D:  The ACE-D experiment on OMEGA investigated 
several areas of radiation hydrodynamics in preparation for 
experiments using two bundles of the NIF. One research 
avenue was to decrease the size of the hohlraums to create 
higher radiation temperatures. Using 3/4-scale hohlraums, 
radiation temperatures of higher than 220 eV were reached. 
A second test was to line the hohlraum with a low-density (9 
mg/cm3) aerogel foam to decrease the influx of Au wall mate-
rial into the radiographic line of sight. The liner noticeably 
prevented the wall from occluding the line of sight, but the 
radiation temperature was also reduced substantially. There 
was, however, no increase in backscattered energy due to either 
stimulated Raman scattering (SRS) or stimulated brillouin 
scattering (SBS) as measured by the full-aperture backscatter 
(FABS) calorimeter.

Pinhole-Apertured, Point-Projection Backlighter (PAPBL) 
Studies:  Imaging experiments at the NIF require the use of 
pinhole-apertured, point-projection backlighting (PAPBL) with 
gated instruments. Although this technique provides a much 

more efficient use of backlighter photons, the absence of a 
pinhole array between the target and imaging system greatly 
enhances the susceptibility to extraneous noise sources. With 
this in mind, backlighter development experiments were per-
formed at OMEGA to developed techniques to mitigate these 
undesired sources that degrade image quality. 

The main objective of these experiments was to successfully 
image a driven hohlraum using zinc and germanium K-shell 
lines. The target consisted of a hohlraum with two gold grids 
mounted on the rear. Two orthogonal backlighters were used 
and a conical shield served to mitigate the noise source arising 
for the driven hohlraum (Fig. 104.93). 

Images were obtained of the hohlraum’s rear, including 
the grids for both undriven and driven hohlraums using a zinc 
backlighter. Moreover, we also obtained an undriven image of 
the hohlraum using a Ge (10.3 keV) backlighter (Fig. 104.94). 
This experiement’s results provide confidence that orthogonal 
PAPBL imaging can be used successfully in the future.

Figure 104.91
A heated gold hohlraum drives a shock into the beryl-
lium disc creating a jet as the Be is forced out the small 
hole at the bottom. The Be jet and disc are imaged from 
two orthogonal directions.

Figure 104.92
Radiograph from shot 40407 showing the jetting of copper-doped (0.9%) 
beryllium at 4 ns. The central photon energy was 310 eV (C He-a). The jet 
has expanded about 100 nm into the vacuum.
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High-Z Shell Implosions:  Initial proof-of-principle experi-
ments studying the effect of high-Z dopants on capsule burn 
were completed. These early experiments utilized deuterium-
filled ignition capsules in which differing levels of krypton 
gas were introduced as a dopant. Previous experiments show 
that our hydrocodes calculate the effect of the high-Z dopant 
in ignition capsules poorly. Measurements of the neutron yield, 
ion temperature, and x-ray emission from the hot gas were 
obtained. Initial results indicate that the yield was lower than 
predicted, the ion temperature was higher than predicted, and 
the x-ray emission was lower than expected. More detailed 
analysis is being done to understand these results and to design 
FY06 experiments.

Figure 104.93
(a) An optical picture of the target showing the 
hohlraum, gold grids, and large gold conical 
shield. (b) The pre-shot target viewing sys-
tem image of the experimental configuration 
showing the locations of the hohlraum, Zn 
and Ge backlighters, and two nose tips for the 
diagnostics.

Figure 104.94
(a) An image of a driven hohlraum with a Zn (~9 keV) backlighter. Some background noise from the driven hohlraum is still present, but the grid is still quite 
resolved. (b) An undriven hohlraum using a Ge backlighter (10.3 keV). As expected, the grids show very nice resolution.

Time-Dependent Mix:  The time-dependent mix campaign 
seeks to explore the mixing of shell material into the fuel of an 
inertial confinement fusion implosion. A thin layer of lightly 
doped titanium plastic is embedded into the inside surface 
of the plastic capsule. As the shell mixes into the fuel, the 
titanium heats up and radiates characteristic atomic lines that 
give information about the electron density and temperature 
in the vicinity of the titanium ions. The titanium was care-
fully chosen such that the ratio of more highly ionized to less 
ionized titanium could be used to infer the temperature at the 
point of emission, and thus tell us how far into the hot core the 
mix has reached at any particular time. The layer of titanium 
can be placed at the inside surface of the capsule or embedded 
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beneath the surface at a predefined depth. A series of capsules 
with progressively greater depths can tell us how much of the 
capsule material participates in mix. When the embedding 
depth is greater than the thickness of the layer that mixes, the 
hydrogenic titanium emission will disappear.

X-ray images of the capsule’s implosion are shown in 
Fig. 104.95. The data clearly show the onset of K-shell emis-
sion arising from the titanium that has mixed into the core. We 
have determined that the amount of shell mix is between 0.5 
and 1.0 nm and have also observed more mix than simulations 
would predict, thus constraining the parameters used in these 
models. This is apparent both from the nuclear yield and the 
amount of x-ray emission.

U545JRC

Implosion
begins

Mixed
titanium
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Burn
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outward

Time

Figure 104.95
X-ray images of the capsule implosion showing the onset of titanium K-shell 
emission arising from the titanium that has mixed into the core.

FY05 Sandia National Laboratories Experiments  
on OMEGA

SNL performed 31 target shots on OMEGA in FY05. 

Modification of a Laser Hohlraum Spectrum via a Mid-Z 
Wall Liner:  A typical laser hohlraum has a radiation spectrum 
that includes a significant component of non-Planckian, high-
energy photons (such as Au M-band x rays) that originate in 
and near the hot, low-density coronal plasma in which the laser 
light is absorbed and converted into x-rays. These hard x-rays 
can have undesirable effects for an inertial confinement fusion 
(ICF) application, such as causing preheat ahead of the shock 
front in the ablator of an indirect-drive capsule.5 In FY04 a 

new concept was implemented for tailoring the spectrum in 
a hohlraum that uses a thin, mid-Z liner to supply plasma for 
the x-ray conversion with an underlying high-Z wall for x-ray 
containment.6 In a series of FY05 experiments performed at 
the OMEGA Laser Facility, this concept was demonstrated to 
be effective for a wide range of laser intensities and hohlraum 
temperatures. The DANTE unfolded radiation temperature 
shown in Fig. 104.96 illustrate the dramatic reduction in 
M‑band flux as the associated hohlraum temperatures increase 
over the range of 120 to 200 eV. 

X-Ray Preheat in Indirect-Drive ICF Ablator Materials:  
In previous work5 measurements of ablator shock velocities, 
shock temperatures, and preheat temperatures were made using 
a 280-nm streaked optical pyrometer (SOP).7 More recent 
ablator experiments on OMEGA have extended this work by 
using an absolutely calibrated 600 to 800 nm SOP8 with a line-
imaging velocity interferometer.9 Important new information 
has been obtained relating to ablator surface movement prior 
to shock breakout, ablator preheat temperature, and preheat 
effects on the anvil and window components of the shock-tim-
ing diagnostic system. Results from an experiment involving a 
32-nm-thick beryllium ablator are shown in Fig. 104.97. In this 
experiment, 15 OMEGA beams delivered 2.8 kJ (in a 3.7-ns 
square pulse) into the interior of the hohlraum. The DANTE 
measurement of the hohlraum radiation temperature is shown 
in Fig. 104.97(a); the SOP measurement of the temperature 
of the exterior-facing side of the Be sample in Fig 104.97(b); 
and the VISAR measurement of the surface velocity of the Be 
sample in Fig 104.97(c). For all plots, time is relative to laser 
turn on at t = 0. Shock breakout occurs at ~1.5 ns with peak 
of the shock flash intensity occuring approximately 200 ps 
later. As indicated in Fig. 104.97(a), the hohlraum radiation 
temperature prior to t = 1.5 ns is in the range of 75 to 115 eV. 
Figure 104.97(b) indicates a pre-shock heating of the external 
Be surface to ~2 eV prior to shock breakout. Figure 104.97(d) 
indicates that the Be surface begins moving soon after the laser 
turn on and reaches a pre-shock velocity exceeding 6 nm/ns. 
As can be seen in Fig. 104.97(c), this velocity cannot measured 
for times >1.1 ns because of the loss of surface reflectivity. Per 
Fig. 104.97(b), the surface temperature at the time of reflectivity 
loss is approximately 1 eV. 

Indirect-Drive ICF Shock Timing Diagnostic Development 
Experiments:  Accurate measurements of shock timing and 
ablator x-ray burnthrough will be essential for the successful 
ignition of an indirect-drive ICF capsule. In FY05, we per-
formed the initial tests of an experimental platform similar to 
the diagnostic proposed for accurate National Ignition Facility 
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Figure 104.96
DANTE-unfolded radiation temperature as a function of time for several hohlraum configurations (three plots on the left). M-band intensity versus time for the 
same shots (three plots on the right).

U546JRC

0
0.0 0.5 1.0 1.5

Time (ns)

R
ad

ia
tio

n 
te

m
pe

ra
tu

re
 (

eV
)

2.0 2.5

50

100

150

200

38736 unlined, 2.7 kJ
38735 Cu lined, 2.7 kJ

0

1

2

3

0 1

Time (ns)

M
-b

an
d 

�u
x 

(G
W

/s
te

r)

2 3 4
0

0 1

Time (ns)

R
ad

ia
tio

n 
te

m
pe

ra
tu

re
 (

eV
)

2 3 4

5

100

150

38736 unlined, 2.7 kJ
38735 Cu lined, 2.7 kJ

38732 unlined, 7.1 kJ
38733 Cu lined, 7.1 kJ

38732 unlined, 7.1 kJ
38733 Cu lined, 7.1 kJ

Au hohlraums:
 35417 (Mar ’04), 5.2 kJ
 29381 (Oct ’02), 5.8 kJ

Cu lined hohlraums:
 35424 (Mar ’04), 5.4 kJ
 35416 (Mar ’04), 5.1 kJ

0
0.0 0.4 0.8

Time (ns)

R
ad

ia
tio

n 
te

m
pe

ra
tu

re
 (

eV
)

1.2

50

100

150

200

0
0.0 0.5 1.0 1.5

Time (ns)

C
H

10
 M

-b
an

d 
�u

x 
(G

W
/S

R
)

2.0 2.5

10

5

30

25

20

15

35  35417 (Mar ’04), 5.2 kJ
 29381 (Oct ’02), 5.8 kJ
 35424 (Mar ’04), 5.4 kJ
 35416 (Mar ’04), 5.1 kJ

0
0.0 0.5 1.0

Time (ns)

C
H

10
 M

-b
an

d 
�u

x 
(G

W
/s

te
r)

1.5

20

10

60

50

40

30

70



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 104 249

Figure 104.97
Indirect-drive experiment with a 32-mm-thick Be ablator. (a) DANTE measurement of hohlraum radiation temperature versus time, (b) SOP measurement 
of Be surface temperature versus time, (c) VISAR data showing fringe shift and shock flash, and (d) VISAR measurement of Be surface velocity.

(NIF) ignition shock-timing measurements.10 Full-scale igni-
tion capsules and pre-ignition shock-timing experiments at 
the NIF will utilize Cu-doped Be ablators with a thickness of 
~150 nm. Our first attempts at testing the proposed shock-tim-
ing techniques utilized the geometry illustrated in Fig. 104.98. 
The 150-nm-thick ablator sample consisted of a pair of 75‑nm-
thick Be foils with a 0.5-nm-thick Cu foil sandwiched between 
the Be foils. In terms of overall ablator thickness and opacity, 
this approximates the proposed NIF ignition capsule ablator. 
A window was placed at a distance of ~1 mm from the abla-
tor surface. In a few experiments, a liquid deuterium-filled 
cryostat was attached to the hohlraum, with the window at 
the same location (Fig. 104.99). Results from a experiment 
with a relatively low temperature hohlraum drive are shown in 
Fig. 104.98. In this experiment, the 15 OMEGA beams deliv-
ered 1.5 kJ (in a 3.7-ns square pulse) into the interior of the 
hohlraum. The DANTE measurement of hohlraum radiation 

temperature is shown in Fig. 104.98(a), and the SOP measure-
ment of the temperature of the exterior-facing side of the Be 
sample is shown in Fig. 104.98(b). As can be seen in the figure, 
the surface preheat begins soon after laser turn on and the 
surface temperature levels off at ~3.7 ns, when the laser turns 
off. Shock breakout occurs at ~7.2 ns. In relation to the experi-
ment of Fig. 104.97, the reduced preheat level in Fig. 104.98 
is consistent with the lower hohlraum temperature, the Cu 
component, and the thicker ablator. As explained in Ref. 5, the 
lower shock temperature is consistent with the reduced level 
of ablator preheat. An important finding in these experiments 
is that as hohlraum temperatures (and laser-spot intensities) 
are increased, the window is (apparently) also preheated and 
becomes opaque. A quartz window remained transparent 
throughout the laser pulse for hohlraumm temperatures of up 
to 136 eV [Fig. 104.99(a)]. For hohlraum temperatures exceed-
ing 140 eV (corresponding to laser intensities at the hohlraum 
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Figure 104.98
Shock breakout measurements: (a) DANTE-derived radiation temperature and (b) SOP-measured temperature of the exterior of the Be foil.

Figure 104.99
Window transparency: (a) quartz window maintains transparency up to Tr ~ 136 eV, 
(b) quartz anvil becomes opaque at Tr > 100 eV and window fails at 140 eV.
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wall ~1 # 1014 W/cm2), however, windows and anvils became 
opaque soon after laser turn on [Fig. 104.99(b)]. In the near 
future, new window materials, laser smoothing, and geometric 
effects will be tested in an attempt to reduce window and anvil 
preheat effects to a level consistent with the requirements of 
the proposed NIF shock-timing diagnostic.

Cocktail Burnthrough and Re-emission:  SNL conducted 
11 shots in June 2005 to study the relative difference in burn-
through time and x-ray re-emission between thin cocktail 
and Au foils. Figure 104.100 shows the sample geometry and 
example data for the experiments. These were the first tests of 
the layered 75% U, 25% Au cocktail material made by Gen-
eral Atomics that is currently specified as the hohlraum wall 
material in the NIF point design. The experiments studied the 
difference in performance between cocktails and Au in hohl-

raums with peak radiation temperatures of 175 eV, 235 eV, and 
270 eV. Preliminary results show that the difference in burn-
through between Au and cocktails at 550-eV photon energy is 
~0 ps at Tr = 170 eV, and ~50 ps at Tr = 230 eV (the foils in the 
270-eV hohlraums burnthrough at a time when the radiation 
temperature is ~230 eV). Time-gated x-ray pinhole camera 
measurements were configured with four different filter-mirror 
combinations to sample the wall re-emission across spectral 
ranges of ~200 to 250 eV, ~400 to 500 eV, ~600 to 800 eV, and 
~800 to 1000 eV. Preliminary results show a 20!15% increase 
in the re-emission from cocktails in the energy band from ~400 
to 500 eV at hohlraum radiation temperatures >220 eV and no 
statistically significant increase or decrease in any other energy 
band. Future work will include detailed comparisons between 
the experimental data and integrated LASNEX calculations 
with the best known opacities of Au and U.

Figure 104.100
Example data, (a) and (c), and geometry (b) from cocktail burnthrough and re-emission experiments conducted by SNL in June 2005.  On the left is burnthrough 
data (b) taken with an x-ray streak camera at P6, and on the right (c) is x-ray framing camera data at P7 with four different mirrored channels.
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2005 CEA Experiments on OMEGA
Scientists from CEA led several OMEGA experimental cam-

paigns in FY05 including the development of neutron imaging 
and hohlraum symmetry experiments. A total of 34 OMEGA 
target shots were taken for CEA experiments in FY05.

Penumbral and Annular Imaging for Inertial 
Confinement Fusion Neutron Images
1.	 Introduction

In inertial confinement fusion experiments, laser energy is 
used to compress a millimeter-sized (diameter) target filled 
with deuterium and tritium. The compression results in the 
creation of a hot spot where the fusion reactions begin. On the 
NIF (U.S.A.) or LMJ (France), 14-MeV neutron images will 
be used to determine the dimensions and the shape of the hot 
spot. Since the dimensions of the hot spot will be ~50 nm, a 
spatial resolution below 10 nm will be required in a neutron 
image to distinguish between the different failure mechanisms 
of the implosion (symmetry, laser pulse shaping, etc.).

CEA developed a neutron imaging system (NIS) using a 
penumbral11,12 and, most recently, an annular13 imaging tech-
nique with a high-resolution neutron camera that was tested on 
OMEGA during high-neutron-yield shots. The images obtained 
with these tests attained a 20-nm spatial resolution with a high 
signal-to-noise ratio (SNR). With these results we can now 
consider a preliminary design for a NIS with a resolution of 
10 nm on OMEGA and 6 to 7 nm on the NIF or LMJ.

2.	 Experimental Setup
Neutrons emitted by the target go through a coded aperture 

that is placed 26 cm from target chamber center (TCC). Two 
coded apertures can be used: a penumbral or an annular. Both 
are made of a biconical hole built in a 10-cm-long DENAL 
(Tungsten alloy) cylinder. The diameter at the intersection of 
the cones is ~2 mm. The ring is obtained by placing a plug 
inside the hole so that the aperture is equivalent to a continu-
ous assembly of 8-nm-diam pinholes distributed along a circle 
(Fig. 104.101).

An enlarged image of the coded aperture is projected on a 
neutron camera placed at a distance of ~8 m from TCC. The 
camera is composed of a coherent array of one-million glass 
capillaries, 85 nm in diameter, filled with a high-refractive-
index organic liquid scintillator. Neutrons mainly interact 
by elastic scattering on hydrogen nuclei. As they lose kinetic 
energy, the recoil protons produce light, a part of which is 
guided through the stepped-index fiber optics made by glass 

(n = 1.49) and scintillator (n = 1.56). The image is then trans-
ported, intensified, and reduced to be registered on a one-mil-
lion pixel CCD (20 # 20 mm2).

The spatial resolution Ds of the overall system is given by
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where FOV is the field of view, L0 and L1 the target to aperture 
and target to detector distances, respectively, Dsdet is the resolu-
tion of the camera, and n is the attenuation of neutrons in the 
DENAL cylinder. During the past few years, improvements 
in the detector design have led to the achievement of a camera 
resolution of ~650-nm FWHM. Since the camera resolution 
is limited primarily by the recoil length of protons, this value 
can be reduced to 400 nm by replacing hydrogen atoms with 
deuterium in the scintillator.14

Figure 104.101
Sections of the penumbral- and annular-coded apertures. Both have the 
same dimensions. A plug is placed inside the second aperture to define a ring 
equivalent aperture.

U551JRC

2.057 nm

2.
41

4 
m

m
2.

49
1 

m
m

2.
49

1 
m

m

1.
7 

m
m

1.
7 

m
m

2.057 mm

100 mm

1.
62

3 
m

m

Penumbral aperture

Annual aperture



National Laser Users’ Facility and External Users’ Programs

LLE Review, Volume 104 253

3.	 2005 High-Yield Shots
In 2004, neutron images were acquired with the penumbral 

technique. A spatial resolution of 20 nm and a SNR of ~20 to 
25 were demonstrated with this system. In 2005, the detector 
was unchanged except for replacement of the fiber optic reducer 
(taper) between the capillary array and the microchannel plate 
(MCP). The quality of this taper improved the uniformity and 
the transmission of the image on the whole field of view. The 
annular imaging technique was tested and compared with 
results obtained with the penumbral aperture for the same 
type of targets to prove the reliability of the technique. Fig-
ure 104.102 presents raw images, penumbral and annular, for 
plastic-shell targets and compares annular images for a plastic 
and a glass target. Glass targets produce a larger core than 
plastic ones. This is confirmed by observing the raw images 
as the thickness of the ring is directly related to the source 
diameter in one dimension. Figure 104.103 shows unfolded 
images for both techniques on DT(15)CH[15], DT(15)CH[20], 
and DT(15)SiO2[2.5] targets. The images have a 20-nm spatial 
resolution. The corresponding neutron yields Yn and SNR are 
written on each image. Plastic targets have a high convergence 
ratio for relatively high yields, which leads to very good SNR 
around 30 to 40. Though glass targets result in higher neutron 
yields, the larger cores produce images with a lower SNR of 
~15. Comparison of the penumbral and annular images shows 
that the dimensions and shape of the hot-spot dimensions are 
the same for similar targets. The ring technique was chosen 
because it will result in a high SNR in high-resolution images. 
This was confirmed by applying a 20-nm and then a 10-nm 
FWHM low-pass filter on the image for both techniques. The 
SNR of both penumbral and annular images was near 40 for a 
20-nm filter, though it decreased to 14 in the penumbral image 
and still remained 28 in the ring image for a 10-nm filter.15

Figure 104.102
Raw images obtained with a penumbral (left) and an annular (center and 
right) apertures.

Figure 104.103
Unfolded images obtained during 2005 high-yield shots. Comparison between 
penumbral and annular techniques for three types of targets.
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4.	 2005 DD Shots
With 2.45-MeV DD neutrons, the recoil ion length in the 

scintillator is much shorter. As a consequence, the resolution 
of the detector is much better, ~230 nm compared to ~650 nm 
for DT neutrons. The improved sensitivity of the camera is suf-
ficient to acquire a DD image with a neutron yield of about 1011. 
Neutron images were thus registered on DD shots, including 
cryogenic targets. Figure 104.104 shows examples of neutron 
images obtained with a cryogenic target (left) and with a gas-
filled plastic shell target (right). The resolution is set to 50 nm 
and 35 nm, respectively, because of the low yield relatively 
close to the threshold of sensitivity of the camera, which implies 
a compromise between resolution and SNR.
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Neutron images of DD targets.

5.	 Conclusions
During the 2005 high-yield shots on OMEGA, DT neutron 

images were acquired with a 20-nm spatial resolution and 
very high SNR. The annular imaging technique was tested and 
demonstrated higher signal-to-noise ratio images compared to 
the penumbral imaging technique. With an enhanced detec-
tor and a ring-coded aperture, a 10-nm spatial resolution on 
OMEGA and 10-nm spatial resolution on the NIF or LMJ is 
now projected.

The neutron camera was sensitive enough to acquire DD 
images, but the low yield resulted in a reduction to the resolution 
to improve the quality of the image. A new detector design is 
now being considered to acquire DD neutron images. This cam-
era will have an enhanced detection quantum efficiency with 
smaller dimensions to work with a lower magnification ratio.

CEA Symmetry Experiments
In previous years, CEA carried out an experimental cam-

paign to study the irradiation symmetry of radiation-driven 
capsules in cylindrical hohlraums heated by a multicone 
arrangement of beams. In FY05, CEA experiments were car-
ried out to characterize the symmetry by imaging the core x-ray 
emission16 of 500-nm, 50-atm, D2-filled capsules doped with 
0.1-atm argon. These capsules were produced by CEA/Valduc. 
Shell thickness variation was used to probe symmetry at dif-
ferent times during the implosion. 

Figure 104.105(a) gives an example of a core image obtained 
with a 37-nm CH, 2% at., Ge-doped capsule.  This image 
is obtained at an instant (3.1 ns) close to peak compression. 
The convergence ratio Cr ~ 7 can be determined on a similar 
capsule by backlighting the shell implosion. From Cr and core 
ellipticity, we can infer an irradiation P2 component of ~1% 
(Ref. 17), which is consistent with the expected symmetry 
from previous foam-ball experimental data, time-integrated 
evolution of flux P2 component in simulations, and also with 
data reported in Ref. 18.

Backlighting tests of imploding capsules were carried out. 
Figure 104.105(b) shows an example of a shot where a simul-
taneous image of core emission and backlighting of the dense 
shell is recorded. This provides valuable data to benchmark 
hydrodynamic simulations. We can infer from these data an 
implosion velocity of ~100 nm/ns and a convergence ratio from 
the minimum radius of the dense part of the shell of ~7.
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Conference Presentations

The following presentations were made at the International 
Conference on Ultrahigh Intensity Lasers: Development, Sci-
ence, and Emerging Applications, North Lake Tahoe, NV,  
3–7 October 2004:

J. Bromage, J. D. Zuegel, D. Vickery, L. J. Waxer, D. Irwin, 
R. Boni, R. Jungquist, and C. Stoeckl, “High-Intensity Diag-
nostics for OMEGA EP.”

T. J. Kessler, J. Bunkenburg, H. Hu, C. Kellogg, L. S. Iwan, and 
W. Skulski, “Design Strategies and Technology Demonstrations 
for the Tiled Grating Compressor.”

A. W. Schmid, T. Z. Kosc, A. Kozlov, A. L. Rigatti, and J. B. 
Oliver, “A Short-Pulse, Laser-Damage Update on OMEGA EP.”

C. Stoeckl, “OMEGA EP: A High-Energy Petawatt Laser 
at LLE.”

J. D. Zuegel, V. Bagnoud, I. A. Begishev, M. J. Guardalben, and 
J. Puth, “Performance of the OMEGA EP’s Prototype—OPCPA 
Front End.”

J. R. Marciante, J. I. Hirsh, D. H. Raguin, and E. T. Prince, 
“Polarization-Insensitive, High-Dispersion TIR Diffraction 
Gratings,” Diffractive Optics and Micro-Optics, Rochester, 
NY, 10–13 October 2004.

The following presentations were made at Optical Fabrication 
and Testing, Rochester, NY, 10–13 October 2004:

C. Bouvier, J. C. Lambropoulos, and S. D. Jacobs, “Fracture 
Toughness of ULE, Zerodur, Astrosital, and Corning 9600.” 

J. E. DeGroote, S. N. Shafrir, J. C. Lambropoulos, and S. D. 
Jacobs, “Surface Characterization of CVD ZnS Using Power 
Spectral Density.”

S. D. Jacobs, “Innovations in Optics Manufacturing” (invited).

J. Keck, J. B. Oliver, V. Gruschow, J. Spaulding, and J. D. Howe, 
“Process Tuning of Silica Thin-Film Deposition.”

I. A. Kozhinova, H. J. Romanofsky, and S. D. Jacobs, “Polish-
ing of Prepolished CVD ZnS Flats with Altered Magnetorheo-
logical (MR) Fluids.”

A. E. Marino, K. Spencer, J. E. DeGroote, and S. D. Jacobs, 
“Chemical Durability of Phosphate Laser Glasses.”

F. H. Mrakovcic, J. A. Randi, J. C. Lambropoulos, and S. D. 
Jacobs, “Subsurface Damage in Single-Crystal Sapphire.”

J. B. Oliver, “Thin-Film-Optics Design and Manufacturing 
Challenges for Large-Aperture, High-Peak-Power, Short-Pulse 
Lasers” (invited).

S. N. Shafrir, J. C. Lambropoulos, and S. D. Jacobs, “Loose 
Abrasive Lapping of Optical Glass with Different Lapping 
Plates and Its Interpretation.”

The following presentations were made at Frontiers in Optics, 
The 88th Annual Meeting—Laser Science XX, Rochester, NY, 
10–14 October 2004:

V. Bagnoud, “A Front End for Multipetawatt Lasers Based 
on a High-Energy, High-Average-Power Optical Parametric 
Chirped-Pulse Amplifier.” 

S. G. Lukishova, A. W. Schmid, C. M. Supranowitz, A. J. 
McNamara, R. W. Boyd, and C. R. Stroud, Jr., “Dye-Doped, 
Liquid-Crystal, Room-Temperature, Single-Photon Source.”

D. D. Meyerhofer, “Progress in Direct-Drive Inertial Confine-
ment Fusion” (invited).

B. Yaakobi, D. D. Meyerhofer, T. R. Boehly, J. J. Rehr, B. A. 
Remington, P. G. Allen, S. M. Pollaine, and R. C. Albers, 
“Dynamic EXAFS Probing of Laser-Driven Shock Waves and 
Crystal-Phase Transformations” (invited).

L. D. Merkle, M. Dubinskii, L. B. Glebov, L. N. Glebova, V. I. 
Smirnov, S. Papernov, and A. W. Schmid, “Photo-Thermo-
Refractive Glass Resistance to Laser-Induced Damage Near 
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One Micron,” 7th Annual Directed Energy Symposium, Rock-
ville, MD, 18–21 October 2004.

D. R. Harding, M. Bobeica, and R. Q. Gram, “Target Injection 
Studies,” 10th High Average Power Laser Meeting, Princeton, 
NJ, 27–27 October 2004.

B. Yaakobi, “EXAFS Study of Laser-Shocked Metals,” 
11th International Workshop on Radiative Properties of Hot 
Dense Matter, Santa Barbara, CA, 1–5 November 2004.

R. L. McCrory, S. P. Regan, S. J. Loucks, D. D. Meyerhofer, 
S. Skupsky, R. Betti, T. R. Boehly, R. S. Craxton, T. J. B. 
Collins, J. A. Delettrez, D. H. Edgell, R. Epstein, V. Yu. Glebov, 
V. N. Goncharov, D. R. Harding, R. L. Keck, J. P. Knauer, 
J. Marciante, J. A. Marozas, F. J. Marshall, A. V. Maximov, P. 
W. McKenty, J. Myatt, P. B. Radha, T. C. Sangster, W. Seka, 
V. A. Smalyuk, J. M. Soures, C. Stoeckl, B. Yaakobi, J. D. 
Zuegel, C. K. Li, R. D. Petrasso, F. H. Séguin, J. A. Frenje, 
S. Padalino, C. Freeman, and K. Fletcher, “Direct-Drive Iner-
tial Confinement Fusion Research at the Laboratory for Laser 
Energetics: Charting the Path to Thermonuclear Ignition,” 
20th IAEA Fusion Energy Conference, Vilamoura, Portugal, 
1–6 November 2004.

The following presentations were made at the 46th Annual 
Meeting of the APS Division of Plasma Physics, Savannah, 
GA, 15–19 November 2004:

K. Anderson, R. Betti, J. P. Knauer, V. A. Smalyuk, and V. N. 
Goncharov, “Simulations and Experiments on Adiabat Shaping 
by Relaxation.” 

R. Betti and J. Sanz, “Nonlinear Ablative Rayleigh–Taylor 
Instability.”

T. R. Boehly, E. Vianello, J. E. Miller, R. S. Craxton, V. N. 
Goncharov, I. V. Igumenshchev, D. D. Meyerhofer, D. G. Hicks, 
and P. M. Celliers, “Direct-Drive Shock-Timing Experiments 
Using Planar Targets.”

M. Canavan, J. A. Frenje, C. K. Li, C. Chen, J. L. DeCiantis, 
J. R. Rygg, F. H. Séguin, and R. D. Petrasso, “A Modified 
Accelerator for ICF Diagnostic Development.”

C. Chen, C. K. Li, J. A. Frenje, F. H. Séguin, R. D. Petrasso, 
T. C. Sangster, R. Betti, D. R. Harding, and D. D. Meyerhofer, 
“Monte Carlo Simulations and Planned Experiments for Study-
ing Hot-Electron Transport in H2 and D2.”

T. J. B. Collins, S. Skupsky, A. Frank, A. Cunningham, and 
A. Poludnenko, “Shock Propagation in Wetted Foam.”

R. S. Craxton, F. J. Marshall, M. J. Bonino, R. Epstein, P. W. 
McKenty, S. Skupsky, J. A. Delettrez, I. V. Igumenshchev, 
D. W. Jacobs-Perkins, J. P. Knauer, J. A. Marozas, P. B. Radha, 
and W. Seka, “Polar Direct Drive—Proof-of-Principle Experi-
ments on OMEGA and Prospects for Ignition on the NIF” 
(invited).

J. L. DeCiantis, F. H. Séguin, J. A. Frenje, C. Chen, C. K. Li, 
R. D. Petrasso, J. A. Delettrez, J. P. Knauer, F. J. Marshall, 
D. D. Meyerhofer, S. Roberts, T. C. Sangster, and C. Stoeckl, 
“Studying the Burn Region in ICF Implosions with Proton 
Emission Imaging.”

J. A. Delettrez, S. Skupsky, C. Stoeckl, J. Myatt, and P. B. 
Radha, “Simulation of Enhanced Neutron Production for 
OMEGA EP Cryogenic Implosions.”

D. H. Edgell, W. Seka, R. S. Craxton, L. M. Elasky, D. R. 
Harding, R. L. Keck, M. Pandina, M. D. Wittman, and 
A. Warrick, “Shadowgraphic Analysis Techniques for Cryo-
genic Ice-Layer Characterization at LLE.”

D. H. Edgell, W. Seka, R. S. Craxton, L. M. Elasky, D. R. 
Harding, R. L. Keck, M. Pandina, M. D. Wittman, and 
A. Warrick, “Three-Dimensional Characterization of Ice Layers 
for Cryogenic Targets at LLE.”

R. Epstein, R. S. Craxton, J. A. Delettrez, F. J. Marshall, J. A. 
Marozas, P. W. McKenty, P. B. Radha, and V. A. Smalyuk, 
“Simulations of X-Ray Core Images from OMEGA Implosions 
Driven with Controlled Polar Illumination.”

J. A. Frenje, C. K. Li, F. H. Séguin, J. L. DeCiantis, J. R. 
Rygg, M. Falk, R. D. Petrasso, J. A. Delettrez, V. Yu. Glebov, 
C. Stoeckl, F. J. Marshall, D. D. Meyerhofer, T. C. Sangster, 
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V. A. Smalyuk, and J. M. Soures, “Measurements of Time Evo-
lution of Ion Temperature of D3He Implosions on OMEGA.”

M. C. Ghilea, D. D. Meyerhofer, T. C. Sangster, R. A. Lerche, 
and L. Disdier, “First Results from a Penumbral Imaging 
System Design Tool.”

V. Yu. Glebov, C. Stoeckl, T. C. Sangster, C. Mileham, 
S. Roberts, and R. A. Lerche, “NIF Neutron Bang-Time Detec-
tor Development on OMEGA.”

V. N. Goncharov, D. Li, and A. V. Maximov, “Effects of the 
Ponderomotive Terms in the Thermal Transport on the Hydro-
dynamic Flow in Inertial Confinement Fusion Experiments.” 

O. V. Gotchev, T. J. B. Collins, V. N. Goncharov, J. P. Knauer, 
D. Li, and D. D. Meyerhofer, “Mass Ablation Rate and Self-
Emission Measurements in Planar Experiments.”

L. Guazzotto, R. Betti, J. Manickam, S. Kaye, and J. L. 
Gauvreau, “Magnetorheological Equilibria with Toroidal and 
Poloidal Flow” (invited).

D. R. Harding, M. D. Wittman, L. M. Elasky, S. Verbridge, 
L. D. Lund, D. Jacobs-Perkins, W. Seka, D. H. Edgell, and 
D. D. Meyerhofer, “OMEGA Direct-Drive Cryogenic Deu-
terium Targets.”

I. V. Igumenshchev, “The Role of Viscosity in Simulations of 
Strong Shocks in Low-Density Foams.”

P. A. Jaanimagi, R. Boni, R. L. Keck, W. R. Donaldson, and 
D. D. Meyerhofer, “The Rochester Optical Streak System.”

J. P. Knauer, K. Anderson, P. B. Radha, R. Betti, T. J. B. 
Collins, V. N. Goncharov, P. W. McKenty, D. D. Meyerhofer, 
S. P. Regan, T. C. Sangster, and V. A. Smalyuk, “Improved 
Target Stability Using Picket Pulses to Increase and Shape the 
Ablator Adiabat” (invited).

C. K. Li, C. Chen, J. A. Frenje, F. H. Séguin, R. D. Petrasso, 
J. A. Delettrez, R. Betti, D. D. Meyerhofer, J. Myatt, and 
S. Skupsky, “Linear-Energy Transfer and Blooming of Directed 
Energetic Electrons in Dense Hydrogenic Plasmas.”

D. Li and V. N. Goncharov, “Effects of the Temporal Density 
Variation and Convergent Geometry on Nonlinear Bubble 
Evolution in Classical Rayleigh–Taylor Instability.”

G. Li and V. N. Goncharov, “The Effect of Electromagnetic Fields 
on Electron-Thermal Transport in Laser-Produced Plasmas.” 

J. A. Marozas, P. B. Radha, T. J. B. Collins, P. W. McKenty, 
and S. Skupsky, “Evolution of the Laser-Deposition Region 
in Polar-Direct-Drive Simulations on the National Ignition 
Facility (NIF).”

F. J. Marshall, R. S. Craxton, J. A. Delettrez, D. H. Edgell, 
L. M. Elasky, R. Epstein, V. Yu. Glebov, V. N. Goncharov, 
D. R. Harding, R. Janezic, J. P. Knauer, P. W. McKenty, D. D. 
Meyerhofer, P. B. Radha, S. P. Regan, W. Seka, V. A. Smalyuk, 
C. Stoeckl, J. A. Frenje, C. K. Li, R. D. Petrasso, and F. H. 
Séguin, “High-Performance, Direct-Drive, Cryogenic Target 
Implosions on OMEGA” (invited).

A. V. Maximov, J. Myatt, R. W. Short, W. Seka, and C. Stoeckl, 
“Two-Plasmon-Decay Instability in Plasmas Irradiated by 
Incoherent Laser Beams.”

D. D. Meyerhofer, B. Yaakobi, T. R. Boehly, T. J. B. Collins, 
H. Lorenzana, B. A. Remington, P. G. Allen, S. M. Pollaine, J. J. 
Rehr, and R. C. Albers, “Dynamic EXAFS Probing of Laser-
Driven Shock Waves and Crystal Phase Transformations.”

J. E. Miller, W. J. Armstrong, T. R. Boehly, D. D. Meyerhofer, 
W. Theobald, E. Vianello, J. Eggert, D. G. Hicks, and C. Sorce, 
“Time-Resolved Measurement of Optical Self-Emission for 
Shock Wave and Equation of State Studies.”

J. Myatt, A. V. Maximov, R. W. Short, J. A. Delettrez, and 
C. Stoeckl, “Numerical Studies of MeV Electron Transport in 
Fast-Ignition Targets.”

P. B. Radha, T. J. B. Collins, J. A. Delettrez, Y. Elbaz, 
R. Epstein, V. Yu. Glebov, V. N. Goncharov, R. L. Keck, J. P. 
Knauer, J. A. Marozas, F. J. Marshall, R. L. McCrory, P. W. 
McKenty, D. D. Meyerhofer, S. P. Regan, T. C. Sangster, 
W. Seka, D. Shvarts, S. Skupsky, Y. Srebro, and C. Stoeckl, 
“Multidimensional Analysis of Direct-Drive Plastic-Shell 
Implosions on OMEGA” (invited).

S. P. Regan, J. A. Delettrez, V. Yu. Glebov, V. N. Goncharov, 
J. A. Marozas, F. J. Marshall, P. W. McKenty, D. D. Meyerhofer, 
P. B. Radha, T. C. Sangster, V. A. Smalyuk, C. Stoeckl, J. A. 
Frenje, C. K. Li, R. D. Petrasso, and F. H. Séguin, “Experimen-
tal Investigation of the Effects of Irradiation Nonuniformities 
on the Performance of Direct-Drive Spherical Implosions.”
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J. R. Rygg, F. H. Séguin, C. K. Li, J. A. Frenje, J. L. DeCiantis, 
R. D. Petrasso, J. A. Delettrez, V. N. Goncharov, P. B. Radha, 
V. Yu. Glebov, D. D. Meyerhofer, and T. C. Sangster, “Inference 
of Imprint at Onset of Deceleration Phase Using Shock-Burn 
Measurements.”

T. C. Sangster, J. A. Delettrez, V. Yu. Glebov, V. N. Goncharov, 
D. R. Harding, J. P. Knauer, F. J. Marshall, P. W. McKenty, 
D. D. Meyerhofer, P. B. Radha, S. P. Regan, S. Skupsky, V. A. 
Smalyuk, C. Stoeckl, J. A. Frenje, C. K. Li, R. D. Petrasso, and 
F. H. Séguin, “High-Areal-Density Cryogenic D2 Implosions 
on OMEGA.”

H. Sawada, S. P. Regan, T. R. Boehly, I. V. Igumenshchev, 
V. N. Goncharov, F. J. Marshall, B. Yaakobi, T. C. Sangster, 
D. D. Meyerhofer, D. Gregori, D. G. Hicks, S. G. Glenzer, and 
O. L. Landen, “Diagnosing Shock-Heated, Direct-Drive Plastic 
Targets with Spectrally Resolved X-Ray Scattering.”

F. H. Séguin, J. L. DeCiantis, J. A. Frenje, C. K. Li, J. R. Rygg, 
C. Chen, R. D. Petrasso, V. A. Smalyuk, F. J. Marshall, J. A. 
Delettrez, J. P. Knauer, P. W. McKenty, D. D. Meyerhofer, 
S. Roberts, T. C. Sangster, K. Mikaleian, and H. S. Park, 
“Relationship of Asymmetries in Fusion Burn and tR to Asym-
metries in Laser Drive for ICF Implosions at OMEGA.”

W. Seka, C. Stoeckl, V. N. Goncharov, R. E. Bahr, T. C. 
Sangster, R. S. Craxton, J. A. Delettrez, A. V. Maximov, 
J. Myatt, A. Simon, and R. W. Short, “Absorption Measure-
ments in Spherical Implosions on OMEGA.”

R. W. Short, “Convective Versus Absolute Two-Plasmon Decay 
in Inhomogeneous Plasmas.”

V. A. Smalyuk, V. N. Goncharov, T. R. Boehly, D. Li, J. A. 
Marozas, D. D. Meyerhofer, S. P. Regan, and T. C. Sangster, 
“Measurements of Imprinting with Laser Beams at Various 
Angles of Incidence in Planar CH Foils.”

J. M. Soures, F. J. Marshall, J. A. Delettrez, R. Epstein, 
R. Forties, V. Yu. Glebov, J. H. Kelly, T. J. Kessler, J. P. 
Knauer, P. W. McKenty, S. P. Regan, W. Seka, V. A. Smalyuk, 
C. Stoeckl, J. A. Frenje, C. K. Li, R. D. Petrasso, and F. H. 
Séguin, “Polar-Direct-Drive Experiments on OMEGA.”

C. Stoeckl, W. Theobald, J. A. Delettrez, J. Myatt, S. P. Regan, 
H. Sawada, T. C. Sangster, M. H. Key, P. Patel, R. Snavely, 
R. Clarke, S. Karsch, and P. Norreys, “K-Shell Spectroscopy 

Using a Single-Photon–Counting X-Ray CCD in Ultrafast 
Laser–Plasma Interaction Experiments.”

S. Sublett, J. P. Knauer, I. V. Igumenshchev, D. D. Meyerhofer, 
A. Frank, P. A. Keiter, R. F. Coker, B. H. Wilde, B. E. Blue, 
T. S. Perry, J. M. Foster, and P. A. Rosen, “Hydrodynamic Jet 
Experiments on OMEGA.”

W. Theobald, C. Stoeckl, T. C. Sangster, J. Kuba, R. Snavely, 
M. H. Key, R. Heathcoate, D. Neely, and P. Norreys, “X‑Ray 
Line Emission Spectroscopy of 100-TW-Laser-Pulse–Gen-
erated Plasmas for Backlighter Development of Cryogenic 
Implosion Capsules.”

E. Vianello, T. R. Boehly, R. S. Craxton, V. N. Goncharov, J. E. 
Miller, I. V. Igumenshchev, D. D. Meyerhofer, T. C. Sangster, 
D. G. Hicks, and P. M. Celliers, “The Effect of Incidence Angle 
on Laser-Driven Shock Strengths.”

C. Zhou, J. Sanz, and R. Betti, “Asymptotic Bubble Evolution in 
the Bell–Plesset and Ablative Rayleigh–Taylor Instabilities.”

C. W. Wu and D. R. Harding, “Growth of the Open-Networked 
Carbon Nanostructures at Low Temperature by Microwave 
Plasma Electron Cyclotron Resonance Chemical Vapor Depo-
sition,” 2004 MRS Fall Meeting, Boston, MA, 29 Novem-
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