
LLE 2004 Annual Report
October 2003 — September 2004

University of Rochester

Laboratory for Laser Energetics

DOE/SF/19460-583

January 2005

L
a
b

o
ra

to
ry

 fo
r L

a
s
e
r E

n
e
rg

e
tic

s
  2

0
0
4
 A

n
n

u
a
l R

e
p

o
rt



Cover Photos

Prepared for
U.S. Department of Energy
San Francisco Operations Office
DOE/SF/19460-583

Distribution Category UC712
October 2003–September 2004

Printed in the United States of America
Available from

National Technical Information Services
U.S. Department of Commerce
5285 Port Royal Road
Springfield, VA  22161

Price codes: Printed Copy A11
Microfiche A01

This report was prepared as an account of work conducted by the Laboratory for
Laser Energetics and sponsored by New York State Energy Research and Devel-
opment Authority, the University of Rochester, the U.S. Department of Energy,
and other agencies. Neither the above named sponsors, nor any of their employ-
ees, makes any warranty, expressed or implied, or assumes any legal liability or
responsibility for the accuracy, completeness, or usefulness of any information,
apparatus, product, or process disclosed, or represents that its use would not
infringe privately owned rights. Reference herein to any specific commercial
product, process, or service by trade name, mark, manufacturer, or otherwise,
does not necessarily constitute or imply its endorsement, recommendation, or
favoring by the United States Government or any agency thereof or any other
sponsor. Results reported in the LLE Review should not be taken as necessarily
final results as they represent active research. The views and opinions of authors
expressed herein do not necessarily state or reflect those of any of the above
sponsoring entities.

The work described in this volume includes current research at the Labora-
tory for Laser Energetics, which is supported by New York State Energy Research
and Development Authority, the University of Rochester, the U.S. Department
of Energy Office of Inertial Confinement Fusion under Cooperative Agreement
No. DE-FC03-92SF19460, and other agencies.

For questions or comments, contact Laboratory for Laser Energetics, 250 East
River Road, Rochester, NY  14623-1299, (585) 275-5286.
Worldwide-Web Home Page:  http://www.lle.rochester.edu/

Upper Left:  Rochester optical streak systems (ROSS’s).
The ROSS camera is a comprehensive diagnostic system
with autofocus and self-calibrating capabilities.

Middle Left:  View of the OMEGA EP laser bay from the
visitor’s gallery of the new OMEGA EP building. The
OMEGA EP building construction was completed in De-
cember 2004. Completion of the laser facility is scheduled
to occur in 2007.

Lower Left:  Tiled-grating assembly of three gratings be-
ing developed for use on OMEGA EP. The diffracted fields
from the three gratings are coherently added so that they
behave as one larger monolithic grating.

Upper Center:  Two NIF deformable mirror (DM) assemblies
undergoing fabrication and testing at LLE. The NIF DM’s are all
being coated and assembled at LLE.

Upper Right:  A single-aperture plasma-electrode Pockels cell
(PEPC) under test. The 40-cm-aperture PEPC is similar in re-
quirements to the NIF PEPC. Four of these units will be used on
OMEGA EP.

Lower Right:  Photograph of the “Saturn” target, one of the po-
lar-direct-drive (PDD) options being investigated as a potential
direct-drive-ignition configuration for the NIF.
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Executive Summary

The fiscal year ending September 2004 concluded the second
year of the second five-year renewal of the cooperative agree-
ment DE-FC03-92SF19460 with the U.S. Department of
Energy (DOE). This report summarizes research at the Labo-
ratory for Laser Energetics (LLE) conducted during the year,
operation of the National Laser Users’ Facility (NLUF), a
status report of the new OMEGA Extended Performance (EP)
laser project, and programs concerning the education of high
school, undergraduate, and graduate students during the year.

Progress in Laser Fusion Research
1. OMEGA Direct-Drive Experiments

Layered and characterized cryogenic D2 capsules have
been imploded using high-contrast pulse shapes on the 60-
beam OMEGA laser at the Laboratory for Laser Energetics.
These experiments (p. 1) measure the sensitivity of the direct-
drive implosion performance to parameters such as the inner-
ice-surface roughness, the adiabat of the fuel during the implo-
sion, and the laser power balance. The goal is to demonstrate
a high neutron-averaged fuel ρR with low angular variance
using a scaled α ~ 3 ignition pulse shape driving a scaled all-
DT ignition capsule. Results are reported with improvements
over previous experiments in target layering and characteriza-
tion and in laser pointing and target positioning on the OMEGA
laser. These capsules have been imploded using up to 23 kJ of
351-nm laser light with an on-target energy imbalance of less
than 2% rms, full beam smoothing (1-THz bandwidth, 2-D
SSD, and polarization smoothing), and new, optimized, dis-
tributed phase plates. Pulse shapes include high-adiabat (α ~
25) square pulses and low-adiabat (α < 5) shaped pulses. The
data from neutron and charged-particle diagnostics, as well as
static and time-resolved x-ray images of the imploding core,
are compared with 1-D and 2-D numerical simulations. Scal-
ing of target performance to a weighted quadrature of inner ice
roughness at the end of the acceleration phase is investigated.

We have characterized the compressed-core, temperature-
density profiles of a cryogenic deuterium (D2) target using
measured primary deuterium–deuterium (DD) and secon-

dary deuterium–tritium (DT) yields, neutron-averaged ion
temperature, and x-ray images at peak neutron production, and
to infer the electron pressure and the areal density of the
neutron production region to be 2.7±0.4 Gbar and ~10 mg/cm2,
respectively.

“Performance of 1-THz-Bandwidth, 2-D Smoothing by
Spectral Dispersion and Polarization Smoothing of High-
Power, Solid-State Laser Beams” (p. 49) discusses the laser-
beam smoothing achieved with 1-THz-bandwidth, two-
dimensional smoothing by spectral dispersion and polarization
smoothing on the 60-beam, 30-kJ, 351-nm OMEGA laser
system. These beam-smoothing techniques are directly appli-
cable to direct-drive ignition target designs for the 192-beam,
1.8-MJ, 351-nm National Ignition Facility. Equivalent-target-
plane images for constant-intensity laser pulses of varying
duration were used to determine the smoothing. The properties
of the phase plates, frequency modulators, and birefringent
wedges were simulated and found to be in good agreement with
the measurements.

The target areal-density (ρR) asymmetries in OMEGA
direct-drive spherical implosions can be inferred experimen-
tally. The rms variation for a low-mode-number structure is
approximately proportional to the rms variation of on-target
laser intensity with an amplification factor of ~1/2(Cr–1),
where Cr is the capsule convergence ratio. This result has
critical implications for future work on the National Ignition
Facility (NIF) as well as on OMEGA (see p. 67). In related
work (p. 122) we investigate models for determining the areal
density of hot fuel (ρRhot) in compressed, D2-filled capsules.
Measurements from three classes of direct-drive implosions
on OMEGA were combined with Monte Carlo simulations to
assess the impact of mix and other factors on the determination
of ρRhot. The results of the Monte Carlo calculations were
compared to predictions of simple commonly used models that
use ratios of either secondary D3He proton yields or secondary
DT neutron yields to primary DD neutron yields to provide
estimates of ρRhot,p or ρRhot,n, respectively, for ρRhot.
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Measurements of the imprint efficiency in 20-µm-thick
plastic foils driven by 351-nm laser light at an intensity ~2 ×
1014 W/cm2 are described beginning on p. 90. The measured
target spatial modulations were imprinted from spatial laser
nonuniformities during laser-ablated plasma formation at the
beginning of the drive. The laser modulations consisted of
broadband nonuniformities from six beams incident at 23° to
the target normal and single-mode perturbations from one
beam incident at 48° to the target normal. The measurements
were performed at a spatial wavelength of 60 µm with and
without smoothing by spectral dispersion (SSD). The mea-
sured imprint efficiencies at 60-µm spatial wavelength were
2.5±0.2 µm for the beam with 48° angle of incidence and
3.0±0.3 µm for the beams with 23° angle of incidence. The
SSD reduced modulations by a factor of ~2.5 at the same
spatial wavelength.

The article “Multidimensional Simulations of Plastic-Shell
Implosions on the OMEGA Laser” (p. 139) describes the appli-
cation of the multidimensional hydrodynamic code DRACO
to study shell stability during the acceleration phase in the
presence of nonuniform illumination and target roughness.
Simulations show that for thick shells remaining integral
during the acceleration, the target yield is reduced by a combi-
nation of long-wavelength modes due to surface roughness and
beam-to-beam imbalance and intermediate modes due to
single-beam nonuniformities. Compared to 1-D predictions,
the neutron-production rate for these shells truncates. Dimin-
ished yield for thin shells is mainly due to shell breakup at
short-wavelength scales of the order of the in-flight shell
thickness. DRACO simulation results are consistent with ex-
perimental observations.

2. Diagnostic Techniques
We report on shielding strategies to optimize the signal-to-

background ratio and to obtain high-quality x-ray spectra
(p. 103). The use of a single-photon–counting x-ray CCD
camera as an x-ray spectrometer is a well-established tech-
nique in ultra-short-pulse laser experiments. In the single-
photon–counting mode, the pixel value of each readout pixel is
proportional to the energy deposited from the incident x-ray
photon. For photons below 100 keV, a significant fraction of
the events deposits all energy in a single pixel. A histogram of
the pixel readout values gives a good approximation of the
x-ray spectrum. This technique requires almost no alignment,
but it is very sensitive to signal-to-background issues, espe-
cially in a high-energy petawatt environment.

A comprehensive overview of the methodology and issues
involved in the preparation of deuterium-ice layers in OMEGA
targets is given beginning on p. 160. The process of first
forming and then smoothing the ice layer is governed by
multiple parameters that, when optimally controlled, yield ice
layers approaching a 1-µm-rms roughness in low-spatial-
frequency modes.

During the year, we have developed and fielded a new,
modular x-ray streaked imager that combines a four-mirror
Kirkpatrick–Baez microscope with a high-current PJX streak
tube (p. 183). The streak tube has been designed for optimum
performance at 1.5 keV with better-than-5 µm spatial resolu-
tion over its central 200-µm field of view.

LLE scientists discuss several prototypes of NIF neutron-
time-of-flight detectors developed and tested on OMEGA
(p. 202). Based on OMEGA results, these detectors will be able
to measure ion temperatures of, and neutron yields from, NIF
targets generating between 109 and 1019 neutrons.

A new method for accurately measuring beam position,
shape, and relative intensity of the OMEGA system’s 60 beams
from CID-recorded, focal-spot x-ray images from 4-mm,
Au-coated pointing targets is discussed beginning on p. 252.
This method provides pivotal input into efforts to improve
target-illumination uniformity by improving beam pointing
and reducing variations in beam intensities from average.

3. Theory and Simulation
A brief study was completed on the contribution of the

gradients in the laser-induced electric field to the current flow,
heat flux, and electric stress tensor in laser-produced plasmas
(p. 54). The transport coefficients, previously derived in the
limit Z >> 1, are obtained for an arbitrary ion charge Z. It is
shown that the ponderomotive terms significantly modify
the thermal transport near the laser turning points and the
critical surface.

The ion-fluid and Poisson (IFP) equations with phenom-
enological damping terms and the light-wave equation are
used to describe stimulated Brillouin scattering (SBS) in one-
and two-ion plasmas (p. 73). Comparing numerical and ana-
lytical results in the linear limit tested the computer code. The
code is used to compare effects of Landau damping, pump
depletion, and ion-acoustic nonlinearities on the saturation of
SBS in one- and two-ion plasmas. In the latter, SBS from fast
and slow ion-acoustic waves is considered separately. SBS is
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simulated for hydrocarbon (CH) plasmas with parameters
typical for experiments on OMEGA.

LLE scientists collaborating with scientists from the Mas-
sachusetts Institute of Technology developed an analytical
model of the interaction of directed energetic electrons with a
high-temperature hydrogenic plasma (p. 97). The randomizing
effect of scattering off both plasma ions and electrons is treated
from a unified point of view. For electron energies of less than
3 MeV, electron scattering is equally important. The net effect
of multiple scattering is to reduce the penetration from 0.54 to
0.41 g/cm2 for 1-MeV electrons in a 300-g/cm3 plasma at
5 keV. These considerations are relevant to “fast ignition” and
to fuel preheat for inertial confinement fusion.

The theory of the adiabat profile induced by a strong shock
propagating through a relaxed density profile in inertial con-
finement fusion (ICF) capsules is described in the article
beginning on p. 106. The relaxed profile is produced through
a laser prepulse, while the foot of the main laser pulse drives the
adiabat-shaping shock. The adiabat shape is calculated for the
cases of intense, short prepulses and weak, long prepulses. The
theoretical adiabat profiles accurately reproduce the simula-
tion results to within a few-percent error. ICF capsules with a
shaped adiabat are expected to benefit from improved hydro-
dynamic stability while maintaining the same one-dimen-
sional performances as constant-adiabat shells.

Wetted foams are of great interest in improving the gain by
increasing the absorption in ignition-scale targets. Aspects of
the hydrodynamic behavior of foams are discussed in the
article “Shock Propagation in Deuterium–Tritium–Saturated
Foam” (p. 227). Testing the assumption of homogeneous
mixing in fibrous foams saturated with cryogenic deuterium
and tritium, shock passage in wetted-foam mixtures was simu-
lated by the adaptive-mesh, two-dimensional hydrodynamic
code AstroBEAR. For foam fibers of ~1/10-µm diameter and
relevant foam densities, the mixing length behind the shock is
found to be of the order of microns. Transverse motion dampens
out sufficiently that, at the mixing region’s edge farthest from
the shock, Rankine–Hugoniot jump conditions are obeyed to
within a few percent and shock speeds are also within a few
percent of their homogeneous values. In addition, questions of
feedthrough and feedout are addressed, showing that the sta-
bility of the shock front, once it leaves the wetted-foam layer,
minimizes the effect of feedthrough. As a result, simulations of
whole-foam-pellet implosions may model the wetted foam as
a homogeneous mixture.

4. High-Energy-Density Physics
Scientists at LLE and a number of institutions have collabo-

rated on an experiment that uses a laser-source–based, ex-
tended x-ray absorption fine structure (EXAFS) measurement
to study the properties of laser-shocked metals on a nanosec-
ond time scale (p. 16). The ability to measure shock-induced
temperatures of the order of 0.1 eV is essentially unique to
EXAFS. EXAFS measurements of vanadium shocked to
~0.5 Mbar with a 3-ns laser pulse yield a compression and
temperature in good agreement with hydrodynamic simula-
tions and shock-speed measurements. In laser-shocked tita-
nium at the same pressure, the EXAFS modulation damping is
much higher than warranted by the increase in temperature.
This is explained by the α-Ti to ω-Ti phase transformation
known to occur around ~0.1 Mbar in the longer (µs) shocks
obtained in gas-gun experiments. In the ω-Ti phase, the dispar-
ate neighbor distances cause a beating of the modulation
frequencies and thus an increased damping. These results
demonstrate that EXAFS measurements can be used for the
study of nanosecond-scale shocks and phase transformations
in metals.

Lasers, Optical Materials, and Advanced Technology
An ytterbium fiber laser mode-locked at its 280th harmonic,

which corresponds to a repetition rate greater than 10 GHz, has
been demonstrated (p. 36). The laser produces linearly polar-
ized, 2.6-ps chirped pulses with up to 38 mW of average output
power. The mode-locked pulses are tunable over a 55-nm
window centered on 1053 nm.

We have conducted a series of microgrinding and polishing
experiments on glass-ceramics (p. 40). Microgrinding in-
cludes deterministic microgrinding (fixed infeed rate) and
loose-abrasive lapping (fixed pressure). Material mechanical
properties (Young’s modulus, hardness, fracture toughness)
and chemical properties (chemical susceptibility, or mass loss
under chemical attack) are correlated with the quality of the
resulting surface (surface microroughness and surface grind-
ing–induced residual stresses). Deterministic microgrinding
(at fixed infeed) and loose-abrasive microgrinding (at fixed
pressure) are compared in terms of material removal rates and
resulting surface quality.

We have demonstrated a technique to improve laser power-
amplifier performance through compensating laser-rod bulk in-
homogeneities by magnetorheological single-surface wavefront
correction (p. 194). Large-aperture rods corrected in this manner
render nearly diffraction limited output-beam performance.
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The chemical durability of water-sensitive phosphate laser
glass to different polishing and cleaning conditions has been
examined (p. 257). We find the absence of an unambiguous
correlation between initial finished surface quality of any glass
type tested and quantifiable magnitude of humidity-driven
degradation, whereas subsequent aqueous cleaning does in-
crease haze: more so for pitch and pad–finished surfaces than
for MRF-processed ones.

We provide an update on the OMEGA EP tiled-grating-
compressor technology (p. 242). For the first time, real-time,
computer-controlled phasing of a grating triplet, using inter-
ferometric feedback via nanopositioners, has been demon-
strated and a transform-limited far-field spot achieved.

We have tested metal–semiconductor–metal ultraviolet
photodiodes fabricated on GaN in the picosecond regime with
an electro-optic sampling system (p. 25). The best perfor-
mance of a device with a feature size of 1 µm showed a 1.4-ps
rise time and 3.5-ps full width at half maximum, which repre-
sents the fastest ultraviolet GaN photodiode reported to date.
The derived electron velocity in GaN was in good agreement
with an independent photoexcitation measurement. A com-
parison with Monte Carlo simulation was made, and slower
impulse response observed in a device with a smaller feature
size of 0.5 µm was discussed. In related work we introduce a
submicron-scale ultraviolet photodiode based on a metal–
semiconductor–metal structure on GaN (p. 212). The authors
built, tested, and then simulated the circuit by a distributed-
circuit approach that yielded close agreement between theory
and observation of the impulse-response, space-charge-screen-
ing broadening found in the device.

Photonic crystals offer great promise in a variety of appli-
cations in optoelectronics, from lasers to the creation of all-
optical circuits for computing (p. 25). The research project
focused on the creation of novel photonic crystals through the
self-assembly of core-shell structured colloidal particles. Layer-
by-layer electrostatic self-assembly was used to deposit poly-
electrolyte shells around spherical colloidal particles. By
exploiting electrostatic attraction, shells of controllable thick-
ness were formed by alternating the deposition of positive- and
negative-charged polyelectrolytes. The coated colloidal par-
ticles were deposited as thin films of hexagonally close-packed
crystals onto glass slides. The crystalline films display a partial
photonic band gap and preferentially reflect light of a wave-
length dependent on the size of the particles making up the
crystal. The chemical functional groups in the shell surround-
ing the colloidal particles offer a potential route to immobilize

optically active species in the shell to enhance the photonic
band gap of the crystal.

Ultrafast current sensing has reached a new level of sensi-
tivity and speed by taking advantage of the magneto-optic
Faraday effect in CdMnTe single crystals (p. 208). To date,
response times of a few hundred femtoseconds can be realized
at a current sensitivity of ~0.1 mA at 10 K.

A new method for patterning nanoparticles and self-as-
sembled monolayers through the use of elastomeric stamps
and their controlled deformation by overpressure has been
developed (p. 218). The method enables pattern formation on
a scale length up to an order of magnitude smaller than the
original stamps as well as patterns that do not exist in the
original masters. As one example, magnetic ring and anti-ring
structures are being fabricated for memory-device applications.

Single-walled carbon nanotubes have been analyzed at a
spatial resolution of 10 to 20 nm by employing near-field
Raman imaging and spectroscopy (p. 269). For individual,
isolated carbon nanotubes, they find a nonuniform distribution
of Raman bands along the tube axis.

An ac-stabilizing field has been used to control the orienta-
tion and motion of polymer cholesteric-liquid-crystal flakes
suspended in a host fluid (p. 274). With a display application
in mind, the authors show that the field acts on an induced
dipole moment on the flake surface due to interfacial Max-
well–Wagner polarization.

Status and Progress on OMEGA EP
The OMEGA EP (Extended Performance) project com-

pleted the majority of the preliminary design phase and moved
into the project execution phase during FY04. Starting in FY03
with $13 million in funding, the project continued with $20
million in FY04 funding. Concomitantly, NNSA project
authorizations in FY04 included the approval of the Perfor-
mance Baseline (Critical Decision 2) and approval to Start
Construction (Critical Decision 3). Many acquisitions were
started in FY04, and some of the materials will be stored until
the building is completed in the second quarter of FY05.

The OMEGA EP laser will be housed in a new facility
adjacent to the OMEGA facility. The building, under construc-
tion throughout FY04, was funded entirely by the University
of Rochester. When completed, it will provide the required
stable optical platform, 262 feet long by 82 feet wide, within a
clean-room envelope. The 82,000-sq-ft facility will also house
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ancillary laboratories for construction and operation of the
laser. The building construction exterior masonry, windows,
loading docks, curbing, and grading were all completed in
FY04. Interior work highlights for FY04 include the single-
pour, 2000-cu-yd (~8 million lbs) concrete slab to support the
laser, installation of the clean-room equipment, installation
and certification of the two overhead 10-ton cranes for the laser
and target areas, and installation of the laser system infrastruc-
ture such as the electrical subsystems, cooling water, and
vacuum piping.

The goals of the project did not change in FY04. Principal
to the mission is to provide OMEGA with a short-pulse, high-
energy backlighting capability for new high-energy-density
physics experiments under conditions that also allow the
development of backlighting techniques for the NIF. Addition-
ally, the EP laser will provide the capability to carry out inte-
grated fast-ignition experiments on OMEGA using OMEGA’s
unique cryogenic target implosion capability. Two short-pulse
(1- to 100-ps), high-power, high-energy beams will be pro-
vided to meet the mission-need requirements. These two
beamlines will be completed and coupled to the OMEGA laser
by the end of FY07. The OMEGA EP system will have a
separate auxiliary target chamber funded through a grant from
New York State that will be used during laser start-up and
ultimately for independent experiments. The two short-pulse
beams will use chirped-pulse amplification (CPA) and NIF
multipass architecture to provide irradiation to targets in either
the OMEGA or OMEGA EP target chambers. Throughout the
design and construction phases, an option of building two
additional beamlines and an ultraviolet capability has been
preserved. At modest incremental cost, the project’s two addi-
tional beamlines provide the capability to operate all four
beams in long-pulse mode (1 to 10 ns).

Six key optical technologies were identified early in the
project as critical to the success of the project. These elements
and highlights of FY04 progress mirror the overall progress of
the project. These six elements range from leveraging and
expanding existing LLE capabilities to adaptation of NIF
technology for OMEGA EP requirements:

1. A CPA laser source capable of seeding a NIF-like beam-
line and greater than 250 mJ at 5 Hz for pre-shot setup. In
FY04 the energy, repetition rate, and temporal and spectral
characteristics required were demonstrated on a full-scale
prototype laser developed at LLE (p. 194). Amplification
by optical parametric chirped-pulse amplification (OPCPA)
was optimized for the OMEGA EP requirements by tuning

the laser pump system. A technique for magnetorheological
finishing (MRF) of large-aperture, 1-in.-diam Nd:YLF crys-
tal amplifier rods was developed for the pump laser and
transferred to the manufacturer for production.

2. A single-aperture plasma electrode Pockels cell (PEPC),
with requirements similar to the NIF PEPC. An LLE-
engineered PEPC was manufactured, assembled, and
coupled to NIF-like, high-voltage pulsers. Integrated plasma
testing started in FY04 in a purpose-built laboratory that
will be used to characterize spatially and temporally re-
solved contrast.

3. An LLE-style amplifier that utilizes a 40-cm-square-aper-
ture laser disk. A prototype amplifier designed, manufac-
tured, and assembled in FY03 was tested in FY04 with over
1000 shots in a spatially and temporally resolved wave-
front and small-signal-gain instrument. The performance
requirements were met, and production of 36 amplifiers
was initiated.

4. Adaptation of the NIF-design deformable mirror (DM) to
the OMEGA EP system including wavefront sensing and
LLE-developed feedback controls. In FY04 LLE imple-
mented wavefront sensing and mirror control hardware and
software that enabled setting the DM to the required wave-
front for compensating expected errors from the beamline
and compressor systems.

5. High-damage-threshold, large-area, multiplayer dielectric
diffraction gratings. LLE played a strong role using unique
damage-testing capabilities at 10 ps to aid suppliers in
identifying and mitigating processing issues that cause
damage to fall below intrinsically possible thresholds. In
FY04 the damage thresholds required for greater-than-
2-kJ-per-beam operation were demonstrated on sub-aper-
ture samples, and orders were placed with two suppliers for
a total of 16 grating tiles.

6. Grating tiling to coherently add the diffracted fields from
three gratings so that they behave as one larger monolithic
grating (p. 242). A reduced-scale tiled grating compressor
and closed-loop control system was demonstrated at LLE.
The closed-loop tiling system used interferometric feed-
back to position grating tiles. Full-scale tiled grating assem-
blies were designed in FY04 along with a test stand that will
validate the production design performance in FY05.
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National Laser Users’ Facility and External
Users’ Programs

FY04 was a record year for external user experiments on
OMEGA. As reported in the FY04 Laser Facility Report
beginning on p. 286, a total of 802 target shots were taken on
OMEGA for external users’ experiments, accounting for
51.5% of the total OMEGA shots produced this year. External
users in FY04 included eight collaborative teams under the
National Laser Users’ Facility (NLUF) program as well as
collaborations led by scientists from the Lawrence Livermore
National Laboratory (LLNL), Los Alamos National Labora-
tory (LANL), Sandia National Laboratory (SNL), Naval Re-
search Laboratory (NRL), and the Commissariat à l’Énergie
Atomique (CEA) of France. The number of shots for these
external users is shown in the graph below.

I1591
LLNL LANL SNL NLUF CEA NRL

500

400

300

200

100

0

Sh
ot

s

1. NLUF Programs
The fiscal year was the second of a two-year period of

performance for the nine NLUF projects approved for
FY03–FY04 funding and OMEGA shot time. Eight of the
nine NLUF campaigns received a total of 127 shots on
OMEGA in FY04.

The Department of Energy (DOE) issued solicitations in
FY04 for NLUF proposals for work to be carried out in
FY05–FY06. DOE raised the available NLUF funding to
$1,000,000 for FY04 proposals to accommodate the high level
of interest in using OMEGA to carry out experiments of
relevance to the National Nuclear Security Agency (NNSA)
Stockpile Stewardship Program (SSP).

A total of 16 NLUF proposals were submitted to DOE for
consideration for FY05–FY06 support and OMEGA shot allo-
cation. An independent DOE Technical Evaluation Panel re-
viewed the proposals on 15 June 2004 and recommended that
up to 8 of the 16 proposals receive DOE funding and 7 of the
8 teams be approved for shot time on OMEGA in FY05–FY06.
The following projects were carried out in FY04:

• Optical Mixing Controlled Simulated Scattering Insta-
bilities (OMC SSI): Generating Electron Plasma Waves
and Ion-Acoustic Waves to Suppress Backscattering Insta-
bilities

• Studies of Ion-Acoustic Waves (IAW’s) Under Direct-Drive
NIF Conditions

• Experimental Astrophysics on the OMEGA Laser

• Recreating Planetary Core Conditions on OMEGA

• Experimental and Modeling Studies of 2-D Core Gradients
in OMEGA Implosions

• OMEGA Laser Studies of the Interaction of Supernova
Blast Waves with Interstellar Clouds

• Time Evolution of Capsule ρR and Proton Emission Imag-
ing of Core Structure

2. FY04 LLNL OMEGA Experimental Program
Lawrence Livermore National Laboratory (LLNL) con-

ducted 431 target shots on OMEGA in FY04. Approximately
half of the shots were for the High-Energy-Density Science
(HEDS) Program, and the other half were for inertial confine-
ment fusion (ICF) experiments. The ICF experiments included
gas-filled, cocktail, lined, or foam-filled hohlraums; long-
scale-length plasma physics; high-resolution imaging of cores;
roughened capsules; and ablator materials studies.

Studies of laser–plasma interaction were done on large-
scale-length plasmas created by preheating large gas-filled
targets with the main laser. Various experiments, some using a
2ω or 4ω probe beam, were conducted to obtain data on
stimulated Raman scattering (SRS), stimulated Brillouin scat-
tering (SBS), and beam propagation as functions of beam-
smoothing level. The results show reduced beam spray and
backscatter by using increased smoothing on a 2ω probe beam.
More crossing-beam power transfer experiments (a form of
Brillouin scattering of special interest to the NIF) were per-
formed as a function of polarization state. Thomson scattering
was used frequently to measure the electron temperature of
these plasmas, while backscattered light (FABS) diagnostics
monitored the amount of SBS or SRS. Still other experiments
demonstrated the ability to measure the time-resolved spec-
trum of H- and He-like Ti (5-keV) x rays scattered by free
electrons in a hot plasma; careful fits to the data yield tempera-
ture and density data. Finally, a hohlraum experiment was
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conducted to quantify the amount of laser light that, at early
times, is refracted from the hohlraum wall directly onto the
implosion capsule.

Continued systematic improvements were made in using
target-mounted pinholes to image implosion cores at moder-
ately high (>7-keV) energies. Asymmetric core images were
obtained at 87× magnification, demonstrating a method for
measuring higher-order (up to 6, possibly 8) mode structure in
the hohlraum drive.

A first experiment was conducted to look at the effect of
DT-fill tubes on an imploded capsule, using a deposited bump
on the capsule as a surrogate for the fill tube.

Building on the work on hot hohlraums (see HEDS below),
several implosion experiments were conducted using smaller-
than-standard (3/4-size) hohlraums. These represented the
highest radiation-driven temperature implosions shot on laser
facilities, reaching 275 to 285 eV, and producing symmetric
cores. In some experiments, DHe3 supplied by LLE was used
as the fuel; DHe3 fusion proton yields and spectra were
recorded and analyzed by MIT.

In collaboration with the University of Nevada, Reno
(NLUF), multiple pinhole-imaged and spectrally dispersed
data were obtained from indirectly driven, Ar-doped fuel
implosions.

Finally, several days of experiments were done in collabo-
ration with LANL and LLE, using direct-drive, DT-filled
targets, for the purpose of developing neutron diagnostics.
These relatively high-yield shots have indicated that signifi-
cant background will be present for any diagnostics or elec-
tronics that are neutron sensitive.

The other half of the LLNL shots was devoted to high-
energy-density-science (HEDS)–relevant experiments. These
are summarized as follows:

• Hot hohlraum experiments used hohlraums that were as
small as possible to create as-high-as-possible radiation
environments. Measurements were made on effective ra-
diation temperature, high-energy (“suprathermal”) x rays,
and laser–target coupling.

• Equation-of-state (EOS) experiments continued on OMEGA
in FY04. These involved VISAR measurements of shock
propagation times in various materials. Other experiments

focused on creating and using an adiabatic (shockless) drive
to smoothly ramp up the pressure for EOS measurements of
solid (not melted) materials. Finally, experiments done in
collaboration with an NLUF investigator used gases that
were precompressed in a diamond anvil cell to explore
equations of state relevant to the giant planets.

• OMEGA shots were also used to explore various options for
obtaining x-ray point backlighters. It is expected this knowl-
edge will be used on future OMEGA and NIF shots.

• A number of shots were devoted to studying alternative
approaches to the standard indirect-drive concept of a
simple hohlraum with a single-shell capsule. These in-
cluded “dynamic hohlraums,” where a high-Z gas is directly
driven and compressed and its resulting x rays are used to
drive a second, concentric implosion capsule; and “double
shells,” where the first driven shell collides with an inner
shell, resulting in implosion velocity multiplication.

• The radiation flow campaign continued in FY04, focusing
on x-ray propagation through low-density foams.

• A series of experiments were conducted to develop appro-
priate backlighter sources and detectors to measure the
opacity of warm materials. The results of this campaign are
expected to be used on experiments in FY05.

• LLNL continued a collaboration with LANL and AWE
(United Kingdom) on the “Jets” experiments, looking at
large-scale hydrodynamic features.

• Finally, shots onto gas-bag targets were conducted with
various mid- to high-Z gases, in connection with developing
x-ray sources.

3. FY04 LANL OMEGA Experimental Programs
Los Alamos National Laboratory (LANL) fielded a wide

range of direct-drive-implosion experiments in both spherical
and cylindrical geometries during FY04. The primary empha-
sis of these experiments was to measure mixing in convergent
geometries to understand basic hydrodynamic behavior that
will help validate our inertial confinement fusion (ICF) codes.
Direct measurements of the stability of grainy Be were per-
formed as part of the national effort to characterize ignition-
capsule ablator materials. Collaborations with LLNL, LLE,
and AWE are an important part of LANL’s program on the
OMEGA laser at LLE. The Astrophysical Jets experiment and
the development of the burn-history diagnostic were continued
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with these collaborating institutions. LANL also fielded its
first experiments designed specifically as staging experiments
for future execution on the NIF. LANL conducted a total of 168
target shots on OMEGA in FY04.

4. FY04 SNL OMEGA PROGRAMS
SNL carried out 31 target shots on the OMEGA laser in

FY04 and also participated in several of the campaigns led by
other laboratories. The SNL-led campaigns included the
following:

• Modification of a Laser Hohlraum Spectrum via a Mid-Z
Wall Liner

• The Effectiveness of Mid-Z Dopants in Reducing Preheat
in Indirect-Drive ICF Ablator Materials

• Long-Pulse Au Hohlraum Wall Albedo Measurements

• Tests of a VISAR Time-Resolved Hohlraum Temperature
Measurement Technique

5. FY04 NRL Program
As part of a collaborative effort with NRL, a series of 13

OMEGA target shots were taken to investigate the control of
laser imprinting.

The objectives of this experiment were to evaluate the
impact of laser imprint under conditions similar to ICF-like
reactor implosions and to test the effectiveness of controlling
imprint from a high-power glass laser with the use of thin,
high-Z-layer targets.

6. FY04 CEA Program
A total of 32 target shots led by CEA (Commissariat à

l’Énergie Atomique, France) were carried out on OMEGA in
FY04. The corresponding four experimental campaigns stud-
ied (a) laser–plasma interaction (LPI) in long-scale-length
plasmas relevant to NIF/LMJ indirect-drive conditions;
(b) irradiation symmetry and x-ray conversion efficiency in
empty gold hohlraums; (c) production and optimization of
multi-keV x-ray sources (performed on LLNL-owned shots);
and (d) hydrodynamic instabilities in planar geometry.

Education at LLE
As the only major university participant in the National ICF

Program, education continues to be an important mission for
the Laboratory. Graduate students are using the world’s most
powerful ultraviolet laser for fusion research on OMEGA,

making significant contributions to LLE’s research activities.
Twenty faculty from five departments collaborate with LLE’s
scientists and engineers. Presently 63 graduate students are
pursuing graduate degrees at the Laboratory, and LLE is
directly funding 45 University of Rochester Ph.D. students
through the Horton Fellowship program. The research in-
cludes theoretical and experimental plasma physics, high-
energy-density physics, x-rays and atomic physics, nuclear
fusion, ultrafast optoelectronics, high-power-laser develop-
ment and applications, nonlinear optics, optical materials and
optical fabrications technology, and target fabrication. Tech-
nological developments from ongoing Ph.D. research will
continue to play an important role on OMEGA.

One hundred sixty-eight students have earned Ph.D. de-
grees at LLE since its founding. An additional 14 graduate
students, 6 undergraduate students, and 2 postdoctoral and
7 faculty positions from other universities were funded by
NLUF grants. The most recent University of Rochester Ph.D.
graduates and their thesis titles include the following:

Bentley, Sean J. “Use of Coherently Prepared Me-
dia for Efficient, High-Fidelity Fre-
quency Conversion of Electro-
magnatic Radiation”

Chen, Deqing “Multi-Level Shared State and
Application-Specific Coherence
Models”

Rencuzogullari, Umit “Dynamic Resource Manage-
ment for Parallel Applications in
an Autonomous Cluster of Work-
stations”

Xu, Ying “Optical Studies of Ultrafast Car-
rier Dynamics in High Tempera-
ture Superconductors”

Zhang, Jim “Ultrafast Nbn Superconducting
Single-Photon Detectors for Non-
Invasive CMOS Circuit Testing”

Zheng, Xuemei “Ultrafast Characterization of
Optoelectronic Devices and
Systems”

Bhattacharya, Mishkatul “Forbidden Transitions in a Mag-
neto-Optical Trap”
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Approximately 66 University of Rochester undergraduate
students participated in work or research projects at LLE this
past year. Student projects include operational maintenance of
the OMEGA laser system; work in laser development, materi-
als, and optical-thin-film coating laboratories; and program-
ming, image processing, and diagnostic development. This is
a unique opportunity for students, many of whom will go on to
pursue a higher degree in the area in which they gained
experience at the Laboratory.

In addition, LLE directly funds research programs within
the MIT Plasma Science and Fusion Center, the State Univer-
sity of New York (SUNY) at Geneseo, and the University of
Wisconsin. These programs involve a total of approximately
5 graduate students, 13 undergraduate students, and 3 faculty
from other universities.

For the past 16 years LLE has run a Summer High School
Student Research Program (p. 282). This year 16 high school
juniors spent eight weeks performing individual research
projects. A staff scientist or an engineer individually super-
vises each student. At the conclusion of the program, the
students make final oral and written presentations on their
work. The reports are published as an LLE report.

In 2004, LLE presented its seventh William D. Ryan
Inspirational Teacher Award to Mr. Claude Meyers, a former
Physics Teacher at Greece Arcadia High School. Alumni of
our Summer High School Student Research Program were
asked to nominate teachers who had a major role in sparking
their interest in science, mathematics, and/or technology. This
award, which includes a $1000 cash prize, was presented at
the High School Student Summer Research Symposium.
David Bowen, a participant in the 2001 Summer Program,
nominated Mr. Meyers.
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Introduction
Direct-drive, cryogenic inertial confinement fusion (ICF)
capsule implosion experiments under investigation using the
30-kJ OMEGA laser system1 at LLE will validate the scaled-
ignition performance of low-adiabat, cryogenic DT capsules.
This validation is pivotal in the development of direct-drive
ignition target designs for the 1.6-MJ National Ignition Facil-
ity2 (NIF), currently under construction at the Lawrence
Livermore National Laboratory. The physical limitations of
the target fabrication and laser subsystems on the NIF, how-
ever, place restrictions on the robustness of ICF ignition
designs. Demonstrating the viability of the ignition designs
driven under a variety of perturbation scenarios is critical to the
success of direct-drive ICF.

Target designers have, in the past, had to trade target
performance (thermonuclear gain) for increased target stabil-
ity.3 Many studies have been undertaken to examine the
minimum laser energy required to achieve ignition.4–7 All of
these studies have concluded that the minimum energy re-
quired for ignition scales as ~α2, where α is the shell adiabat,
defined as the ratio of the local pressure to the Fermi-degener-
ate pressure. As the compressibility of the fuel is increased (α
decreased), less laser energy is required to achieve ignition;
however, more-compressible fuel develops thinner fuel layers
during the implosion, resulting in reduced stability and, poten-
tially, layer failure. As the nonuniformity levels are reduced, it
becomes possible to field targets with lower fuel adiabat,
examining regions of higher target gain for fixed laser energy.
Eventually, targets with a fuel adiabat approaching α = 1 will
be used in direct-drive ignition.

The cryogenic implosion campaign at LLE is a staged
program comprised of several concurrent efforts including
experimental validation of target performance for progres-
sively lower fuel adiabat target designs employing cryogenic
D2 fuel; physical minimization of the interfacial cryogenic
surface roughness; and ultimately the implosion of cryogenic
DT targets on the OMEGA laser system. Recent advances in
all three of these efforts have LLE poised to demonstrate

Direct-Drive Cryogenic Target Implosion Performance on OMEGA

scaled-ignition performance with DT on OMEGA by the end
of FY05. Significant progress has been made in cryogenic
implosion experiments evaluating target performance with
high-adiabat solid-D2 and wetted-foam targets and low-adiabat
solid-D2 targets. It has been shown that there is good agree-
ment between the experimental observables and the results of
two-dimensional DRACO8 simulations for targets imploded
near target chamber center (TCC). The use of adiabat shaping9

has been shown theoretically to lead to increased stability for
both the “all-DT” and wetted-foam direct-drive NIF point
designs and the corresponding ignition-scaled experiments for
OMEGA. Dramatic advances in cryogenic layer characteriza-
tion and layering over the last year have resulted in the
production of sub-2-µm inner surface ice layers in targets for
implosion on OMEGA. The cryogenic DT fill and transfer
station (FTS) is currently being qualified and will be DT-
charged by the end of this fiscal year. With this system in place,
full-scale layering studies of cryogenic DT targets will be
undertaken, resulting in the fielding of ignition-scale cryo-
genic DT experiments on OMEGA.

This article reviews the performance characteristics of
recent OMEGA cryogenic implosion experiments and out-
lines the theoretical basis for new cryogenic experiments that
will examine low, α = 2 implosions for OMEGA. In the
following sections, (1) the experimental setup is presented;
(2) results of the implosion experiments are compared with
results from one- and two-dimensional (1-D, 2-D) radiation-
hydrodynamics simulations; (3) the direct-drive ignition de-
sign is optimized for better hydrodynamic stability using a
picket prepulse; and (4) the scaling of this design to OMEGA
operating conditions is examined. Conclusions are presented
in the last section.

Experimental Setup
1. Laser-System Configuration

Cryogenic capsules were imploded using two pulse shapes:
a high-adiabat (α ~ 25), 23-kJ, 1-ns square pulse and a low-
adiabat (α ~ 4), 17-kJ, 2.5-ns shaped pulse. The α ~ 4 pulse
shape has been scaled from the standard all-DT as shown in
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Fig. 97.1. Full beam smoothing techniques were applied to
each pulse using distributed phase plates (DPP’s),10 polariza-
tion smoothing with distributed polarization rotators
(DPR’s),11 and 2-D, single-color-cycle, 1-THz smoothing by
spectral dispersion (SSD).12 Laser power balance was opti-
mized using techniques employing x-ray fluence measure-
ments of standard OMEGA pointing targets.13 With these
techniques the variance of incident energy imbalance among
all 60 OMEGA beams is ~2% rms, with a 4- to 5-ps rms
mistiming when taken to target.
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Figure 97.1
The direct-drive NIF point design target is shown with the corresponding
OMEGA α = 4, energy-scaled capsule. The scaled pulse shapes are given in
the inset.

2. Capsule Metrology and Layering
Capsules used in these experiments fell into one of two

categories: utilizing fuel layers comprised of either solid D2
(SD) or a D2 wetted-foam (WF) layer over a solid D2 layer.
The SD target employs a thin, plastic outer shell composed of
a “strong GDP” (glow discharge polymer) (a high-strength
plastic, CH1.1 ρ ~ 1.20 g/cc) approximately 4 µm thick. This
shell, nominally 850 µm in diameter, is permeation filled with

D2 to pressures at room temperature in excess of 1000 atm,
which, when properly cooled, forms an ice layer of approxi-
mately 100 µm. Layering this surface requires the proper
selection of the triple-point isotherm in the capsule, cooling
gas pressure, and IR heating laser energy input. Currently a
quality layer (<2 µm rms) requires several days of technician
time. Optimization of this effort is being studied. Layer rough-
ness for this study spanned a range of values from 2 to
7 µm rms.

The WF shell used in these experiments was not optimized
for implosion on OMEGA but was part of initial foam–ice
layering studies in collaboration with General Atomics. The
shell consisted of a 4-µm CH layer overcoating a 62-µm foam
shell. The foam had a dry density of 120 mg/cc, with fibers
consisting of the same GDP mentioned above and an average
cell size of less than 1 µm. This shell underwent the same
permeation fueling as the standard SD cryogenic target, which
resulted in an inner ice layer estimated to be 65 µm in depth.
Accurate knowledge of the wetted-foam density and the result-
ant ice-layer thickness depends on the modeling of the freezing
of the liquid D2 fuel within the foam matrix. For this experi-
ment it was assumed that the foam, as it was cooled, became
impermeable to the liquid D2, preventing any diffusion of
liquid D2 in or out of the foam matrix. Conserving mass, the
wetted-foam density remains constant (~240 mg/cc) as densi-
fication proceeds.

While characterization of WF targets remains an issue due
to significant diffraction of the incident probe light, the SD
targets are characterized with white-light shadowgraphy simi-
lar to that first proposed and implemented by Koch.14 The
shadowgraphy technique produces a wealth of experimental
signal represented by a series of rings in the target image plane.
Recent analysis15 has identified the source of the faint trace
rings and confirmed the validity of the “bright ring” as the
primary carrier of information about the interfacial ice rough-
ness. After processing the information for a particular target
orientation, the target is rotated about its polar axis and another
sample is taken and processed. Such information can then be
interpolated and processed to give a full, 3-D representation of
the inner ice surface. The number of experimentally obtained
traces, as was pointed out by Stephens,16 limits the spatial scale
of this representation. OMEGA capsules undergo a minimum
of 20 roughness scans, which describe the amplitude and
nature of the first ten spherical harmonics. Complete spectral
decomposition of the ice surface would require more than a
hundred angular samples.
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3. Target Positioning
Sangster17 reported the early problems with positioning

cryogenic targets in the center of the OMEGA target chamber.
At the heart of this problem was static mis-positioning due to
image distortion through the shroud windows and dynamic
mis-positioning due to target vibration. The static mis-
positioning was corrected with careful and detailed proce-
dures comparing and documenting the position of surrogate
targets as viewed through the shroud windows and their true
position after the shroud was retracted. Each of the four
moving cryogenic transfer carts (MCTC’s) was examined
and given a unique set of positioning reticules for use with
target experiments.

The target vibration was caused by two problems: (1) the
vibration induced to the target stalk as the cryogenic shroud,
used to maintain the correct environment for the ice layer, was
pulled away from the target before laser irradiation, and (2) an
occasional, weak collision between the articulated target stalk
and the cryogenic shroud during this retraction. Many engi-
neering improvements were applied to the target shroud and
the MCTC. The most effective of these included the modifica-
tion to the shroud control software allowing a slower retraction
of the shroud and the replacement of the articulated target
stalks with a simple, narrower staple design. The slower
retraction speed allows transmitted vibrations to self-damp,
while the narrower stalk reduces the possibility of a collision
between the target and the retracting shroud.

With these modifications in place, the static mis-pointing
has now been reduced to less than 40 µm for all of the MCTC’s,
while target vibration has been virtually eliminated. All target
implosions discussed in this article were located within 40 µm
of TCC, with many achieving 20 µm at shot time.

4. Diagnostics
Cryogenic implosions on the OMEGA laser system are

diagnosed with a large number of instruments, including laser
scattering and absorption diagnostics; time-dependent and
time-integrated x-ray imaging; time-dependent and time-
integrated x-ray spectroscopy; time-dependent and time-inte-
grated fusion yield measurement; and fusion product spectros-
copy. The fusion product diagnostics include measurements of
both neutrons and charged particles. Data presented here
include measurements from the time-integrated x-ray imag-
ing, primary18 and secondary fusion yield,19 neutron20 and
proton spectroscopy,21 and time-dependent neutron and pro-
ton emission.22

Time-integrated x-ray imaging is used to determine the
position of the target at the time of the shot. These measure-
ments are made with both x-ray pinhole cameras and x-ray
microscopes. Three x-ray microscopes and five x-ray pinhole
cameras located in fixed positions around the target chamber
allow several views of the target emission to be recorded.
Subsequent analysis of the images locates the position of the
target to within ±10 µm.

The primary and secondary fusion product yields are mea-
sured with a combination of activation, scintillation, and track
detectors. These provide a direct measure of the implosion
performance. The ratio of secondary to primary product yields
is a measure of the final core conditions. Neutron spectroscopy
is used to determine the ion temperature, and the proton
spectroscopy determines the total areal density of the implo-
sion from the energy loss measured by wedged range filters.23

Time-dependent neutron emission is measured with a scin-
tillator coupled to an optical streak camera. The time evo-
lution of the fusion emission is sensitive to the overall coupling
of the laser energy to the target, and the emission from both the
shock wave and compression can be observed. These data
and those taken from laser absorption measurements are used
to determine the accuracy of the hydrodynamic simulation
of the implosion.

Implosion Results
1. High-Adiabat Pulses

The cryogenic implosion campaign is divided into several
phases dealing with the validation of stable implosions with
progressively lower fuel adiabat. The first phase of these
implosions used a high-adiabat (1-ns square, α = 25) laser
pulse to minimize the effects of laser imprint on target perfor-
mance. This allows experimental investigation of the effect of
ice roughness on target performance. Implosions were carried
out using several SD targets and one WF target. For brevity we
will examine one SD shot in detail and then speak briefly about
the wetted-foam shot.

The SD capsule used was ~875 µm in diameter and con-
tained a 92-µm D2-ice layer surrounded by a 3.8-µm GDP
wall. The inner ice roughness was measured to be ~4 µm rms
when averaged over 23 views. The power spectrum, shown in
Fig. 97.2(a), is heavily weighted toward the lowest end of the
spectrum with ~90% of the power contained in the first few
modes (l = 1 to 3). The capsule was determined experimen-
tally13 to be offset 22 µm from target chamber center at the
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beginning of the implosion. This capsule produced a neutron
yield of 6.5 × 1010 neutrons—roughly 36% of the simulated
1-D LILAC24 yield. A DRACO simulation was run with the
roughness spectra from Fig. 97.2(a) and an initial 4.4% rms
l = 1 illumination nonuniformity corresponding to the 22-µm
offset.13 The simulated neutron yield of 6.9 × 1010 falls very
close to the experimental result. As can be seen from the
isodensity contours given in Fig. 97.2(b) (taken near the time
of peak neutron production), the core has developed under the
strong influence of the low modes with the effect of the l = 1
and 2 most prominent. The secondary-proton yields and aver-
age-areal-density results, shown in Fig. 97.2(c), are also in
good agreement between the experiment and the DRACO
simulation. One of the more-interesting results from this im-
plosion is the agreement between the range of experimentally
observed areal-density measurements with those predicted by
DRACO as shown in Fig. 97.2(d).

Additional results obtained for the other shots are compiled
in Fig. 97.3. In Fig. 97.3 the experimental yield-over-clean
[(YOC), the experimentally obtained yield divided by the 1-D
simulated yield] for all shots in this series is compared with the
trends of several series of perturbed DRACO simulations run
with increasing initial ice roughness for a specific fixed target
offset. The DRACO trend lines merge with increasing ice
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roughness due to the dominance of the ice perturbation at these
high levels. The experimental results are in good agreement
with the DRACO predictions.

The other part of the high-adiabat cryogenic implosion
series was the use of a WF target to measure the absorption
fraction and shock speed in this material. Such experiments,
carried out in spherical geometry, help to develop a predictive
capability for target performance. The need for examining
shock propagation within a wetted-foam matrix was pointed
out earlier25,26 in theoretical studies analyzing shock propa-
gation in foam. Studies at LLE use the 2-D astrophysical code
AMRCLAW27 that employs the adaptive-mesh-refinement
(AMR) scheme to highly resolve the shock flow around and
through the fiber elements. The results of such simulations are
shown in Fig. 97.4 and indicate that shocks travel faster in
wetted foam when compared to traditional Lagrangian hydro-
dynamics simulations that model the foam as a homogeneous
mixture. Of particular interest to target designers, in addition
to ascertaining the proper value of the shock velocity, are the
perturbed nature of the shock front and mechanisms for the
CH-DT homogeneous annealing in the wake of the shock. Both
of these processes will be examined in more detail when a new
three-dimensional (3-D) AMR code, ASTROBEAR,27 be-
comes available.

Figure 97.4
Numerical results detailing the difference in shock velocity for a variety
of materials including CH, CH(DT)4 mixture, fiber-resolved foam, and
pure DT.
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The first cryogenic wetted-foam implosion on OMEGA
produced the highest-ever cryogenic neutron yield: 1.8 × 1011.
The target was imploded with the high-adiabat, 1-ns square
pulse. The neutron burn history was obtained and is shown as
the solid curve in Fig. 97.5. Several 1-D LILAC simulations
were run with varying the wetted-foam density, and an ex-
ample of the numerical burn history (ρWF ~ 240 mg/cc) is
drawn as the dotted line in Fig. 97.5. Discrepancies between
the simulated and experimental bang times may be attributed
to lower shock velocities in low-density foams when modeled
as a homogeneous mixture (as predicted in Refs. 25 and 26).
The numerically obtained 1-D yield underestimates the experi-
mental yield by roughly 15%.
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Figure 97.5
Comparison of neutron burn histories between the results of the particle
temporal diagnostic (PTD) and LILAC.

Clearly, more work needs to be done in addressing the use
of WF targets in ICF ignition experiments. Over the coming
year we will repeat the spherical experiments for various den-
sity dry foams and couple this information with ongoing planar
foam experiments studying shock transit with picket pulses in
warm foams and standard shock development in cryogenic
wetted foams. Additionally, techniques must be developed to
characterize the ice layer within the foam shell.

2. Low-Adiabat Pulses
The next phase of the OMEGA cryogenic implosion

program involves the validation of low-adiabat, ignition-
scaled implosions on OMEGA. The first set of experiments in
this phase employs the α = 4 pulse shape, shown earlier in
Fig. 97.1. Several implosions were undertaken using the
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OMEGA laser, but, again, only a single SD shot will be
described in detail.

The SD target was 865 µm in diameter with a 3.8-mm GDP
overcoat, an ice layer of ~92-µm depth, and an interior ice
surface roughness of ~4.5 µm. The power spectrum for this
surface, as shown in Fig. 97.6(a), is again heavily weighted
toward low-order modes. The capsule was determined to be
28 µm from target chamber center at the beginning of the
implosion. The neutron yield for this implosion was 4.3 × 109,
which represents the highest-ever experimental yield obtained
from a cryogenic α ~ 4 implosion (YOC ~ 16%). The spectra
from Fig. 97.6(a) and an initial 5.6% l = 1 illumination
nonuniformity, again due to the target offset, were used in a
DRACO simulation (laser imprint was excluded from this
calculation because the growth of these two perturbations, at
these levels, overwhelms the effect of the imprint as was
demonstrated in Ref. 3). The simulated yield was 5.9 × 109.
The secondary-yield comparison also showed the DRACO
simulation slightly overpredicting the experimental result;
however, the simulated average �ρR� was again in good agree-
ment as shown in Fig. 97.6(c) and the azimuthal variation in
Fig. 97.6(d).

Previously,3 low-adiabat target performance has been pre-
sented as a compilation of all perturbation sources using a
sum-in-quadrature representation of each source’s contribu-
tion to the roughness of the inner ice layer at the end of the
acceleration phase of the implosion. The scaling parameter σ
is defined as

σ σ σ2 2 20 06 10 10= × <( ) + ≥( ). ,l ll l

where σl is the rms roughness computed over the mode range
indicated. At this time during the implosion, this surface
decouples from the ablation region of the target. As such, the
effects of all major sources of perturbation leading to the initial
seed of the deceleration-phase Rayleigh–Taylor (RT) instabil-
ity have been set. An example of the σ  scaling is shown in
Fig. 97.7, where a comparison is made between the NIF α = 3
and OMEGA α = 4 designs.

Using the σ  scaling with yield allows the experimental
validation of the numerical modeling of current OMEGA
experiments, which, in turn, lends credibility to the ability of
these numerical models to predict ignition for direct-drive
target designs on the NIF. The σ  parameter and yield perfor-
mance were extracted from the DRACO simulations of the
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α = 4 implosion experiments and placed on the graph in
Fig. 97.7. It can be seen that the points are in reasonable
agreement with the σ  scaling. When nonuniformities on
OMEGA are improved, implosion experiments will approach
the ~40% YOC goal for these implosions as denoted by the
dashed lines in Fig. 97.7.
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Comparison of the σ  stability analysis for the NIF α = 3 and the OMEGA
α = 4 designs. The dashed lines indicate the predicted value of σ  and the
corresponding target performance for each of the two designs when all NIF
specifications for levels of nonuniformity are applied. The solid diamonds
represent results from 2-D DRACO simulations of the noted OMEGA
experiments.

Re-baseline of the Direct-Drive Point Design
The baseline direct-drive point design has not experienced

any significant changes since its introduction by Verdon28 in
the early 1990s. The design, consisting of a levitated 340-µm-
thick cryogenic DT layer coated with 3 µm of CH and irradi-
ated with 1.8 MJ of 351-nm light, has undergone several
design studies3,29,30 and has consistently been shown to be
robust to moderate levels of perturbation. The design’s only
weakness, which can be attributed to low ablation velocities, is
its strong susceptibility to laser imprint during the acceleration
phase of the implosion. The limited ablation velocities cannot
effectively stabilize the RT growth of the fast-growing, short-
wavelength-laser nonuniformities present in the laser-beam
profile. While several schemes have been adopted to smooth
these nonuniformities,10–12 the maximum ratio of the pertur-
bation amplitude to the in-flight shell thickness has been
shown to approach 70% during the acceleration phase of
the implosion.31

Recently, an old idea of modifying the seeds of RT growth
within the ablation region using picket pulses32 has been
examined for the point design.33 Goncharov9 modified this
process by employing a very narrow Gaussian picket added to
the foot of the drive pulse to launch an early, unsupported shock

wave into the target. Because the shock wave is unsupported,
it begins to decay after the rarefaction wave from the front
surface (created at the end of the picket) catches up to it. As the
shock decays, it creates a shaped adiabat within the fuel
layer—low near the shock front and high near the ablation
region. The high adiabat in the ablation region results in much
higher ablation velocities, which, in turn, provide for increased
stabilization of the RT growth present there.

The decaying shock technique has recently been applied to
several direct-drive, high-gain target designs,34–36 including
the Verdon point design. In all cases the scheme has been
shown to dramatically reduce the deleterious effects of laser
imprint. As such, the direct-drive-ignition design has been
modified to include a 200-ps laser picket, and an energy-
scaled design has been set for implosion experiments on
OMEGA. The energy-scaled design serves as the basis of all
following calculations.

The σ  stability analysis mentioned previously becomes
doubtful in cases of targets with very poor stability character-
istics. This is because the analysis assumes a continuous inner
ice layer to evaluate. For seriously perturbed implosions, how-
ever, the target shell can break apart, failing to provide the
continuous interface. Such is the case for the α = 2 design
without the benefit of a stabilizing picket. The effective σ
value for this design with the current levels of nonuniformities
present on OMEGA is greater than 10 µm. As was shown in
Ref. 9, the main fuel layer for this implosion was seriously
perturbed and on the verge of breakup. Dramatic improvement
in layer integrity was achieved, however, when a stabilizing
picket was employed. The calculated σ  for the α = 2 with
picket (α2p) falls close to 1 µm. With the addition of the picket
it now becomes possible to evaluate α2p target performance
using the σ  analysis.

Many 2-D DRACO simulations were run to evaluate the
performance of the α2p design under the influence of various
levels of laser imprint, laser power imbalance, and cryogenic
ice roughness. For example, we show two isodensity contours
of the α2p target imploded with a 1-µm inner ice roughness
in Fig. 97.8(a). The image shows split contours taken at t =
2.3 ns (end of acceleration) and at t = 2.7 ns (peak neutron
production). Analyzing the inner-ice-roughness spectrum at
the first time yields the σ  parameter for this run (σ  = 0.52),
while the final neutron performance is determined by the core
conditions at the second time (YOC = 77%). A scan of target
performance for the α2p design as a function of ice roughness
is shown in Fig. 97.8(b).
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Such simulations provide the necessary information to
develop the σ  scaling for this design as shown in Fig. 97.9.
From this graph it can be seen that the OMEGA α2p design is
almost as stable as the α = 4 design. Such results allow for the
confident fielding of low-adiabat direct-drive target designs on
both OMEGA and the NIF. The design and testing of the laser
picket required for the OMEGA α2p target is already under-
way at LLE, and experiments should commence in mid-FY04.
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Comparison of the σ  stability analysis for the OMEGA α = 4 and the
OMEGA α = 2p designs. The dashed lines indicate the predicted value of σ
and the corresponding target performance for each of the two designs when
all NIF specifications for levels of nonuniformity are applied.

Conclusion
The cryogenic implosion campaign at LLE is a staged

program comprised of several concurrent efforts including the
experimental validation of target performance for progres-
sively lower fuel-adiabat target designs; the physical minimi-
zation of the interfacial cryogenic surface roughness; and
ultimately the fielding and imploding of cryogenic DT targets
on the OMEGA laser system. Recent advances in all three of
these efforts have LLE poised to demonstrate scaled-ignition
performance with DT on OMEGA by the end of FY05. In the
area of target implosions, significant progress has been made
with several series of cryogenic implosion experiments evalu-
ating target performance with high-adiabat solid-D2 and WF
targets and low-adiabat solid-D2 targets. It has been shown that
there is good agreement between the experimental observables
and the results of 2-D DRACO simulations for targets im-
ploded near target chamber center. The use of adiabat shaping
has led to increased stability for both the “all-DT” and wetted-
foam direct-drive NIF point designs and the corresponding
ignition-scaled experiments for OMEGA. Dramatic advances
in cryogenic layer characterization and layering over the last
year have resulted in LLE producing sub-2-µm ice layers in
targets for implosion on OMEGA. The cryogenic DT fill and
transfer station (FTS) is currently being qualified and will be
DT-charged by the end of this fiscal year. With this system in
place, full-scale layering studies of cryogenic DT ice will be
undertaken, resulting in the fielding of ignition-scale cryo-
genic DT targets on OMEGA.

Figure 97.8
Results of a series of DRACO simulations evaluating YOC degradation due
to increasing inner ice roughness. (a) Split isodensity contours drawn at t =
2.3 ns (end of acceleration phase) and at t = 2.7 ns (stagnation); (b) decay of
YOC with increasing ice roughness.
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In inertial confinement fusion1 (ICF), a spherical shell is
irradiated either directly by a large number of overlapping laser
beams (direct drive) or by x rays produced in a high-Z
“hohlraum” (indirect drive).2 During the laser-driven accel-
eration phase of an implosion, the target compresses while it
converges to the center, then decelerates to peak compression
as the core of the target is heated to high temperatures, causing
a thermonuclear burn within its fuel. The current goal of ICF
research is to achieve ignition and a positive gain, where the
amount of energy released through thermonuclear fusion is
equal to or higher than the amount of laser energy used to drive
the target. The combination of high temperature and areal
density (ρR) in the compressed fuel is necessary to ignite the
target.2 This goal is expected to be achieved on the National
Ignition Facility (NIF),2 currently under construction at
Lawrence Livermore National Laboratory. In the direct-drive
ignition target design3 for the NIF, a 3.4-mm-diam, 350-µm-
thick cryogenic deuterium–tritium (DT) shell is imploded by
192 overlapped laser beams with a total energy of 1.5 MJ. The
fusion energy will be released through the nuclear reaction
D + T→4He (3.5 MeV) + n(14.1 MeV). An expected neutron
yield of 2.5 × 1019 (corresponding to a gain of ~45) will be
achieved at a fuel temperature of ~30 keV and an areal density
of ~1200 mg/cm2 at peak compression.

While cryogenic DT targets4,5 will be used for fusion
energy production, the current implosion program on the
60-beam, 351-nm OMEGA laser system6 uses cryogenic D2
targets to study the relevant implosion physics. The D2 targets
are hydrodynamically equivalent to DT targets, but much
simpler to produce and more useful for diagnosing target
conditions near peak compression. The primary fusion reac-
tion in D2 fuel has two branches: (a) D + D→3He (0.82 MeV)
+ n(2.45 MeV), and (b) D + D→T(1.01 MeV) + p(3.02 MeV).
The primary reaction product T reacts with D through the
secondary reaction D + T(0 to 1.01 MeV)→4He + n(11.9 to
17.2 MeV). Experiments with plastic targets estimated target
compression by using the size of the core emission and the
ratio of secondary DT to primary DD neutron yields. This
technique was first used by Azechi et al.7 and by Cable and

Hot-Core Characterization of a Cryogenic D2 Target at Peak
Neutron Production in a Direct-Drive Spherical Implosion

Hatchett.8 In their calculations, the core ρR was inferred from
the ratios of secondary to primary yields, assuming the core
had uniform temperature and density. For ICF to succeed, it is
necessary to infer core temperature–density profiles and di-
rectly compare them with hydrocode simulations. Because the
target ignition designs are based on hydrocode predictions,
they should be benchmarked by the most-comprehensive set
of measurements.

Recently Radha et al. modeled9 core temperature–density
profiles at peak neutron production in plastic-shell targets.
About ten different experimental observations with several
different types of targets (having various dopants in a gas fuel
and plastic shell) were necessary for a comprehensive charac-
terization of the core conditions.9 Kurebayashi et al.10 studied
the usefulness of secondary particles (neutrons and protons)
for hot-core modeling of plastic and cryogenic capsules. The
cryogenic D2 targets cannot have dopants, but because they are
much simpler (there is no complication of mixing of different
materials in the core), it is possible to characterize them (with
the same level of detail as plastic shells) with fewer experimen-
tal observables. This article describes experiments where mea-
sured primary DD and secondary DT neutron yields,
neutron-averaged ion temperatures, and x-ray images at peak
neutron production are used to infer the electron-pressure and
temperature–density profiles in cryogenic D2 implosions for
the first time. The areal densities of neutron production and
“triton-stopping” regions are introduced here to characterize
target compression. These quantities are the compression mea-
surements that are extended from the ρR inferred from the
ratios of secondary to primary yields. Because they are derived
from the temperature–density profiles consistent with experi-
mental measurements, they provide more-accurate measure-
ments of compression.

The experiments were direct-drive implosions of ~920-µm-
initial-diam targets with shells that consisted of ~100-µm-
thick inner D2-ice layers and outer 5-µm-thick plastic CD
layers.11 The targets were imploded with a 1-ns square pulse
shape with a total on-target energy of ~23 kJ on OMEGA.6
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The laser beams were smoothed with distributed phase plates,12

1-THz two-dimensional smoothing by spectral dispersion,13

and polarization smoothing14 using birefringent wedges. The
measured experimental yield ratios relative to the predicted
yields using 1-D simulations were typically ~30% in a large
number of similar implosions. In one implosion, the experi-
mental yield was closer to the predicted yield (59%); therefore,
this implosion was used for the analysis presented here. The
measured primary DD and secondary DT neutron yields for
this implosion were Y1 = 1.24 × 1011±8 × 108 and Y2 = 1.17 ×
109±3 × 107, respectively.10 The measured neutron-averaged
ion temperature was Ti = 3.6±0.5 keV and the neutron burn
width was τ = 170±25 ps.11 The core images11 were measured
with an x-ray framing camera with a spatial resolution of
~10 µm, a temporal resolution of ~40 ps, and a 200-µm-thick
beryllium filter (which transmitted x rays with energies of
more than ~2 keV).

The target core at peak neutron production was character-
ized by choosing temperature [T(r)] and density [n(r)] profiles
that produced the same primary and secondary neutron yields,
the neutron-averaged ion temperature, and the size of x-ray
images as measured within experimental uncertainties.9 In the
first stage of modeling, only those temperature–density pro-
files that were consistent with the primary DD neutron yield
and neutron-averaged ion temperature were selected from all
possible combinations at a particular electron pressure (the hot
core was assumed to be isobaric). In the second stage, profiles
consistent with the secondary DT neutron yield were chosen
from those selected in the first stage. Similarly, the tempera-
ture–density profiles consistent with all neutron measure-
ments were chosen at each electron pressure in the range of
1 to 10 Gbar. Finally, only those temperature–density profiles
that were consistent with the size of the x-ray core images were
chosen to characterize the hot core at peak neutron production.
The following assumptions were used in the core modeling:
(1) the core plasma was a fully ionized ideal gas; (2) the core
was isobaric Pe r( ) =[ ]const  at stagnation; (3) the tempera-
ture–density profiles were spherically symmetric; (4) the elec-
tron and ion temperatures as well as the densities were equal;9

(5) the core was static during the time of neutron production τ
(therefore, the inferred pressure and temperature–density pro-
files were considered to be neutron averaged); and (6) the
temperature decreased monotonically from the center. These
secondary DT neutron yields used Li and Petrasso’s plasma
stopping powers15 to calculate the triton’s energy loss as it
propagated through a 3-D core. The x-ray images were con-
structed using radiation-transport calculations in a fully ion-
ized deuterium plasma with free-free emission and absorption.16

Figure 97.10(a) shows one of the grids used to construct
temperature profiles. The temperature step was 250 eV, and
the distance step was 20 µm (distance steps of 15, 10, and
5 µm were used in additional, more-detailed grids). The curves
show examples of two (out of nearly ~1010) temperature
profiles T(r) used in the modeling. The corresponding density
profiles n(r) were calculated using Pe(r) = n(r) × T(r). The
range of temperatures that satisfy the measured DD neutron
yield and neutron-averaged ion temperature (calculated in the
first stage of modeling) is shown by the lightly shaded region
in Fig. 97.10(b) at an electron pressure of 2.6 Gbar. The results
of the second stage of modeling—the temperature profiles
consistent with secondary DT neutron yield (in addition to
primary DD yield and neutron-averaged ion temperature)—
are shown by the darkly shaded region. Similar calculations
were conducted for electron pressures in the range from 1 to
10 Gbar. As an example, the ranges of temperature profiles
consistent with all neutron measurements for three different
electron pressures (1.3, 2.6, and 5.2 Gbar) are shown in
Fig. 97.11(a). It was found that for any electron pressure above
1.3 Gbar, temperature–density profiles consistent with all
neutron measurements exist; therefore, neutron measurements
by themselves are not sufficient to accurately characterize the
target core at peak neutron production. The profiles at different
pressures, however, would make different sizes of x-ray emis-
sion, as can be seen from the profiles shown in Fig. 97.11(b).
Therefore, for various temperature–density profiles, the x-ray
images were constructed and compared with the one measured
at peak neutron production. In these calculations, the transmis-

Figure 97.10
(a) The temperature–radius grid. The temperature step is 250 eV, and the
distance step is 20 µm, as shown by the vertical dotted lines. The thick and thin
solid lines show examples of monotonically decreasing temperature profiles
as a function of distance used in core modeling. (b) The range of ion-
temperature profiles consistent with the measured primary DD yield and
neutron-averaged ion temperature (lightly shaded area), and in addition, the
secondary DT yield (darkly shaded area), at electron pressure of 2.6 Gbar.
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Figure 97.11
(a) The range of temperature profiles that satisfy measured primary DD,
secondary DT yields, and neutron-averaged ion temperature, calculated for
electron pressures of 1.6 (light), 2.6 (medium), and 5.1 Gbar (darkly shaded
area). (b) Examples of x-ray radial lineouts (normalized to their highest
values) calculated for the same pressures of 1.6, 2.6, and 5.1 Gbar.
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sion of the Be filter and the x-ray spectral response of the
framing camera’s gold photocathode were taken into account.
The size of the x-ray image is very sensitive to the core pressure
[see Fig. 97.11(b)]. The measured core image at peak neutron
production is shown in Fig. 97.12(a). Figure 97.12(a) also
shows two central lineouts of the measured image in horizontal
and vertical directions by thick and thin solid lines. The image
is slightly elliptical with FWHM’s (full width at half maxi-
mum) ranging from about 94 to 100 µm in two perpendicular
directions. The measured image is consistent with calculated
images in the electron-pressure range from 2.3 to 3.1 Gbar. The
shaded area in Fig. 97.12(a) is between the 2.3- and 3.1-Gbar
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Figure 97.12
(a) X-ray framing camera image of the core at peak neutron production (upper left side); the horizontal and vertical lineouts of this image (thick and thin lines).
The shaded area lies in between the lineouts of calculated images at electron pressures of 2.3 and 3.1 Gbar. All lineouts are normalized to the integrated inten-
sities under the curves. The range of (b) core temperature and (c) density profiles corresponding to electron pressures in the range from 2.3 to 3.1 Gbar, which
produce sizes of x-ray emission consistent with that of the measured x-ray image (shown by gray areas). The 1-D LILAC predictions are shown by dashed lines.

lineouts, and the measured lineouts lie within this area. The
ranges of inferred core temperature and density profiles, cor-
responding to this range of electron pressures, are shown in
Figs. 97.12(b) and 97.12(c), respectively. As a result, only a
relatively narrow range of temperature–density profiles is
consistent with all neutron and x-ray measurements, simulta-
neously. The dashed curves correspond to simulations using
the 1-D hydrocode LILAC,11 which are discussed below.

Even though temperature–density profiles contain all infor-
mation about the core condition, the core ρR has always been
a simple and useful measurement7,8 of target performance in
ICF. Modeling based on flat temperature–density profiles7,8

allows only approximate estimates of the areal density. De-
tailed temperature–density profiles consistent with all neutron
and x-ray measurements are required for accurate determina-
tion of the core ρR. The solid line in Fig. 97.13(a) shows a
cumulative DD neutron yield as a function of the core areal
density, calculated using temperature–density profiles at an
electron pressure of 2.6 Gbar. The ρR of the “burn” region of
~10 mg/cm2 was defined at 95% of the maximum value of the
cumulative yield. The burn region ρR inferred from the tem-
perature–density profiles at 1.3 Gbar [see Fig. 97.11(a)] is a
factor of 2 smaller. Even though the 1.3-Gbar profiles are
consistent with all neutron measurements, they were rejected
because they did not predict the measured x-ray images. This
means that the core ρR inferred solely from the yield ratio of
primary to secondary neutrons (especially using flat profiles
that are not consistent with all measurements) could be very
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inaccurate. The total target ρR was measured to be ~61 mg/cm2

at peak neutron production using a downshift in the secondary
proton spectra.10

Figure 97.13
(a) Cumulative yields as a function of core ρR, inferred from the experiment,
for an electron pressure of 2.6 Gbar (solid curve), and from a 1-D simulation
(dashed curve). The ρR’s of the “burn” regions (~10 and ~15 mg/cm2,
respectively) were defined at 95% of the maximum value of the cumulative
yield. (b) Probability for a secondary DT reaction (equal to a ratio of DT to
DD yields) as a function of core ρR, calculated for an electron pressure of
2.6 Gbar (solid curve). The triton probes a core ρR of ~23 mg/cm2 before
being stopped in the core. The dashed curve corresponds to a 1-D simulation
with a “triton-stopping” ρR of ~27 mg/cm2.

The ρR of a “triton-stopping” region is another useful
parameter describing the extent of the hot core that is probed
by the neutron measurements. The tritons are born in the
neutron-production region through the DD fusion reaction.
They are slowed down while they move through the core15

until they are stopped in the target. The triton-slowing rate
depends strongly on plasma temperature and density: it is
higher in colder, less-dense plasmas;7,8 therefore the ρR of a
triton-stopping region (or the ρR necessary to stop the triton)
is higher in hotter, denser cores. As the triton propagates in the
core, it can react with deuterium through a secondary DT
reaction, producing a secondary DT neutron.7,8 Figure 97.13(b)
shows (by a solid line) the probability for the DT reaction as a
function of the core areal density, calculated for the same con-
ditions as in Fig. 97.13(a) at an electron pressure of 2.6 Gbar.
In this calculation, the triton is born at the core center and
propagates toward the outer surface until it is stopped after
probing ~23 mg/cm2 of the core plasma. The probability for the
DT reaction dramatically increases right before the triton is
stopped because the DT-reaction cross section increases as the
triton slows down in the plasma. Therefore, the secondary DT
neutron yield is very sensitive to the temperature–density
conditions in the outer part of the hot core, while the primary
DD yield is more sensitive to conditions in the central part of
the core.

The modeling results were compared with the predictions11

of a 1-D LILAC simulation (dashed lines in Figs. 97.12 and
97.13). The predicted DD neutron yield of 2.1 × 1011 was close
to the measured yield of 1.24 × 1011, while the simulated
neutron-averaged ion temperature of 3.1 keV was a little lower
than that measured 3.6 keV. As a result, the simulated tempera-
ture profile [see Fig. 97.12(b)] was a little lower than the tem-
perature range inferred from the experiment, while the density
profile was a little higher [see Fig. 97.12(c)]. In the 1-D sim-
ulation, the burn and triton-stopping region ρR’s were very
close to those inferred from the experiment. In the simulation,
the burn ρR was ~15 mg/cm2 (~10 mg/cm2 in the experi-
ment) and the triton-stopping region ρR was ~27 mg/cm2

(~23 mg/cm2 in the experiment), as shown in Fig. 97.13.
Measurements based on monochromatic differential imag-
ing17,18 of core x rays are planned to infer the time-resolved
evolution of D2-core profiles in the near future, using tech-
niques similar to those described elsewhere.19

In conclusion, the compressed-core, electron temperature–
density profiles of a cryogenic deuterium (D2) target have been
characterized using measured primary DD and secondary DT
yields, neutron-averaged ion temperature, and core x-ray im-
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ages at peak neutron production. The inferred temperature–
density profiles are in good agreement with predictions of the
1-D hydrocode LILAC. The electron pressure, burn, and
triton-stopping region ρR’s were inferred to be 2.7±0.4 Gbar,
~10 mg/cm2, and ~23 mg/cm2, respectively.
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Introduction
Recently, x-ray diffraction has been used to study dynamic
material response to shocks of high pressure (~0.1 to 1 Mbar)
and high strain rate (~107 to 108 s−1).1–3 The goal of this work
is to demonstrate the use of extended x-ray absorption fine
structure (EXAFS)4 as a complementary characterization of
such laser-shocked metals. EXAFS is the modulation in the
x-ray absorption above the K edge (or L edge) due to the
interference of the photoelectron wave packet with the waves
reflected from neighboring atoms. Unlike synchrotron experi-
ments where the imposed temperature is known independently
and the main emphasis is on the study of the chemical structure,
in this experiment the emphasis is on the measurement of the
compression and temperature of the shocked material through
the EXAFS spectrum itself. The frequency of EXAFS modu-
lations is related to the interparticle distance, hence to the
compression. The damping rate of the modulation can yield the
lattice temperature, which is not available by other methods.
The assumption of three-dimensional compression, required
to relate the EXAFS-determined inter-atomic distance to the
density, was verified by comparison with measurements of the
shock speed, which yield the compression (through the known
Hugoniot equation of state).

EXAFS measurements were performed on vanadium and
titanium shocked to ~0.5 Mbar with a 3-ns laser pulse. The
radiation source for the EXAFS measurement was obtained by
imploding a spherical target using the 60-beam OMEGA
laser.5 For vanadium (where no phase transformation exists
below ~1 Mbar) the measurements demonstrate that EXAFS is
a useful method for measuring the compression and tempera-
ture of sub-Mbar shocks. For Ti, where an α-Ti to ω-Ti crystal
phase transformation is known to occur around ~0.1 Mbar,
over longer time scales (µs) behind a steady shock,6,7 the
measurements show that EXAFS can be used to study such
transformations over subnanosecond time scales.

 In a previous paper8 we showed that a CH shell imploded
by a multibeam laser system constitutes a ~120-ps source of
intense and relatively smooth spectrum of x-ray radiation,

Extended X-Ray Absorption Fine Structure Measurements
of Laser Shocks in Ti and V and Phase Transformation in Ti

suitable for EXAFS measurements. Using the 60-beam OMEGA
laser, the measured room-temperature Ti EXAFS spectrum
agreed with synchrotron results under similar conditions.

The subject of laser-shocked metals can be viewed from two
complementary points of view: as a problem in solid-state
physics and/or as a problem in plasma physics. The EXAFS
measurements in this experiment, and particularly the diffrac-
tion measurements1–3 of similar laser shocks, indicate that
laser-shocked metals for pressures under ~1 Mbar largely
retain their crystal-order properties. This is why the crystal
phase transformation in Ti could be demonstrated with laser-
driven shock waves. The shock dynamics have been simulated
with a plasma-physics hydrodynamic code (see Hydrody-
namic Simulations). The laser-deposition region where the
shock is generated is certainly a plasma region and can be
simulated only with a plasma-physics code. However, the
same code is used to simulate both shock generation and
propagation through the sample, thus relating the incident laser
intensity to the resulting shock strength. The hydrodynamic
code can well simulate the compressed solid because the semi-
empirical equation of state9 is normalized to known experi-
mental properties of the metal (such as specific heat, Grüneisen
parameter, and bulk modulus). The comparison of the code and
experimental results forms the basis for the study of the
compressed solid, which apart from its crystalline order is also
a high-density or strongly coupled plasma. Such plasmas are of
great interest in understanding the interior of planets and the
behavior of matter under extreme conditions.

Experimental
Figure 97.14 shows a schematic view of the target used to

measure EXAFS spectra in laser-shocked targets. Of the 60
OMEGA laser beams, 57 beams of ~21-kJ total energy are
focused on an empty CH shell whose implosion generates the
radiation source for measuring the absorption spectrum in V or
Ti. In previous laser-based EXAFS experiments10,11 a planar
high-Z target was used where the spectrum was dominated by
spectral-line emission and was thus not smooth. The low-Z
imploding target used here produces a very intense and smooth



EXTENDED X-RAY ABSORPTION FINE STRUCTURE MEASUREMENTS OF LASER SHOCKS IN TI AND V AND PHASE TRANSFORMATION IN TI

LLE Review, Volume 97 17

continuum spectrum,8 appropriate for absorption measure-
ments. The three remaining OMEGA beams are stacked and
used to launch a planar shock wave in the metal target. The
laser pulse shape was 1 ns square (each of energy ~50 J); thus
the three-stacked beams formed a 3-ns-long square pulse.
These beams were focused onto the planar target in a 3.8-mm-
diam focal spot, giving an irradiance of 0.4 to 0.5 TW/cm2. The
delay time of the three-stacked beams with respect to the
remainder of the beams was adjusted so that peak implosion
(and emission) of the spherical target occurred when the shock
wave had just exited the metal layer. The spherical target had
a diameter ~950 µm and a CH wall thickness ~20 µm. The
planar target consisted of 10-µm-thick polycrystalline V or Ti,
coated on both sides with a 17-µm-thick CH layer. The purpose
of the front CH layer was to prevent laser heating and ablation
of the metal. The purpose of the back CH layer was to prevent
shock unloading at the back metal surface. The heat shield
(0.5-mm-thick CH foil) minimizes the heating of the metal
layer due to soft radiation from the imploding spherical target.

E11282b
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implosion
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emission

Plastic
shell

CH radiation
shield

Three-
stacked
beams
(shock)

10 mm of Ti
overcoated

with 17 mm of CH

X-ray
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X-ray
spectrometer

(incident)

21.5 mm4.5 mm

Figure 97.14
Schematic view of the experimental configuration. The imploding spherical
target serves as a radiation source for EXAFS measurements. The three-
stacked beams launch a shock through the Ti (or V) layer.

Two cross-calibrated x-ray spectrometers measured the
spectrum on calibrated film. One spectrometer measured the
EXAFS spectrum, the other the incident spectrum. The spectra
were measured simultaneously on a single target shot. A
typical record of the transmitted spectrum showing EXAFS
modulation is shown in Fig. 97.15. As explained in Ref. 8, the
high incident intensity enabled us to choose a relatively thick
sample (giving an optical depth of 3.5 just above the Ti K

edge), which yields high relative modulation amplitude in the
measured spectrum. However, the spectrum below the K edge
is then saturated; to accurately determine the K-edge position
and below-the-edge signal intensity, we used an Al attenuator
on part of the entrance slit, as seen in Fig. 97.15. A typical
incident spectrum is shown in Fig. 2(a) of Ref. 8. The spectral
resolution of the spectrometer, limited by the source size, was
~5 eV, much smaller than a typical EXAFS modulation period
(~60 eV).
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Figure 97.15
Typical record of the transmitted spectrum (from unshocked Ti) showing
EXAFS modulations above the K edge.

Although the EXAFS measurement is time integrated, a
meaningful shock diagnosis can be obtained without streaking
the spectrum in time because the x-ray pulse width is ~120 ps,8

much shorter than the shock transit time through the metal
(~2 ns). The timing of the shock relative to the implosion-
induced backlighter pulse was measured by the method of
active shock breakout (ASBO),12 a method that uses a fre-
quency-doubled YAG laser probe, reflected from the backside
of the target. Figure 97.16 shows a schematic of the setup and
a typical streak result; τ(Ti) and τ(CH) are the times when the
shock has traversed the metal layer and the back CH layer,
respectively. This measurement determines the correct timing
between the implosion beams and shock-producing beams. It
also yields the shock speed in the metal (~5 µm/ns), from
which, using the known Hugoniot equation of state, the shock
compression and pressure can be obtained. Finally, images
such as in Fig. 97.16 indicate a lateral nonuniformity (due to
the laser’s focal-spot distribution) of ±10% in the shock speed,
thus also in the shock compression.
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Figure 97.16
Schematic and a typical streak of the ASBO probe beam reflected from the backside of the target. τ (Ti) and τ (CH) are the times when the shock exits the metal
layer and the back CH layer, respectively. This measurement provides (a) the correct timing between the capsule-implosion beams and shock-producing beams,
(b) the shock speed in the metal, and (c) the lateral shock uniformity.

Hydrodynamic Simulations
The expected shock strength and the properties of the

shocked vanadium and titanium were determined using one-
dimensional simulations with the hydrodynamic code
LASNEX.13 The profiles of pressure, density, and temperature
versus position are shown for V in Fig. 97.17 and for Ti in
Fig. 97.18, at the time of arrival of the shock at the rear sur-
face of the metal layer for an incident laser intensity of
~0.5 TW/cm2. The range (around the volume average) of
parameter values within the V layer is (1) pressure: 0.43±
0.03 Mbar; (2) temperature: 980±160 K; and (3) volume
compression: 1.19±0.05. These variations in the axial direc-
tion are larger than the lateral variations due to laser
nonuniformity; for this reason a one-dimensional simulation
of the shocked metals is adequate. For Ti the comparable
ranges are (1) pressure: 0.33±0.05 Mbar; (2) temperature:
900±130 K; and (3) volume compression: 1.2±0.06. The
EXAFS measurements (in the case where the metals were
shocked) are averaged over the shocked volume; thus, the
volume averages are the appropriate theoretical quantities to
compare with the experiment.

Theory
The measured spectra were analyzed with the FEFF8

ab initio EXAFS software package.14 The basic theory of
EXAFS4 yields an expression for the relative absorption
χ µ µk k k( ) = ( ) ( )−0 1,  where µ(k) is the absorption coeffi-
cient and µ0(k) is the absorption of the isolated atom. The wave

number k of the ejected photoelectron is given by the de
Broglie relation h2 2 2k m E EK= − ,  where m is the electron
rest mass, E is the absorbed photon energy and EK is the energy
of the K edge. The basic EXAFS formula for a single reflection
in the plane-wave approximation is given by4

χ σ λ

φ

k N S F k k R k

kR k kR

j jj J

j j j

( ) = ( ) − − ( )[ ]

× + ( )[ ]

∑ 0
2 2 2

2

2 2

2

exp

sin , (1)

where Nj is the number of atoms in the the j-th shell, that is,
the number of atoms surrounding the absorbing atom at a
distance Rj, and λ(k) is the electron mean free path for colli-
sions. FEFF8 uses the scattering potential to calculate the
amplitude and phase shift of the photoelectron waves scat-
tered from several shells of neighboring atoms including
multiple-scattering paths. The total χ(k) is constructed in the
curved-wave approximation (i.e., the assumption of plane
wave is removed) and iteratively fitted to the experimental
χ(k). The main fitting parameters are the nearest-neighbor
distance R and the vibration parameter σ2 appearing in the
Debye–Waller term. R yields the density or compression if we
assume three-dimensional compression. The agreement of the
resulting compression with the value derived from the shock-
speed measurement justifies this assumption. The vibration
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Figure 97.17
One-dimensional shock profiles versus position calculated by the hydrody-
namic code LASNEX for the instant when the shock has just traversed the
V layer, assuming an incident laser intensity of ~0.5 TW/cm2 in a 3-ns
square pulse.
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Figure 97.18
One-dimensional shock profiles versus position calculated by the hydrody-
namic code LASNEX for the instant when the shock has just traversed the
Ti layer, assuming an incident laser intensity of ~0.5 TW/cm2 in a 3-ns
square pulse.
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Calculated σ2 due to thermal vibrations for V from a correlated Debye model.

amplitude σ2 depends mainly on the temperature but also
on the compression. σ2 is calculated as a function of temp-
erature, using the Debye model15 for the phonon density of
states, including correlation between the motions of the ab-
sorbing and neighboring atoms; σ2 depends on the density
through the Debye temperature. The density dependence of
the Debye temperature was calculated using an empirical
model.9 Figure 97.19 the shows the resulting σ2 for V as a
function of temperature and compression. As seen, compres-
sion increases the amplitude of the EXAFS signal because of
the decrease in σ2. Similar curves have been calculated for
titanium. Thus, knowing the compression and σ2, the tempera-
ture can be derived.

Results and Analysis
1. Vanadium

The measured absorption spectra from V are shown in
Figs. 97.20 and 97.21. Figure 97.20 shows the total absorption
curve in V, with and without shocking. The frequency of the
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EXAFS oscillations is seen to become smaller when the shock
is applied. Since that frequency (in k space) is proportional to
the distance R to the nearest neighbors [see Eq. (1)], the
lowering of the frequency indicates a smaller R, thus a shock
compression. Figure 97.21 shows a magnified view of the
EXAFS modulations for the unshocked case (a) and the shocked
case (b). The modulations are clearly seen to decay faster when
the vanadium is shocked, due to the increased temperature.
This comparison demonstrates the usefulness of EXAFS spec-
tra in measuring the temperature of shocked metals in the
range of T ~ 10 to 100 meV.

The results of fitting the V EXAFS spectra with the
FEFF8 code14 for the unshocked and shocked cases are shown
in Fig. 97.22. For the unshocked case, the fitting parameters
were (for the first shell) R = (2.585±0.008) Å and σ2 =
(0.0111±0.0006) Å2. In the vanadium crystal (body-centered

Figure 97.21
Expanded view of the EXAFS modulations in V shown in Fig. 97.20 for the
unshocked case (a) and the shocked case (b). The modulations are clearly seen
to decay faster when the V is shocked, due to the increased temperature. This
comparison demonstrates the usefulness of EXAFS spectra in measuring the
temperature of shocked metals.
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Table 97.I:  LASNEX-calculated and measured parameters for shocked vanadium.

LASNEX Parameter Ranges EXAFS Measurement Shock-Speed Measurement

Compression Temperature Compression Temperature Compression

1.19±0.05 980±160 K 1.15±0.01 770±70 K 1.15±0.06

cubic), the first shell has eight atoms at a distance of (3/5)1/2a,
where the crystallographic parameter a is 3.02 Å, yielding for
the nearest neighbors a distance of 2.615 Å. Thus, the R found
here is smaller than the expected value by ~0.03 Å; interest-
ingly, the value found for R (vanadium) in V EXAFS synchro-
tron experiment16 was also 2.58 Å, in agreement with our
value. From the measured value of σ2, we derive (using
Fig. 97.19) the temperature 530±25 K. The increase of ~130 K
over room temperature is due to the radiation heating caused
by the imploding target.

For the shocked case, the fitting parameters (for the first
shell) were R = (2.570±0.013) Å and σ2 = (0.0157±0.0011) Å2.
Comparing R for the unshocked and shocked cases, we derive
a volume compression of (2.585/2.570)3 ~ 1.15. The value of
σ2 results in a temperature of 900±70 K. This increase in
temperature includes the effect of radiation heating; the net
temperature due to the shock alone is 770±70 K.

Table 97.I summarizes the measured and computed param-
eters for the shocked-V experiment. EXAFS results indicate a
weaker shock than predicted by LASNEX, but they are in
agreement with the shock-speed measurement (as seen by the
compression values). The measured values are accompanied
by their uncertainties, whereas the LASNEX values are ac-
companied by their ranges in the axial direction. The uncer-
tainty in the EXAFS measurement is determined by the fitting
procedure and is smaller than the axial or the lateral non-
uniformities described above. The EXAFS-derived values
relate to the average over the shock volume. Likewise, the
compression in the last column of Table 97.I is derived from
the shock speed averaged (laterally) over the streak record,
and its uncertainty is smaller than the range of variation in
the speed.

2. Titanium
Phase transformations in shocked metals can be measured

by a discontinuity in the Hugoniot curves or directly by x-ray
diffraction. EXAFS can indicate a phase transformation if the
Debye–Waller factor σ2 undergoes an abrupt increase.17 This
can occur if the transformation is to a disordered state or if the
nearest-neighbor distances in the new crystal are disparate and

the beating of the frequencies corresponding to the various
distances causes a stronger modulation damping. Shocked
titanium (at much longer duration than here) is known to
undergo an α-Ti to ω-Ti phase transformation at a pressure
in the range of 0.029 to 0.09 Mbar, depending on sample
purity.6,7 The pressure in this experiment is well above this
range. It is not known, however, whether the transformation
can occur on the nanosecond time scale. Figure 97.23 shows
the EXAFS spectra from Ti, before (a) and after (b) being
compressed with an ~0.5 Mbar shock. The experimental con-
ditions were the same as in the vanadium experiment except

(a)

(b)

3.4

3.2

3.0

2.8

A
bs

or
pt

io
n

Unshocked
(shot 30031)

Photon energy (keV)

5.44.9 5.15.0 5.2 5.3

3.8

3.6

3.4

3.2

3.0

2.8

Shocked (0.4 Mbar)
(shot 28958)

A
bs

or
pt

io
n

E12155

Figure 97.23
EXAFS spectra from Ti, before (a) and after (b) being compressed by a
~0.5 Mbar shock. The modulation with shocking is seen to be strongly
damped. This is shown to reflect an α-Ti to ω-Ti phase transformation.
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that the laser intensity was 0.5 TW/cm2. As in the case of vana-
dium (Fig. 97.20), the EXAFS modulations in the shocked case
have a lower frequency than in the unshocked case, indicating
shock compression. However, the modulations in the shocked
case are seen to be much more strongly damped than in the case
of vanadium. This is shown below to reflect an α-Ti to ω-Ti
phase transformation.

Figure 97.24 shows the fitting of the FEFF8 EXAFS
code to the measured Ti EXAFS spectra taken before (a) and
after (b) the shock, assuming α-Ti for both. The first-shell
fitting parameters result in a volume compression of 1.2±0.03.
This compares well with the LASNEX value of 1.2±0.06, but
the error is much larger than for vanadium. The σ2 value of the
unshocked case is 0.0088 Å2, which corresponds to a tempera-
ture of 380 K. For the shocked case, σ2 = 0.029±0.008 Å2,
which corresponds to a temperature of T = 2100±570 K. The
obtained temperature is in sharp disagreement with the LASNEX-
predicted value (~900 K). This strongly suggests that the large
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Fitting the FEFF8 EXAFS code to the measured Ti EXAFS spectra taken
before (a) and after (b) being compressed by a ~0.5 Mbar shock, assuming
α-Ti phase.
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Fitting the FEFF8 EXAFS code to the measured Ti EXAFS spectrum,
assuming the α-Ti phase (the hcp phase at normal conditions) and the ω-Ti
phase. Only the compression was adjusted (to fit the frequency of modula-
tion) and the LASNEX-predicted temperature T = 900 K was assumed.

σ2 value is not due to a high temperature but due to a structural
rearrangement such as a phase transformation. The large fitting
errors also suggest that the assumed crystal structure (hcp) is
not the correct structure for the shocked titanium. These
conclusions are supported by the good agreement between
measurements and simulation for comparable shocks in vana-
dium (Fig. 97.22), where no phase transformation is expected.
In fact, whereas each α-Ti atom has six equidistant neighbors,
ω-Ti atoms have two possible atomic environments:6 at site A
there are 15 neighbors at two different distances, and at site B
there are 11 neighbors at three different distances. Different
distances translate to different EXAFS frequencies that, through
beating, cause enhanced damping. Figure 97.25 shows this to
be the case. Here FEFF calculations assuming the ω-Ti crystal
structure, averaging over sites A and B, were carried out for the
LASNEX-predicted temperature of 900 K. Only the compres-
sion was adjusted to fit the experiment, and the resulting value
of 1.23 is close to the predicted value of 1.2. It should be noted
that the α-Ti to ω-Ti phase transformation entails an ~2%
volume compression.7 Also shown is the FEFF calculation for
the α-Ti phase, using the LASNEX-predicted temperature and
adjusting the compression to agree with the data. Figure 97.25
clearly shows that assuming the ω-Ti phase agrees with the
experiment much better than assuming the α-Ti phase. Thus,
the damping is dominated by the crystal structure of ω-Ti rather
than by the temperature.
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A critical test of the assumption of phase transformation can
be obtained by repeating the measurement for successively
weaker shocks. Figure 97.26 shows the transmitted spectrum
from a Ti sample for four different values of laser intensity
(volume-averaged pressures from LASNEX are indicated). The
reduction of the intensity by a factor ~2 to 0.23 TW/cm2 shows
no significant change in the spectrum. This clearly proves that
the high damping rate is not due to a high temperature. At an
intensity of ~0.12 TW/cm2 (corresponding to a pressure of
~0.12 Mbar) the damping rate is intermediate between the
unshocked and shocked cases. Thus, the results are consistent
with a phase transformation occurring, very roughly, around
0.12 Mbar.
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Figure 97.26
Transmitted intensity from the Ti sample for four different values of laser
intensity (average pressure values from LASNEX are also shown). The
comparison indicates that a phase transformation occurs for laser intensity of
~0.12 TW/cm2, which corresponds to a pressure of ~0.12 Mbar.

Laser-shocked monocrystalline silicon was found1–3 to
compress uniaxially, at least during the ~5-ns time scale of the
diffraction measurement. The question arises as to whether the
fast damping of the Ti EXAFS spectrum could be the result of
such elastic (1-D) compression, where the varied neighbor
distances would lead to beating of the corresponding EXAFS
frequencies. To address this question we calculated the first-
shell Ti EXAFS spectrum under the assumption of 1-D com-
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Figure 97.27
Demonstration that the fast damping of EXAFS from shocked Ti is not due
to a 1-D compression. The calculated 1-D compression in α-Ti (in the
polycrystalline sample) was averaged over all directions of (0002) poles in
space, weighted by the measured pole figure of the Ti sample. The latter was
normalized to the pole figure of an equivalent powdered-Ti sample.

pression for α-Ti. The result is compared in Fig. 97.27 with a
calculated first-shell EXAFS curve for a 3-D compression as
well as with the experimental result (in Ti the contribution of
more-distant shells is relatively small). The assumed 1-D and
3-D compressions (both for T = 900 K) were adjusted to yield
agreement between the measured and calculated EXAFS modu-
lation frequency. In each case the coordinates of a cluster of
atoms around the absorbing atom were adjusted to reflect the
assumed compression. The ratio R0/R is the reduction in
distances in the direction of shock propagation (in the 1-D
case). In the case of 1-D compression, the results depend on the
direction of compression with respect to the atomic planes,
whose orientation is different for each crystallite of the poly-
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crystalline sample. To account for this, we measured the pole
figure of a Ti sample (Fig. 97.27, labeled “foil”), i.e., the
statistical distribution map of the normals (or poles) to the
(0002) basal planes. Since the pole-figure measurement of
this distribution has an instrumental component, we corrected
the result by deconvolving the measured pole figure of a
powdered, i.e., an isotropically distributed, Ti sample (see
Fig. 97.27). The 1-D curve in Fig. 97.27 was obtained by
averaging the EXAFS spectrum of the compressed cluster over
all pole directions in space, weighted by the pole figure
(normalized as explained above). Figure 97.27 shows that 1-D
compression does increase the EXAFS damping rate but not
nearly enough to explain the measurements. We therefore
conclude that the observed high damping rate in shocked Ti is
very likely due to the α-Ti to ω-Ti phase transformation.
Furthermore, the agreement of compression in Ti and V de-
duced from shock-speed and EXAFS measurements indicates
3-D compression, since the latter has been assumed in order to
arrive at a compression value from the EXAFS results.
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Experimental results on the fabrication, packaging, and
testing of very fast metal-semiconductor-metal photodiodes
(MSM-PD’s) made on gallium nitride (GaN) have been previ-
ously reported.1 The devices—with feature sizes ranging from
0.3 µm to 5 µm—were packaged in a circuit that was designed
to easily couple the electrical transients out of the device, thus
making them suitable for practical applications. A temporal
response of 55±5-ps full width at half maximum (FWHM) was
measured in all devices, independent of feature size. External
bias was changed from 1 V to 10 V, and the device area was
decreased by a factor of 4 to reduce the total capacitance,
neither of which had a significant effect on the measured speed.
Only high illumination levels produced a change in the device
response. This change was attributed to space-charge screen-
ing effect. These results led to the conclusion that the device
response was dominated by the packaging and measurement
system. Theoretical calculations2–5 have predicted, however,
that the steady-state peak electron velocity in GaN is around
3 × 107 cm/s, which is higher than that in GaAs. This implies
that the inherent speed in GaN detectors should be sub-
stantially faster than in GaAs devices. Joshi et al.,6 in particu-
lar, using Monte Carlo simulations, studied the dynamic
response of GaN MSM-PD and predicted a FWHM of
3.5 ps for a device with 0.25-µm feature size under low-bias
and low-level illumination.

To explore the inherent device response, a double-pulse
measurement was performed1 by splitting the optical beam
into two parts with an adjustable delay and then recombining
them to excite the device under test. Separable pulses from a
typical device were observed at delays of less than 26 ps,
confirming a much-faster inherent response.

In this article results measured with electro-optic (EO)
sampling are reported.7,8 This technique is connector-free and
has a bandwidth of more than 1 THz, corresponding to a
temporal resolution of 360 fs, providing a much-faster mea-
surement system. To minimize the capacitance effect inherent
to the MSM structure, small devices with active area of 25 ×
25 µm2 were selected. The sampling point, defined by the

Picosecond Response of Ultraviolet Photodiodes on GaN

laser spot, was close to the active device area. A sufficient time
window existed (about 15 ps) before the transient reflections
from the circuit terminals set in, ensuring that the measure-
ment of the intrinsic response could be separated from the
packaging circuit.

The devices were made on GaN wafers (2-µm thickness)
grown on c-plane sapphire and purchased from a commercial
source. The residual impurities produced an electron concen-
tration below 1 × 1016 cm−3. Fabrication was carried out at the
Cornell Nanofabrication Facilities (CNF) using electron-beam
lithography. Metallization used to form Schottky contacts was
either Ni/Au or Ti/Pt. Details of the device fabrication can be
found in Ref. 1.

The device was excited by beams from a femtosecond,
frequency-doubled, Ti:sapphire, mode-locked laser tuned at
λ = 720 nm, with a 76-MHz repetition rate and an average
power of 1 mW. The fundamental beam was used to probe the
photogenerated electrical signal via a movable LiTaO3
electro-optic crystal positioned close to the active area
(Fig. 97.28), which served as a detector of the electrical
transient. The excitation beam was focused down to the active
area without passing through the electro-optic (EO) crystal. To
maximize the EO coupling, the sampling beam was precisely
focused on the edge of the metal pad, where the strongest
electric field is located. The distance between the ends of the
metal pads (1.3 mm in Fig. 97.28) defines the onset of the first
reflection of the electric pulse and was seen in the evanescent
portion of the transient. The dc bias needed to generate the dark
electric field between the fingers was applied via wire bonds.

It should be noted that even though the optical wavelength
of 360 nm was only 5 nm above the energy gap of the GaN film,
the penetration depth was around 370 nm, as determined by
transmission measurement at this wavelength. This is signifi-
cantly shorter than the 2-µm thickness of GaN film and the
1-µm distance of the finger spacing. Therefore, the deep-
carrier effect as observed in a silicon MSM diode9 is negli-
gible here.



PICOSECOND RESPONSE OF ULTRAVIOLET PHOTODIODES ON GAN

26 LLE Review, Volume 97

Figure 97.29 shows the fastest temporal response of the
photodiode with 1-µm finger width and spacing and 25 ×
25-µm2 active area, under 12-V bias. The pulse shape in
Fig. 97.29 is strongly asymmetrical: the 1.4-ps rise time is
limited by the optical pulse width and by the RC time constant
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Figure 97.29
Electrical pulses generated by illumination of 360-nm photons and the bi-
exponential fitting. The finger spacing and width of the diode are both 1 µm.

in the MSM structure and pads. The slower trailing transient,
determined by the carrier transit across the finger gap, can be
fitted with a bi-exponential function with time constants of
2.1 ps and 22 ps. They are attributed to the electron and the
hole components, respectively. It should be pointed out that
while the faster electron part is closely fitted with an exponen-
tial, the slower hole component is masked with reflections
from the ends of the metal pads.

The electron velocity from the ratio of the half-distance
between the electrodes (0.5 µm) to the measured FWHM
(3.5 ps) is estimated to be 1.43±0.1 × 107 cm/s. This result
compares favorably with the value of 1.5 × 107 cm/s mea-
sured10,11 under an electric field of 120 kV/cm in a femto-
second optical time-of-flight experiment that monitors the
change in the electro-absorption associated with the transport
of photogenerated carriers in a GaN p-i-n diode.

The dependence of pulse duration and electron velocity on
the electric field was extracted by changing the bias voltage
from 5 V to 14 V. The inset in Fig. 97.30 shows the measured
FWHM as a function of average electric field, which is calcu-
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Figure 97.30
The experimentally determined electron velocity and measured FWHM
(inset) as a function of average electric field.
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A schematic view of the sample configuration for measuring the electrical
response of the MSM GaN photodiodes.
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Figure 97.31
Impulse response measured from a device with 0.5-µm finger width and
spacing. Both rise time and FWHM are longer than those from a device with
1-µm finger width and spacing as discussed in text.

lated by dividing the bias voltage by 1-µm finger spacing. In
the low-field region, the experimentally determined electron
velocity, shown in Fig. 97.30, increases with bias. Above
100 kV/cm, the electron velocity begins to flatten, reaching a
plateau at 120 kV/cm. If the average of the plateau region is
used, rather than the peak, then the estimated electron velocity
becomes 1.3±0.1 × 107 cm/s. The fact that the peak velocity
measured in our experiment is lower than the calculated
steady-state peak electron velocity for GaN2 may be attributed
to the high defect density in the device and/or the capacitance
effect of MSM structure that are not accounted for by theory.

The high-field results of Fig. 97.30 can be compared with
Monte Carlo simulations.6 For a device with 0.25-µm finger
spacing, the corresponding FWHM is expected to be around
1 ps, based on our measured electron speed. This is substan-
tially faster than the simulated results of 3.5 ps.6 To check
further, a device with 0.5-µm finger spacing was tested. A
typical transient, shown in Fig. 97.31, shows two features
distinct from the 1-µm device: a slower rise time of 3.2 ps and
a broader FWHM of 6.2 ps. This result is at first surprising;
however, it is consistent with an increased capacitance that
dominated the measured response from the smaller device. In
the MSM structure, the device capacitance increases with

smaller finger spacing. For our samples, the capacitances are
calculated12 to be 0.0126 pF and 0.0263 pF for the 1-µm
and 0.5-µm devices, respectively. With a measured package-
circuit impedance of 63 Ω,1 the corresponding RC time con-
stant would increase with increased capacitance and gives a
10%–90% rise time of 3.7 ps for the 0.5-µm device, essentially
accounting for the slower response observed in Fig. 97.31.
Further comparison with theory will then require devices
fabricated with much smaller detection areas.

In summary, EO sampling has been used to test the intrinsic
response of GaN MSM photodiodes. The best performance
measured from devices with 1-µm feature size showed a fast
10%–90% rise time of 1.4 ps and FWHM of 3.5 ps. This result
represents the fastest ultraviolet GaN photodiode reported to
date. The peak velocity of electrons in GaN was determined to
be 1.43 × 107 cm/s, which compares favorably with indepen-
dent photoexcitation experiments.
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Introduction
Nearly two decades ago, theoretical predictions indicated the
possibility of creating omnidirectional photonic-band-gap
materials that would prevent the propagation of certain wave-
lengths of light in all directions, while allowing transmission
of other light wavelengths.1,2 Since that time, there has been a
growing interest in creating these materials experimentally
due to the wide variety of potential applications afforded by the
control of light propagation, including use in optical comput-
ing and telecommunications.3 Researchers have taken two
approaches to construction of photonic-band-gap materials:
(1) lithographic technologies similar to that used in microelec-
tronics manufacture and (2) colloidal self-assembly of spheri-
cal particles. The self-assembly approach is promising due to
its simplicity and low cost.

Under appropriate conditions, spherical colloidal particles
will self-assemble to form a hexagonal close-packed structure
called a “colloidal crystal.” There are regularly spaced air
voids in the interstitial regions between colloidal particles
making up the crystal. Since air has a much lower refractive
index than the particles, the refractive index of the crystal
varies periodically on a length related to the diameter of the
particles making up the crystal. The periodic variation of
refractive index within the colloidal crystal leads to preferen-
tial reflection of certain wavelengths of light. The maximum
reflectance occurs at a wavelength equal to roughly twice the
diameter of the particles making up the crystal. Therefore, the
position of the band gap and thus the color of the crystal may
be adjusted by adjusting the size of the particles making up the
crystal. Colloidal crystals are often referred to as “photonic
crystals” due to the photonic-band-gap properties. They are
also referred to as “artificial opals” due to the similarity with
gemstone opal. Naturally occurring opal is a colloidal crystal
of spherical silica particles. The “opalescence” observed in
gemstone opal is caused by preferential reflection of light
within the photonic band gap.

Colloidal crystals exhibit a “pseudo” photonic band gap;
that is, only a portion of the light in the photonic band gap is

Self-Assembly of Coated Colloidal Particles
for Optical Applications

reflected while some fraction propagates into the crystal. The
rejected fraction of light can be enhanced by increasing the
refractive index contrast between the particles and air voids in
the structure. The photonic band gap is also very sensitive to
the quality of the crystal. A few faults or dislocations in the
crystal structure will greatly diminish the intensity of the
reflected light. It is desirable to have a complete photonic band
gap with 100% of the light in the band gap reflected. Theoreti-
cal predictions have indicated, however, that even with a
perfect colloidal crystal, a full band gap may not be attained, no
matter how high the refractive index contrast.4 Since a simple
colloidal crystal is unable to form a complete band gap,
researchers have focused on creating more complex structures
to attempt to create a complete photonic band gap. One
approach is to form binary colloidal crystals made up of two
different-sized particles.5 Another approach is to use the col-
loidal crystal as a template for creating an “inverse opal”
structure in which the air voids within a colloidal crystal are
filled and then the colloidal particles are removed, leaving
spherical hexagonally close packed holes in a solid matrix.6

The inverse opal structure has been shown to yield a complete
photonic band gap.3 Yet another approach is to form colloidal
crystals from core-shell structured particles.7 Theoretical pre-
dictions indicate that colloidal crystals of some types of core-
shell particles should exhibit a full photonic band gap.8

In the present study, core-shell structured particles were
formed using electrostatic layer-by-layer self-assembly as
depicted in Fig. 97.32. In the layer-by-layer technique, coat-
ings of polyelectrolytes with alternating charges are deposited
onto colloidal particles through electrostatic attraction.9 In
addition to polyelectrolytes, other charged species may be
deposited during the coating process, including proteins and
luminescent nanoparticles.10 The thickness of the poly-
electrolyte shell surrounding the particle may be adjusted by
the number of layers deposited. Each layer deposited is typi-
cally of the order of 1 nm thick. Layer-by-layer self-assembly
is a simple, versatile technique for controlling size and compo-
sition of colloidal particles with nanometer-scale precision.
Typically, only a small fraction of the ionic groups in the
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polyelectrolytes are neutralized during deposition. After coat-
ing, therefore, ionic species such as organic dyes or fluorophores
may be immobilized in the shell via ion exchange with the
polyelectrolyte counterions. By introducing luminescent or
high-refractive-index species in the shell surrounding the
particles, the technique offers potential as a simple route for
creating optically modified particles that may be used to create
photonic crystals with enhanced properties.

A variety of techniques may be employed to crystallize
electrostatically charged colloidal particles. The simplest tech-
nique is simple evaporation of a few drops of an aqueous
colloid on a clean, flat surface. If the surface has the same
electrostatic charge as the suspended particles, opalescent
colloidal crystals will form as the water evaporates. At room
temperature, complete drying occurs in a few hours. Crystals
are generally deposited on the outer fringes of where the
droplets were placed on the surface, similar to “coffee ring”
formation. While simple evaporation provides a relatively
rapid route to crystallization, crystal quality is usually poor
with small domain sizes. Also, it is not possible to control
crystal area and thickness to obtain a uniform crystalline film
over a large area of the surface.

If the liquid interface is moved across the surface at a
constant velocity while evaporating, a colloidal crystal can be
deposited as a uniform thin film. Colvin et al.11 demonstrated
that a uniform crystalline film can be deposited as a liquid
interface moves down a solid surface, referred to as “vertical
deposition.” The technique involves placing a clean glass slide
oriented perpendicular to the liquid surface of the colloidal
suspension so that the glass is partially submerged. As the
solvent evaporates, a crystalline deposit forms where the

meniscus meets the slide surface. A thin crystal film forms
over a large area of the slide surface as the meniscus slowly
moves downward due to solvent evaporation. Vertical deposi-
tion was first reported for colloidal silica suspended in ethanol
and is effective because of the relatively rapid rate of evap-
oration of ethanol. For aqueous colloids, vertical deposition is
also effective, but the lower rate of evaporation makes the time
required prohibitively long. Fujishima et al.12 recently
modified the vertical deposition technique by slowly lifting
the glass slide from the colloidal suspension, as shown in
Fig. 97.33. By lifting, aqueous colloids can be crystallized
more rapidly than in the case where the meniscus moves
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Figure 97.32
Layer-by-layer electrostatic self-assembly technique for
coating colloidal particles with polyelectrolytes. The tech-
nique may also be employed to coat particles with a
variety of electrostatically charged species including
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species may be immobilized through ion exchange with
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Vertical deposition technique for colloidal crystallization.
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downward by solvent evaporation. In addition, the thickness of
the crystal may be adjusted by varying the lifting velocity, with
thinner crystals forming with higher lifting velocity. Fujishima’s
technique was used in the present study to crystallize core-
shell structured particles.

Experimental
Monodisperse-sized polystyrene particles (640 and 270 nm

in diameter) were purchased from Microparticles GmbH
Berlin, Germany. Poly(sodium 4-styrene sulfonate) (PSS,
MW = 70,000 g/mol), poly(allylamine hydrochloride) (PAH,
MW = 15,000 g/mol), sodium chloride (NaCl, 99%), hydrogen
peroxide (30% aqueous solution), and ammonium hydroxide
(28% aqueous solution) were purchased from Sigma-Aldrich
and used as received. Glass microscope slides (Fisher Scien-
tific) were cleaned prior to use by heating at 70°C for 15 min
in a solution of hydrogen peroxide, ammonium hydroxide, and
deionized water in a ratio of 1:1:5, respectively, by volume.
After cleaning, microscope slides were stored under deionized
water until used. Particles were crystallized through vertical
deposition from an ~1-wt% colloidal suspension by lifting a
clean glass slide at a velocity of 0.15 µm/s.

Findings
1. Crystallization of Uncoated Colloidal Particles

Vertical deposition of 270-nm-diam polystyrene particles
produced the crystals shown in Fig. 97.34. Figure 97.34(a) is
a high-magnification image (1-µm bar) showing hexagonal
packing and long-range order of the crystal on the surface. The
crystal quality is very good, although there are some faults and

Figure 97.34
Crystals of uncoated polystyrene colloids (270-nm diam) formed through vertical deposition. (a) A high-magnification image (1-µm bar) shows the hexagonal
packing and long-range order of the crystal. (b) A low-magnification view (10-µm bar) of the same sample shows drying cracks in the crystalline film.
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dislocations in the structure. In addition, there are periodically
cracks in the crystal due to contraction of the crystal upon
drying. Figure 97.34(b) is a low-magnification image (10-µm
bar) of the same sample showing drying cracks in the crystal-
line film. It was not possible to eliminate drying cracks in the
sample. Overall, however, vertical deposition produces the
highest-quality crystals of the techniques investigated. A crys-
talline film covering a 1-cm2 area can be formed rapidly (in
approximately 12 h), and several crystals can be formed in
parallel. In addition, the optical properties of the crystals can
be studied using standard reflectance or transmission spectros-
copy since the crystals form in a thin film on a microscope
slide. Vertical deposition with controlled lifting was used
exclusively for crystallization of coated colloidal particles
because of the numerous advantages of the technique over the
others that were studied.

2. Crystallization of Coated Colloidal Particles
Initial coating experiments were conducted using 640-nm-

diam polystyrene colloids that had sulfate groups on their
surface. These negatively charged particles were coated with
alternating PAH/PSS layers using an established procedure
from the literature.7 The coating procedure has been optimized
for particles near 640 nm in diameter. Briefly, each polyelec-
trolyte layer was deposited from an aqueous solution contain-
ing 1 mg/mL of polyelectrolyte and 0.25 M of NaCl. The high
salt concentration has been shown to produce thicker polyelec-
trolyte layers by screening electrostatic repulsion in the poly-
electrolyte chain to allow a more-coiled polymer conformation.
After each coating step, the particles were washed three times
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with pure deionized water using repeated centrifugation/
redispersion steps prior to coating the next layer. Particles
coated in this manner had minimal aggregation and could be
crystallized rapidly by placing a few drops of an ~1-wt%
suspension onto a clean glass slide and allowing it to evaporate
as reported by Liang.7 While crystal formation is rapid, the
crystal area is small and difficult to control, as discussed above.
We focused on vertical deposition to create high-quality crys-
tals from coated colloids over a large surface area.

The position of the photonic band gap is at a wavelength
equal to roughly twice the diameter of the particles making up
the crystal, which, for 640-nm-diam particles, places the band
gap in the near-infrared region. Our interest is in creating
photonic crystals with band gaps in the visible-light wave-
length range (~400 to 700 nm). Therefore, we began investi-
gating methods to coat and crystallize smaller 270-nm-diam
particles. An initial attempt at coating these smaller particles
was made using the same coating procedure that had been
effective for 640-nm-diam particles. It was found, however,
that gross aggregation of the particles occurred after the first
layer was deposited. The particles were very difficult to
redisperse after centrifugation. Aggregation could be mini-
mized by placing the particles into an ultrasonic cleaning bath
to disperse. Once dispersed, the particles were centrifuged
slowly for several minutes to sediment aggregated particles.
The aggregated particles were redispersed by the ultrasonic
cleaning bath. This sedimentation/redispersion process was
repeated several times to minimize aggregation of particles;
however, aggregation could not be completely eliminated.

In the first attempts to crystallize the coated 270-nm par-
ticles via vertical deposition, nothing was deposited onto the
glass surface because of slow flocculation of the particles. It
was postulated that some rearrangement of the polyelectrolyte
multilayers was occurring and leading to flocculation. If the
polyelectrolytes rearrange so that portions of the oppositely
charged layer beneath the outermost layer are exposed, this
will lead to patches of both positive and negative electrostatic
charge on the particle surface. Flocculation will then occur via
electrostatic attraction between particles. To maintain electro-
static repulsion, the coated particles were kept in a dilute
solution (0.1 mg/mL) of polyelectrolyte with the same charge
as the outermost layer on the particle surface. If any oppositely
charged patch is exposed, the free polyelectrolyte in solution
around the particles can adsorb to cover it more rapidly than a
charged particle will attach via flocculation. The stability of
the particles was greatly enhanced by the small excess poly-
electrolyte. In pure water, the 270-nm-diam polyelectrolyte-

coated polystyrene particles flocculated and sedimented in less
than one day. In 0.1-mg/mL polelectrolyte solution, there was
no visible flocculation of the particles even after two weeks.

The PAH/PSS-coated, 270-nm polystyrene particles were
crystallized via vertical deposition from an ~1-wt% aqueous
suspension (containing 0.1 mg/mL of PSS for maintaining
colloidal stability). Figure 97.35 shows scanning-electron-
microscopy images of the crystalline deposit. Figure 97.35(a)
is the deposit formed by particles coated with two polyelectro-
lyte layers. By comparison with crystals of uncoated particles
(Fig. 97.34), it can be seen that the coated particles produce a
much-lower-quality crystal. Hexagonal packing is present, but
there are many areas where the crystal structure is disrupted.
Figure 97.35(b) shows the deposit formed from particles
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Figure 97.35
Crystals of 270-nm-diam polystyrene particles coated using the “standard”
coating procedure with 0.25-M NaCl concentration. (a) Particles coated with
two polyelectrolyte layers (1-µm bar). Some hexagonal packing is observed,
but crystal quality is poor. (b) Particles coated with four alternating polyelec-
trolyte layers (10-µm bar). Crystallization is completely disrupted due to
aggregation of the particles during the coating process.
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coated with four alternating PAH/PSS layers. After four coat-
ing layers, the crystal structure is completely disrupted. The
coating process introduces aggregation of the particles, and
aggregation increases after each layer is coated. The procedure
developed for coating 640-nm particles is clearly not as effec-
tive for coating the smaller 270-nm particles.

A greatly improved coating procedure was developed fol-
lowing modifications suggested recently by Gittins.13 In
Gittins’ study, gold nanoparticles as small as 11-nm diameter
were coated with polyelectrolyte layers without inducing par-
ticle aggregation. It was reported that much-lower salt concen-
tration (1 mM) was required to prevent aggregation of the
particles. It is well known that salt reduces electrical double-
layer repulsion between particles. By lowering the salt concen-
tration, electrostatic repulsion could be maintained while
coating the particles. The same approach was applied for
coating 270-nm polystyrene colloids. The particles were
coated with alternating layers of PAH and PSS using solutions
containing 1 mg/mL of polyelectrolyte and 1 mM of NaCl
(instead of 0.25 M of NaCl). With the lower salt concentration,
the aggregation of particles was greatly reduced. Upon cen-
trifugation of the coated particles, the sediment appeared
opalescent, indicating crystal formation. The crystal formation
in the sediment also suggested there was very little particle
aggregation and strong electrostatic repulsion was being
maintained throughout the coating process.

To test if the new procedure was coating the particles as
expected, the zeta potential was measured after each layer was
deposited. Figure 97.36 shows the zeta potential results. The
zeta potential is related to the surface charge of the particles.
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Zeta potential of 270-nm-diam polystyrene particles as a function of layer number
during layer-by-layer deposition of PAH/PSS with improved coating procedure.
The polyelectrolytes were deposited from a 1-mg/mL solution containing 1 mM of
NaCl. Layer 1 is PAH (positive), layer 2 is PSS (negative), and additional layers are
deposited with an alternating polyelectrolyte charge. The alternating sign of the
zeta potential implies that the polyelectrolytes are adsorbing onto the particles via
electrostatic attraction.

The sign of the zeta potential alternates from positive to
negative as expected when the alternating polyelectrolyte
layers are deposited. The high magnitude of the zeta potential
(>40 mV for every layer) indicates that good colloidal stability
is maintained. Unfortunately, we could not measure the growth
of the polyelectrolyte layers using single-particle light scatter-
ing because the particles are too small for accurate measure-
ment. We can infer, however, that the polyelectrolytes are
being deposited from the zeta potential measurements.

The particles coated using the improved procedure were
crystallized through vertical deposition from an ~1-wt% aque-
ous colloidal suspension (containing 0.1 mg/mL of PSS).
Figure 97.37 shows the crystalline deposit formed by parti-
cles coated with two polyelectrolyte layers. The image shown
in Fig. 97.37(a) depicts a broken section of the crystalline
film, showing that it is approximately ten particle layers thick.
The image shown in Fig. 97.37(b) depicts the hexagonal
packing and long-range order of the crystal. There are numer-
ous drying cracks present, but overall crystal quality is very
good. The quality of the crystals formed from the two-layer–
coated, 270-nm particles is very nearly the same as that for the
uncoated particles (shown in Fig. 97.34).

Figures 97.38(a) and 97.38(b) show crystals of particles
coated with four and six alternating polyelectrolyte layers,
respectively. The particles coated with four polyelectrolyte
layers produce very good crystals. There are drying cracks
where the crystal has contracted, but the overall packing of the
crystal is good. There are some areas where the crystal structure
is disrupted. Particles coated with six polyelectrolyte layers
produce noticeably poorer-quality crystals [Fig. 97.38(b)].
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Figure 97.37
Crystals of 270-nm-diam polystyrene particles coated with two polyelectrolyte layers using the improved coating procedure. (a) Image of a broken section
of the film showing the crystal thickness (1-µm bar). (b) Surface of the crystal showing the long-range-hexagonal, close-packed structure with drying cracks
visible (1-µm bar).
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Figure 97.38
Crystals of 270-nm-diam polystyrene particles coated with (a) four alternating PAH/PSS layers (1-µm bar) and (b) six alternating PAH/PSS layers (1-µm bar).
As the number of polyelectrolyte layers increases, the crystal quality decreases. In image (b), regions of randomly aggregated particles are visible.
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There are regions where the particles are randomly oriented,
probably due to aggregation during the coating process. Since
the crystal quality degrades as a function of number of layers
coated, it can be inferred that some small amount of particle
aggregation occurs during the coating process. Each layer
applied leads to additional aggregation and further reduction
in crystal quality.

The photonic band gap of the crystals was probed with
reflectance spectroscopy as shown in Fig. 97.39. The peak
reflectance located near 575 nm is due to the photonic band
gap. The band gap causes the crystals to appear green in color.
The most-prominent feature of the reflectance spectra of the
samples is the decrease in band-gap intensity with an increas-
ing number of polyelectrolyte layers coating the particles. The
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intensity decreases and the width of the band gap increases due
to poorer crystal quality. The optical data in Fig. 97.39 confirm
the observation in Figs. 97.37 and 97.38 that crystal quality
decreases with an increasing number of polyelectrolyte layers.
Even with the improved coating technique, a small amount of
particle aggregation occurs during each coating. Particles
coated with two polyelectrolyte layers produce crystals nearly
as high in quality as the uncoated particles. High-quality
crystals are obtainable with up to four polyelectrolyte coatings,
but poorer quality is produced with six-layer–coated particles.
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Figure 97.39
Reflectance spectra of colloidal crystals in Figs. 97.34, 97.37, and 97.38
taken at a 6° angle. The crystals have a pseudophotonic band-gap reflectance
peak located at ~575 nm, which visually gives them a green appearance. The
peak height and sharpness decrease with an increasing number of polyelec-
trolyte layers coating the particles because of poorer crystal quality. The
decrease in crystal quality is most likely due to a small amount of particle
aggregation in each coating step.

It is notable that the band gap does not significantly shift
position when coated. Since the position of the band gap is
related to the particle diameter, one would expect a shift to
longer wavelengths as the particle diameter becomes larger
due to deposition of polyelectrolytes. The band gap of the
sample coated with two layers is actually slightly shifted to
shorter wavelengths. It is unclear at this point why the blue
shift occurs. The band gap is slightly shifted to longer wave-
lengths for the crystals formed with particles coated with four
layers. Further coating broadens and weakens the peak so that

the shift is not discernible. It is known that salt increases the
thickness of the polyelectrolyte layers during deposition. Since
our improved coating process uses less salt, we expect the
thickness to be small; unfortunately, we were unable to actu-
ally measure the layer thickness. The small layer thickness
would cause the band gap to shift only slightly. Coupled with
a blue shift, the net effect is that the band gap stays in nearly the
same position. Further work is needed to fully understand the
optical properties.

Conclusions and Future Directions
We have demonstrated that high-quality crystals of poly-

electrolyte-coated particles may be formed by vertical deposi-
tion. The colloidal crystals display preferential reflection of
light due to the pseudo band gap of the crystal. The crystal qual-
ity degrades with the number of polyelectrolyte layers coated
on the particles. It is postulated that there is slight particle
aggregation during the coating process that disrupts crystalli-
zation. The crystal degradation is apparent from the reduction
in the maximum intensity of reflected light. Particles coated
with two polyelectrolyte layers have a maximum intensity of
reflectance nearly the same as the uncoated particles. The
reflectance intensity decreases for particles coated with four
layers, and there is almost no reflectance for particles coated
with six layers. Further work is needed to completely eliminate
particle aggregation during the particle-coating process.

The polyelectrolyte-coated particles offer intriguing possi-
bilities for controlling and enhancing the optical properties of
the colloidal crystals. The polyelectrolyte shells surrounding
the particles have a high number of free ionic groups. A variety
of optically active species may be immobilized in the shell
through ion exchange. For example, ionic fluorophores may be
immobilized in the polyelectrolyte shell by simply dispersing
the particles in an aqueous solution of the dye.14 In addition,
optically active species, including fluorescent quantum dots,
may be introduced into the shells during the coating pro-
cess.15,16 It should be possible to enhance the band gap by
choosing a dye that adsorbs near the band-gap maxima. In
addition, it should be possible to choose luminescent com-
pounds that emit light at a wavelength near the photonic-band-
gap maxima. It has been shown recently that lasing from
colloidal crystals is possible when a dye that emits in the band-
gap wavelength is incorporated into the structure.17
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Fiber laser and amplifier development in the wavelength
region near 1 µm has experienced significant progress owing
to the exceptional efficiency and gain bandwidth of ytterbium-
doped fibers.1–5 In fact, both ytterbium fiber lasers and ampli-
fiers are becoming more attractive than their bulk counterparts
due to their confined spatial mode, impressive bandwidth,
good pump absorption, ease of alignment, and inherent com-
patibility with optical fiber. To date, however, experimental
efforts regarding ytterbium fiber lasers have been directed only
toward fundamental mode-locking, which typically limits pulse
repetition rates below 100 MHz.1–5

This article focuses on another important parameter of
mode-locked lasers that has thus far attracted little attention in
this wavelength regime—high repetition rate. High-repeti-
tion-rate ytterbium fiber lasers would be a useful source of
ultrafast picket-fence pulse trains that have been proposed to
improve the performance of fusion laser systems.6 In this
scheme, shaped nanosecond pulses are replaced by a train of
ultrafast “picket” pulses that deliver the same average power

A Tunable, High-Repetition-Rate, Harmonically Mode-Locked,
Ytterbium Fiber Laser

while increasing the third-harmonic conversion efficiency. A
high-repetition-rate and broadly tunable source would also be
useful for synchronously pumping multi-GHz optical para-
metric oscillators.7

The laser considered in this research uses a 976-nm
pumped linear cavity, shown in Fig. 97.40, similar to that
reported by Lefort et al. in 2002.2 A bulk phase modulator8

actively FM mode-locks the laser, enabling synchronization to
an external reference frequency. Velocity matching between
the optical and microwave fields in the modulator’s LiNbO3
crystal, in conjunction with a resonant design, offers efficient
phase modulation at the device’s resonance frequency
≈10.3 GHz. A synthesized microwave signal generator (HP
model 83732B) amplified by a traveling-wave tube amplifier
(Hughes model 8010H) provides up to 10 W of microwave
power to the modulator. To reduce intracavity loss, the crystal
facets were antireflection coated, resulting in an insertion loss
of <1% at 1053 nm.

HR1

Yb3+-doped fiber WDM coupler

E12764

976-nm pump

Port 2

l/4

Port 3

PBS1

l/2

PBS2

Port 1

FM
modulator

Grating pair

HR2

Figure 97.40
Laser cavity configuration: HR, high-reflectivity mirrors; PBS, polarizing beam splitters; WDM, 976/1050-nm wavelength division multiplexer. The double-
sided arrows and the dots surrounded by circles represent the horizontal and vertical polarizations, respectively.
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Figure 97.41
Mode-locked optical pulse spectrum and its associated sech2 fit. The inset
contains superimposed mode-locked spectra illustrating the 1025- to
1080-nm tuning range.

The laser delivers output to three different ports, as shown
in Fig. 97.40. The combination of a half-wave plate (λ/2) and
a polarizing beam splitter not only provides variable output
coupling, yielding up to 38 mW from port 1 and up to 6.5 mW
from port 2, but also selects the optimum polarization for the
FM modulator and grating pair. Depolarization in the fiber
section of the cavity results in 2.5 mW of leakage from port 3.

The mode-locking threshold was measured to be as low as
30 mW, but the pump laser was operated at a power of 150 mW
in an effort to maximize the output power and facilitate auto-
correlation measurements. All of the results presented in this
article were obtained using this pump power and the output
from port 1, where the laser had a slope efficiency of 32% (if
we consider all three ports the slope efficiency is 40%). The
cavity also incorporates a grating pair, which compensates the
normal dispersion introduced by 1 m of ytterbium-doped fiber
and 1.2 m of fiber associated with the 976/1050 WDM coupler.

A typical mode-locked pulse spectrum, measured with an
optical spectrum analyzer (Ando model AQ6315A), reveals a
bandwidth of 0.9 nm, as seen in Fig. 97.41. This spectrum is
best fit by a sech2 function shown by the dashed curve.
Considering this to be the spectral shape, a 0.9-nm bandwidth
(FWHM) implies a 1.3-ps (FWHM) transform-limited sech
pulse. According to the simple FM mode-locking theory, an
FM modulator in a purely linear dispersionless cavity should

produce chirped Gaussian output pulses with Gaussian spec-
tra.9 In light of this, our spectral measurements suggest that
cavity dispersion and fiber nonlinearity play a role in shaping
the laser pulses.

An interferometric autocorrelator employing two-photon
absorption (TPA) in the photocathode of a photomultiplier
tube was used to perform autocorrelation measurements
(Fig. 97.42).10 This sensitive diagnostic was required to mea-
sure the �4-pJ pulses resulting from the extremely high repeti-
tion rate. The autocorrelation trace was also best fit by the TPA
response to a sech pulse, indicating a pulse width of 2 ps
(FWHM).11 Comparing the fit with the 1.3-ps pulse expected
for a transform-limited field, the output pulses are found to be
broadened by a factor of ≈1.5 due to chirp and resulting in a
time-bandwidth product of 0.49.
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Figure 97.42
Autocorrelation results. The fit shown in this figure was obtained by using
the two-photon absorption response to a 2-ps hyperbolic-secant pulse.

Mode-locked operation was achieved with central wave-
lengths ranging from 1022 nm to 1080 nm by inserting a razor
blade in front of HR2 (not depicted in Fig. 97.40) and adjusting
its position. The central wavelength also depended on the
driving modulation frequency, the cavity length, and the angu-
lar position of mirror HR2. The effect of tuning on the pulse
spectrum is shown in the inset of Fig. 97.41, where several
different spectra in the tuning range of 1022 to 1080 nm have
been superimposed on one another. The spectral shape varies
little over the tuning range, although the spectral width in-
creases as the center wavelength is decreased.
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Side-mode suppression and timing jitter are two common
figures of merit used to evaluate the quality of a mode-locked
pulse train. These quantities are derived from the pulse-train
power spectrum shown in Fig. 97.43 and obtained using a
25-GHz photodetector with a nominally flat frequency re-
sponse (New Focus model 1414) and a 26.5-GHz microwave
spectrum analyzer (Agilent model E4407B). As expected, the
microwave spectrum shown in the inset of Fig. 97.43 is
composed of peaks at the 10.31455-GHz driving frequency,
its harmonics, and much weaker structures spaced by the
36.8-MHz fundamental repetition rate of the laser cavity (not
visible in the figure), which are due to supermode noise.12 A
side-mode suppression of greater than 72 dB was measured
with respect to the largest of these side modes. Dividing the
laser�s mode-locked repetition rate by its fundamental repeti-
tion rate reveals that there are 280 pulses simultaneously
circulating in this cavity.

Since Fig. 97.43 shows that each peak is δ-function-like,
having a FWHM narrower than the minimum resolution (1 Hz)
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Figure 97.43
The microwave spectrum of the laser versus detuning from the
10.31455-GHz modulation frequency. The figure reveals that the signal at
the modulation frequency is located 80 dBs above the noise floor. The inset
shows the signal at 0 Hz, the ≈ 10.3-GHz repetition rate, and the first har-
monic located at ≈ 20.6 GHz. Note that the strength of the noise floor has
increased (in the inset) due to the reduced resolution of the spectrum analyzer
over the broad frequency range used.

of the spectrum analyzer, the timing jitter and pulse energy
fluctuations of the output pulse train were characterized. An
upper bound on rms timing jitter is related to the integrated
spectral power over the offset frequency range fl�fh according
to13

σ
π

= ( )∫[ ]1

2
2

1

1 2

f
L f df

m
f
fh ,

where σ is the rms timing jitter, fm is the repetition frequency
of the mth harmonic around which this measurement is made,
and L( f)  is the single-sided phase-noise spectral density de-
tuned from fm. Integration of the ~20-GHz peak over an offset
range from 10 Hz to 12 kHz yields an upper bound on rms
timing jitter of 370 fs, which is only slightly larger than the
283-fs jitter measured for the microwave signal generator
using the same range. Above 12 kHz, L(f) was dominated by
the ≈ −81-dBc electronic noise floor (seen in Fig. 97.43 at the
20-kHz detuning) of the detector/spectrum analyzer combina-
tion, prohibiting an accurate jitter quantization over the typi-
cally quoted range (10 Hz to 10 MHz). The rms-energy fluc-
tuations were quantified13 over the 10-Hz to 10-MHz range,
indicating an rms fluctuation of 16.9 fJ, which corresponds to
an energy fluctuation of 0.85% for the 2-pJ pulses.

In conclusion, a tunable, high-repetition-rate, mode-locked,
ytterbium fiber laser has been demonstrated. The hyperbolic-
secant pulse spectrum indicates that the chirp introduced by the
FM modulator is interacting with the cavity dispersion and
fiber nonlinearity to play a role in shaping the laser pulses. The
pulse-train timing jitter was found to be primarily due to the
electronics and could be reduced by using a cleaner signal
generator for jitter-sensitive applications. Finally, this laser�s
output pulse train consisting of linearly polarized, 2-ps chirped
pulses could produce up to 38 mW of average power, making
it suitable for many future applications.
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Introduction
Glass-ceramics are attractive structural materials due to their
good mechanical properties, chemical stability at higher tem-
peratures, and tailored microstructures via appropriate heat
treatments. In the cold working of glass-ceramics, several
options are available: loose-abrasive grinding (lapping, at
fixed nominal pressure) or deterministic microgrinding (at
fixed nominal infeed, with bound-abrasive tools), both of
which primarily remove material by microcracking. These
manufacturing operations are usually followed by polishing
to remove the residual stresses or damage left from the grind-
ing operations.

The goal of the work described in this article is twofold: to
determine which properties of glass-ceramics are responsible
for material removal and the quality of the resulting surface
(roughness, residual stresses induced by grinding), and to com-
pare loose-abrasive grinding with deterministic microgrinding.

Measurements
Five novel glass-ceramic materials (labeled GC1-GC5)

were provided by Corning, Inc. The surface roughness of the
as-received samples was in the range of 4 to 8 µm (peak-
to-valley).

1. Elastic Properties and Microindentation Measurements
Longitudinal and shear wave speeds were first measured

and then converted to Young’s and shear moduli. Young’s
modulus was also independently measured from the load-
displacement curve in 4-pt bending tests. Modulus of rupture
was measured in 4-pt bend tests for as-received samples, as
well as for samples in which controlled flaws were introduced
on the tension side by Vickers indentation. Knoop hardness
was measured at loads of 50 to 200 gf. Vickers hardness was
measured at loads from 10 to 1000 gf. Between five to ten
indents at each load were performed (15-s dwell time). All
materials were measured in air.

For the fracture toughness measurements, the length c of
the cracks emanating from the Vickers indentation corners

Deterministic Microgrinding, Lapping,
and Polishing of Glass-Ceramics

was measured optically. We used indentation1—the approach
of Evans2—to extract the fracture toughness Kc from the
measured indentation crack size. In our glass-ceramics tests,
the range of indentation crack size to indent diagonal c/(D/2)
was from 2 to 3 and thus covered by the Evans approach.
Ponton and Rawlings3,4 published an exhaustive analysis
comparing the prediction of the fracture toughness by many
different indentation models to the fracture toughness mea-
sured by bulk methods. They examined many ceramics
(zirconias and aluminas), as well as many glass-ceramics,
concluding that several models gave good agreement between
the bulk and indentation fracture toughness measurements.
The Evans model2 was one such model. Our work on the
fracture toughness of optical glasses5 also has shown that the
Evans model provides a good prediction of fracture toughness.

2. Chemical Susceptibility Measurements
The alkali resistance of the glass-ceramics was tested by

immersing two test pieces in a boiling aqueous solution of
equal parts Na2CO3 and NaOH for 3 h. The resulting mass
loss, measured in an analytical balance, indicates the mater-
ial’s chemical susceptibility or alkali resistance. Table 97.II
summarizes the measured micromechanical and chemical prop-
erties of the glass-ceramic materials.

3. Deterministic Microgrinding Measurements
Deterministic microgrinding is a fixed-infeed-rate material

removal process utilizing computer-numerically-controlled
(CNC) machining platforms. We sequentially used three thin-
walled diamond-bound-abrasive (metal bond 75N, medium
hardness) cup wheel tools on the Opticam SX CNC machining
platform.6 The tools were dressed before grinding each new
type of material. To examine the effect of abrasive size in
deterministic microgrinding, we used the three tools on glass-
ceramics samples in the form of thin disks (aspect ratio about
30/1): first, a rough tool (average abrasive size of 70 µm) at an
infeed rate of 100 µm/min, then a medium tool (abrasive size
10 to 20 µm) at an infeed rate of 50 µm/min, and finally a fine
tool (abrasive size 2 to 4 µm) at an infeed rate of 10 µm/min.
The tool rotation rate was 5000 rpm, and the work rotation rate
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was 150 rpm. The tool rotation rate and diameter correspond to
a surface speed of about 14.1 m/s. Three to five samples were
tested at each setting. Following grinding with each tool, the
surface roughness was measured with a white-light interfer-
ometer (Model NewView 1000, Zygo Corp., Middlefield, CT)
and so was the power (sag), induced by the grinding process.

4. Loose-Abrasive Lapping and Polishing
Removal Rate Measurements
Lapping and polishing experiments used thin glass-

ceramic disks of approximately 2.2-mm thickness and
62-mm diameter. The as-received saw-cut specimens were
first lapped on a Strasbaugh platform with 22-µm alumina
abrasives (cast-iron plate and aqueous slurry), then with 7-µm
alumina abrasives (same slurry composition), and finally pol-
ished with 1-µm alumina abrasives (aqueous slurry, new poly-
urethane lap used for each material). The initial condition for
each process was the final surface from the previous step. In the

lapping and polishing experiments, the pressure was main-
tained at 10 to 14 kPa and the relative speed at 1.22 m/s. Surface
roughness was measured at the center and near the edge of the
circular surfaces.

5. Grinding-Induced Surface Residual Stress Measurements
Surface residual stresses induced by the lapping process

(see the previous section), i.e., the Twyman effect for glass-
ceramics, were measured on flat disks of samples (aspect ratio
of about 30/1) whose two sides (S1 and S2) were first polished
to approximately one-wave flatness. Subsequently, one sur-
face (surface S1) was lapped by 22-µm Al2O3 abrasives for
about 2 to 3 min, then by 7-µm Al2O3 abrasives for about
30 min, and finally polished by 1-µm Al2O3 abrasives for
about 20 to 45 min. The slurry and processing conditions were
as described in the previous section. During this process, the
other surface (S2) remained polished, and its power (sag) was
measured with the white-light interferometer.

Table 97.II:  Summary of the measurements of the mechanical and chemical properties of glass-ceramics.

GC1 GC2 GC3 GC4 GC5

Thermoelastic properties

Density ρ (kg m–3) 3.18 2.93 2.98 2.99 2.98

Thermal expansion coefficient α (10–6 °C–1) 8.6 6.02 – – 4.21

Young’s modulus E (GPa), ±5% 130 130 123 138 113

Shear modulus G (GPa), ±5% 52.2 53.4 48.9 56.8 46.0

Poisson ratio ν 0.242 0.219 0.255 0.217 0.229

Modulus of rupture (MPa), ±10%

As-received 178 162 145 159 124

With Vickers flaw @ P = 1 kgf 138 120 80 118 76

Microindentation hardness

Knoop hardness @ 0.2 kgf (GPa), ±5% 9.3 10.0 9.4 9.9 8.7

Vickers hardness @1 kgf (GPa), ±10% 9.5 9.4 9.3 10.0 8.2

Microindentation cracking

Crack size 2c (µm) @ 500 gf 83.6 70.6 81.7 73.0 80.8

Indent. fracture toughness Kc

MPa m( ) ±, %10 1.41 1.75 1.53 1.63 1.55

Chemical susceptibility (alkali attack)

Mass loss per unit area (mg/cm2) 162±20 43±12 41.3±3.3 33±2.3 114±0.3
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Results
For the deterministic microgrinding experiments (fixed

infeed rate), Fig. 97.44 shows the correlation of surface rough-
ness and chemical susceptibility (alkali resistance). The results
generally indicate that materials with higher chemical suscep-
tibility also lead to higher surface roughness. Figure 97.45
shows the correlation of surface microroughness with abrasive
size, indicating that, for a given material, finer abrasives lead
to lower surface roughness. Figure 97.46 shows the depen-
dence of the grinding-induced surface residual force per unit
length on the Vickers indentation crack size.

For the loose-abrasive lapping experiments, Fig. 97.47
shows the dependence of the material removal rate on the ma-
terial figure of merit E5/4/[Kc Hv], Fig. 97.48 the dependence
of surface microroughness on hardness, and Fig. 97.49 the
dependence of surface roughness on chemical susceptibility.

For the polishing experiments, Fig. 97.50 shows the
dependence of the polishing rate on Vickers hardness and
Fig. 97.51 the polishing rate versus the material figure of merit
E5/4/[Kc Hv]. Figure 97.52 shows the dependence of the
lapping-induced surface-grinding force on microindentation
crack size.

Figure 97.44
Dependence of surface roughness induced by deterministic microgrinding on
chemical susceptibility, as measured by the mass loss under alkali attack.

Figure 97.45
Dependence of surface microroughness on abrasive size in deterministic
microgrinding.

Figure 97.46
Dependence of grinding-induced force P0 on indentation crack size (at 1 kgf).
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Figure 97.48
Dependence of surface roughness induced by lapping with 22 µm Al2O3 on
material hardness.

Figure 97.49
Dependence on chemical susceptibility of surface roughness (measured in
center of the plate) induced by lapping with 22-µm Al2O3 abrasives.

Figure 97.50
Dependence of polishing rate on Vickers hardness (at 1 kgf).
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Discussion
Some of our results are as intuitively expected. For ex-

ample, Figs. 97.44 and 97.49 indicate that higher chemical
susceptibility leads to higher surface roughness, both under
deterministic microgrinding and under loose-abrasive lap-
ping. Similarly, Fig. 97.45 indicates that larger abrasives lead
to higher surface roughness. However, the dependence of
grinding-induced surface residual force on abrasive size is not
entirely obvious.

It is well known that grinding of brittle surfaces with loose
or bound abrasives induces a state of residual compression on
the ground surface. This phenomenon is often referred to as
the Twyman effect.7 The measured power (sag) of the surface
is an indication of the extent of the residual force per unit of
length along the edge of the ground surface. In the Twyman
effect, a thin brittle disk is ground on one side, without altering
the other side. As a result of grinding, the ground side is in a
state of compressive stress and becomes convex, whereas the
other side (on which the power is measured) is concave. The
measured power ∆h (sag of the thin plate) was converted to an
equivalent force P0 per unit length along the circumference of
the ground edge, as described in Ref. 7:

P
E

h
t

D0

24

3 1
=

−( )




ν

∆ , (1)

where E is the Young’s modulus, ν the Poisson ratio, t the
plate thickness, and D the plate diameter. The computed force
P0 is shown in Fig. 97.46 for deterministic microgrinding and
in Fig. 97.52 for the loose-abrasive lapping experiments.

The results in Fig. 97.46 show that the surface grinding
force does not necessarily diminish as the size of the abrasive
gets smaller. Rather, for deterministic microgrinding, the inter-
mediate abrasive (10 to 20 µm) gives the lowest surface
grinding force. This result may be a consequence of the onset
of ductile grinding, i.e., suppression of lateral cracking as the
dominant material-removal mechanism in favor of plastic
scratching. Ductile grinding is known to lead to high surface
grinding forces.8

The correlation, reported in Fig. 97.46, between grinding-
induced surface force P0 and indentation crack size 2c was
first reported for optical glasses by Lambropoulos et al.,7

whose results show that the same correlation holds also for
glass-ceramics.

Figure 97.51
Dependence of polishing rate on mechanical properties: fracture toughness
Kc (MPa m1/2) and Vickers hardness Hv (GPa, at 1 kgf) from microindentation.

Figure 97.52
Dependence on microindentation crack size (at 1 kgf) of lapping-induced
surface grinding force P0 for lapping with 22-µm and 7-µm Al2O3 abrasives.
The lapped surface is S1 (originally polished). P0 is proportional to the
change in power, measured on the polished surface S2, from the initial power
(S1 polished) to the value after S1 is lapped.
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Figure 97.47 shows the lapping material removal rate ver-
sus the combination of mechanical properties, which was used
previously by Lambropoulos et al.9 in optical glasses, extend-
ing the work by Buijs and Korpel-Van Houten.10,11 Thus, it is
concluded that, in lapping of glass-ceramics,

dh

dt

E

K Hc

~ ,
5 4

2 (2)

where E is Young’s modulus, Kc is fracture toughness, and H
is the hardness. This correlation results from using a lateral
crack model as the basis for the material removal mechanism.

Figure 97.48 shows the dependence of the surface rough-
ness of the 22-µm alumina-lapped surface on the glass-ceramic
hardness. As in optical glasses,8

surface roughness ~ .
1

H
(3)

Table 97.III: Comparison of deterministic microgrinding and loose-abrasive grinding (lapping) for the cold working of
glass-ceramic materials (L is the nominal abrasive size used). For deterministic microgrinding the
abrasives are diamonds embedded in a metal bond. For lapping and polishing the abrasives are alumina.

Surface Removal Rate

(µm/min)

rms Surface Roughness

(µm)

Surface Residual Force

(N/m)

Determinisitic microgrinding
(fixed infeed)

L = 70 µm 100 1.2–1.7 400–1100

L = 15 µm 50 0.5–1 200–700

L = 2 to 4 µm 10 0.05–0.3 300–800

Lapping
(fixed pressure)

L = 22 µm 5–9 0.9–1 900–1300

L = 7 µm 1–4 0.7–0.8 800–1200

Polishing
(fixed pressure)

L = 1 µm 0.04–0.1 0.01–0.1 —

The results for polishing material removal rate show that
increasing hardness generally leads to a diminishing removal
rate, an expected result (see Fig. 97.50). Figure 97.51 shows a
new result, however, instances of which have been reported by
Lambropoulos et al.12,13 for polishing of optical glasses: The
polishing rate has the same dependence on material properties
combination E5/4/Kc Hv as the lapping rate (Fig. 97.47). This
result is not unexpected from a fundamental point of view:
since in any material removal process atomic bonds must be
broken among surface atoms, a property characterizing such
bond strength (for example, fracture toughness) is expected to
influence the polishing removal rate.

Our measurements on the deterministic microgrinding and
lapping of glass-ceramics also allow us to compare these two
processes in terms of the material removal rate and quality
(surface roughness, residual stresses) of the resulting surface.
Table 97.III summarizes the data for the samples studied in this
report. Deterministic microgrinding maintains a faster re-
moval rate than lapping (over the range of lapping pressures
and relative speeds used), while for comparable abrasive sizes
the surface roughness is lower than that for lapping, and the
grinding-induced surface residual forces are significantly re-
duced as compared to lapping.
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In this article mechanical and chemical properties of glass-
ceramics and their response under deterministic or loose abra-
sive grinding conditions have been correlated. The quality of
the resulting surface in terms of the material removal rate, the
surface microroughness, and the surface residual stresses in-
duced by microgrinding have been characterized. Neither the
effects of material grain size and abrasive grain size nor the
correlation of “feeds and speeds” have been examined since
these alter the rate at which the tool penetrates into the work
surface. In addition, the issue of subsurface damage and that of
the deepest flaw induced by microgrinding have not been
addressed. These issues should be studied in the context of the
mechanical strength of the glass-ceramic components, espe-
cially in relation to applied thermal or mechanical forces acting
on these components after grinding.

Conclusions
The microgrinding and polishing behavior of five novel

glass-ceramics have been studied. The mechanical properties
of the glass-ceramics, as well as their material removal rate and
quality of the resulting surface, have been measured for deter-
ministic microgrinding (fixed infeed rate; metal bond diamond
cup wheel on a CNC machining platform; embedded diamond
abrasives of 70 mm, 15 µm, and 3 µm in size), loose-abrasive
lapping (fixed nominal pressure, 22 µm and 7 µm Al2O3 loose
abrasives), and polishing (fixed nominal pressure, 1 µm Al2O3
abrasives). The quality of the worked surface was character-
ized in terms of the grinding-induced surface microroughness
and the grinding-induced surface residual force.

Findings on deterministic microgrinding of glass-ceramics
under fixed infeed rate include the following:

1. Workpiece surface microroughness scales linearly with
chemical susceptibility of the glass-ceramics under alkali
attack conditions. Higher mass loss under alkali attack gen-
erally leads to higher surface roughness in deterministic
microgrinding and higher tool-wear rate.

2. Smaller bound abrasives lead to lower surface micro-
roughness.

3. Intermediate bound abrasives (10 to 20 µm) lead to the
lowest grinding-induced surface residual compressive force.
Very large or very small bound abrasives lead to higher
surface residual forces.

4. The grinding-induced surface residual compressive force
increases with indentation-produced surface cracks; thus,
microindentation may be used to predict surface-grinding
force.

Findings on the loose-abrasive grinding and polishing of
glass-ceramics under fixed nominal pressure include the fol-
lowing:

1. The lapping removal rate increases with E5/4/Kc Hv, as in
optical glasses.

2. The surface roughness for 22-µm abrasives increases with
1 H ,  as in optical glasses.

3. The surface roughness for 22-µm abrasives increases with
chemical susceptibility to alkali attack, as it did for deter-
ministic microgrinding.

4. The polishing removal rate decreases with increasing hard-
ness H, and increases with increasing E5/4/Kc Hv. This
result identifies fundamental similarities between the lap-
ping and polishing material removal mechanisms.

5. The grinding-induced surface residual compressive force is
an increasing function of indentation-produced surface
cracks; thus, microindentation may be used to predict sur-
face-grinding force.

In comparing deterministic microgrinding with loose-
abrasive microgrinding, it was found that deterministic micro-
grinding maintains a faster removal rate than lapping, while for
comparable abrasive sizes, the surface roughness induced by
deterministic microgrinding is lower than that for lapping,
while the grinding-induced surface residual forces are signifi-
cantly reduced.
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Introduction
A direct-drive inertial confinement fusion (ICF) implosion of
a spherical capsule containing thermonuclear fuel is initiated
by the ablation of material from the outer shell surface with
overlapped, intense laser beams.1 The ablated shell mass
forms a coronal plasma that surrounds the target and acceler-
ates the shell inward via the rocket effect.1,2 Perturbations at
the ablation surface resulting from target imperfections and
laser irradiation nonuniformities (known as laser imprint) are
amplified by the ablative Rayleigh�Taylor (RT) instability as
the shell accelerates inward and are further amplified during
the deceleration phase.3�9 The RT instability can reduce the
thermonuclear yield of the implosion.1,2 The direct-drive
ICF program strives to reduce laser imprint levels by uniform
laser irradiation of the target. High-compression direct-drive
experiments require a 1% rms level of the on-target laser
irradiation nonuniformity averaged over a few hundred pico-
seconds.10 This is accomplished on the 60-beam, 30-kJ,
351-nm OMEGA laser system11 using two-dimensional
smoothing by spectral dispersion (2-D SSD),10,12�14 distrib-
uted phase plates (DPP�s),15,16 polarization smoothing (PS)
utilizing birefringent wedges,17�19 and multiple-beam over-
lap.20 These techniques are directly applicable to direct-drive
ignition target designs21 planned for the 1.8-MJ, 351-nm,
192-beam National Ignition Facility (NIF) at the Lawrence
Livermore National Laboratory.22

The 2-D SSD UV bandwidth (∆νUV) on OMEGA was
recently increased to 1 THz, and polarization smoothing was
added through the installation of a birefringent wedge in each
of the 60 beams. The amount of smoothing achieved with
1-THz, 2-D SSD and PS is reported. The experimental tech-
niques outlined in Ref. 14 are used to determine the single-
beam irradiation nonuniformity from the measured ultraviolet
equivalent-target-plane (UVETP) images of laser pulses hav-
ing constant intensity and varying duration. Simulations of the
experimental data using the properties of the phase plates,
frequency modulators, and birefringent wedges are shown to
be in good agreement with the measured results.

Performance of 1-THz-Bandwidth, 2-D Smoothing
by Spectral Dispersion and Polarization Smoothing

of High-Power, Solid-State Laser Beams

2-D SSD and PS
Laser-beam nonuniformities can be significantly reduced

for high-power/energy glass lasers using 1-THz, 2-D SSD and
PS. Two-dimensional SSD reduces the single-beam irradia-
tion nonuniformity as a function of time, while the PS provides
an additional, instantaneous reduction by a factor of 2  in the
on-target nonuniformity.10 The temporal dynamics of the
laser-beam smoothing with 2-D SSD and PS are illustrated in
Fig. 98.1. The curves plotted in Fig. 98.1 for 0.2-THz, 2-D
SSD (dashed line); 1-THz, 2-D SSD (dotted line); and 1-THz,
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Figure 98.1
The single-beam irradiation nonuniformity σrms is plotted as a function of
time for three laser-beam-smoothing conditions under consideration. Smooth-
ing curves of the predicted σrms [see Eq. (1)] are plotted for 0.2-THz, 2-D SSD
(dashed line); 1-THz, 2-D SSD (dotted line); and 1-THz, 2-D SSD with PS
(solid line). The experimental results are plotted for 0.2-THz, 2-D SSD
(triangles); 1-THz, 2-D SSD (diamonds); and 1-THz, 2-D SSD with PS
(circles). The model shows excellent agreement with the experimental results
that are a compilation of data from more than 200 laser shots. The error bars
are smaller than the symbols.
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2-D SSD with PS (solid line) represent the model predic-
tions14 for the single-beam irradiation nonuniformity σrms:

σ σ σrms asymp=
+









 +0

2 2t

t t
c

c
, (1)

where tc = 1/∆νUV is the coherence time, t is the averaging
time (i.e., pulse length), σ0 is the initial laser nonuniformity,
and σasymp is the asymptotic level of smoothing with 2-D SSD
and PS taken from Eq. (8) of Ref. 23. The σrms predicted with
Eq. (1) has been shown to be nearly indistinguishable from the
σrms predicted with the time-integrated simulation described
below.14 The model shows excellent agreement with the ex-
perimental results as discussed in the next section. The laser-
beam smoothing parameters are listed in Table 98.I. As seen in
Fig. 98.1, prior to reaching asymptotic levels, increasing ∆νUV
of the 2-D SSD from 0.2 THz (dashed line) to 1 THz (dotted
line) reduces the amount of time needed to smooth to a given
level of nonuniformity by a factor of 5. Also, for time t >> tc,
it reduces the level of nonuniformity at any given time by a
factor of 5 . A comparison of the smoothing curve for the
1-THz, 2-D SSD (dotted line) with the curve for 1-THz, 2-D
SSD with PS (solid line) shows that PS provides an instanta-
neous reduction in σrms by 2 .

Table 98:I:  Specifications for laser-beam smoothing.

2-D SSD
∆νUV (THz)

PS tc = 1/∆νUV
(ps)

σ0 σasymp

0.2 off 5 1.00 3.30 × 10–2

1.0 off 1 1.00 2.52 × 10–2

1.0 on 1 0.707 1.77 × 10–2

Laser-beam smoothing with PS is instantaneous, while 2-D
SSD produces uniform far-field spots on target in a time-
averaged sense. One-dimensional SSD is achieved on OMEGA
by frequency modulating the phase of the laser beam, wave-
length dispersing the beam using a diffraction grating, and
passing the beam through a phase plate placed just before the
focusing lens.10,12 Two-dimensional SSD is achieved by ap-
plying the 1-D SSD operations in two orthogonal directions.10

Highly reproducible spatial intensity envelopes and speckle
distributions are produced in the far field. The implementation
of PS on OMEGA is described elsewhere.10 Each UV beam,
polarized at 45° to the ordinary and extraordinary axes of a
birefringent wedge placed before the phase plate, is split into
two beams of equal intensities that refract through the wedged

surface at slightly different angles and focus on target with a
separation of ~85 µm, about 37 times the beam�s diffraction
limited width (f number times the laser wavelength = 2.3 µm).
The two beams each produce essentially the same speckle
pattern on target, determined by the phase plate, but since these
patterns are spatially uncorrelated with opposite polarization
states, they combine through the addition of intensities rather
than electric fields. This leads to the instantaneous reduction in
the nonuniformity by a factor of 2 .

The time-integrated far field is calculated by temporally
integrating the modulus squared of a 2-D spatial Fourier
transform of the UV near field. The complex-valued electric
field that describes the UV near field can be written as

v
E x y t E x y t i x y t

i x y t i x y

x i y y

B
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where E x y t0 , ,( )  defines the temporal and spatial beam enve-
lope, φ2-D SSD(x,y,t) is the 2-D SSD phase contribution,
φB(x,y,t) is the intensity-dependent phase contribution of the
B-integral,24 φDPP(x,y) is the static phase-plate contribution
that depends on the particular phase-plate design, and φPS(y)
is a linear phase term due to the birefringent wedge. The ideal
spatially and temporally varying phase due to 2-D SSD can be
expressed as

φ δ ω ξ

δ ω ξ

2 3

3

− ( ) ≡ +( )[ ]
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D SSD x y t t x

t y

M M x

M M y

x x

y y

, , sin

sin , (3)

where the x and y subscripts denote the two smoothing dimen-
sions, δMx y,  is the modulation depth, ν ω πM Mx y x y, ,≡ 2  is
the RF modulation frequency, and ξx,y describes the variation
in phase across the beam due to the angular grating disper-
sion. The factor of 3 in Eq. (3) indicates that the electric field
has undergone frequency tripling from the IR to UV. The 2-D
SSD system parameters on OMEGA for the UVETP mea-
surements are δMx = 14 3. , νMx ≡ 10 4. GHz , ξx = 0.300 ns/m,
δMy = 6 15. ,νMy ≡ 3 30. GHz, and ξy = 1.13 ns/m, assuming a
nominal beam diameter of 27.5 cm. The modulation depths
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are given for the IR. The IR bandwidths, defined as
∆ν δ νx M Mx x= 2 and ∆ν δ νy M My y= 2 , correspond to ∆λx =
11.0 Å and ∆λy = 1.50 Å. The maximum angular spread ∆θ is
given by ∆ ∆θ ξ λ λ= ( )c , where c is the speed of light and
λ = 1053 nm. B-integral effects are negligible for all cases
except when the frequency modulation is turned off.14 The
linear phase term due to the birefringent wedge is

φ θPS PSy k y( ) = ( )0 sin ,∆

where k0 2= π λUV  is the UV laser wave number with λUV =
351 nm and ∆θPS = 47 µrad is the angular separation due to the
birefringent wedge.

Experimental Results and Analysis
A description of the UVETP diagnostic used in this study

can be found in Ref. 14. This diagnostic uses a full-aperture
optical wedge in one of the 60 beams to direct a small fraction
of the laser light to a phase plate and an OMEGA focusing lens,
and it records the UVETP image on a CCD camera (see Fig. 1
of Ref. 14). The capability of the UVETP diagnostic to resolve
fully individual speckles has been demonstrated.14 Shots with
PS have the birefringent wedge placed in the beam before the
full-aperture optical wedge. A far-field image recorded with
the UVETP diagnostic of a 1-ns square laser pulse with 1-THz,
2-D SSD and PS is presented in Fig. 98.2. The UVETP
diagnostic was configured with a phase plate that produced a
far-field spot with a super-Gaussian spatial-intensity envelope

I r r~ exp .
0

2 3( )[ ] . The image, which has been flat fielded,
shows a smooth spatial-intensity envelope [see the single-
pixel lineout overplotted on the image in Fig. 98.2]. The spatial
resolution and overall detector size of the CCD restrict the
UVETP measurement to slightly more than one-half of the
laser-beam diameter. As seen in Fig. 98.2, the laser beam is
centered on the photodetector, and 560 µm of the 1010-µm
(defined as the 95% enclosed energy contour) laser spot is
sampled. Alignment constraints for the compilation of laser
shots under consideration restrict the analysis to the central
~410 µm of the laser spot.

The amount of smoothing achieved with 1-THz, 2-D SSD
and PS is quantified from the power spectrum of the measured
UVETP image of Fig. 98.2. The UVETP images are Fourier
transformed with a 2-D Hamming filter applied to the data, in
order to obtain the power spectrum defined as the azimuthal
sum at each spatial frequency of the square of the Fourier
amplitudes. Good agreement is observed between the mea-
sured power spectrum for the 1-THz, 2-D SSD, and PS pre-
sented in Fig. 98.3(a) and the modeled spectrum determined

from simulated time-integrated far field. The wave number is
defined as k = 2π λSN , where λSN is the spatial nonunifor-
mity wavelength, and the l mode is defined as l = kR, where
R = 500 µm is the spherical target radius. The σrms reaches
2.7% averaged over 1 ns, in agreement with the predicted
2.8%. The σrms is defined here as the square root of the ratio
of the integral of power in the high frequencies (i.e., k ≥
0.04 µm−1 in the OMEGA target plane) to the integral of power
in the low frequencies (i.e., k < 0.04 µm−1). The envelope and
speckle were separated at wave number 0.04 µm−1 in the
calculation of σrms for two reasons. First, virtually all of the
envelope power is contained in the first three terms of the
Fourier transform, which have wave numbers k < 0.04 µm−1;
therefore, inclusion of additional terms in this sum increases
the envelope power by insignificant amounts. Second, the
smallest wave number of nonuniformity that can be smoothed
on OMEGA with 1-THz, 2-D SSD falls between the third and
fourth terms of the Fourier transform with wave numbers
0.031 and 0.046 µm−1. Therefore, all the wave numbers that
2-D SSD can smooth are in the range 0.04 µm−1 ≤ k < kc, where
kc = 2.7 µm−1 is the cutoff wave number. The birefringent
wedge was removed from the beamline, and another UVETP
image was recorded to quantify the amount of smoothing

Figure 98.2
Measured UVETP image of a 1-ns square laser pulse with 1-THz, 2-D SSD
and PS (shot 22835). As demonstrated with the single-pixel lineout through
the center of the beam, the laser beam has a smooth spatial-intensity envelope.
The spatial resolution and overall detector size of the CCD restrict the
UVETP measurement to slightly more than one-half of the laser-beam
profile. The laser beam is centered nominally on the photodetector, and
560 µm of the 1010-µm laser spot (defined as the 95% enclosed energy
contour) is sampled.

E13057

500 mm
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achieved with 1-THz, 2-D SSD alone (i.e., no PS). Again, good
agreement is shown in Fig. 98.3(b) between the measured
power spectrum and the simulation with the expected 2
increase in σrms observed.

The measured σrms with 1-THz, 2-D SSD was also exam-
ined using 0.4-, 1.0-, and 3.0-ns square laser pulses. As shown
in Fig. 98.1, the 1-THz, 2-D SSD model [Eq. (1)] is in
agreement with the measured results. A more-extensive study
of the smoothing rates for 0.2-THz, 2-D SSD was reported in
Ref. 14, where it was shown with laser pulses having constant
peak power and pulse lengths ranging from 100 ps to 3.5 ns,
that the reduction in laser-irradiation nonuniformity is depen-
dent on the spatial nonuniformity wavelength. The measured
σrms for 0.2-THz, 2-D SSD is also plotted in Fig. 98.1 for
comparison with the 1-THz, 2-D SSD results. As can be seen
in Fig. 98.1 for the time t >> tc, but prior to reaching asymp-
totic levels, the measured σrms is reduced by 5  when ∆νUV
is increased from 0.2 THz to 1 THz, and it is further reduced
by 2 with PS. On OMEGA, beam overlap provides an addi-
tional 10  reduction in the nonuniformity on target; therefore,
with perfect energy balance and timing of the laser beams, a
σrms ~1% can be achieved on target with 1-THz, 2-D SSD and
PS in a few hundred picoseconds.

Conclusion
Direct-drive ICF experiments require a laser system with

excellent irradiation uniformity. Laser-beam nonuniformities
can be significantly reduced for high-power/energy glass la-
sers using 1-THz, 2-D SSD and PS. UVETP images of a single
OMEGA laser beam were recorded to quantify the single-
beam irradiation nonuniformity. The amount of smoothing
achieved with 1-THZ, 2-D SSD and PS was determined by
analyzing the power spectra of measured UVETP images of
square laser pulses of varying duration. Simulated power
spectra are in excellent agreement with the experimental data
and permit confident extrapolation to MJ-class laser systems.
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Introduction
Thermal transport plays an important role in direct-drive
inertial confinement fusion. The Spitzer�Härm heat flux1

qSH = �κSH∇T has been conventionally used in the direct-
drive inertial confinement fusion (ICF) hydrocodes. Here, κSH
is the Spitzer heat conductivity and T is the electron tempera-
ture. In the regions of the steep temperature gradients where
qSH exceeds a fraction f of the free-stream limit qFS = nTvT,
the Spitzer flux is replaced2 by fqFS, where n is the electron
density, vT T m=  is the electron thermal velocity, and f =
0.05 � 0.1 is the flux limiter. It has been known for more than
two decades3�5 that, in addition to the terms proportional to the
temperature gradients (thermal terms), the heat flux in laser-
produced plasmas contains ponderomotive terms that are due
to the gradients in the laser electric field. To our best knowl-
edge, no systematic analysis has been performed to address the
effect of such terms on the hydrodynamic flow in ICF plasmas.
As shown later, the ratio of the ponderomotive terms to the
thermal terms is proportional to R L LE T T E= ( ) ( )α v v 2

,
where vE LeE m= ω  is the electron quiver velocity, e is the
electric charge, E is the amplitude of the electric field, m is the
electron mass, ωL is the laser frequency, LT and LE are the
temperature and the electric field scale length, and α is a
constant. The ratio of the electron quiver velocity to the
thermal velocity is small for typical plasma parameters. In-
deed, v vE T I T( )2

150 4�  m
2

keV. ,λµ  where I15 is the laser
intensity in 1015 W/cm2, λµm is the laser wavelength in
microns, and TkeV is the electron temperature in keV. Using
I15 ~ 1 and T ~ 2 keV, we obtain v vE T( )2 0 02~ .  for λµm =
0.353 µm. The ratio R, however, can be of the order of unity
due to a large ratio L LT E .  Indeed, as the laser reaches the
turning point where the electron density equals nc cos2 θ, the
electric field decays toward the overdense portion of the shell
as6 E E~ ,max exp −( )2 3 3 2ζ  where n m ec e L= ω π2 24  is
the critical density, θ is the laser incidence angle,
ζ ω= ( )L n nL c z L2 3 ,  Ln ~ LT is the electron-density scale
length, and z is the coordinate along the density gradient.
Therefore, the electric-field scale length near the turning point
becomes L L L cE T L T~ .ω( )2 3  Substituting this estimate to
the ratio R and using LT ~ 10 µm and v vE T( )2 0 02~ .  gives

Effect of Electric Fields on Electron Thermal Transport
in Laser-Produced Plasmas

R L cE T L T~ ~ .α ω αv v( ) ( )2 2 3 0 6 .  As will be shown later,
the coefficient α is numerically large and proportional to the
ion charge Z; this makes R larger than 1. This simple estimate
shows that the ponderomotive terms become comparable to the
thermal terms in the electron thermal flux near the turning
point. In addition, the p-polarization of the electric field
(polarization that has a field component directed along the
density gradient) tunnels through the overdense portion of the
shell and gives a resonance electric field at the critical surface.6

The gradient of such a field is proportional to the ratio ω νL ei ,
where νei is the electron�ion collision frequency at the critical
surface. Substituting typical direct-drive experiment param-
eters into an expression for the electron�ion collision fre-
quency at the critical surface, ν ωei keV

3 2    10  L Z T� 1 5 3. ,× −

shows a significant contribution of the ponderomotive terms to
the heat flux near the critical surface.

In this article, the ponderomotive transport coefficients
are derived. Such coefficients have been considered previ-
ously.3�5,7�9 Reference 7 developed a method of solving the
kinetic equation by separation of the electron distribution
function on the high-frequency component due to the laser
field and the low-frequency component of the time-averaged
plasma response. Using such a method, the laser fields� contri-
bution to the electron stress tensor was obtained. A similar
method was used in Ref. 3, where the importance of the
ponderomotive effects on the electron thermal conduction was
emphasized. P. Mora and R. Pellat4 and I. P. Shkarofsky5 have
evaluated the contributions of the laser fields into the heat and
momentum fluxes. As was pointed out in Ref. 8, by not,
however, consistently taking into account the contribution of
the electron�electron collisions�the transport coefficients in
their results contain wrong numerical factors. A consistent
analysis was performed in Ref. 8, where results were obtained
in the limit of large ion charge. Such a limit was relaxed in
Ref. 9. The latter reference, however, contains numerous
typographical errors, so the results will therefore be rederived
in this article. The effect of ponderomotive terms on the
hydrodynamic flow in direct-drive ICF experiments will be
discussed in detail in a forthcoming publication.
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Model
We consider a fully ionized plasma in a high-frequency

electromagnetic field:

ε ω ω= ( ) + ( )[ ]− ∗1

2
E Er t e r t ei t i tL L, , , (1)

β ω ω= ( ) + ( )[ ]− ∗1

2
B Br t e r t ei t i tL L, , , (2)

where E and B are slowly varying (with respect to ei tLω )
electric and magnetic fields and E* and B* are the complex
conjugate (c.c.) of E and B. The electron distribution function
f obeys the Boltzmann equation

∂ ∂ ∂ε β
t f f e

c
f

J f f J f

+ + + +
×









= [ ] + [ ]

v E
v

r p 

ee ei

0

, , (3)

where E0 is the low-frequency electric field. Here,

J f
fT

k
kj k j

j
ei ei[ ] = 





−( )











3
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3
2π
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v
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(4)

is the ion�electron collision operator,

ν
π

ei =
4 2

3

4

2 3
e nZ

m T

Λ

v
(5)

is the electron�ion collision frequency,

Z e n e ni i
i

i i
i

=∑ ∑2 (6)

is the average ion charge, ni is the ion number density, n is the
electron density, ei is the ion charge, m is the electron mass, Λ
is the Coulomb logarithm, vT T m= ,  and T is the electron
temperature. The sum in Z  is taken over all ion species in the
plasma. The electron�electron collision integral is taken in
Landau form
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Next, following Ref. 7, we separate the electron distribution
function on the slowly varying part f0 and the high-frequency
component f1:

f f f e f ei t i tL L= + +( )− ∗
0 1 1

1

2
ω ω . (8)

Substituting Eqs. (1), (2), and (8) into Eq. (3) and collecting the
terms with equal powers of ei tLω , we obtain

∂ ω ∂ ∂

∂
ω

∂

t L

L

f i f f e f

e f
ie

f

J f f J f f J f

1 1 1 0 1

0 0

0 1 1 0 1

− + +

+ − × ∇ ×( )[ ]

= [ ] + [ ] + [ ]

v E

E v E

r p

p p  

ee ee ei, , , (9)

∂ ∂ ∂

∂
ω

∂

t

L

f f e f J f J f f

e
f

ie
f

J f f

0 0 0 0 0 0 0

1 1

1 1

4 4

1

4

+ + − [ ]− [ ]

= − + × ∇ ×( )[ ]



+ [ ] +




∗ ∗

∗

v E

E v E

r p

p p

ei ee

ee

 

c.c.

,

, . (10)

Then, to relate f1 with f0, we assume that the laser frequency
is high enough so f1 can be expanded in series of
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ωL f f f− ( ) ( )= + + ⋅⋅⋅1
1 1

1
1

2: ,  where f f L1
2

1
1 1( ) ( ) <<~ .ν ωei  Sub-

stituting the latter expansion into Eq. (9) gives

f
ie

f
L

1
1

0
( ) = −

ω
∂E p , (11)

f
e

f J f
L

t1
2

2 0 0
( ) = − +( ) − [ ]{ }

ω
∂ ∂ ∂ ∂v E Er p pei . (12)

To eliminate f1 from Eq. (10) for the low-frequency compo-
nent of the distribution function, we substitute Eqs. (11) and
(12) into Eq. (10). The result takes the form8

∂ ∂ ∂

ω
∂
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∂ ∂
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∂ ∂
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ei ee , . (13)

Equation (13) is solved assuming a small deviation of the
electron distribution function f0 from Maxwellian fM:

f f t0 1= + ( )[ ]M ψ v p, , , (14)

where ψ << 1.  The kinetic equation for ψ is obtained by
substituting the expansion (14) into Eq. (13) and replacing the
time derivatives ∂t fM using the transport conservation equa-
tions. These equations, according to the standard procedure,10

are obtained by multiplying the kinetic equations by (v � v0)k

with k = 0, 1, 2,... and integrating the latter in the velocity
space. Here,

v v v v v0 0
1

= + ∫∫( )
ρ

d m f d m fi i i i (15)

is the mass velocity, ρ = nm + nimi � nimi is the mass density,
mi is the ion mass, vi is the ion velocity, and fi is the ion
distribution function. When k = 0, the described procedure
yields the mass conservation equation; k = 1 and k = 2 give the
momentum and energy conservation equations, respectively.
Omitting lengthy algebraic manipulations we report the final
result:8

∂tn n n+∇( ) +∇( ) =v V0 0, (16)
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2v ei
ei . (18)

Here we use the standard definitions

n d f n d f e= ∫ −( )∫ =v V v v v j0 0 0, ,   = (19)

q v v v v v= −( )∫ −( )m
d f

2 0 0
2

0, (20)

σ δkj k j e kjm d f p= ∫ −( ) −( ) −v v v v v0 0 0 , (21)

where Ti is the ion temperature, n is the electron density, j is
the current density, q is the heat flux, σkj is the stress tensor, pe
and pi are the electron and ion pressures, vE LeE m= ω ,  and
ρe = en + eini is the charge density. To simplify the derivation
of the transport coefficients, we assume v0 = 0 and neglect
terms of the order of m mi .  Next, the equation for the correc-
tion ψ to the Maxwellian distribution function is derived by
substituting Eq. (14) into Eq. (13) and using the conservation
equations (16)�(18). The resulting equation takes the form8
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where x T= ( )v v2 22 ,
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∗ ∗

ω
δ . (26)

Next, we solve Eq. (22) assuming that the electron quiver
velocity is much smaller than the electron thermal velocity,
v vE T << 1, and ordering ∇T T E T~ .νeiv v2 3  The function ψ
is expanded as ψ = ψ1 + ψ2 + �, where ψ2 <<  ψ1. The first
approximation ψ1 is obtained by keeping only the terms of the
order of v TT T∇ ( )νei . The second-order correction ψ2 is
derived by retaining the first derivative of the electric field and
the second derivative of the electron temperature and density.

First-Order Approximation
Retaining the first spatial derivatives in temperature and

density and also terms proportional to v vE T
2 2 ,  Eq. (22) yields
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. (27)

We look for a solution of Eq. (27) in the form

ψ

ν ν

1 11

2 2

4 12

2

2

13 14
0

= ( )
( ) ( )

+

+ ∇ + ∇ −





Φ Φ

Φ Φ

x

T nT
e

T

ij E ij

T

E

T

v v

v v E

v

v

v

 
ei ei

ln ln . (28)

Using definitions (19)�(21), the current density, heat flux, and
stress tensor in the first approximation become
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j
E1

1 2
0( ) = ∇ + ∇ −













en T nT

e

TT e j
T

j
Tv λ α αln ln , (29)

q
E1

1 2
0( ) = ∇ + ∇ −













nT T nT

e

TT e q
T

q
Tv λ α αln ln , (30)

σ ασkj
E

E kj
mn1 24

15
( ) = ( )v , (31)

where λ νe T= v ei  is the electron mean-free path. The nu-
merical coefficients in Eqs. (29)�(31) have the forms

α
πj j

T xdxx e x1 2
3 2

13 140

4

3( )
−

( )
∞

= ( )∫ Φ , (32)

α
πq q

T xdxx e x1 2
5 2

13 140

4

3( )
−

( )
∞

= ( )∫ Φ , (33)

α
πσ

E xdxx e x= ( )∫ −∞4 5 2
110

Φ . (34)

Equations (29)�(31) show that the electric current and the heat
flux in the first approximation are proportional to the gradients
in temperature and pressure.1,10,11 The stress tensor, on the
other hand, depends on the laser electric field.3,7 Even though
the functions Φ11 and Φ22 do not enter into the first-order heat
flux, they contribute to the heat flux in the second approxima-
tion. Thus, we need to find all four functions Φ11�14. The
general form of the solution ψ1 [Eq. (28)] can be separated on
the following three types of functions: type I depends only on
the velocity modulus ψ1

I( ) = ( )Φ x ; type II is proportional to the
velocity vector and velocity modulus ψ1

II( ) = ( )A xj jv Φ ;  and
type III depends on the velocity tensor and velocity modulus
ψ1

2 2III( ) = ( ) ( ) ( )v vij E ij
xΦ , where Ai is the vector proportional

to the temperature, pressure gradients, or the electric field E0.
According to such a classification, the governing equations for
the functions of each type become

Type I:  eeδ φJ x xΦ( )[ ] = ( ), (35)

Type II:  ei eeA x J J x xj j jΦ Φ( ) [ ] + ( )[ ]{ } = ( )δ δ φv v vA , (36)

Type III:  
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x J
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2 2

2 2 2

( ) ( ) ( )









+ ( ) ( )








= ( )( ) ( )

Φ

Φ

δ

δ φ , (37)

where φ(x) is defined by the right-hand side of Eq. (27). Since
the ion�electron collision operator has a very simple form, it
is straightforward to calculate J jei v[ ] and J ijei v2( )[ ]  using
Eq. (23):

δ
π
νJ

x
j jei eiv v[ ] = −

3

4 3 2 , (38)

δ
π
νJ

xij ijei eiv2
3 2

29

4
( )





= − ( )v . (39)

The electron�electron operator is more complicated, and the
evaluation of δJ xee Φ( )[ ],  δJ xjee v Φ( )[ ],  and δJ ijee v2( )[ ]Φ
requires lengthy algebra. Below is a detailed calculation of
δJ xee Φ( )[ ]. The integral part in the electron�electron collision
operator can be rewritten as

d f
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where function Σ(v) is found by multiplying Eq. (40) by vk.
This yields
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where y = cos θ and θ is the angle between v and v�. Integra-
tion over the angles gives

dy
y

y
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   if 

   if 
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Substituting Eq. (42) into Eq. (41) yields

∑( ) = ∑( )x
n

x
x

T

4

3 23 3 2v π
, (43)

∑( ) = ′ ′( ) − ′ ′( )[ ]∫
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− ′

− ′∞

x dxx e x x

x dx e x x

xx
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x

3 2
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3 2

Φ Φ
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Thus, the electron�electron collision integral reduces to

δ
ν

∂J x
Zf

f
x

xk kee
ei

M
MΦ( )[ ] = ( )

∑( )







v v v 3 2 . (45)

The next step is to substitute Eq. (45) into Eq. (35) and solve
the latter for Φ. To simplify the integration, the right-hand side
of Eq. (35) can be rewritten in the form

φ ∂
φ

x
f k f

x

xk
( ) =

( )









1
3 2

M
Mv v . (46)

Then, integrating Eq. (35) once, the following integro-differ-
ential equation is obtained:

φ
ν

= ∑( )ei

Z
x , (47)

where function φ  is related to φ by integrating Eq. (46),

φ φ= ′ ′( ) ′∫ − ′
∞

e
dx x x e

x
xx

2
. (48)

To solve Eq. (47) we take the x derivative of both sides of
Eq. (47). This gives

2

3

3

2

Z
x x dx e xx

xν
φ γ

ei
′ = ′′ 




− ′ ′′ ′( )∫ − ′∞

Φ Φ, , (49)

where γ α α, x x e dxxx( ) = ′ ′∫ − − ′1
0

 is the incomplete gamma
function. Introducing a new function g x dx x e x

x
( ) = ′ ′′( )∫ − ′∞

Φ ,
Eq. (49) becomes
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where C is the integration constant. Thus, the function Φ(x)
can be expressed as a multiple integral of φ :

Φ x C C x dx dx e g xx( ) = + − ′∫ ′′ ′ ′′( )∫ ′′
1 2 . (51)

Next, we report the equations corresponding to the function of
the second and third types [Eqs. (36) and (37), respectively].
Equation (36) reduces to
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Equation (37) for the function of the third type becomes
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The heat transport coefficients in the first approximation
depend on functions Φ13 and Φ14, which belong to the function
of the second type and can be found by solving Eq. (52) with

φ νx x( ) = −





5

2
, ,   for   = 13 eiΦ Φ (54)

φ νx( ) = =1, .   for   14 eiΦ Φ (55)

To solve the integro-differental equation (52), function Φ(x)
is traditionally expanded10,11 in Laguerre polynomials12

Φ x A n Ln n( ) = ∑ ( ) 3 2.  As proposed in Ref. 9, it is more conve-
nient to use a more-generalized expansion in terms of Laguerre
polynomials L xn

α ( ).  The choice of these polynomials comes
from their orthogonal properties

e x L x L x dx

m n

n n m n n

x
m n

−∞ ( ) ( )∫

=
≠

+ +( ) = − =





α α α

α α

0

0

1 1 0

                        if 

!   if  >     1,  2,...Γ , , , . (56)

Evaluation of the integrals in Eqs. (32) and (33) becomes
particularly simple if

Φ13 14
3 2

( )
+= ( )∑x A n Ln

n

β β . (57)

Index β is determined by matching the polynomial expansion
(57) with the exact solution of Φ in the limit of Z →∞.
Calculations show that such matching speeds up the conver-
gence of the transport coefficients with the number of polyno-
mials in expansion (57). Taking the limit Z →∞  in Eq. (52)
yields

Φ Z x→∞ = −
4

3
3 2

πν
φ

ei
. (58)

Then, the choice β = 3/2�k with k = 0, 1, 2,� will satisfy the
requirement of matching Eq. (57) with the exact solution (58).
The parameter k is determined by minimizing the number of
terms in the polynomial expansion (1) to match the exact
solution for Z →∞  and (2) to reach the desired accuracy of
the transport coefficients for Z ~ .1  Calculations show that for
the case of functions Φ13 and Φ14, β = 1/2 satisfies such a
minimization criteria [it takes five terms in Eq. (57) to obtain
the transport coefficients with 1% accuracy]. Therefore, the
expansion becomes

Φ13 14 13 14
2

( ) ( )= ( )∑x A n Ln
n

 . (59)

Multiplying Eq. (52) by x e L xx
s

3 2 − ( )α  with s = 0, 1, 2,�,
N�1 [where N is the number of polynomials in the expansion
(57)] and integrating the latter in x from 0 until ∞, we obtain
the system of N algebraic equations. Figure 98.4 shows a
dependence of the coefficients α j

T
1 and αq

T
1  on the number of

polynomials in the expansion (57) with β = �1/2, β = 1/2, and
β = 3/2, respectively. Observe that the coefficients converge
faster with β = 1/2.

Next, we derive the numerical coefficient ασ
E  of the stress

tensor σ ij
1( ). This requires that Eq. (53) be solved with Φ(x) =

Φ11 and

φ
ν π

γ γ= − +
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Similar to the previously considered case, we expand function
Φ11 in Laguerre polynomials. To express ασ

E  through just one
coefficient in such an expansion, we take

Φ11
5 21 1= ( ) +∑x B n Ln

n

β β . (61)

The choice of the power index β1 comes from the condition of
matching expansion (61) with the exact solution in the limit of
Z →∞. Neglecting terms proportional to 1 Z  in Eqs. (53)
and (60) gives

Φ11
1

8

1

12
x

xZ( ) = +
→∞

. (62)

It is easy to see that the values β1 = �1, �2, �3,� satisfy our
requirement. Calculations show that expansion (61) with
β1 = �1 has the fastest convergence with the number of poly-
nomials. Table 98.II shows a summary of coefficients ασ

E  for
a different ion charge Z . Observe that the stress tensor has a
very weak dependence on Z  (3% variation in ασ

E  from Z = 1
to Z = ∞). One more function remains to be determined in the
first approximation: the correction Φ12 to the symmetric part
of the distribution function. This function belongs to the first
type and can be found in the integral form using Eq. (51) with

φ
π ν

x x
x

( ) = − +










3

2

3

4 3
ei (63)

Table 98.II:  Transport coefficients in the first approximation.

Z 1 2 3 4 5 10 30 80 ∞

α j
T
1 –1.39 –2.1 –2.57 –2.91 –3.16 –3.87 –4.59 –4.89 –5.09

αq
T
1 –7.66 –12.11 –15.19 –17.46 –19.23 –24.31 –29.86 –32.27 –33.95

α j
T
2 –1.99 –2.34 –2.54 –2.67 –2.77 –3.01 –3.25 –3.34 –3.39

αq
T

2 –6.35 –7.93 –8.90 –9.57 –10.07 –11.40 –12.70 –13.23 –13.58

ασ
E 1.029 1.027 1.023 1.020 1.017 1.010 1.004 1.002 1.000

Figure 98.4
Coefficients α j

T
1 and αq

T
1  as functions of the number of polynomials in the expansion (57). The results correspond to β = �1/2 (dashed line), β = 1/2 (solid

line), and β = 3/2 (dots).
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and Φ = Φ12. The integration gives8

Φ12 2 2 2
1

12 3 2
x Z C C x

dt t x t

t

x

( ) = − + −
−( )

( )[ ]
⌠

⌡














�
,

,
π

γ
(64)

where C2 and �C2 are determined from the condition of zero
contribution of Φ12 to the electron density and temperature,

dxe x x dxe x xx x−∞ −∞( )∫ = ( )∫ =Φ Φ120
3 2

120
0 0, .   (65)

Conditions (65) yield C2 = 0.721 and �C2 = 0.454. Note two
misprints in Φ12 reported in Ref. 8 [the different sign in front
of the integral and (x � t) instead of (1 � t) inside the integral].
The correction to the symmetric part in the distribution func-
tion comes mainly from balancing the inverse bremsstrahlung
heating π νx E Tei 3 2 2v v( )  with the electron�electron colli-
sions δJee. Since δ νJ Zee ei~ ,  function Φ12 becomes pro-
portional to the average ion charge Z ,  as shown in Eq. (64).
As emphasized in Ref. 8, the symmetric correction Φ12
gives the dominant contribution to the heat flux in the second-
order approximation.

Second-Order Approximation
Correction ψ2 to the distribution function in the second

approximation satisfies the following equation:8
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A general solution of Eq. (66) can be written as
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The electric current and the heat flux in the second order take
the form

j en
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 , (68)
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Coefficients α j q
E
( )  are calculated using the following rela-

tions:

α
πj

E xdxx e x1 2 3
3 2

21 2 50

4

3, , ,( )
−

( )
∞

= ( )∫ Φ (70)

α
πq

E xdxx e x1 2 3
5 2

21 2 50

4

3, , .( )
−

( )
∞

= ( )∫ Φ (71)

Next, we find functions Φ21, Φ22, and Φ25. These functions are
of the second type; therefore, to obtain them we solve Eq. (52)
with

φ ν= −( )x

10
8 111Φ Φ Φ, ,   for = 21 ei (72)

φ ν= + +( ) + −Φ Φ Φ Φ Φ12 13 14
1

3

1

2 6

x
, ,   for = 22 ei (73)

φ ν= Φ Φ Φ14, .   for = 25 ei (74)

Following the method described in the previous section, func-
tions Φ21, Φ22, and Φ25 are expanded in series (57). The exact
solution for Φ21 as Z →∞  becomes

Φ21

3 22

15
1

3Z
x x

→∞
= − −



π

; (75)

thus β takes the values β = 3/2�k with k = 0, 1, 2,�. The fastest
convergence of the coefficients α j

E
1 and αq

E
1 is obtained with

β = 1/2. A summary of α j
E
1 and αq

E
1 for different ion charge Z

is given in Table 98.III. Next, we find the function Φ22. The
exact matching of the polynomial expansion (57) with the
exact solution Φ22 for Z →∞ ,

Φ Φ22

3 2

12
4

3Z
x

→∞
= −

π
, (76)

cannot be done since Φ12 does not have a polynomial struc-
ture [see Eq. (64)]. It is easy to show, however, that
Φ12 0 1x x→( ) ~  and Φ12

5 2x x→∞( ) ~ . Therefore, the
expansion of Φ22 with β = 1 reproduces the asymptotic limits
for x << 1 and x >> 1. Taking β = 1 and keeping N = 5 terms in
expansion (57) gives values of α j

E
2  and αq

E
2, which are

reported in Table 98.III. Observe that these coefficients be-
come quite large for Z >> 1.  To find the remaining coefficients
in the heat flux and electric current, we solve the equation for
the function Φ25. In the limit of Z →∞ , the function Φ25
becomes

Φ Φ25 14

3 2
34

3

16

9Z Z
x

x
→∞ →∞

= − =
π π

; (77)

thus, β = 3, 2, 1� matches the polynomial expansion (57)
with the exact solution in the limit of Z →∞. Calculations
show that β = 1 requires a minimum number of polynomials
in expansion (57) to achieve the desired accuracy. The values
of α j

E
3  and αq

E
3 are summarized in Table 98.III. Next, we

Table 98.III:  Transport coefficients in the second approximation.

Z 1 2 3 4 5 10 30 80 ∞

α j
E
1 –0.03 –0.01 0.00 0.02 0.03 0.06 0.09 0.10 0.11

αq
E
1 –0.03 0.07 0.16 0.23 0.30 0.49 0.73 0.83 0.90

α j
E
2 4.05 8.54 13.07 17.51 21.86 42.30 116.3 Z  3.66 Z  3.48

αq
E
2 19.7 48.3 80.0 113.0 146.6 314.1 960.9 Z  31.7 Z  31.3

α j
E
3 4.69 7.21 9.07 10.51 11.67 15.15 19.18 21.00 22.28

αq
E

3 16.77 28.75 38.45 46.39 52.99 74.05 100.6 113.3 122.5
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combine the electric current and the thermal flux in the first and
second approximations. The result is
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q

v

i T e q
T

r q
T

r
i

q
E r E ik

T
q
E r E

T
q
E e

T
t i

nT T nT
eE

T

e

T
E

i i

k i

= + −












+
( )

+ −







v

v

v

v v

λ α ∂ α ∂

α
∂

α
∂

α
λ

∂

1 2
0

1

2

2 2

2

2 3 0

ln ln

. (79)

Imposing a condition of zero current j = 0 and also assuming
tE j

E
j
Tν α αei << 3 2  (where tE is the time scale of E0 variation)

define the slowly varying component of the electric field E0,
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Substituting E0 from Eq. (80) into Eq. (79) gives the heat flux
in laser-produced plasmas,
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nT T
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= + +
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where

β α α α αT
q
T

q
T

j
T

j
T= −1 2 1 2 ,

β α α α α1 2 2 2 2
E

q
E

q
T

j
E

j
T= − ,

and

β α α α α2 1 2 1 2
E

q
E

q
T

j
E

j
T= −

can be represented with the following fitting formulas:
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β2 0 45
0 29

3 47
E Z
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−
+

.
.

.
. (83)

In addition, the coefficients in the electric field E0 can be fitted
as follows:
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(84)

Coefficients βT and α αj
T

j
T

1 2  agree with previously published
results.1,11,13

Next, we discuss the validity of the derived transport
coefficients. As shown earlier, the main contribution to the
second-order heat flux comes from the correction Φ12 to the
symmetric part of the distribution function. The function Φ12
is given in the integral form by Eq. (64) and has the following
asymptotic behavior for small and large velocities:
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Φ12 0
4

x
Z

x
→( ) = −

π
, (85)

Φ12
5 24

45
x Z x→∞( ) = −

π
. (86)

The validity condition of the Chapman�Enskog method10

Φ12
2 2 1v vE T <<  breaks down for

x Z E

T

< 2
4

416

π v

v
(87)

and

x
Z

T

E
>











3
2 5

4 5
v
v

. (88)

According to Eq. (71), the main contribution to the heat flux
comes from the superthermal electrons [which correspond to
the maximum in the function x5/2e−xΦ(x)]. Therefore, the
limit (87) imposes no restrictions on the applicability of the
derived results. The electron distribution function for the
subthermal electrons, nevertheless, is different from the limit
(85). As derived in Refs. 14 and 15, the inverse bremsstrah-
lung heating modifies the distribution of the cold electrons to

f
n u du

u V
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T T L
0 3 2 3 2

4

3 3
02

1
v v

v v

v

<<( ) =
( )

−
+

⌠
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π

 exp , (89)

where V ZL E T= ( )π 8 2 1 3
 v v  is the Langdon velocity.16 To

check the limitations due to the second condition (88), we find
that the maximum of

x e x e x x ex x x5 2
22

5 2 3 2
12

13 2− − −Φ Φ~ ~

corresponds to xmax � 13/2. This limits the applicability of the
Chapman method to v vE T Z2 2 0 2< . . Even though the modu-
lus of Φ12 becomes larger than unity for large x [see Eq. (88)],
we can show that

f f xE

T
0

2

2 12
int

M exp 1+= ( )












v

v
Φ (90)

is a good approximation to the symmetric part of the distribu-
tion function even for x → ∞. For such a purpose, we find the
asymptotic behavior of the function that satisfies the following
equation:

∂t f J f f0 0 0= ( )ee , . (91)

We look for a solution of Eq. (91) in the form f0 = AeΨ, where
Ψ = ( ) ( )F gTv v2 2  and A is a normalization constant. The tem-
perature dependence is combined in function F, and velocity
dependence is in g; then, the time derivative of f0 becomes

∂
∂ ν

t T
t Ef f F g
T

T
f F g0 0

2
0

2
= ′ = ′v

v ei

3
, (92)

where we substituted ∂ νt E TT T = ( )v v2 2 3ei  due to the in-
verse bremsstrahlung heating. The electron�electron collision
integral reduces in this case to

J
e

m
F f Iee = ( )[ ]16

3

4

2 2 0
2π ∂

∂

Λ

v v
v , (93)
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π . (94)

In the limit of v → ∞, I becomes

I g d f g n T  � ′ ( ) ′ ′∫ ′( ) = ′ ( )∞v v v v v v2 4
0 0

2 24 3π ,

and Eq. (91) takes the form

′′ + ′ =
′

g Fg Z
F

F

gE

T

2
2

5 18 2

vv

v π
. (95)
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Next, we make an assumption ′′ << ′g g 2, which will be veri-
fied a posteriori. In this case the solution of Eq. (95) becomes

g
F

F

Z E

T

=
′2

225 2
5

2

2

5π
v

v

v
. (96)

Observe that the condition ′′ << ′g g 2  is satisfied in the limit of
large velocity. The function g, by definition, does not depend
on temperature; this yields for F

′
= ( ) =

F

F
C F

C
T

T
2

2 5 2

7v
v

,
�

,   (97)

where C and �C  are constants. The distribution function f0
depends on the product F gTv v2 2( ) ( ),  which, according to
Eqs. (96) and (97), takes the form

F g
Z

T
E

T

v v
v v

v
2 2

2 5

7
7

225 2
( ) ( ) = −

π
. (98)

Using Eq. (98), the asymptotic limit of the symmetrical part of
the distribution function reduces to

f x Z xE

T
0

2

2
5 21 0 07>>( ) −









  exp    ~ . .

v

v
(99)

The latter equation must be compared to f0
int  in the limit

x → ∞ [see Eq. (90)],

f x Z xE

T
0

2

2
5 21 0 05int    exp    >>( ) −









~ . .

v

v
(100)

Thus, we can conclude that the function in the form (90) is a
good approximation to the distribution function for thermal
and superthermal electrons.

In conclusion, we have derived the transport coefficients,
including the thermal and ponderomotive terms for an arbi-
trary ion charge. The modification of the thermal transport due
to the ponderomotive effects near the critical surface and laser
turning point will be discussed in a forthcoming publication.
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Attaining ignition and high gain in inertial confinement fusion
(ICF) requires that deuterium�tritium (DT)�filled capsules be
spherically imploded to high temperature and density.1�3 �Hot-
spot� ignition, where a capsule is compressed so as to form two
different regions�a small mass of low-density, hot (~10-keV)
fuel at the center surrounded by a larger mass of high-density,
low-temperature fuel�is the leading method envisioned to
achieve this goal. Shock coalescence �ignites� the hot spot, and
a burn wave propagates into the main fuel region. Success
requires a symmetric implosion because significant deviation
from spherical symmetry will result in shock dynamics that do
not lead to ignition. In the direct-drive approach to ICF, where
implosion occurs in response to a large number of high-power,
individual laser beams illuminating the surface of a capsule,
the requirement for spherical implosion imposes severe con-
straints on the uniformity of the laser drive1�3 and on the
sphericity of the capsule.

Illumination nonuniformities, coupled with initial capsule
imperfections, lead to distortions in the compressed capsule.
High-mode-number perturbations (l > 10) are primarily im-
printed by nonuniformities within individual laser beams.4,5

During both the acceleration and deceleration phases, these
perturbations are amplified by Rayleigh�Taylor (RT) instabili-
ties and grow exponentially until reaching saturation at ampli-
tudes of ~ 4R/l2 (R is the capsule radius); thereafter, they
grow linearly.6 Low-mode-number asymmetries (l ≤ 10) result
primarily from either drive-pressure asymmetry, due to
nonuniformity in on-target laser intensity, or capsule fabrica-
tion asymmetry.4,5 These secular modes grow linearly through-
out the entire implosion, largely due to Bell�Plesset (BP)�related
convergence effects.7

A major effort has been made in current ICF research to
reduce target illumination nonuniformity and capsule imper-
fections. Characterization of these efforts requires the mea-
surement of any deviations from spherical symmetry in the
assembled capsule mass, or areal density (ρR).8 Previous work
relied on numerical simulations to predict the conditions under
which asymmetries may develop and on x-ray imaging to

Effects of Nonuniform Illumination on Implosion Asymmetry
in Direct-Drive Inertial Confinement Fusion

provide information about emission symmetry.9 Quantitative
experimental information about ρR asymmetries has not been
available, however, until recent experiments10�11 on OMEGA12

using novel charged-particle spectrometry techniques.13 These
experiments have resulted in the first studies of low-mode-
number ρR asymmetries at the time of fusion burn for direct-
drive spherical implosions (the diagnostic technique is sensitive
to structure with mode numbers l � 5). From these experiments
we conclude that changes in laser-intensity distributions result
in changes in ρR asymmetries, while capsule imperfections do
not seem to be a dominant factor under current conditions.14 In
this article we present new studies showing quantitatively, for
the first time, how the amplitude of ρR asymmetries is directly
correlated with the amplitude of asymmetries in time-aver-
aged, on-target laser intensity I for ablatively driven implo-
sions. The resulting scaling law is based on both theoretical
implications of capsule convergence and experimental data
and has implications for future work on the National Ignition
Facility (NIF)1 as well as on OMEGA. The terminology that
will be used is that �ρR� and �I� are averages over angle, δρR
and δI are deviations from the average at a given angle, and
�δρR� and �δI� are rms averages over angle.

Illumination asymmetries on OMEGA are generated by
several sources. First, there are differences in the time-inte-
grated energies delivered by the 60 individual laser beams,
which can be characterized by an rms beam energy imbalance
σb that tends to be in the range σb � 3%.15 The beams, how-
ever, overlap on the capsule surface, and the overlap reduces
the net energy nonuniformity to a value σe that can be esti-
mated from a typical measured beam profile shape and the
theoretical positions of the individual beam centers: σe ~ 0.8%
to 1.5% rms. The total illumination nonuniformity on the
capsule surface is higher than σe because of other contributing
factors and can be estimated as δ σ σ σ σI I e s p≈ + + +2 2 2

0
2 .

The component σs, typically ~1% rms,16 is due to deviations
of individual beam shape profiles from that assumed in calcu-
lating σe. The component σp (typically ~1.9% rms16) results
from errors in the pointing of individual laser beams, and σ0
(typically ~1% rms16) is an additional contribution from any
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offset of the capsule center from the center of the target
chamber (σ0 is ~0.2 times the offset in µm16). Target offset
results in drive asymmetry with strong l = 1 and 2 modes. This
is demonstrated in Fig. 98.5, which displays a two-dimen-
sional (2-D) simulation from the hydrodynamic code DRACO,
incorporating the measured beam imbalance and other nomi-
nal experimental conditions for an implosion with 50-µm
offset from target chamber center (TCC). The simulation
indicates a strong correlation between drive asymmetry and ρR
asymmetry, which will be addressed empirically below. These
low-mode capsule perturbations cannot be smoothed by the
effects of lateral energy flow in the form of transverse thermal
conduction17 because the scale length of the perturbations is
typically much longer than the separation between the critical
surface and the ablation surface.

The amplitude of asymmetries in ρR is quantitatively cor-
related with the amplitude of asymmetries in time-averaged,
on-target laser intensity I. Both theoretical and experimental
approaches have been used to understand the correlation.
Theoretically, a scaling law for predicting how measured ρR
asymmetries relate to δI I  can be derived from consider-
ations of implosion dynamics, assuming that ρR asymmetries
are seeded by the illumination asymmetries and modified due
to effects of capsule convergence. The growth rates of low-l-
number perturbations due to RT instabilities are small ∝( )l .
To first order, the angular variations in acceleration rates (g)
during both acceleration and deceleration phases of an implo-
sion can be written δ δg g V V≈ imp imp  (Ref. 1), where
Vimp = Vimp(t) is the capsule implosion velocity. Starting with

R R V t0 −( ) ≈ imp imp  and considering implosion dynamics, one
obtains

− ≈ −( )δ δR

R

V

V
Cr

imp

imp

1 . (1)

In this expression, Cr is the convergence ratio

C R R R f Rr ≡ ≈0 0 0ρ ρ ,

where ρ0 and R0 are the initial shell density and radius and
f is the fraction of shell mass not ablated (which can be
estimated from �burnthrough� experiments18). One obtains
− ≈δ δρ ρR R R R1 2 . Vimp is a function of laser inten-
sity on target for direct-drive implosions with

V I m mimp ∝ ( )1 3
0ln ,

where m(m0) is the payload (initial) capsule mass determined
by dm dt I∝ α  (α is a constant).1,19,20 Substituting these
relations into Eq. (1) and keeping terms of first order in
δI I , the resultant scaling has the form

δρ ρ δR R B C I Ir≈ −( )1 ,

where B is a coefficient of the order of 1 that depends weakly
on the payload mass. This result is analogous to the BP effect
for incompressible fluids, which predicts that the growth of
δρR is proportional to capsule convergence and in-flight shell
thickening. The above discussion includes only 1-D effects.
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Figure 98.5
(a) Density contours at a time of peak burn (~1.9 ns) for an implosion of a
capsule offset by 50 µm from TCC, simulated using the 2-D code DRACO

for conditions of shot 26646 (23 kJ of laser energy in a 1-ns square pulse
applied to a capsule with 15 atm of D2 in a 20-µm CH shell). (b) The target
offset results in drive asymmetry with strong l =1 and 2 modes, which
generates a correlated ρR asymmetry.



EFFECTS OF NONUNIFORM ILLUMINATION ON IMPLOSION ASYMMETRY IN DIRECT-DRIVE INERTIAL CONFINEMENT FUSION

LLE Review, Volume 98 69

Two-dimensional (2-D) effects, such as lateral mass flow, can
modify the convergence-driven asymmetry growth, resulting
in a lower value of B for high-l-number asymmetries with
ratios of perturbation wavelength (λ) to in-flight shell thick-
ness (∆) of the order of 1 or less. To avoid this theoretical
complication, we use experimental data to determine B. In
addition, since initial asymmetries in capsule structure due to
fabrication imperfections (with rms amplitude σC) should
grow in the same manner during convergence, we would
expect that

C
R

R
a B

I

Ir C−( )








 ≈ +











−
1

2
2

2 2 2
2

δρ

ρ
σ

δ
, (2)

where a is an unknown coefficient. Experimental verification of
the form of this equation, and a value for B, will be found below.

Experiments were conducted on OMEGA with 60 beams of
frequency-tripled (0.35-µm) UV light driving the targets di-
rectly. The total laser energy was ~23 kJ for 1-ns square pulses
or ~18 kJ for shaped pulses. Individual beams were smoothed
using single-color-cycle, 1-THz, 2-D smoothing by spectral
dispersion (SSD) and polarization smoothing (PS) using bire-
fringent wedges.5 The room-temperature capsules had plastic
(CH) shells with 20-µm nominal thickness and were filled with
18 atm of D3He or 15 atm of D2 gas. Each imploded cryogenic
capsule had an 80- to 100-µm D2-ice layer inside an ~5-µm CH
shell.21,22 The primary23 or secondary protons10 generated
from D3He reactions (D+3He → α + p) were measured. These
protons are energetic enough to easily penetrate the CH shell
or D2-ice layer, but they interact strongly enough with the
capsule plasma that their energy loss is a direct measure of ρR
for each spectrometer line of sight:

ρ ρR dE dx dEE
E= ( )∫

−1
0

[see (Ref. 24)]. Because the shell (CH or D2 ice) has a lower
temperature, higher density, and higher mass than the gas, the
measured ρR and ρR asymmetry are dominated by ρRshell.

ρR asymmetry can be seen in sample D3He proton spectra
from a single shot (25221), shown in Fig. 98.6. The measured
mean proton energy losses ∆�Ep� varied from 1.1 to 2.2 MeV,
leading to a variation in ρR from about 35 to 70 mg/cm2. Under
current conditions a number of sources of ρR asymmetry
typically contribute, with no single source dominating. When

an effort is made to maintain the same capsule and laser
conditions from shot to shot, the spatially averaged �ρR�
remains relatively constant, as shown in Fig. 98.7. Although
contiguous implosions often show similar angular variations
in δρR,10,11 there are small, random variations from shot to
shot and a tendency for the angular variations to become
uncorrelated over a long shot series.
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Figure 98.6
Proton spectra were measured simultaneously at seven different diagnostic
ports for shot 25221. Two of the spectra are shown here, labeled with the
port ID. Substantial asymmetries in the mean downshifted energy indicate
ρR asymmetry.
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(a) Measured ∆�Ep� and inferred ρR for individual shots that were nominally
identical, averaged over different port locations, plotted versus time over a
two-week time interval. (b) Measured ∆�Ep� and inferred ρR at different port
angles (θ,ϕ), averaged over the same shots over a two-week interval. The
�error bars� are not measurement uncertainties but standard deviations of all
measurements represented by a given, plotted average.
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For the shots under study here, the values of δρ ρR R
and δI I  were tabulated and are plotted in Fig. 98.8. The
data were fit to the two-parameter function

C R R A B I Ir −( ) = + ( )−1 1 2 2 2
δρ ρ δ ;

this is equivalent to Eq. (2) with A a C
2 2 2= σ , but A2 can also

be thought of as including the average effect of any other
unknown source of asymmetry not correlated with δI I .
As discussed in the figure caption, the data are well fit by this
function using a value of B ≈ 1/2, indicating that the contribu-
tion of δI I  to δρ ρR R  is

δρ

ρ

δR

R
C

I

Ir≈ −( )1

2
1 . (3)

The value B = 1/2 in Eq. (3) was determined almost
exclusively by the high δI I , high δρ ρR R  data points
in Fig. 98.8. Most of these points correspond to large capsule
offset, where illumination asymmetries are dominated by l =
1 and l = 2; the others correspond to cases with some laser

beams turned off, where δI I  was also dominated by low-
l structure. B may be somewhat smaller for higher modes due
to the effects of lateral mass flow; this will be the subject of
future work. The data used here correspond to capsules with
similar payload masses, but the derivation of Eq. (2) indicates
that (logarithmic) dependence on payload mass should be very
weak.1 In addition, only one fill pressure was used in the room-
temperature capsules (18 atm), but data from other experi-
ments11 with the much lower fill pressure of 4 atm are consistent
with Eq. (3) (although all of these data fall in the low δI I ,
low δρ ρR R  grouping of Fig. 98.8). Of particular interest
is the fact that Eq. (3) seems equally valid for both room-
temperature, CH-shell capsules and cryogenic capsules, even
though these two types of capsules have very different theoreti-
cal susceptibilities to the RT instability.1 The convergence-
driven growth is probably more important than RT effects for
the low modes under study here. (High-mode-number RT
instabilities do have indirect effects on the growth of these low
modes because they cause fuel�shell mix, which decreases Cr
and thereby decreases the growth of δρR.) This is particularly
important for lower fill pressures, where Cr would be expected
to be larger but is not; experiments show that Cr is nearly the
same for 4-atm capsules as for 18-atm capsules.25 The data
demonstrate that the growth of these low-mode asymmetries is
driven primarily by convergence. Whereas different pulse
shapes (adiabats), drive energies, or payload masses may result
in different asymmetry amplitudes, the primary differences are
likely to be due to the size of Cr rather than the size of the
coefficient 1/2 in Eq. (3) or even the breakdown of the scaling
itself. We conclude that the coefficient 1/2 in Eq. (3) may be
slightly different in different ablative-drive contexts, but prob-
ably not by much.

Other evidence supports the scaling of Eq. (3). As shown in
Fig. 98.8, it is compatible with 2-D simulations for two
different shell thicknesses (20 and 26 µm). This shows that the
1-D arguments used to derive Eq. (3), and also the arguments
given for the weak dependence on payload mass, are compat-
ible with 2-D simulations. The weak dependence on payload
mass is experimentally shown through comparisons of the data
shown here with recent results with 26-µm-shell capsules,26

which also indicates that the scaling applies at all angles,
applies for modes l = 1 and l = 2 individually, and applies at
separate times during the implosion.

The scaling of Eq. (3) is useful for estimating behavior in
future experiments. On OMEGA, the performance of cryo-
genic implosions has been shown to be diminished when target
offsets cause low-mode asymmetries.21,22 Another example is
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Figure 98.8
Plot of y C R Rr≡ −( )−1 1 δρ ρ  versus x I I≡ δ  for the shots described
in the text. The solid line represents a least-squares fit of the data to the
function y x A B x( ) = +2 2 2 , where A = 1.63±0.33 and B = 0.50±0.03; the
reduced χ2 was 1.24. The dotted line represents the contribution of δI I ,
while the dashed line represents the mean contribution of all other sources of
asymmetry. Open diamonds correspond to room-temperature capsules with
plastic shells, while triangles correspond to cryogenic capsules; it is notable
that the two types of data are fairly consistent with each other. Taken
separately, the plastic-shell data give B = 0.41±0.05 and the cryogenic data
give B = 0.55±0.04. In most cases, values of δI I > 3%  were due to offsets
of capsules from the target chamber center. Solid circles (20-µm CH shell)
and a solid square (26-µm CH shell) are from 2-D simulations and show good
agreement with the data and with Eq. (3).
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cone-capsule, fast-ignition experiments on OMEGA,27 where
there is no laser illumination on part of the capsule (essentially
an l = 1 mode). For future indirect-drive experiments at the
NIF, low-mode symmetry is an important design issue.1 Since
very high values of Cr (~30 to 40) are required for ignition,1

Eq. (3) implies that even small amounts of drive asymmetry
can disrupt implosion dynamics. Although the experimental
data used in this article are from direct-drive implosions, the
scaling for indirect drive should theoretically be similar be-
cause the drive pressure scales with I in a similar way;1 direct
experimental evidence is currently being sought in ongoing
indirect-drive experiments at OMEGA.28 Another NIF illumi-
nation scheme under consideration is polar direct drive (PDD),29

in which laser beams arranged in a six-ring configuration
normally used for indirect drive will be used for direct drive;
although this configuration will be optimized as much as
possible, it will involve significant low-mode illumination
asymmetry, and it is important to know how serious that will be
for implosion performance. Equation (3) can be used in these
cases to estimate constraints on δI I  if we know the upper
limit of δρ ρR R  that an imploded capsule can tolerate,
although in some cases the criteria for ignition have been stated
in terms of the symmetry of the hot, compressed core1 rather
than the symmetry of total ρR. Current work is underway to
study the relationship between core symmetry and total ρR
symmetry in indirect-drive implosions.28

In summary, we have performed the first experiments to
systematically study ρR asymmetries and their relationship
with laser illumination asymmetries for direct-drive capsule
implosions on OMEGA. A scaling law relating δρ ρR R  to
δI I  has been found, and it has critical implications for

future work on the National Ignition Facility (NIF) as well as
on OMEGA.
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Introduction
Stimulated brillouin scattering (SBS) is the decay of an inci-
dent (pump) light wave into a frequency-downshifted (Stokes)
light wave and an ion-acoustic (sound) wave.1 It is important
in inertial confinement fusion (ICF) experiments because it
scatters laser light away from the target, which reduces the
laser energy that is available to drive the compression of the
nuclear fuel.2

Unabated SBS results in a complete transfer of energy from
the pump wave to the Stokes (and sound) wave(s); however,
such a transfer is not observed in experiments. Several mecha-
nisms can saturate SBS: The first and most important one is the
Landau damping3 of sound waves. This is a linear phenomenon
and, hence, can be significant even for small sound-wave
amplitudes. Heikkinen,4 Rozmus,5 and Cohen6 have discussed
a wide variety of ion-acoustic nonlinearities. Hydrodynamic
effects such as daughter-wave generation and nonlinear phase
shifts can limit SBS significantly if the sound-wave amplitude
is large enough. Finally, if the Stokes intensity becomes com-
parable to the pump intensity, the effects of pump depletion
become significant. Our goal is to compare these processes in
one- and two-ion plasmas. Our model of sound waves consists
of mass and momentum conservation equations for the ion
fluids (two of each for two-ion plasmas), together with the
inertionless electron-fluid equation and the Poisson equation.
The results of kinetic theory7�9 were used to calculate phenom-
enological damping coefficients. Beating the pump with Stokes
waves creates a low-frequency ponderomotive force that drives
the sound wave. In this article the exact partial differential
equation for a light wave is not solved; instead, an approximate
ordinary differential equation is used for the amplitude of the
ponderomotive force. Neglecting the transient dynamics of the
ponderomotive force is a good approximation because the
group velocity of light is much higher than the group velocity
of sound.

A one-dimensional model is used to simulate backward
scattering. The first part of this article is devoted to SBS in a
one-ion plasma. In this case it is easier to understand underly-

Convective Stimulated Brillouin Scattering (SBS)
in One- and Two-Ion Plasmas

ing physical processes and to find an approximate analytical
solution of the model equations. A numerical solution was
obtained by a code developed at LLE. To verify numerical
results, the model equations were linearized, the exact disper-
sion equation was found, and it was solved numerically. The
solution obtained through this method was compared to a
numerical solution of linearized equations at different values
of pump intensities and damping coefficients. The next step
was to solve numerically the nonlinear equation for ponder-
omotive force along with the linear ion-fluid equation. That
allowed us to quantify the effects of pump depletion. The latter
solution was then compared to a solution of an exact nonlinear
set of equations, which showed the effect of ion-acoustic
nonlinearities. The same steps were repeated to simulate SBS
in two-ion plasmas. The effects of Landau damping, pump
depletion, and ion-acoustic nonlinearities are shown sepa-
rately for fast and slow sound waves. SBS was simulated for
carbon and hydrocarbon plasmas with parameters typical for
experiments on the OMEGA laser system.

SBS in One-Ion Plasmas
1. Model Equations

The equations governing the ion-fluid motion are similar to
the equations for undriven sound waves.10 Specifically, each
ion species is governed by a continuity equation

∂ ∂t i x i in n+ ( ) =v 0 (1)

and a momentum equation

m n Zen pi i t i x i i x x i∂ ∂ ∂ φ ∂+( ) = − −v v , (2)

where ni is the ion (number) density, vi is the ion velocity, mi
is the ion mass, Ze is the ion charge, pi is the ion pressure, and
φ is the electrostatic potential. One can use an adiabatic
equation of state for ions under the assumption that the ion-
acoustic wave phase velocity is much larger than the ion
thermal velocity. It follows from the adiabatic equation of state
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that

∂ ∂x i i i i i x i ip n T n n n n= ( ) ( )3 0 0
2

0 , (3)

where Ti0 is the equilibrium ion temperature and ni0 is the
equilibrium ion density. By substituting Eq. (3) into Eq. (2),
one finds that

m n

Z en n T n n n n

i i t i x i

i x i i i i x i i

∂ ∂

∂ φ ∂

+( )

= − − ( ) ( )

v v

3 0 0 0
2

0 . (4)

The electrostatic potential is governed by the Poisson equation

∂ φ πxx e ie n Zn= −( )4 . (5)

With the ponderomotive term added,1 the electron-fluid mo-
mentum equation is

∂ ∂ φ ∂ ∂t e x e x e e e e ee m ea m c p n mv = − ( ) −⊥
2

2 , (6)

where a⊥ is the vector potential of a light wave. Because the
electron thermal velocity is much higher than the phase veloc-
ity of the sound waves, one can use the isothermal equation of
state

p n Te e e= (7)

for the electron fluid. By substituting Eq. (7) into Eq. (6) and
neglecting electron inertia, one finds that

∂ ∂ φ ∂x e e x e x en n e T e d T= − , (8)

where the ponderomotive potential d a e m ce= ⊥
2 22 . The inte-

gral of Eq. (8) is

n n e T ed Te e e e= −( )0 exp φ , (9)

where ne0 is equilibrium electron density. One can simplify
the manipulation of equations by rewriting them in dimen-
sionless variables. It is clear from Eq. (9) that one should

measure the potentials in units of T ee  and the electron den-
sity in units of ne0. It is clear from Eq. (4) that one should
measure the ion density in units of ni0 (equilibrium ion den-
sity). It follows from Eq. (5) and the normalization of the
potentials that one should measure distance (x) in units of the
electron Debye length λ πDe = ( )T n ee e4 0

2 1 2
. If one mea-

sures time (t) in units of the inverse ion-plasma frequency
ω πpi
− = ( )1

0
2 1 2

4m Zn ei e ,  the corresponding speed unit is the
ion-sound speed c ZT ms e i= ( )1 2.  By making these changes
in Eqs. (1), (4), (5), and (9), one obtains the dimensionless
equations

∂ ∂t i x i iN N V+ ( ) = 0, (10)

∂ ∂ ∂ θ ∂t i x i x i x iV V N N+( ) + + =Φ 0, (11)

∂xx i eN N2 0Φ + − = , (12)

N De − −( ) = exp Φ 0, (13)

where θ = 3T ZTi e .  The dimensionless ponderomotive poten-
tial is given by

D A= ⊥
2 , (14)

where A ea m T ce e⊥ ⊥= ( )2 2 1 2
 is the dimensionless vector

potential of a light wave. Physically A⊥ is the transverse
electron quiver velocity divided by the electron thermal veloc-
ity. Equations (10)�(13) describe a sound wave in plasma. The
equation for the vector potential of a light wave in a plasma was
derived from the Maxwell equations:1

∂ ∂ πtt xx e ec A e n A m2 2 2 24−( ) = −⊥ ⊥ . (15)

The vector potential A⊥ can be written as

A A i t⊥ = −( ) +[ ] exp c.c.ω0 2, (16)

where A is the slowly varying amplitude and ω0 is the pump
frequency. Slowly varying amplitude A satisfies5
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2 0
1 2

2 2
0 0

i n Zm n m A

c m T A n n a An n

c e e i t

e e xx c e e e

( )

+ + =

∂

∂ , (17)

where n m ec e= ( )ω π0
2 24  is the critical density. The slowly

varying amplitude can be expressed as the sum of two compo-
nents:

A A ik x A ik x i t= ( ) + −( )0 0 1 1 1 exp  exp ω , (18)

where A0(1) is the pump (Stokes)-wave amplitude, k0(1) is the
pump (Stokes)-wave number, and ω1 is the frequency differ-
ence between the pump and Stokes waves. If the SBS gain
length is large compared to the wavelengths of pump and
Stokes waves, the envelope approximation is valid. By substi-
tuting Eq. (18) into Eq. (17) and using envelope approxima-
tion, one finds that

∂ ∂

γ ω ω

t x

e

A A ik x

i A N i k k x i t

0 0 0 0

1 1 2 1 2 2

v +( ) ( )

= − +( ) − +( )[ ]

 exp 

 exp , (19)

− +( ) − +( )

= − − +( ) −[ ]

∗ ∗

∗

∂ ∂ ω

γ ω

t x

e

A A ik x i t

i A N i k k x i t

1 0 1 1 1

0 0 2 2 2

v  exp 

 exp , (20)

where Ne  is the first Fourier harmonic of the electron-density
fluctuations, v0 is the group velocity of the pump wave, k2(ω2)
is the wave number (frequency) of the undriven sound wave,
and the coupling constant γ = ( )T k m ce e2

2 .  In the context of
SBS, the plasma response is important only near resonance.
For three-wave processes the resonance conditions are

ω ω1 2 0+ = , (21)

k k k0 1 2 0− − = . (22)

The undriven sound-wave frequency ω2 and wave number k2
satisfy the dispersion relation10

ω θ2 2 2
2 1 2

1= +( ) +[ ]k k . (23)

By using Eqs. (21) and (22), one can reduce Eqs. (19) and
(20) to

∂ ∂ γt x eA A i A N0 0 0 1 2v + = − , (24)

− + = −∗ ∗ ∗∂ ∂ γt x eA A i A N1 0 1 0 2v . (25)

Because the light-wave group velocity is much higher than the
sound-wave group velocity, the intrinsic relaxation time is
much shorter than the SBS gain time. Consequently, the time
derivatives in Eqs. (24) and (25) can be neglected, in which
case the equations reduce to

∂ γx eA i A N0 1 2= − , (26)

∂ γx eA i A N1 0 2∗ ∗= − . (27)

By substituting Eq. (16) into Eq. (14) one finds that

D A i t A i t A= −( ) + ( ) +[ ]∗2
0

2
0

22 2 2 4 exp  exp ω ω . (28)

The first two terms on the right-hand side of Eq. (28) are
nonresonant and can be omitted, thus one obtains

D A= 2 2. (29)

By substituting Eq. (18) into Eq. (29) and neglecting nonresonant
terms, one finds that

D A A ik x i t= −( ) +[ ]∗
0 1 2 2 2 exp c.c.ω . (30)

It follows from Eq. (30) that the Fourier harmonic of the
ponderomotive potential is

D A A= ∗
0 1 . (31)
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By differentiating Eq. (31) and substituting ∂xA0,1 from
Eqs. (26) and (27), one obtains

∂ γx eD i N D C= − +



 4 2

2 1 2
, (32)

where the integration constant C A A D= +( ) −0
2

1
2 2 2

4 .
One can calculate C at the left boundary (x = 0) and express it
in terms of two physical parameters: the pump intensity
I A= ( )0

2
0  and the reflectivity R A A= ( ) ( )1

2
0

2
0 0 :

C I R= −( )[ ]1
2
. (33)

The physical laser intensity I c k al = ( ) ( )0 0
2 8π ,  from which

it follows that the normalized intensity

I I e m T cl e e= ( ) ( )2
0
2 3λ π .

If Il is measured in W/cm2, λ0 is measured in µm, and Te is
measured in keV, then

I I Tl e≈ × −2 10 16
0
2λ . (34)

By adding phenomenological damping terms to Eqs. (11) and
(12) and ponderomotive potential terms to Eqs. (13) and (14),
one obtains

∂ ∂ ζt i x i i iN N V N+ ( ) + −( ) =1 0, (35)

∂ ∂ ∂ θ ∂ ζt i x i x i x i iV V N N V+( ) + + + =Φ 0, (36)

∂ ωxx iN D ik x i t2
2 2 0Φ Φ+ − − −( )[ ]{ } = exp  exp � , (37)

N D ik x i te − − −( )[ ]{ } = exp  exp Φ � 2 2 0ω , (38)

where �(f) denotes the real part of f. Equations (35)�(38),
(32), and (33) form a complete set that self-consistently de-
scribes SBS.

We used the following initial and boundary conditions: the
plasma is undisturbed initially and remains so at the left

boundary (x = 0); SBS is seeded by a finite-amplitude Stokes
wave at the right boundary (x = L). We used A L I1

2 610( ) = − ,
which corresponds to

D L I( ) = −2 310 . (39)

2. Numerical Scheme
Our code uses the MacCormack (MC) method11 to solve the

ion-fluid Eqs. (35) and (36), written in conservation form. MC
is a two-step method: at the first step the values of the ion
density and velocity are predicted using the first-order forward
difference scheme associated with Eqs. (35) and (36):

N N c N V N V t Ni
k

i
k

i i j
k

i i j
k

ij
k

j j
+

+
= − ( ) − ( )[ ]− −( )1

1
1δ ζ , (40)

V V c V N

V N t V

i
k

i
k

i i j

k

i i j

k
i
k

j j

j

+
+

= − + +( )


− + +( ) 

−

1 2 2
1

2 2

2 2

2 2

Φ

Φ

θ

θ δ ζ . (41)

In Eqs. (40) and (41), the subscript j denotes the position jδx,
the superscript k denotes the time kδt, and c t x= δ δ  is the
convection number.

With Ni
k
j
+1 known, the predicted values of the electro-

static potential Φ j
k+1, electron density Ne

k
j
+1 and ponderomotive

potential Dj
k+1 can be determined by solving Eqs. (32), (33),

(37), and (38) iteratively. First, Eq. (37) is solved using the
ponderomotive potential obtained in the previous iteration
(previous time step for the first iteration). Equation (37) is
solved using the Newton iteration method, which was de-
scribed in detail in Ref. 10. The values of the electrostatic
potential obtained from Eq. (37) are used in Eq. (38) to
calculate the electron density Ne. The discrete Fourier trans-
form12 is used to calculate the first harmonic of Ne. Fourier
transform actually gives the values of the first harmonic
averaged over one wavelength; thus, Eq. (32) has to be solved
on a grid whose points are separated by exactly one wave-
length. Linear interpolation was used to calculate the values of
ponderomotive potential between those grid points:

D x D x D x D x x xl r l( ) = ( ) + ( )− ( )[ ] −( )1 2λ , (42)
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where xl and xr are left and right grid points and λ2 is the
sound wavelength. The square of the ponderomotive potential
amplitude in Eq. (32) also has to be averaged over one wave-
length: D D x dxx

x

l

r2 2
2= ( )∫ λ .  By using formula (42) for

D x( )  and integrating, one obtains

D D x D x D x D x

D x D x

l r l r

l r

2 2 2

3

= ( ) + ( ) + ( )[ ] ( )[ ]{

+ ( )[ ] ( )[ ]}

� �

� � , (43)

where �(f) denotes the imaginary part of f.

A straightforward numerical scheme is then used to solve
Eq. (32):

D x D x i N D Cc l c r e p
( ) = ( ) + +






γλ2

2
1 2

4 2 . (44)

The values of D p
2  and Cp obtained in the previous iteration

(previous time step for the first iteration) are used to calculate
Dc  in the current iteration. The values of Dc  are calculated
from right to left because the value of D  at the right boundary
is fixed [Eq. (39)]. The values of Dc  are then used in Eq. (33)
to calculate Rc and Cc. Subsequently, Eq. (37) is solved using
the values of ponderomotive potential obtained in the previous
iteration. These iterations are repeated until the convergence
condition

R R Rc p p−( ) < � (45)

is satisfied. At the second step of the MC method, spatial
derivatives are evaluated using the first-order forward-differ-
ence approximation based on the predicted values of the
density, velocity, and electrostatic potential. Corrected values
of density and velocity are obtained by averaging the spatial
derivatives calculated at the first and second steps:

N N c N V N V

N V N V

t N N

i
k

i
k

i i j
k

i i j
k

i i j
k

i i j
k

i
k

i
k

j j

j j

+
+

+
−
+

+

= − ( ) − ( )[

+ ( ) − ( ) 


− −( ) + −











1
1

1
1
1

1

2

1 1 2

 

 δ ζ ζ , (46)

V V c V N

V N

V N

V N

t V V

i
k

i
k

i i j

k

i i j

k

i i j

k

i i j

k

i
k

i
k

j j

j j

+

+

+

−

+

+

= − + +( )


− + +( )

+ + +( )

− + +( )

− +





1 2 2

1

2 2

2 2 1

2 2

1

1

1

2 2

2 2

2 2

2 2 2

2

Φ

Φ

Φ

Φ

θ

θ

θ

θ

δ ζ ζ

 

 .. (47)

The iterations described at the first step are repeated at the
second step to calculate the corrected values of the electrostatic
potential Φ j

k+1, electron density Nej
k+1, and ponderomotive

potential amplitude Dj
k+1.  The MC method is of second-order

accuracy in both time and space and is conditionally stable.11

The Courant stability condition for the MC scheme applied to
the sound-wave equations is derived in Ref. 10.

The sound-wave equations are solved on a spatial interval
that is longer than the interaction length of the sound and light
waves. To prevent the reflection of the sound wave from the
right boundary, the spatial interval includes an extra region in
which the sound wave is strongly damped and not driven.

3. Linear Regime of SBS
By linearizing Eqs. (35)�(38), one finds that

∂ ∂ ζt i x i iN V N1 1 1 0( ) ( ) ( )+ + = , (48)

∂ θ∂ ζt i x x i iV N V1 1 1 0( ) ( ) ( )+ ∂ + + =Φ , (49)

∂xx i eN N2 1 1 1 0Φ( ) ( ) ( )+ − = , (50)

N De
1 1 1 0( ) ( ) ( )− + =Φ , (51)

where N Ni i
1 1( ) = − , N Ne e

1 1( ) = − ,  V Vi i
1( ) = ,  Φ(1) = Φ, and

D(1) = D. By substituting

y y x ik x i t1
2 2

( ) = − + −( ) +[ ]� , exp c.c.σ ω
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where σ is the spatial growth rate, and differentiating, one
obtains the linear equations

i N ik Vi iω ζ σ−( ) − −( ) =� � ,0 (52)

i V ik Ni iω ζ σ θ−( ) − −( ) +( ) =� � � ,Φ 0 (53)

ik N Ni e−( ) + − =σ 2 0� � � ,Φ (54)

� � � ,N De − + =Φ 0 (55)

in which ω and k are the frequency and wave number of the
undriven sound wave (the subscript 2 was omitted for sim-
plicity). By solving Eqs. (52)�(55) one finds that

�

� � .

N ik

ik i N D

e

e

−( )

= − −( ) − −( )[ ]{ } +( )

σ

θ σ ω ζ

2

2 21 1  (56)

Linearization of the light-wave equation is equivalent to ne-
glecting pump depletion

∂ γx eD i I N= − 2. (57)

One can rewrite Eq. (57) in terms of �D D x= −( ) exp σ  and
� :N N xe e= −( ) exp σ

� � ,D N i Ie= ( )γ σ2 (58)

It follows from Eqs. (56) and (58) that

1

1 1 1 2

2

2 2

ik

ik i i I

−( )

= − −( ) − −( )[ ]{ } + ( )[ ]

σ

θ σ ω ζ γ σ . (59)

By using the sound-wave dispersion relation (23) and neglect-
ing terms of second and higher order in σ/k and δ/ω, one can
reduce Eq. (59) to

σ γ σ η ζ θσ= − + −( )Ik c4 2 , (60)

where phase velocity c k2 =ω  and η = (1 + k2)2. Equation (60)
is a quadratic equation and can be solved analytically. The
spatial growth rates are given by

σ
η ζ η ζ γ ηθ

ηθ± =
± − +( )[ ]

+( )
c c Ik2

2
2
2 2 1 2

1

2 1
. (61)

By using boundary conditions for the ion density
N(1)(0) = 0, ponderomotive potential D(L) = D0 cos (kx�ωt),
and Eq. (58), one finds that

D D
x x

L L

kx t

=
−( ) − −( )
−( ) − −( )

× −( )

+ + − −

+ + − −
0

exp exp 

exp exp 
 

cos 

σ σ σ σ

σ σ σ σ

ω , (62)

N D k
x x

L L

kx t I

i = + +( ) −( )− −( )
−( ) − −( )

× −( ) ( )

+ −

+ + − −
1 2 10

2 exp  exp 

exp  exp 

  sin 

σ σ

σ σ σ σ

ω γ . (63)

Equation (60) has real solutions for growth rates σ only if

ζ γ ηθ η2
2

2
1> +( ) ( )Ik c . (64)

When the ion-acoustic damping is weak, condition (64) is
violated and there is no physically meaningful solution for σ.
For this case the linear SBS equations predict absolute instabil-
ity.13 There is no steady-state solution of linear SBS equations
in this case. The only saturation mechanisms in the case of
weak ion-acoustic damping are nonlinear effects such as pump
depletion and hydrodynamic nonlinearities. We consider con-
vective SBS with strong ion-acoustic damping. In this case
nonlinear effects can also be important, but even in the linear
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regime SBS can be saturated by damping. For very strong
damping

ζ γ2 >> Ik. (65)

By neglecting the second- and higher-order powers of γ ζIk 2

in the Maclaurin expansion of formula (61), one obtains

σ
η ζ
ηζ

γ
η ζ+ ≈ +

−
c Ik

c
2

21 4
, (66)

σ
γ
η ζ− ≈

Ik

c4 2
. (67)

If condition (65) is satisfied, then σ+ >> σ� and exp(�σ+x)
<< exp(�σ�x). Neglecting exp(�σ+x), one can reduce
Eq. (62) to

D D G L x kx t≈ −( )[ ] −( )0 exp  cos ω , (68)

where G = γIk/4ηc2ζ is the well-known convective growth
rate.

To assess the accuracy of the analytical approximations, we
chose typical parameters and solved Eq. (59) numerically.
There are up to eight solutions for σ, but only two of them have

� �σ σ( ) >> ( )  and are relevant to SBS. For future refer-
ence we will refer to the solution obtained by the method
described above as the combined solution.

We modeled SBS in a carbon plasma (Z = 6) with param-
eters that are typical of ICF experiments on the OMEGA laser
system: λ0 = 0.35 µm, IL = 1015 W/cm2, T Te i = 4,  Te = 1 keV,
and n ne0 0 1cr = . .  We used kinetic theory14 to evaluate the
Landau damping rate

ζ ω
π

=
( )

+( )

×








 +









 −
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2

1 2

2

1 2 3 2
2

k

c
m Z

m

T Z

T
c

T Z

Ts
e

i

e

i
s

e

i
  exp . (69)

For the OMEGA parameters listed above, the Landau damping
rate ζ ω ≈ 3 5. %.

The numerical (steady-state) solution of Eqs. (48)�(51)
and (57) is compared to the analytical and combined solutions
in Fig. 98.9. SBS in carbon plasma was simulated for the
OMEGA-like parameters listed above. The three solutions
agree perfectly. The reflectivity (RN) obtained through direct
numerical solution of Eqs. (48)�(51) and (57) = 20.6%. The
reflectivity (RA,C) obtained through analytical and combined
solution = 20.8%. Relative difference R R RA C N N, . %.−( ) = 0 9
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Figure 98.9
(a) First harmonic of electron density; (b) ponderomotive potential amplitude; (c) Stokes-wave intensity normalized to pump-wave intensity versus distance
for steady state of SBS. Solutions of linearized equations [(48)�(51), (57)] describing SBS obtained through different methods are compared. Dotted lines
represent numerical solution. Dashed lines represent combined solution obtained by numerical solution of Eq. (59). Solid lines represent analytical solution.
All three solutions are indistinguishable. Simulation parameters are λ0 = 0.35 µm, IL = 1015 W/cm2, T Te i = 4,  Te = 1 keV, and n ne0 0 1cr = . .
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4. Nonlinear Saturation
Convective SBS can be significantly reduced by nonlinear

effects when the reflectivity is big enough. Pump depletion can
be taken into account by solving the nonlinear light-wave
equations (32) and (33). The effects of hydrodynamic non-
linearities can be determined by solving the nonlinear ion-fluid
and Poisson equations (35)�(38). Different effects such as
nonlinear phase shift15 and generation of higher-order ion-
wave harmonics of sound wave4,5,16 were studied analytically.
Our goal is to compare the effects of pump depletion and
hydrodynamic nonlinearities on the saturation of SBS at
OMEGA-like parameters. To separate the effects of pump
depletion and hydrodynamic nonlinearities we numerically
solved the nonlinear light-wave equations coupled with the
linear sound-wave equations (48)�(51). This partially nonlin-
ear solution was compared to the linear solution, based on
Eqs. (48)�(51) and (57), and to the numerically obtained fully
nonlinear solution, based on Eqs. (32), (33), and (35)�(38). All
three solutions are shown in Figs. 98.10 and 98.11. Simulation
parameters are the same as those used in the previous section.

Steady-state reflectivities are as follows: linear reflectivity
RLN = 20.6%, partially nonlinear reflectivity RPN = 7.8%, fully
nonlinear reflectivity RFN = 6.3%. Pump depletion reduces
reflectivity by 60%. Ion-acoustic nonlinearities reduce reflec-
tivity by 20%.

It is straightforward to express the pump intensity in terms
of ponderomotive potential amplitude and constant of integra-
tion C. By using Eq. (31) and the definition of C, one finds that

A C D C0
2 2 1 2

1 24 2= +



 +









 . (70)

To show the effect of pump depletion we plotted the pump
intensity based on the partially nonlinear solution. The pump-
wave intensity normalized to the input pump intensity is
shown as a function of distance in Fig. 98.12. The pump
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Figure 98.10
(a) First harmonic of electron density; (b) ponderomotive potential amplitude; (c) Stokes-wave intensity normalized to pump wave intensity versus distance
for steady state of SBS. Dotted lines represent numerical solution of linearized equations (48)�(51) and (57). Dashed lines represent numerical solution of
partially nonlinear equations (32), (33), and (48)�(51). Solid lines represent numerical solution of fully nonlinear equations (32), (33), and (35)�(38). Simulation
parameters are the same as in Fig. 98.9.
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Figure 98.11
Reflectivities versus time. Dotted line represents numerical solution of
linearized equations (48)�(51) and (57). Dashed line represents numerical
solution of partially nonlinear equations (32), (33), and (48)�(51). Solid line
represents numerical solution of fully nonlinear equations (32), (33), and
(35)�(38). Simulation parameters are the same as in Fig. 98.9.
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intensity decreases on a scale length of several wavelengths.
As one would expect, output pump intensity

A L I R A L I0
2

1
21( ) = − + ( )PN .

To show the higher-order harmonic generation, we plotted
the discrete Fourier spectra of the electron density near its
maximum. The absolute values of the harmonic amplitudes are
shown in Fig. 98.13. The second and third harmonics can have
significant amplitudes, whereas the fourth and higher harmon-
ics are negligibly small.

SBS in Two-Ion Plasmas
1. Model Equations

The equations governing the ion-fluid motion are the same
as those for undriven sound waves.17 For each ion species s,
the mass and momentum conservation equations are

∂ ∂t s x s sn n+ ( ) =v 0, (71)

m n Z en ps s t s x s s s x x s∂ ∂ ∂ φ ∂+( ) + − =v v 0, (72)

where ns is the ion density, vs is the ion velocity, ms is the ion
mass, Zse is the ion charge, ps is the ion pressure, and φ is the
electrostatic potential. A detailed comparison of fluid and
kinetic models of sound waves in two-ion plasmas is described
in Ref. 9. In particular it shows that a fluid model with self-
consistent values of adiabatic exponents approximates the
kinetic phase velocities of the sound waves with an accuracy
close to the accuracy of the fluid model with adiabatic expo-
nents equal to 3 for both ion species. If one assumes adiabatic
exponents equal to 3 for both ion species, one finds that

∂ ∂x s s s s s x s sp n T n n n n= ( ) ( )3 0 0 0
2

0 , (73)

where Ts0 is the equilibrium ion temperature and ns0 is the
equilibrium ion density. One can easily modify Eq. (73) for a
polytropic equation of state. By substituting Eq. (73) into
Eq. (72), one finds that

m n

Z en n T n n n n

s s t s x s

s s x s s s s x s s

∂ ∂

∂ φ ∂

+( )

+ ( ) ( ) =

v v

 3 00 0 0
2

0 . (74)

The evolution of the electrostatic potential is governed by
the Poisson equation

∂ φ πxx e s s
s

e n Z n= −








∑4 . (75)

One can simplify the manipulation of these equations by
normalizing ns to ns0, ne to ne0, and us to the sound speed of
a reference species r. By rewriting Eqs. (71), (74), and (75) in
the dimensionless form and adding phenomenological damp-
ing terms, one obtains
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Figure 98.12
Pump-wave intensity normalized to input pump intensity versus distance for
steady state of SBS. Simulation parameters are the same as in Fig. 98.9.
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Fourier spectra of electron density near the point where it has maximal
amplitude for steady state of SBS. Simulation parameters are the same as in
Fig. 98.9.
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∂ ∂ ζt s x s s sN N V N+ ( ) + −( ) =1 0, (76)

∂ ∂ β ∂ θ ∂ ζt s x s s x s s x s iV V N N V+( ) + + + =Φ 0, (77)

∂ αxx e s s
s

N N2 0Φ− + =∑ , (78)

whereθs s r e r sT Z T m m= 3 , αs s s eZ n n= 0 0 is the ion charge-
to-density ratio, and βs s r r sZ m Z m=  is the ion charge-to-
mass ratio. Distance is measured in units of the electron-Debye
length λ πD = ( )T e ne e4 2

0
1 2

,  and time is measured in units of
the reference ion-plasma period 1 4 2

0
1 2

ω πpi = ( )m Z e nr r e .
The equations for the electron density and ponderomotive
potential amplitude are the same as those for the one-ion case:
Eqs. (32), (33), and (38). We used the same initial and boundary
conditions as in the one-ion case.

2. Numerical Scheme
A modified version of the numerical scheme described in

the one-ion section was used to simulate SBS in two-ion
plasmas. The mass- and momentum-conservation equations
for each ion species are solved to evaluate the density Ns and
velocity Vs of each of the ion fluids. Next, the Poisson equation
(78) with a weighted sum of the light- and heavy-ion charge
densities is used to calculate the electrostatic potential Φ.
Equations (78), (33), (37), and (38) are solved using the
iterative procedure described in the one-ion section. The Cou-
rant stability condition for the MC scheme applied to the
sound-wave equation in two-ion plasmas is given in Ref. 17.

3. Linear Regime of SBS
By linearizing Eqs. (76)�(78), one finds that

∂ ∂ ζt s x s sN V N1 1 1 0( ) ( ) ( )+ + = , (79)

∂ β ∂ θ ∂ ζt s s x s x s sV N V1 1 1 0( ) ( ) ( )+ + + =Φ , (80)

∂ αxx s s e
s

N N2 1 1 1 0Φ( ) ( ) ( )+ − =∑ . (81)

By substituting y y x ik x i t c c1
2 2

( ) = − + −( )−[ ]� . . exp σ ω  into
Eqs. (79)�(81) and differentiating, one obtains the linear alge-
braic equations

i N ik Vs sω ζ σ−( ) − −( ) =� � ,0 (82)

i V ik Ns s s sω ζ σ β θ−( ) − −( ) +( ) =� � � ,Φ 0 (83)

ik N Ns s e
s

−( ) + − =∑σ α2 0� � � .Φ (84)

The undriven sound-wave frequency ω and wave number k
satisfy the dispersion relation17

1 2 2 2 2+ = −( )∑k k ks s s
s

α β ω θ . (85)

The analysis of an undriven sound wave in two-ion plasmas
was described in detail in Ref. 17. Two types of sound waves
exist in such plasmas: a fast wave (fa), with phase speed in the
range

c lfa
2 >θ 2, (86)

and a slow wave (sl), with phase speed in the range

θ θh lc2 2 2< <sl , (87)

where the indices l and h denote the lighter and heavier ions,
respectively. Equation (85) is biquadratic and can be solved
analytically. The frequencies are given by

ω µ θ µ θ

µ θ µ θ µ µ

fa,sl
2

 

= + + +{

± + − −( ) +











k l l h h

l l h h l h

2 2 2

2 2 2 1 2

4 2, (88)

where µ α βs s s k= +( )1 2 .  In Eq. (88) the plus sign is associ-
ated with the fast wave and the minus sign is associated with the
slow wave. Both sound waves can be driven and participate in
SBS. We artificially separated SBS from the fast and the slow
sound waves by choosing the beat frequency of ponderomotive
potential. Fast- or slow-wave SBS is modeled by driving the
sound wave by ponderomotive potential, which has a corre-
sponding frequency.
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By combining Eqs. (82)�(84), (55), and (58), one finds that

1

1 1 2

2

2 2

ik

ik i i Is s s
s

−( )

= − −( ) − −( )[ ]










+ ( )[ ]∑

σ

α β θ σ ω ζ γ σ . (89)

As one should expect, the one-ion limit of Eq. (89) coincides
with Eq. (59). Following the envelope-approximation proce-
dure described in the one-ion section, we simplified Eq. (89) by
substituting the undriven sound-wave frequencies given by
Eq. (88) into Eq. (89) and neglecting second- and higher-order
powers of σ k  and ζ ω .  The result is

σ γ σ α β ζ θ σ θ= − + −( ) −( )∑Ik c cs s
s

s s4 2 2
2 2

. (90)

Equation (90) is quadratic and can be solved analytically. The
growth rates are given by

σ
ζ χ

χ θ

ζ χ γ χ θ

χ θ

1 2
2

2
2 1 2

2 1

1

2 1

,

,

=
+( )

±
( ) − +( )





+( )

∑
∑

∑ ∑

∑

c

c Ik

ss

s ss

ss s ss

s ss

(91)

where χ α β θs s s sc= −( )2
2 2

.

As in the one-ion case, this approximate analytical solution
was compared to the exact numerical solution of Eq. (89). Just
as in the one-ion case, there are up to eight numerical roots of
Eq. (89), but only two of them have � �σ σ( ) >> ( )  and are
relevant to SBS. The solution obtained by the numerical
solution of the analytically derived equation for σ is also
referred to as the combined solution.

The comparison of the approximate analytical solution to
the exact numerical solution of Eq. (89) showed that in the case
of a strong Landau damping ζ ω � 0 1. ,( )  neglecting second-
order powers of ζ ω  leads to a significant error in the growth-
rate values.

We modeled SBS from fast and slow waves in hydrocarbon
(CH) plasma (αl = 1/7, αh = 6/7, βl = 1, βh = 1/2), with
parameters that are typical of ICF experiments on OMEGA:
λ0 = 0.35 µm, IL = 2 × 1015 W/cm2, T T T Te l e h= = 4,  Te =
1 keV, n ne0 0 4cr = . .

A detailed kinetic analysis of sound waves in two-ion
plasmas is described in Refs. 7�9. We used the expression
given in Ref. 9 for the Landau-damping rates:

ζ

ω

π

ν

α β
θ θ

fa sl

fa sl
fa sl

fa sl
 exp 

( )

( )
( )
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=
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+ +
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2

1 2

3 2 2

, (92)

where ν = 0 for the fast wave and ν α θ= 3 l l  for the slow
wave. Coefficient ν reflects the reduction of the slow-wave
damping rate by the light-ion Debye-screening factor. For the
parameters listed above, the light-ion contribution to the
Landau-damping rate (ζl) dominates for both fast and slow
waves and ζ ωl ≈ 0 13. .  The heavy-ion contribution for the
fast wave is negligibly small ζ ωh ≈( )−10 6  because the phase
velocity of the fast wave is much closer to the thermal velocity
of the light ions than to the thermal velocity of the heavy ions.
The phase velocity of the slow wave lies between the thermal
velocities of the light and heavy ions. For the stated param-
eters, the heavy-ion contribution to the slow-wave Landau-
damping rate is significant ζ ωh ≈( )0 013. ,  but smaller than
the light-ion contribution. The electron contribution (ζe) is
significant for both waves. For the fast wave ζ ωe ≈ 0 01. ,
whereas for the slow wave ζ ωe ≈ 0 005. .  The relative damp-
ing rates of fast and slow waves turn out to be close
ζ ω ζ ωfa fa sl sl ≈ ≈( )0 138 0 148. , . .  By definition the fast-

wave frequency is higher than the slow-wave frequency, so the
absolute damping rate of the fast wave, ζ fa ≈ 0 03. ,  is higher
than the absolute damping rate of the slow wave, ζsl ≈ 0 02. .

The combined solution, which was found by solving
Eq. (89) numerically, was compared to the analytical solution
of the envelope approximation of Eq. (89) and to the direct
numerical stationary solution of Eqs. (79)�(81), (51), and (57).
The numerical, combined, and analytical solutions of these
equations are shown in Figs. 98.14 and 98.15 for fast- and
slow-wave SBS, respectively. SBS in hydrocarbon plasma was
simulated for the OMEGA-like parameters listed above. As in
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Figure 98.14
(a) First harmonic of electron density; (b) ponderomotive potential ampli-
tude; (c) Stokes-wave intensity normalized to pump-wave intensity versus
distance for steady state of fast-wave SBS. Solutions of linearized equations
(51), (57), and (79)�(81) obtained through different methods are compared.
Dotted lines represent numerical solution. Dashed lines represent combined
solution obtained by numerical solution of Eq. (89). Solid lines represent
analytical solution. Numerical and combined solutions are indistinguishable.
Simulation parameters are λ0 = 0.35 µm, IL = 2 × 1015 W/cm2,
T T T Te l e h= = 4,  Te = 1 keV, and n ne0 0 4cr = . .
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Figure 98.15
(a) First harmonic of electron density; (b) ponderomotive potential ampli-
tude; (c) Stokes-wave intensity normalized to pump-wave intensity versus
distance for steady state of slow-wave SBS. Solutions of linearized equations
(51), (57), and (79)�(81) obtained through different methods are compared.
Dotted lines represent numerical solution. Dashed lines represent combined
solution obtained by numerical solution of Eq. (89). Solid lines represent
analytical solution. Numerical and combined solutions for ponderomotive
potential amplitude and Stokes-wave intensity are indistinguishable. Simula-
tion parameters are the same as in Fig. 98.14.
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the one-ion case, the numerical and combined solutions almost
coincide. The fast-wave reflectivity obtained from the numeri-
cal solution is RN = 1.89%. The fast-wave reflectivity obtained
from the combined solution is RC = 1.88%. The relative
difference is R R RC N N−( ) = 0 2. %. Fast-wave reflectivity
obtained from the analytical solution is RA = 1.05%. The
relative difference is R R RA N N−( ) = 44%. The slow-wave
steady-state reflectivity obtained from the numerical solution
is RN = 8.29%. The slow-wave reflectivity obtained from the
combined solution is RC = 8.27%. The relative difference is

R R RC N N−( ) = 0 25. %. Slow-wave reflectivity obtained
from the analytical solution is RA = 4.88%. The relative
difference is R R RA N N−( ) = 41%. For both types of SBS
the agreement between the numerical and combined solutions

again proves the validity of the computational results. Landau-
damping rates in CH plasmas are high for both fast and slow
sound waves ζ ω   � 0 14. ,( )  which explains why analytical
approximations are inaccurate in both cases. For the stated
parameters, the Landau damping of the fast wave is stronger
than that of the slow wave: ζ ζ ζfa sl sl−( ) ≈ 0 5. .  The SBS
growth rate is inversely proportional to the damping rate. This
fact explains why the fast-wave SBS reflectivity is lower than
the slow-wave SBS reflectivity: R Rfa sl ≈ 0 23. .

The first harmonics of the light- and heavy-ion densities
( Nl  and Nh ) in fast- and slow-wave SBS are shown in
Figs. 98.16 and 98.17. Linear analysis of sound waves in two-
ion plasmas shows that for fast wave 0 1< <N Nh l  and for
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Figure 98.16
(a) First harmonic of light-ion and (b) heavy-ion densities versus distance for steady state of fast-wave SBS. Simulation parameters are the same as in Fig. 98.14.
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(a) First harmonic of light-ion and (b) heavy-ion densities versus distance for steady state of slow-wave SBS. Simulation parameters are the same as in Fig. 98.14.
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slow wave N Nh l < 0. 17 Heavy ions are less mobile than light
ions. Their density and velocity perturbations in the high-
frequency field of the fast sound wave are smaller than the
light-ion perturbations. The negative density ratio is a key
feature of the slow sound wave. In the slow wave, light ions
shield the electrostatic potential of the heavy ions and, hence,
reduce the restoring force. The lower restoring force means
lower frequency. At such low frequencies, heavy-ion perturba-
tions are comparable to the light-ion perturbations.

4. Nonlinear Saturation
Figures 98.18�98.21 show the effects of hydrodynamic

nonlinearities and pump depletion on the saturation of fast-
and slow-wave SBS. The simulation parameters were listed
in Linear Regime of SBS (p. 82). Similar to the one-ion case,
the linear solution based on Eqs. (79)�(81), (51), and (57)
was compared to the partially nonlinear solution based on
Eqs. (79)�(81), (51), (32), and (33) and to the numerically
obtained fully nonlinear solution, based on Eqs. (32), (33), and
(76)�(78). This allowed us to separate the effects of hydrody-
namic nonlinearities and pump depletion.

Steady-state reflectivities of fast-wave SBS are as follows:
linear reflectivity RLN = 1.89%, partially nonlinear reflectivity
RPN = 1.66%, and fully nonlinear reflectivity RFN = 1.6%.
Pump depletion reduces reflectivity by 12%. Ion-acoustic
nonlinearities reduce reflectivity by 3.8%.

Steady-state reflectivities of slow-wave SBS are as follows:
linear reflectivity RLN = 8.29%, partially nonlinear reflectivity
RPN = 5.09%, and fully nonlinear reflectivity RFN = 5.06%.
Pump depletion reduces reflectivity by 39%. Ion-acoustic
nonlinearities reduce reflectivity by 0.6%.

Nonlinear steepening of fast and slow sound waves was
investigated in Ref. 17. In CH plasmas, the fast wave steepens
much more than the slow wave. Wave steepening can be
considered the generation of higher-order harmonics. Stronger
steepening means that the amplitudes of the higher-order
harmonics are bigger. These observations explain the differ-
ence in the effect of hydrodynamic nonlinearities on the sat-
uration of fast- and slow-wave SBS. The reflectivity of slow-
wave SBS is bigger than that of the fast-wave SBS. Conse-
quently, the amplitude of the fast sound wave is smaller than
that of the slow sound wave. On the other hand, if the fast- and
slow-wave amplitudes were comparable, hydrodynamic
nonlinearities would affect the fast-wave SBS much more
than the slow-wave SBS. If the slow-wave reflectivity is much
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Figure 98.18
(a) First harmonic of electron density; (b) ponderomotive potential ampli-
tude; (c) Stokes-wave intensity normalized to pump-wave intensity versus
distance for steady state of fast-wave SBS. Dotted lines represent numerical
solution of linearized equations (51), (57), and (79)�(81). Dashed lines
represent numerical solution of partially nonlinear equations (32), (33), (51),
and (79)�(81). Solid lines represent numerical solution of fully nonlinear
equations (32), (33), and (76)�(78). Simulation parameters are the same as in
Fig. 98.14.
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higher than the fast-wave reflectivity, the slow-wave ampli-
tude is much bigger than the fast-wave amplitude, in which
case the effects of hydrodynamic nonlinearities can be more
important for the slow wave than the fast wave. For the stated
simulation parameters, the slow-wave reflectivity is not much

higher than the fast-wave reflectivity R Rfa sl ≈ ≈( )1 5%, % .  In
this case, hydrodynamic nonlinearities affect the fast-wave
SBS more strongly than slow-wave SBS. Hydrodynamic
nonlinearities reduce the fast-wave reflectivity by 3.8%, whereas
they only reduce the slow-wave reflectivity by 0.6%
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Figure 98.19
Reflectivities versus time for fast-wave SBS. Dotted lines represent numeri-
cal solution of linearized equations (51), (57), and (79)�(81). Dashed lines
represent numerical solution of partially nonlinear equations (32), (33), (51),
and (79)�(81). Solid lines represent numerical solution of fully nonlinear
equations (32), (33), and (76)�(78). Simulation parameters are the same as in
Fig. 98.14.
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(a) First harmonic of electron density; (b) ponderomotive potential amplitude; (c) Stokes-wave intensity normalized to pump-wave intensity versus distance
for steady state of slow-wave SBS. Dotted lines represent numerical solution of linearized equations (51), (57), and (79)�(81). Dashed lines represent numerical
solution of partially nonlinear equations (32), (33), (51), and (79)�(81). Solid lines represent numerical solution of fully nonlinear equations (32), (33), and
(76)�(78). Simulation parameters are the same as in Fig. 98.14.
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Reflectivities versus time for slow-wave SBS. Dotted lines represent numeri-
cal solution of linearized equations (51), (57), and (79)�(81). Dashed lines
represent numerical solution of partially nonlinear equations (32), (33), (51),
and (79)�(81). Solid lines represent numerical solution of fully nonlinear
equations (32), (33), and (76)�(78). Simulation parameters are the same as in
Fig. 98.14.
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The pump-wave intensities in fast- and slow-wave SBS are
plotted as functions of distance in Figs. 98.22 and 98.23,
respectively. Pump intensities are normalized to input pump
intensity. The output pump intensity

A L I R A L I0
2

1
21( ) = − + ( )PN .

Light scattering by the slow sound wave decreases the pump
intensity much more than scattering by the fast sound wave
because the reflectivity of slow-wave SBS is higher than that
of fast-wave SBS.

Higher-order harmonic generation is demonstrated by plot-
ting discrete Fourier spectra of electron density near the point
where it has maximal amplitude. The absolute values of the
steady-state harmonics associated with the fast- and slow-
wave SBS are shown in Figs. 98.24 and 98.25, respectively.
The second- and higher-order harmonics are small in both the
fast and slow sound waves because the amplitudes of both
sound waves are small. The higher-order harmonics of fast-
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Figure 98.22
Pump-wave intensity normalized to input pump intensity versus distance
for steady state of fast-wave SBS. Simulation parameters are the same as in
Fig. 98.14.
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Fourier spectra of electron density near the point where it has maximal
amplitude for steady state of fast-wave SBS. Simulation parameters are the
same as in Fig. 98.14.
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Pump-wave intensity normalized to input pump intensity versus distance
for steady state of slow-wave SBS. Simulation parameters are the same as in
Fig. 98.14.
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amplitude for steady state of slow-wave SBS. Simulation parameters are the
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wave SBS are larger than the higher-order harmonics of slow-
wave SBS because in CH plasmas the fast wave steepens much
more than the slow wave. Consequently the effects of hydro-
dynamic nonlinearities on both the fast- and slow-wave SBS
are small. They are noticeable for the fast-wave SBS but
negligible for the slow-wave SBS.

Summary
A fluid model with phenomenological damping terms was

used to study convective SBS in one- and two-ion plasmas. The
Landau-damping rates were evaluated using formulas from
kinetic theory. A fluid code was developed and tested by
comparing its predictions to analytical formulas for SBS in the
linear regime. SBS was simulated in carbon and hydrocarbon
(CH) plasmas with OMEGA-like parameters. Two types of
sound waves (fast and slow) exist in two-ion plasmas, each of
which can participate in SBS. SBS from fast and slow sound
waves were separated by choosing the beat frequency of the
ponderomotive potential. The fast-wave reflectivity is lower
than the slow-wave reflectivity because the Landau damping
of the fast wave is stronger than the Landau damping of the
slow wave. Effects of hydrodynamic nonlinearities and pump
depletion on saturation of SBS in one- and two-ion plasmas
were compared. The pump depletion significantly reduces
reflectivity in one- and two-ion plasmas. The hydrodynamic
nonlinearities are important for the SBS in one-ion carbon
plasmas and noticeable for the fast-wave SBS in two-ion CH
plasmas, but negligible for the slow-wave SBS.
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Introduction
The goal of the direct-drive approach to inertial confinement
fusion (ICF)1,2 is to uniformly implode a spherical target with
deuterium�tritium (DT) fuel using a large number of over-
lapped laser beams. A combination of high temperature and
high areal density (ρR) in the DT fuel at peak compression is
necessary to ignite the target and achieve high gain.1�3 The
most-significant factor that limits the implosion performance
is the unstable growth of target perturbations. As a result of this
growth, the fuel temperature and compression may be reduced,
leading to a reduction in the thermonuclear yield. The target
perturbations in direct-drive ICF include existing imperfec-
tions of the inner and outer target surfaces and are dominated
by modulations seeded (or imprinted) by the spatial laser
nonuniformities;4�29 therefore, understanding and controlling
laser imprinting are crucial to the success of direct-drive ICF.

Spatial modulations in laser intensity are imprinted into the
target in the first few hundred picoseconds of the drive. As the
laser light is applied to the target, the pressure created by the
target ablation launches a shock wave that compresses the
target.30,31 Any nonuniformities in the laser drive modulate
the ablation pressure. The modulations in surface acceleration
provide the seeds for hydrodynamic instabilities. Later, as a
large volume of plasma develops, the laser modulations de-
couple from the target surface, smoothing the ablation pres-
sure. The imprinted front-surface (or ablation-surface) per-
turbations continue to evolve as the shock-driven Richtmyer�
Meshkov (RM) instability causes the modulations to grow; the
ablation stabilizes this growth.18,32 As a result, the ablation-
surface nonuniformities oscillate during the shock propaga-
tion to the rear surface of the target. The amplitude and fre-
quency of these oscillations are defined by the modulation
wavelength, the sound speed, the ablation, and the expanding
(or �blowoff�) plasma velocities.32 Because the shock is
launched by a modulated laser drive, the shock front is also
distorted. The amplitude of this distortion oscillates as it
propagates through the target with a frequency determined
by the modulation wavelength and the drive intensity.30,31

When the shock front reaches the rear surface of the target, it

Imprint Efficiency Measurements in Laser-Driven Plastic Foils
Using Beams with Different Angles of Incidence

sends the rarefaction wave back to the ablation surface; shortly
thereafter, the target starts to accelerate. During the accelera-
tion phase, the ablation-surface modulations grow exponen-
tially due to Rayleigh�Taylor (RT) instability.2,3

A number of techniques have been developed to reduce
laser imprinting in direct-drive ICF facilities. A combination
of distributed phase plates (DPP�s),33 polarization smoothing
(PS),34 and smoothing by spectral dispersion (SSD)35 is em-
ployed on the OMEGA laser.36 Induced spatial incoherence
(ISI)37 is used on the NIKE laser system. Partially coherent
light (PCL)38 in combination with random-phase plates is used
on the GEKKO-XII laser facility. Targets with foam-buffered
layers, high-Z overcoat, and a combination of the two have
been demonstrated to reduce imprinting.5�7,11,16,20,23�25,27�29

The first measurements5 of laser-imprinted modulations
were performed using a side-on geometry, where the diagnos-
tic x rays penetrate a planar target in the direction perpendicu-
lar to its motion. Almost all subsequent imprinting studies were
performed using a face-on geometry where the diagnostic
x rays penetrate the target in the direction along its motion,
allowing more-quantitative measurements of target perturba-
tions. Face-on radiography is sensitive to variations in the
target density thickness, or areal density (ρR), which includes
not only the ablation-front modulations (existing or laser
imprinted), δ ρR tabl ( )[ ] at time t, but also any shock-front
modulation in the bulk of the target, δ ρR tsh ( )[ ] :

δ ρ δ ρ δ ρR t R t R t( )[ ] = ( )[ ] + ( )[ ]abl sh . (1)

Early imprint experiments8�10,12,14,15,17�19 were performed
at or before shock breakout on the rear surface of the target
(before the onset of the RT growth), when the ablation- and
shock-front modulations are of the same order of magnitude,
δ ρ δ ρR t R tabl sh( )[ ] ≅ ( )[ ]. Intended to be measurements of the
ablation-surface imprinted perturbations (initial seed for the
RT instability), the resulting areal-density modulations also
included the shock-front perturbations.30,31 Later experiments
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observed shock-front and ablation-surface evolutions during
shock transit before the beginning of the RT growth.30,31,39�41

To quantify imprinted modulation levels, imprint efficiency
measurements10,14,26 have used the acceleration-phase RT
growth to magnify the ablation-front modulations in order to
separate them from the shock-front modulations. Figure 98.26
(from Ref. 34) schematically presents the idea behind these
experiments using simulations by the 2-D code ORCHID.42

The solid curve shows the evolution of the areal-density
modulation of an initially smooth target driven by a laser
having a single-mode intensity modulation at 60-µm spatial
wavelength, while the dotted curve shows the evolution of the
single-mode, 60-µm-wavelength, preimposed perturbation
driven by a spatially perfect laser. The solid curve starts at zero
and rises as imprinting begins, while the dotted curve starts at
its preimposed level. The RT growth (starting at ~400 ps)
amplifies the imprinted and imposed ablation-front perturba-
tions in the same manner and, when ablation-front modula-
tions become higher than shock-front modulations,
δ ρ δ ρR t R tabl sh( )[ ] > ( )[ ], the areal-density evolutions become
similar (dotted and solid curves are parallel after 0.5 ns). The

equivalent surface amplitude of imprinting at a particular
mode number k is defined by extrapolating (dashed curve) the
temporal evolution of the imprinted modulation (solid curve)
back to t = 0 using the behavior of the preimposed mode (dotted
curve):

η η

δ ρ δ ρ

imp pre

imp pre

k t k t

R k t R k t

, ,

, , ,

=( ) = =( )

× ( )[ ] ( )[ ]{ }

0 0

(2)

where ηpre(k,t = 0) is the initial amplitude of the preimposed
modulation and δ ρR k timp ,( )[ ]  and δ ρR k tpre ,( )[ ] are the mea-
sured areal-density modulations of imprinted and imposed
perturbations during linear RT growth, respectively. This tech-
nique is valid when (1) the amplitudes of imprinted and pre-
imposed modulations are in the linear regime of the RT growth,
and (2) the measurements are taken when the ablation-front
modulations are large enough to dominate the measurements.
The imprint efficiency E(k) was defined10,14 as the initial
amplitude of equivalent surface modulation ηimp(k,t = 0),
normalized to the relative laser modulation δI(k)/I, that pro-
duced it:

E k k t I k I( ) = =( ) ( )[ ]η δimp , .0 (3)

In direct-drive implosions, a spherical shell is illuminated
by a large number of overlapping laser beams. Each beam
diameter is roughly equal to that of the target; therefore,
different parts of the beam irradiate the target at different
angles of incidence: the central part of the beam is nearly
normally incident to the target, while the outer parts of the
beam irradiate the target at oblique angles. As a result it is
important to investigate the effect of the beam angle of inci-
dence on imprint efficiency. Recently, the imprint efficiency
measurements for three different angles of incidence were
performed for the first time in targets and laser intensities
relevant to the spherical implosion program on OMEGA.43

This article presents details of the techniques and analysis of
the imprint efficiency measurements and is considered compli-
mentary to Ref. 43.

Experimental Configuration
Figure 98.27(a) shows schematically the experimental

configuration, previously used in a number of experi-
ments.20�22,26,34 The 20-µm-thick plastic targets were irradi-
ated by 351-nm laser light at ~2 × 1014 W/cm2 using seven
overlapped beams with a 3-ns square pulse shape on the
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Figure 98.26
Definition of the equivalent surface amplitude using an ORCHID simulation
of a single-mode, 60-µm-wavelength, imprinted modulation (solid curve)
calibrated to a preimposed (dotted curve) modulation (from Ref. 34). The
equivalent surface amplitude of imprinting at a particular mode number k is
defined by extrapolating (dashed curve) the temporal evolution of the im-
printed modulation (solid curve) back to t = 0, using the behavior of the
preimposed mode (dotted curve) and Eq. (2).
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OMEGA laser system.36 The imprint efficiencies at 60-µm
spatial wavelength were with and without 0.2-THz SSD.35

Targets with preimposed, single-mode, two-dimensional,
60-µm sinusoidal perturbations were used to determine the
imprint efficiency: one target with 0.125-µm initial amplitude
and the other with 0.05-µm initial amplitude. The temporal
growth of target perturbations was measured using x-ray, face-
on radiography. The targets were backlit with x rays produced
by a uranium backlighter located 9 mm away from the driven
foil and irradiated at ~1 × 1014 W/cm2 using 12 additional
beams. X rays transmitted through the target and a 3-µm-thick
aluminum debris shield (located between the backlighter and
the driven foil) were imaged by the 8-µm pinhole array on a
framing camera filtered with 6 µm of aluminum.20�22 This
yielded the highest sensitivity for the average photon energy of
~1.3 keV. The distance between the target and the pinhole array
was 2.5 cm, and the magnification was 14.4. The framing
camera recorded eight images in each shot with a temporal
resolution of ~80 ps and a spatial resolution in a target plane of
~10 µm.44 The framing camera images were captured on
Kodak T-Max 3200 film, which was digitized with a 20-µm-sq
scanning aperture. The measured target optical depth (which is
proportional to the target areal density) is the natural logarithm
of the intensity-converted images of a target.

Figure 98.27(b) shows the laser-beam configuration. Six
beams (numbers 34, 36, 38, 41, 43, and 49) were incident at 23°
to a target normal, while one beam (number 48) was incident

at 48° to a target normal. The 23° beams had DPP�s33 and PS.34

An equivalent-target-plane image of one such beam is shown
in Fig. 98.28(a). These beams had a broadband spectrum of
modulations with the smallest features having spatial wave-
lengths of ~2.5 µm. Beam 48 [shown in Fig. 98.28(b)], incident
at a more-oblique 48° angle, had 2-D, 60-µm-wavelength
intensity modulations (together with several higher harmon-
ics) to distinguish it from the 23° beams. The beam modula-
tions were oriented along the direction of its propagation, so
the imprinted target modulations had the same wavelengths as
the laser modulations. The 2-D laser modulations were used to
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Figure 98.27
(a) Experimental configuration (from Ref. 22); (b) beam and target configuration. Diagonal 2-D perturbations at 60-µm wavelength come from beam 48 incident
at 48° to a target normal, while 3-D broadband perturbations come primarily from beams 34, 36, 38, 41, 43, and 49 incident at 23° to the target normal. The
target has a horizontal, preimposed, single-mode, 60-µm-wavelength perturbation used for calibration.
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Figure 98.28
Beam images of the (a) 23° beam having 3-D broadband perturbations and
(b) 48° beam having 2-D, 60-µm-wavelength perturbation.
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separate perturbations caused by the 48° beam from the 3-D
broadband modulations caused by the 23° beams in the radio-
gram of the driven target. Figure 98.29(a) shows the profile of
the relative intensity incident on the target (averaged in the
direction along the 2-D perturbations), calculated using mea-
sured beam intensities [Figs. 98.28(a) and 98.28(b)] and taking
into account experimentally measured beam energies, effects
of beam overlap, and obliquity angles. Figure 98.29(b) pre-
sents the Fourier amplitude of this lineout showing the laser
perturbations at 60-µm wavelength (together with the higher
harmonics) clearly distinguishable from the other broadband
laser modulations. The laser modulations were analyzed in
nine different square areas (with a box size of L = 300 µm, the
same size as in the target x-ray radiographs shown later) of
~800-µm laser spots, and it was found that the modulations
were reasonably constant across the laser-spot size. The ampli-
tudes of relative laser modulations at a spatial frequency of
17 mm�1 (corresponding to a spatial wavelength of 60 µm)
were 6.3±0.4% for the two-dimensional modulation (from the
48° beam) and 0.54±0.09% for the broadband modulations
(from the 23° beams), as calculated in the nine different areas.
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Figure 98.29
(a) Profile of the relative intensity incident on the target averaged in the
direction along the 2-D laser perturbations. (b) Fourier amplitude of this
profile showing the laser perturbations at a spatial frequency of 17 mm�1

(corresponding to the 60-µm wavelength) together with the higher harmonics
clearly distinguishable from the other broadband laser modulations.

Experimental Results
Figure 98.30(a) presents one of the eight images of target

optical-depth modulations taken at ~1.9 ns after the beginning
of the laser drive for the shot without SSD. The corresponding
Fourier-space image of the target optical-depth modulations is
shown in Fig. 98.30(b). Two-dimensional perturbations, im-
printed from the 48° beam, are diagonal across the real-space
image; they have distinctive first- and second-harmonic peaks
in the Fourier-space image. The preimposed, 60-µm-wave-
length perturbation is horizontal in the real-space image;
therefore it has two vertical peaks in the Fourier-space image.
The 3-D features in the real-space image are imprinted from
the broadband perturbations of 23° beams; these perturbations
are located in the broad area of the Fourier-space image. The
profiles of the 2-D imprinted and preimposed modulations are
presented in the Fig. 98.31. Figure 98.31(a) shows the optical-
depth profile of the 2-D imprinted modulation averaged along
the modulations, while Fig. 98.31(b) shows the profile of the
2-D preimposed modulation, averaged along the horizontal
direction. The higher optical depth corresponds to thinner
areas of the targets, or bubbles, while the lower optical depth
corresponds to thicker target areas, or spikes. The profile of the
imprinted optical-depth modulation resembles the profiles of
the laser modulation [compare Figs. 98.29(a) and 98.31(a)].
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Figure 98.30
(a) Image of the target optical-depth modulations taken at ~1.9 ns after the
beginning of the laser drive for the shot without SSD. (b) Fourier-space image
of the target optical-depth modulations showing peaks for a diagonal 2-D,
60-µm wavelength and its second-harmonic imprinted modulations, and 2-D,
60-µm-wavelength, preimposed modulations in the vertical direction.

Figure 98.32 summarizes the results of the measured growth
for all 60-µm-wavelength perturbations with imprinted modu-
lations shown in Fig. 98.32(a) and preimposed modulations in
Fig. 98.32(b) for two shots with and without SSD. Two-
dimensional imprinted modulations from the 48° beam are
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shown by the upper data (diamonds) in Fig. 98.32(a), and 3-D
broadband modulations from the 23° beams are shown by the
lower data (squares). The amplitudes of imprinted modula-
tions are separated by about 0.5 ns in shots with and without
SSD [Fig. 98.32(a)]. This is because the SSD reduces the initial
amplitudes of imprinted modulations by a factor of ~2.5, and
it takes longer for the RT growth to bring them to the same
levels as for the shot without SSD. The initial amplitudes of
preimposed modulations were 0.125 µm and 0.05 µm for the
shots without and with SSD, respectively.

To satisfy the conditions for imprint efficiency measure-
ments described in the Introduction, the growth measure-
ments of 60-µm-wavelength perturbations were performed in
the linear regime of RT instability. To confirm that the mea-
sured modulations were below the RT saturation levels,
ablation-front amplitudes η(k,t) were estimated from the mea-
sured optical-depth modulations OD(k,t), the measured
undriven target attenuation length λeff = 10 µm, and the
calculated (1-D hydrocode LILAC)45 target compression

Cp ~ 3, η λk t k t Cp, ,( ) = ( ) ×OD eff . The amplitudes of 2-D,
single-mode perturbations were calculated to be below 1 µm at
all times for both shots (the 2-D saturation amplitude for the
λ = 60-µm wavelength is S2-D = 6 µm), and the amplitudes of
3-D, broadband perturbations were calculated to be below
0.1 µm in the square analysis area with a size of L = 300 µm
[the 3-D saturation amplitude46,21 for the λ = 60-µm wave-
length is S L3

2 22 0 3− = ( ) ≅D mλ π µ. ]. All measurements
were performed 1.0 ns after the beginning of the drive, when
the growth of imprinted and preimposed modulations was
similar. All three types of target modulations (2-D imprinted,
2-D preimposed, and 3-D imprinted) at 60-µm wavelength
grow with similar growth rates for each shot, as shown in
Fig. 98.32. The solid lines in Fig. 98.32 show exponential fits
to the experimental data. The inferred growth rates were
1.7±0.2 ns�1, 1.5±0.2 ns�1, and 1.6±0.2 ns�1 for the 2-D
imprinted, 2-D preimposed, and 3-D imprinted modulations,
respectively, for the shot without SSD. The corresponding
growth rates for the shot with SSD are 1.7±0.3 ns�1, 2.0±
0.3 ns�1, and 2.1±0.3 ns�1.
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The surface equivalent amplitude of an imprinted 2-D,
60-µm-wavelength perturbation from a 48° beam was
ηimp 2-D(t = 0) = 0.16±0.01 µm, from Eq. (2). The initial
modulation amplitude of 2-D preimposed modulation
ηpre 2-D(t = 0) = 0.125 µm, and the ratios of measured optical-
depth modulations at various times,

δ ρ δ ρR k t R k timp 2 D pre 2 D− −( )[ ] ( )[ ], , ,

taken from Figs. 98.32(a) and 98.32(b). The surface equivalent
amplitude of 3-D imprinted, 60-µm-wavelength perturbations
from 23° beams was ηimp 3-D(t = 0) = 0.016±0.001 µm. The
imprint efficiencies at 60-µm wavelength for 48° and 23°
beams were E48° = 2.5±0.2 µm and E23° = 3.0±0.3 µm,
respectively, as calculated using Eq. (3) and relative laser
modulations [δI(k)/I]48° = 6.3±0.4% for the 48° beam and
[δI(k)/I]23° = 0.54±0.04% for the 23° beams at a spatial
wavelength of 60 µm. As shown in Ref. 43, the imprint
efficiency for more-oblique beams is lower because these
beams see an effectively longer length of plasma on the way to
the ablation surface than the less-oblique beams; therefore,
plasma smoothing is more effective for larger-angle-of-inci-
dence beams.43 Figure 98.32(a) shows the effect of SSD on
imprint reduction. The imprinting amplitudes (of 23° and 48°
beams) are reduced by a factor of ~2.5 at a spatial wavelength
of 60 µm.

Conclusions
The first measurements of imprint efficiency for laser

beams incident at two different angles (23° and 48°) to a target
normal have been presented. The measurements were per-
formed at a spatial wavelength of 60 µm with and without
smoothing by spectral dispersion (SSD). The imprinted ampli-
tudes were calibrated with preimposed, 60-µm-wavelength
perturbations during the linear phase of RT growth. The mea-
sured imprint efficiencies at the spatial wavelength of 60 µm
were 2.5±0.2 µm for the beam with a 48° angle of incidence
and 3.0±0.3 µm for the beams with a 23° angle of incidence.
The SSD reduced modulations by a factor of ~2.5 at the same
spatial wavelength.
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A basic problem in plasma physics is the interaction and
energy loss of energetic charged particles in plasmas.1�4 This
problem has traditionally focused on ions (i.e., protons, alphas,
etc.), either in the context of heating and/or ignition in, for
example, inertial confinement fusion (ICF)3�6 or the use of
these particles for diagnosing implosion dynamics.7 More
recently, prompted in part by the concept of fast ignition for
ICF,8 scientists have begun considering energy deposition
from relativistic fast electrons in deuterium�tritium (DT) plas-
mas.8�13 Tabak et al.8 used, for example, the energy deposi-
tion of Berger and Seltzer,14 which is based on the continuous
slowing down of electrons in cold matter. This treatment,
though quite similar to electrons slowing in plasmas, does not
include the effects of scattering. Deutsch et al.9 addressed
this issue by considering the effects of scattering off the
background ions;16,17 they ignored scattering due to back-
ground electrons.

In another important context in ICF, researchers addressed
the issue of fuel preheat due to energetic electrons (~50 to
300 keV),5,18,19 the consequence of which is to elevate the
fuel adiabat to levels that would prohibit ignition. This article
shows that scattering effects could be significant for quantita-
tive evaluations of preheat.

The starting point for these calculations is the relativistic
elastic differential cross sections for electrons scattering off
fully ionized ions of charge Z (Refs. 20�22) and off the
neutralizing bath of electrons,21,23,24 which are approximated
as
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For a hydrogenic plasma (Z = 1) and for γ � 10, ℜ ~ 1,
indicating that the electron component is equally important. As
best we can tell, the electron-scattering component has been
largely ignored since it was typically assumed, usually justifi-
ably, that ion scattering dominates. This will not be the case,
however, for problems discussed here, for relativistic astro-
physical jets,25 or for many of the present high-energy laser�
plasma experiments26 for which Z ~ 1 and γ � 10.

To calculate the effects of multiple scattering, a Boltzmann-
like diffusion equation is used:27
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where f is the angular distribution function of the scattered
electrons, ni is the number density of plasma ions of charge Z,
x is the position where scattering occurs, and σ = σei + Zσee is
the total scattering cross section, where σ σei

ei= ( )∫ d d dΩ Ω
and σ σee

ee= ( )∫ d d dΩ Ω . Equation (4) is solved in cylindri-
cal coordinates with the assumption that the scattering is
azimuthally symmetric. The solution that satisfies the bound-
ary conditions is27,28
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where Pl (cosθ) is a Legendre polynomial. Using orthogonal-
ity and projecting the l = 1 term,
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where �cosθ�, a function of the residual electron energy, is a
measure of the mean deflection resulting from multiple scatter-
ing,29 and relates dE/ds to dE/dx through

dE
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= −cos ,θ 1 (7)

where dE/ds is the stopping power along the path while
dE/dx is the linear energy stopping power. In the above,
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where σ1 is the diffusion cross section (or transport cross sec-
tion) that characterizes the loss of directed electron velocity
through scattering.2 Equations (1) and (2) are substituted into
Eq. (9), and, after a standard change of variables, the integra-
tions are taken from bmin

ei  or bmin
ee  to λD, where λD is the Debye
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where the arguments of the Coulomb logarithm are
Λei

D
ei= λ bmin  and Λee

D
ee= λ bmin  (Ref. 29). Since these

Coulomb logarithms are used in this and later calculations,
they are shown in Fig. 98.33.
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The Coulomb logarithms for incident 1-MeV electrons interacting with a DT
plasma (ρ = 300 g/cm3; Te = 5 keV). For the background plasma, the Coulomb
logarithm lnΛp, relevant to plasma transport processes (e.g., electrical and
thermal conductivity), is about 7.

The stopping power in Eq. (6) consists of contributions
from binary interactions with plasma electrons and from plasma
oscillations. The binary contribution is32
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where the differential energy loss cross section is from Møller23
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and ε is the energy transfer in units of γ −( )1 0
2m c . The lower

integration limit reflects the minimum energy transfer that
occurs when an incident electron interacts with a plasma
electron at λD, i.e., ε γ λ γmin = −( )[ ]2 10

2 2r D . The upper limit
occurs for a head-on collision, for which εmax = 0.5.

The contribution from plasma oscillations, which reflects
the response of the plasma to impact parameters larger than
λD,31 is
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where relativistic effects are included. Consequently,
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Figure 98.34 illustrates this relationship [Eq. (6)], where the
incident electron (E0 = 1 MeV) continuously changes direction
as it loses energy. When �cosθ� equals one e-folding, θ ≈ °68
and E E0 0 1≈ . , at which point the incident electron has lost
memory of its initial direction.

We iterate upon this process, important for low-energy
electrons, until the electrons are thermalized with the back-
ground plasma, which has the cumulative effect of bending
the path of the electrons away from their initial direction.
Figure 98.35 illustrates the enhancement of dE/dx for scatter-
ing off ions and for scattering off ions plus electrons.
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The mean deflection angle �cosθ� is plotted against the fraction of the
residual energy in a DT plasma for e→i and for e→i + e scattering (1-MeV
electrons with ρ = 300 g/cm3; Te = 5 keV). When �cosθ� equals one e-folding,
corresponding to θ ≈ °68  and E E0 0 1≈ . , the incident electron has lost
memory of its initial direction.
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This effect is further illustrated in Fig. 98.36, where the
corresponding set of curves for range (R) and penetration

Xp( ) with and without the electron scattering contributions
are shown for electrons with E0 = 0.1�10 MeV.
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where E0 is the initial energy; E1, E2.... correspond to the
electron energies at the first, second.... e-folding of �cosθ� (see
Fig. 98.34); R is the total path length the electron traverses as
it scatters about and eventually thermalizes; and Xp  is the
distance along the initial electron trajectory that it eventually
reaches. Contributions from electron and ion scattering are
shown in Fig. 98.36.

Three other points are worth noting: First, the temperature
and density dependence are weak, i.e., a factor-of-10 reduction
in either temperature or density results in only ~10% reduction
in the penetration. Second, as the initial electron energy de-
creases, the effects of scattering become more pronounced
[Fig. 98.36(c)]�an effect, very similar in nature, that is also
seen in the scattering of energetic electrons in metals.34 Third,
for a given electron energy, scattering effects decrease slightly
as the target plasma temperature decreases, i.e., the path of the
electron straightens slightly as the target plasma temperature
drops. For example, when the target plasma temperature changes
from 5.0 to 0.5 keV (ρ = 300 g/cm3), the ratio R Xp  is
reduced by ~5% for 1-MeV electrons.

By calculating of the penetration as a function of energy
loss, the energy deposition can be evaluated (Fig. 98.37). In
addition to the differences in total penetration with and without
scattering contributions, it is seen that the linear-energy trans-
fer increases near the end of its penetration (i.e., an effective
Bragg peak), an effect that is seen more weakly with just ion
scattering. Such differences may need to be considered in
quantitatively modeling the energy deposition of relativistic
electrons for fast ignition and for critically assessing ignition
requirements.35 It is also interesting, and a consequence of
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selecting 1-MeV electrons [Figs. 98.36 and 98.37], that
the effects of scattering reduce the penetration from 0.54 to
0.41 g/cm2; this latter value is close to the range of 3.5-MeV
alphas, 0.3 g/cm2, which is required for hot-spot ignition in a
10-keV plasma.3�6

Finally, in order to explore the importance of electron-on-
electron multiple scattering in a hydrogenic setting, and since
definitive stopping power experiments in plasmas are ex-
tremely difficult, we propose that experiments be undertaken
in which a monoenergetic electron beam, with energy between
0.1 and 1.0 MeV, scatters off thin layers of either D2 or H2
ice, where the thickness of the ice layer is between ~100 and
1000 µm, the appropriate thickness depending on the exact
electron energy. Although there are differences in the scatter-
ing calculations for cold, condensed hydrogenic matter and a
hydrogenic plasma, there is reason to believe that the relative
importance of the electron-to-electron and the electron-to-ion
multiple scattering terms will be approximately the same for
both states of matter.

Summary
The energy loss and penetration of energetic electrons into

a hydrogenic plasma has been analytically calculated, and the
effect of scattering off ions and electrons is treated from a
unified point of view. In general, scattering enhances the
electron linear-energy transfer along the initial electron direc-
tion and reduces the electron penetration. Energy deposition
increases near the end of its range. These results should have
relevance to �fast ignition� and to fuel preheat in inertial
confinement fusion, specifically to energy deposition calcula-
tions that critically assess quantitative ignition conditions.
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Introduction
Single-photon�counting x-ray CCD (charge-coupled device)
spectrometers are frequently used in ultrashort-pulse laser
experiments, mostly for K-shell spectroscopy.1�3 For single-
photon counting, the incident x-ray flux is attenuated such that
the probability that two x-ray photons hit a single pixel is small.
Consequently, the pixel value of each readout pixel is propor-
tional to the deposited energy from the incident x-ray photon.
If the x-ray energy is not too high (<100 keV), a significant
fraction of the x-ray photons deposit all their energy in one
pixel. In this case, a histogram of the pixel values provides a
good approximation of the incident x-ray spectrum. This
technique has the advantage of requiring almost no alignment
and the potential of providing absolute x-ray flux information.
Consequently single-photon�counting x-ray CCD spectrom-
eters are also used in astronomical satellites,4,5 where an
extensive set of calibration and characterization data exists.
For the satellite data, the low number of incident photons is the
biggest issue, whereas in ultrashort-pulse laser experiments,
photon counts are generally very high. Signal-to-background
issues, especially in a high-energy petawatt environment,
become dominant.3 Shielding strategies against background
x rays must be carefully chosen to obtain high-quality spectra.
In this article, results from a recent experimental campaign at
the petawatt facility of the Rutherford Appleton Laboratory
(RAL) are presented showing successful strategies to improve
the signal-to-background ratio.

Experimental Setup
The single-photon�counting x-ray spectrometer consists of

a Spectral Instruments Series 800 Camera using a 2-k × 2-k-
pixel, back-thinned CCD chip with a pixel size of 13.5 µm.6

The CCD was cooled to �35°C to reduce the dark current, and
the images were recorded with 16-bit resolution.

The camera was mounted 3.8 m from the target outside the
target chamber on a 1-m vacuum tube. Mounting the camera in
air and using thin vacuum windows was not possible because
the x rays of interest�Cu K-shell radiation at ~8 keV�are
strongly absorbed in air. The RAL petawatt target chamber is

Operation of a Single-Photon�Counting X-Ray CCD Camera
Spectrometer in a Petawatt Environment

very well shielded with 10 cm of lead on three sides and on top.
The side where the access doors are located is unshielded but
backed by a curtain shield of 10 cm of lead and 60 cm of
concrete (Fig. 98.38). The CCD camera was shielded against
x rays scattered from structures close to the target with up to
four lead collimators of 10-cm length inside the target chamber
and the vacuum tube (inner shielding). The CCD camera
housing was surrounded by up to 10 cm of lead to shield against
x rays from the sides and the back of the CCD (outer shielding).
A matched K-edge filter was used to attenuate the K-shell
signal to maintain single-photon counting. Figure 98.39 shows
the transmission of the 150 µm Cu filter used for Cu K-shell
spectroscopy. Compared to a simple high-pass filter against the
thermal radiation from the target, a K-edge filter attenuates the
spectrum above the lines of interest, thus improving the signal-
to-background ratio.

The targets were irradiated with 1053-nm pulses from
the RAL Vulcan petawatt laser, which delivers up to ~500 J
in ~1 ps in a 60-cm-diam beam.7,8 These pulses are focused
with an f/3 off-axis parabola to a focal spot of ~10-µm
FWHM. Losses in the compressor and aberrations generally

E12858

Lead

Concrete

X-ray CCD

Laser beam

Target

Figure 98.38
Setup of the single-photon�counting x-ray CCD at the RAL petawatt facility,
showing the target-area shielding and the CCD shielding.
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limit the focusable energy to <50% of the laser energy. Conse-
quently, the maximum intensity on target was estimated to be
~2 × 1020 W/cm2.

Optimizing the Shielding
A series of experiments were conducted to optimize the

inner and outer shields and to assess the relative importance of
the x-ray background from structures close to the target that
reach the CCD from its face and fluorescence and scattered
photons that reach the CCD from the side or back.

Figure 98.40(a) shows the histogram from a 20-µm-
thick Cu target irradiated with an ~250-J, 1-ps pulse, at 1 ×
1020 W/cm2 using 10-cm inner shielding and no outer shield-
ing. Figure 98.40(b) shows the K-shell spectrum after back-
ground subtraction. The energy scale is inferred from the pub-
lished energies of Cu Kα = 8.05 keV and Cu Kβ = 8.90 keV.
The third line visible in the spectrum is identified as the Heα
line of Cu at 8.36 keV.

The high background seen in these experiments distorts
the spectrum and makes it almost impossible to discern the
Cu Kβ line.

Adding 5 cm of lead as outer shielding around the CCD
camera dramatically improves both the background and the
quality of the spectrum as shown in Fig. 98.41. This indicates
that most of the background is coming from either Compton-
scattered primary x rays or x-ray fluorescence in the struc-
tures around the CCD. The spectrum shows the Cu Kβ line

clearly separated, and the Cu Kα and the He-like feature can be
easily distinguished.

Increasing the laser energy by a factor of 2 results in a
dramatically increased background. Even improving the inner
shielding to 40 cm and the outer shielding to 10 cm does not
prevent the background from rising by about a factor of 3 (see
Fig. 98.42). Fortunately in this experiment the x-ray flux also
rose by almost a factor of 3 and the spectrum is still well
resolved. A new, fourth line is seen in the spectrum, which is
identified as Cu Lyα at 8.64 keV.

Summary and Conclusions
Efficient shielding is required to obtain high-quality x-ray

spectra from a single-photon�counting x-ray CCD spectrom-
eter in a petawatt environment. Shielding the direct line of
sight against x rays from structures close to the target was not
sufficient to decrease the background. Only by shielding the

Figure 98.39
A matched K-edge filter was used to improve the signal-to-background ratio
(150 µm Cu for Cu K-shell spectroscopy shown). The positions of the Cu Kα
and Kβ lines are indicated in the graph.
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Figure 98.40
CCD histogram (a) and K-shell spectrum (b) from a 20-µm-thick Cu target
irradiated with a ~250-J, 1-ps laser pulse, at 1 × 1020 W/cm2 using 10-cm
inner shielding and no outer shielding.
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CCD camera from all sides with 10 cm of lead was it possible
to reduce the background to a level low enough to be able to
obtain high-quality spectra even at 500-J laser energy. Scaling
the shielding to even higher laser energies or intensities could
be difficult given the significant rise in background from
250-J to 500-J energy.
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Figure 98.41
CCD histogram (a) and K-shell spectrum (b) from a 20-µm-thick Cu target
irradiated with an ~250-J, 1-ps laser pulse, at 1 × 1020 W/cm2 using 10-cm
inner shielding and 5-cm outer shielding.
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CCD histogram (a) and K-shell spectrum (b) from a 20-µm-thick Cu target
irradiated with an ~500-J, 1-ps laser pulse, at 1 × 1020 W/cm2 using 40-cm
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Introduction
In recent years it has been theoretically shown that the stability
of inertial fusion implosions can be significantly improved by
shaping the entropy inside the shell. The optimum adiabat
shape in the shell consists of a profile that is monotonically
decreasing from the outer to the inner surface. Large values of
the adiabat on the outer shell surface increase the ablation
velocity Va, which follows a power law of the outer-surface
adiabat α out,

Va ~ ,αout
3 5 (1)

while low adiabat values on the inner surface lead to improved
ignition conditions and larger burn fraction. A more-detailed
history and target design implications of adiabat shaping can
be found in the introduction of Ref. 1, which is mostly devoted
to the adiabat shape induced by a strong decaying shock.
Shaping by a decaying shock1,2 requires a very strong prepulse,
followed by a low-intensity foot of the main pulse, to launch a
strong shock, which decays inside the shell shortly after the
prepulse is turned off. The decaying shock (DS) leaves behind
a monotonically decreasing adiabat profile, which follows a
power law of the mass coordinate

α α= 



in

shell
DSm

m

∆
, (2)

where m is the mass calculated from the outer surface, mshell is
the total shell mass, and ∆DS varies between 1.06 and 1.13
depending on the prepulse duration. Two-dimensional simula-
tions2 of all-DT, OMEGA-sized capsule implosions have
confirmed that DS adiabat targets exhibit significantly reduced
Rayleigh�Taylor growth on the ablation surface during the
acceleration phase with respect to the flat-adiabat targets.
Comparisons between flat- and shaped-adiabat targets are
typically carried out by designing the flat- and shaped-adiabat
pulses to generate identical adiabats on the inner shell surface.

Theory of Laser-Induced Adiabat Shaping in Inertial Fusion
Implosions: The Relaxation Method

A different technique aimed at shaping the adiabat is the
so-called shaping by relaxation (or RX shaping) described in
Ref. 3. The relaxation technique uses a less-energetic prepulse
than the DS technique. The RX prepulse is used to launch a
shock that may or may not decay inside the shell. In both cases,
the prepulse is turned off before the prepulse shock reaches
the shell�s inner surface. Since the prepulse is followed by a
complete power shutoff, the outer portion of the shell expands
outward, generating a relaxed density profile, while the prepulse
shock travels inside the shell. The prepulse shock is not
intended to greatly change the shell adiabat even though it may
cause a significant adiabat modification. The main adiabat
shaping occurs later in time when the foot of the main pulse
starts, driving a strong shock up the relaxed density profile.
The main shock first encounters the low-density portion of the
relaxed profile, setting it on a very high adiabat. The adiabat
develops a monotonically decreasing profile as a result of the
increasing pre-shock density. Figure 98.43 shows a plot of the
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Figure 98.43
Pressure (dashed), density (dot�dashed), and adiabat (solid) profiles gener-
ated by a strong shock supported by constant pressure propagating through a
relaxed density profile.
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pressure, density, and entropy profiles generated by a strong
shock propagating through a relaxed density profile. Observe
that the adiabat profile is strongly shaped with large values on
the outer shell surface and low values on the inner shell surface.
To produce a monotonically decreasing adiabat profile, it is
important to design the laser pulse so that the prepulse and
main shock merge at the inner shell surface. The RX adiabat-
shaping technique can be viewed as a two-step process: the
prepulse and power shutoff are needed to generate the relaxed
density profile, following which the foot of the main pulse
shapes the adiabat.

In this article, a detailed hydrodynamic analysis of the
relaxed profile generation as well as the shock propagation
through these profiles is carried out.

The General Model
The general gasdynamic model governing the hydrody-

namic motion of a compressible gas is greatly simplified by
adopting a Lagrangian frame of reference where the indepen-
dent spatial coordinate is the mass. In planar geometry, the
mass coordinate is defined as the mass per unit area calculated
from the outer shell surface:

m x dxx= ′( ) ′∫ ρ , ,00 (3)

where ρ x,0( )  is the initial density and x  is the initial spatial
location of the fluid elements.

In this coordinate, the outer shell surface is represented by
x = 0  and m = 0. In spherical geometry, Eq. (3) should be
replaced by m r r drr= ′ ′( ) ′∫ 2

0
0ρ , .  For simplicity, we carry out

the calculation for the case of an ideal gas with adiabatic index
γ and neglect convergence effects on the basis that the adiabat
shaping occurs when the inner shell surface has not yet moved
and the initial aspect ratio is sufficiently large that the shell can
be approximated with a uniform slab.

In the Lagrangian frame and away from the shock front, the
planar equations of motion for the shocked material can be
written in the following conservative form:

∂
∂

−
∂
∂

=
u

m t

1
0

ρ
, (4)

∂
∂

+
∂
∂

=
u

t

P

m
0, (5)

p S m= ( )ργ , (6)

where u, P, ρ, and S(m) are the velocity, pressure, density, and
entropy, respectively. The function S(m) is referred to as the
adiabat and depends exclusively on the Lagrangian coordinate.
At the shock front, the physical quantities must satisfy the
Hugoniot conditions, which in the strong shock regime can be
written in the following simple form:

ρ
γ
γ

ρps
sh sh

[ ] =
+
−

[ ]
m m

1

1 0 , (7)

u
m

m
m

ps
sh

pssh
sh

[ ] =
− [ ]
2

1γ ρ

ú
, (8)

ú ,m P
msh ps ps

sh
=

−( ) [ ]γ
ρ

1

2
(9)

where Pps represents the post-shock pressure, ρps is the post-
shock density, ups is the post-shock velocity, and ρ0 is the initial
unshocked density. Here, msh is the mass coordinate corre-
sponding to the shock location. More details on the Lagrangian
model used here can be found in Ref. 1.

The Generation of the Relaxed Profiles
When a square laser prepulse precedes the main laser pulse,

a pressure pulse is applied to the shell�s outer surface, launch-
ing a uniform shock followed by a rarefaction wave, which
causes a relaxation of the pressure and density profiles. Since
the leading edge of the rarefaction wave travels faster than the
shock, it eventually catches the shock unless the shock reaches
the inner shell surface before interacting with the rarefaction
wave. Two different relaxed profiles are generated depending
on whether or not the rarefaction leading edge catches the
prepulse shock inside the shell. If the shock and rarefaction do
not merge in the shell, the resulting relaxed profiles are said to
be of the �first kind� while merging leads to relaxed profiles of
the �second kind.�

It is convenient to define with subscript p the prepulse
quantities, Pp, ρp, Sp, ap, and up, representing the induced
pressure, compressed density, adiabat, sound speed, and flow
velocity while the uniform laser prepulse of duration ∆tp is
applied. Using the prepulse quantities, we define the following
set of dimensionless quantities and coordinates:
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� , � , � ,ρ
ρ
ρ

≡ ≡ ≡
p p p

P
P

P
u

u

a
      (10)

� , , ,S
S

S
z

m

m

t

tp
= = =

∗ ∗
      τ

∆
(11)

where

∆
∆

t
tp

∗ =
−( ) −2 1 1γ γ

, (12)

m t a t Pp p p p∗ ∗ ∗= =∆ ∆ρ γ ρ . (13)

Here ∆t* is the travel time of the rarefaction wave before
catching the shock, and m* is the areal density undertaken by
the rarefaction wave�s leading edge before catching the pre-
pulse shock. Furthermore, τ = 0 is defined as the time when
the laser prepulse is terminated and the rarefaction wave is
launched. It follows that τ = 1 represents the shock�rarefaction
interaction time.

These dimensionless variables can be used to rewrite the
Lagrangian equations of motion in the convenient form

∂
∂

=
∂
∂

−� �
,

u

z

ρ
τ

1
(14)

γ
τ
∂
∂

= −
∂
∂

� �
,

u P

z
(15)

� � � .P S z= ( )ργ (16)

Observe that Eqs. (14)�(16) can be combined into the follow-
ing single equation:

γ
τ ρ

ργ
∂

∂
+
∂

∂
( ) =

2

2

2

2
1

0
�

� � ,
z

S z (17)

which can be solved for �ρ  once �S  is known. There is no
general solution of the equations of motion after the rarefaction
wave is launched; however, one can consider two limiting
cases resulting in two different relaxed profiles. The first is
the case when the rarefaction wave catches the shock at the

shell�s rear surface. This case is characterized by values of
m* = mshell. The second is the case when the rarefaction wave
quickly catches the shock near the outer surface, causing the
shock to decay throughout most of the shell. This case requires
a small m* satisfying m* < mshell. We will consider these two
cases separately.

1. Relaxed Profiles of the First Kind: Rarefaction and
Shock Merge at the Rear Surface of the Shell: m* = mshell

In this case, the relaxed density and pressure profiles are the
ones generated by the rarefaction wave, whose functional
forms can be obtained from Ref. 1 or from most textbooks on
compressible flow. In the mass coordinate, the density profile
can be written in the following simple form:

ρ τ ρ
τ

ργ γ
z

z m

mp p<( ) = 




=










+ +
2

1

2
1

rf
, (18)

where mrf = apρpt represents the trajectory of the rarefac-
tion wave�s leading edge. For z > τ, the density is uniform and
equal to the post-shock density ρ = ρp.

2. Relaxed Profiles of the Second Kind: Rarefaction
Catches the Shock Inside the Shell: m* < mshell

In this case, the derivation of the relaxed profiles is signifi-
cantly more complicated since there is no exact solution of the
equations of motion after the rarefaction wave catches the
prepulse shock. After the rarefaction wave reaches the shock at
z = 1, the latter decays, leaving behind a relaxed profile with
two distinct spatial shapes in the regions 0 < m < m* and
m m ms

p
∗ < < ,  where ms

p  is the location of the prepulse shock.
In the dimensionless variable z m m= ∗ ,  those two regions are
0 < z < 1 and 1 < <z zs

p , where z m ms
p

s
p≡ ∗ .

a.  The region z < 1.  One could speculate that the profiles
in the region 0 < z < 1 have a similar shape to the ones generated
by the rarefaction wave, ρ ~ z2/γ +1; however, this assumption
does not take into account a second profile relaxation occurring
when a sound wave travels backward down the rarefaction-
wave profile right after the rarefaction wave catches the shock.
The solution in the regions 0 < z < 1 must satisfy Eq. (17) and
the boundary conditions at z = 0 and z = 1. At z = 0, the vacuum
boundary condition requires that ρ(z = 0) = 0. At z = 1, both the
pressure and its gradient must be continuous to prevent sepa-
ration of the continuous medium requiring that
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dz
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dz
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=( ) = =( )
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− +

1 1

1 1

, , ,

, , .

τ τ

τ τ

   

(19)

It would be unrealistic to hope that a simple power law in z
would exactly satisfy the equations of motion and the boundary
conditions; however, one could attempt to look for an approxi-
mate solution behaving as a power law of the mass coordinate

� ,ρ ρ τ α≈ ( )z (20)

which, by construction, satisfies the boundary conditions at
z = 0. Substituting Eq. (20) into Eq. (17) with �S = 1 leads to
the following two conditions:

d

d

2

2
1

1 0
τ ρ

α αγ ργ+ −( ) ≈ , (21)

F1
1

2
1α

α γ
( ) ≡

+( )
≈ . (22)

Note that the symbol ≈ has been used to indicate that the
function (20) is meant to represent an approximate rather than
an exact solution. To solve Eq. (21), one needs two initial
conditions for ρ  and d dρ τ  at τ = 1+ just after the rarefaction
wave interacts with the shock. While the initial condition for
the density at z = 1 is trivial,

ρ τ =( ) =+1 1, (23)

the condition on the time derivate at τ = 1+ is rather compli-
cated. The exact derivation of � ,′( )ρ 1 1  is described in Ref. 1 and
leads to Eq. (56) of Ref. 1, which reads as

d

d

ρ
τ

γ

γ
γ

γ
γ

τ







= −
+( )

+
−( )

+
−= +1

6 1

3
2 2 1

1
2

. (24)

It is worth mentioning that the initial condition on the den-
sity spatial profile at τ = 1 requires that the function
� ,ρ τ ρ α=( ) ≈ ( )1 1z z  reproduces the rarefaction-wave solution

� , ,ρ γ1 2 1z z( ) = +  thus requiring that the power index α satis-
fies α γ− +( ) ≈2 1 0.  This condition is identical to Eq. (22)
and does not represent an additional condition. Note that a
simple analytical solution of Eq. (21) is the following power
law:

ρ τ
γ

α γ αγ
τ

γ

γ

( ) =
−( )

+( ) −( )













+

+

2 1

1 1

1
2

1
1

2
1

. (25)

Equation (25) satisfies the initial conditions (23) and (24) only
if the following conditions are met:

F2 2

1
12 1

1 1
1α

γ

α γ αγ

γ
( ) ≡

−( )
+( ) −( )













≈
+

, (26)
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1
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2 1

1 1

3

2 2 1

1

2
1

α
γ

α γ αγ

γ
γ

γ
γ

γ
( ) ≡

−( )
+( ) −( )













× +
−( )

+
−







 ≈

+

 . (27)

To test Eq. (20) against the remaining boundary conditions
(19) at z = 1, one needs to determine the solution for z > 1
carried out in the next section. In any case, the condition (22)
implies that α γ≈ +( )2 1 ,  indicating that the density profile
shape is little changed by the second relaxation occurring after
the shock�rarefaction merging.

b.  The region                    As mentioned earlier, the shock
decays for z > 1, τ   > 1. The entropy profile left behind by the
decaying shock is calculated in Ref. 1 and approximately
follows a power law of the Lagrangian coordinate m (or z):

� ,S z
z

( )  �
1
δ (28)

where δ � 1.31 when the effects of ablation are neglected
and the spatial range is limited to z < 10. Typically, the range
1 < z < 10 includes most (if not all) of the ICF RX target

1 < <z zs
p .
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designs for both OMEGA-like as well as NIF-like capsules.
However, if z > 10, the shock decay becomes self-similar and
the power-law index asymptotically approaches the value δ �
1.275. The residual ablation pressure leads to a somewhat
slower decay and can be accounted for through a lower δ
(approximately 17% lower) as indicated in Ref. 1. In the self-
similar solution, the density is a function of the coordinate

ξ =
z

zs
p , (29)

where zs
p  is the trajectory of the decaying shock, satisfying the

Hugoniot condition

ú .z
z

s
p

s
p

=
−

( )
γ

γ δ
1

2

1
(30)

Equation (30) can be easily integrated with the initial condi-
tion zs

p 1 1( ) = , leading to the following form of the deceler-
ating shock trajectory:

zs
p τ

δ γ
γ

τ
δ

( ) = + +







−
−( )











+
1 1

2

1

2
1

2
2

. (31)

The density �ρ ξ( )  does not follow a power law. Instead it must
satisfy a complicated second-order differential equation de-
rived by substituting Eqs. (16) and (28) into (17), leading to

ξ
ξ

δ
ξ

ξ ρ γ ξ

ρ

ξ

γ

δ
d

d

d

d

d

d
1

2

1 2

1
0

2

2+ +








 +

−
=

�

�
. (32)

Equation (32) cannot be exactly integrated; however, one can
again attempt to look for an approximate solution in the form
of a power law of the self-similar coordinate

� ,ρ ξµ≈ (33)

which approximately satisfies not only Eq. (32) but also the
boundary by conditions at z = 1 [Eqs. (19)] and at the shock
front z zs

p= .  In order for the simple power law (33) to approxi-
mate the solution of Eq. (32), the power index µ must satisfy
the following conditions obtained upon substitution of (33)

into (32):

G1
1

2
1µ

µ γ

δ
( ) ≡

+( )
+

≈ , (34)

G2

1 1
2

2 1
1µ

µ γ
δ

µ

µγ δ µγ δ
( ) ≡

−( ) + −







−( ) − −( )
≈ . (35)

The boundary conditions at the shock front are provided by the
Hugoniot conditions that determine �ρ  and d d�ρ ξ  at ξ = 1.
Note that the density gradient can be obtained from Eqs. (35b)
and (36) of Ref. 1 for ξ = 1, yielding the following condition:

d

d

�
.

ρ
ξ
ξ

δ
γ

=( ) =
+

1
3

1
(36)

While the Hugoniot condition on the density �ρ 1 1( ) =  is trivi-
ally satisfied by � ,ρ ξµ=  the condition on d d�ρ ξ  requires that

G3
1

3
1µ

µ γ

δ
( ) ≡

+( )
≈ . (37)

The next step is to verify that Eq. (33) used for z > 1 satisfies
Eqs. (19) at z = 1. Since the entropy is continuous at z = 1, the
first of Eq. (19) requires that the density be continuous;
therefore � , � , ,ρ τ ρ τ  z z=( ) ≈ =( )− +1 1  yielding

ρ τ
τ

µ( ) ≈
( )[ ]
1

zs
p

. (38)

Then, using the continuity of the density and Eqs. (28) and (33)
into the second of Eq. (19), one finds the condition

H α µ
γα δ
γµ

, .( ) ≡ +
≈1 (39)

The last step is to find the two power indices α and µ in such
a way that all the conditions [Eqs. (22), (26), (27), (34), (35),
(37), and (39)] are met and that Eq. (38) is approximately
satisfied for any time τ limited by zs

p τ( ) ≤10 representing
the range of interest for ICF capsule design.
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c.  Determination of the power indices.  The power indices
α and τ can be determined by plotting the conditions

G G G1 2 31 1 1µ µ µ( ) ≈ ( ) ≈ ( ) ≈, , ,      (40)

F F F1 2 31 1 1α α α( ) ≈ ( ) ≈ ( ) ≈, , ,      (41)

H α µ, ,( ) ≈1 (42)

and determining α and µ so that all such conditions are
approximately satisfied. Figure 98.44 shows the plot of three
functions G1, G2, and G3 that depends exclusively on the
power index µ for a given γ = 5/3 and δ � 1.315. Observe that
all the G-functions exhibit a zero near µ � 1.45, which can be
considered as an approximate solution of all the Eqs. (40).
After determining µ, the F-functions are plotted together with
the function H versus the parameter α (Fig. 98.45), clearly
indicating that α � 0.75 is an approximate solution of all
Eqs. (41) and (42). The last step is to verify that Eq. (38) is
approximately satisfied for any time τ and for zs

p ≤10.  First,
it is easily found from Eq. (31) that the condition zs

p ≤10
requires τ ≤ 61. Second, we plot both sides of Eq. (38) versus
time for τ ≤ 61 (Fig. 98.46) and realize that both functions are
approximately equal over the range of interesting times.

2

1

0
1.51.0 2.0

G
1(

m)
, G

2(
m)

, G
3(

m)

m
TC6543

Figure 98.44
The functions G1(µ) (solid), G2(µ) (dashed), and G3(µ) (dotted) are all
approximately equal to 1 at µ = 1.45.
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Figure 98.45
The functions F1(α) (solid), F2(α) (dashed), F3(α) (dashed�double-dotted),
and H(α,µ = 1.45) (dotted) are all approximately equal to 1 at α = 0.75.
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Figure 98.46
The analytic solution of Eqs. (21), (23), and (24) for ρ τ( )  given by Eq. (25)
(solid) is compared to the approximate solution for ρ τ( )  given by Eq. (38)
using µ = 1.45 (dashed). The plot indicates good agreement between the two
functional forms of ρ τ( ).
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In summary, all the equations of motions and boundary
conditions for τ > 1 are approximately satisfied by simple
power laws of the Lagrangian coordinate z, leading to the
following solutions for γ = 5/3:

ρ ρ
τ

ρ 
rf

z
z m

mp p<( ) ≈ 




=








1

3 4 3 4

, (43)

ρ ρ
τ

ρ
τ

 1

1 45 1 45

< <( ) ≈
( )









 =

( )









z z

z

z

m

m
s
p

p
s
p p

s
p

. .

, (44)

where ms
p  represents the trajectory of the prepulse shock

m z ms
p

s
p= ∗  and mrf = apρpt. Here t = 0 represents the end of

the prepulse. This concludes the calculation of the relaxed
profiles. The next step is to determine the adiabat shape
induced by the main shock propagating through the relaxed
profiles of the first and second kind described by Eqs. (18) and
[(43), (44)], respectively.

Main Shock Propagation Through the Relaxed Profiles
Before the prepulse shock reaches the rear surface, the main

shock is launched by the foot of the main laser pulse and
supported by the applied pressure Pf, which is assumed con-
stant during the main shock propagation. The adiabat shaping
occurs when the main shock travels up the relaxed density
profile, shocking material with increasing density to lower and
lower adiabats. The main shock is typically a strong shock in
the sense that the ratio of pressures across the shock front is
much larger than unity. Using the strong-shock form of the
Hugoniot relations leads to a great simplification of the hydro-
dynamic analysis and is often accurate for the main shock
propagation. However, it is important to emphasize that some
of the strong-shock Hugoniot relations are accurately satisfied
only for a very large pressure jump. For instance, the density
jump across a strong shock with Z P P P= −( ) >>2 1 1 1 is

ρ
ρ

γ
γ

γ

γ
2

1
2 2

1

1

4

1

1 1
=

+
−

−
−( )

+ 







Z
O

Z
. (45)

Observe that even for large Z, the first-order corrections can be
significant due to the large coefficient − −( )4 1 2γ .  For in-
stance, in a gas with γ = 5/3, this coefficient is �15 and the
leading order term is 4, thus indicating that the 1/Z correction
is small only when Z >> 15/4. Another implication of a strong

main shock is the fact that the shocked material evolves on the
time scale of its own sound speed, which scales as PM ,  where
PM is the main shock pressure. Instead, the relaxed profiles
evolve on a slower time scale of the order of the prepulse shock
sound speed, which scales as ~ .Pp  It follows that in the limit
of P PM p >> 1, one can neglect the dynamics of the relaxed
profiles during the main shock propagation. In other words,
one can regard the relaxed profiles as frozen in time while the
main shock propagates through. Obviously, the corrections
due to a finite P PM p  may be large and need to be estimated.

For the sake of simplicity, we will first proceed by neglect-
ing the finite main shock strength correction, assume that the
relaxed profiles are frozen, and determine the lowest-order
solution. The finite shock strength effects will be estimated
later as corrections to the lowest-order solution.

Effects of mass ablation and residual ablation pressures,
though important, are also neglected in this article, and the
calculation focuses on the ideal case of a strong shock sup-
ported by a constant applied pressure traveling up a relaxed
density profile described by the power laws (18) or [(43), (44)].

1. Shock Propagation Through a Relaxed Profile
of the First Kind

As indicated earlier in Relaxed Profiles of the First Kind
(p. 108), the density profile generated by a rarefaction wave
before its interaction with the prepulse shock is described by a
simple power law of the areal density ρ

α= ( )m mrf  with
α γ= +( ) =2 1 0 75. .  Here mrf = apρpt is the location of the
rarefaction leading edge. If the main shock is much stronger
than the prepulse shock, then the relaxed profile may be
considered as frozen in time during the fast main shock
propagation. Since both shocks must merge at the shell�s inner
surface, the fast main shock is launched when the prepulse
shock is approaching the inner shell surface. One can there-
fore approximate mrf ≈ mshell to lowest order in the inverse
shock strength.

a.  The approximation of a static relaxed profile.  Introduc-
ing the new variable ζ ≡ ≈m m m mrf shell ,  the relaxed pro-
file can be represented by the simple power law

ρ ρ ζ α
γ

α= p , ,   =
2

+1
(46)

with 0 < ζ < 1. To simplify the analysis, we introduce another
dimensionless variable related to the main shock location:
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ξ
ζ

ζ
= =

m

ms
M

s
M , (47)

where both ms
M  and ζ s

M  represent the main shock location in
their respective coordinates. Obviously, 0 < ξ < 1 with ξ = 1
representing the shock position. The profiles left behind by the
main shock can be written in terms of the variables ζ and ξ
in the following form:

ρ
ρ ζ

ξ ζ

α

γ γα=
( )

=M MS
S

Φ 1 , ,   (48)

P
P

u a
UM

M=
( )

=
( )

Φ ξ

ξ

ζα
, ,   2 (49)

where

ρ ρ γ γM p≡ +( ) −( )1 1 ,

P SM M M= ργ ,

a PM M M≡ γ ρ ,

and Φ(ξ), U(ξ), and SM need to be determined. By inspection
of Eqs. (48) and (49), it is clear that by setting Φ(1) = 1, the
pressure immediately behind the shock is PM. Furthermore,
using the Hugoniot condition for the post-shock velocity, one
can immediately deduce that U 1 2 1( ) = −( )γ γ . Substituting
Eqs. (48) and (49) into the equations of motion and using the
Hugoniot condition for the shock velocity,

ú ,m ps
M

M M s
M=

− ( )γ
ρ ζ

α1

2
(50)

it is straightforward to derive the two equations governing
Φ and U:

ξ
γ
γ ξ

α

ξ
ξ

ξ

γ

α
α−

− + =
−( )

1

2 2
0

1

1 2
2d

d

U dU

d

Φ
, (51)

γ γ
ξ

ξ ξ
α−( )

− =−( )1

2

1
01 2 dU

d

d

d Φ
, (52)

which need to be solved with the initial conditions Φ(1) = 1
and U 1 2 1( ) = −( )γ γ . The unknown SM can be determined
by requiring that the solution of Eqs. (51) and (52) reproduces
the applied pressure Pf at m = 0. Using Eq. (49), one finds
the following expression for SM and the pressure behind the
shock PM:

S
P

P PM
f

M
M f=

( )
= ( )

Φ
Φ

0
0

ργ
, .   (53)

Observe that the pressure behind the shock is constant through-
out the shock propagation. An approximate yet quite accurate
solution of Eqs. (51) and (52) can be found by using the
following ansatz:

Φ
Φ

Φ
ξ

ξ
( ) ≈ ( )

+ ( )−[ ]
0

1 0 1 
. (54)

Substituting Eq. (54) into (52) and using the boundary condi-
tion for the velocity at the shock front yields

U ξ
γ γ α

ξα( ) ≈
−( )

−
( )









 −( ) +













2

1
1

1

0

2
1 12

Φ
. (55)

The functions (54) and (55) must approximately satisfy
Eq. (51), which can be rewritten upon substitution of the two
functions as

2
2

0

1 1 0 1

01 2

1

− −
( )









 ≈

− ( )−
( )

( )−( )

+( )
α

ξ

γ
γ

ξ ξ
α

γ γ

Φ

Φ

Φ
Φ . (56)

Observe that since α < 2, the left-hand side of Eq. (56) is sin-
gular for ξ → 0 while the right-hand side is regular. It follows
that Eq. (56) can be satisfied only when 2 2 0 0− − ( ) ≈α Φ ,
leading to

Φ 0
2

2

1
1 6( ) ≈

−
=

+
=

α
γ
γ

. . (57)
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The numerical solution of Eqs. (51) and (52) yields Φ(0)
� 1.68 in good agreement with the analytic derivation. Fig-
ure 98.47 compares the numerically derived functions
p ≡ ( ) ( )Φ Φ0 ξ  (representing the pressure profile) and
u U≡ ( )ξ ξα 2  (representing the velocity profile) with the
analytic solutions from Eqs. (54), (57), and (55). Observe that
the pressure increases approximately linearly before the shock,
while the velocity profile is approximately flat. The shock
pressure is amplified about 1.6 to 1.7 times with respect to the
applied pressure. This amplification is due to the slowing
down of the shocked material against the shock front. The
shock-front velocity decreases in time as a power law. It can be
easily derived by first determining the shock trajectory in the
mass coordinate through Eq. (50) and then substituting the
post-shock velocity ups calculated at the shock front [Eq. (49)
at ξ = 1 and m ms

M= ] into the shock relation

U ushock ps= +( )[ ]γ 1 2 .

This leads to the following expression for the shock velocity:

U

a

a t
m

M

M M

shock

shell

=

+( )
−( )

− −









−( )

γ

γ γ

γ
γ

α ρ
α α

1

2 1

1
2

2
2

2

2
,

(58)

which decreases as 1/t0.6 for α γ= +( ) =2 1 0 75. .

Furthermore, as indicated by Eqs. (48) and (53), the entropy
profile behind the main shock follows a simple power law of
the mass coordinate

S m
P m

m
f

M
( ) =

( ) 





Φ 0

ρ γ

γα
shell , (59)

where the rarefaction leading edge mrf has been taken near the
inner surface at mrf = mshell and α γ= +( )2 1 . Indeed, it is
important to require that the main shock, the rarefaction
leading edge, and the prepulse shock merge at the target�s rear
surface, leading to mrf � mshell � m*. This timing requirement
is discussed in the Introduction (p. 106), where the optimized
adiabat shaping procedure is described. Figure 98.48 shows
the simulated adiabat profile generated by a strong shock
driven by a 26-Mbar applied pressure traveling up a relaxed
target with a density profile represented by the following
power law:

ρ ρ
α ρ

α
α

=
−( )








−

p
px

m

1 1

shell
, (60)

where 0 1< < −( )x m pshell α ρ  is the spatial coordinate. Ob-
serve that the profile in Eq. (60) requires that α < 1 to avoid
singularities at x = 0 (here α = 0.75). Note Eq. (60) can be
easily rewritten in terms of the mass coordinate m leading
to ρ ρ α= ( )p m mshell , which is identical to Eq. (18) with mrf
= mshell. The solid curve of Fig. 98.48 represents the adiabat
from the 1-D simulation, while the dashed curve is obtained
from the analytic theory in Eq. (59). Observe that the two
adiabat profiles are virtually identical, indicating excellent
agreement between theory and simulations.

Figure 98.47
The numerical (solid) and analytic (dashed) solutions of the self-similar
(a) pressure profiles p ξ( ) and (b) density profile ρ ξ( )  are shown to be in
relatively good agreement.
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b.  Corrections due to dynamic relaxed profiles/finite shock
strength.  The analytic theory above has been derived in the
limit of a relaxed profile that is stationary during the shock
propagation. However, the profile varies in time as the leading
edge of the rarefaction wave travels toward the shell�s inner
surface. Because of these changes, the resulting adiabat profile
left behind by the main shock is somewhat shallower than the
one predicted by Eq. (59). One can estimate the effects of
dynamic profiles on the adiabat shape by assuming that the
relaxed profile changes slightly over the main shock propaga-
tion interval. The dynamic corrections to the entropy profiles
can be estimated by determining the entropy at the shock front
located at m ts

M( ):

S m
P

s
M

M

M
( ) =

( )
ps

psρ
γ , (61)

where PM
ps  and ρps

M  are the post-shock pressure and density at
the main shock front, respectively. It is obvious that if one can
rewrite the right-hand side of Eq. (61) as a function of the shock
position, then the entropy profile is given by the RHS with ms

M

replaced by m. The post-shock density in Eq. (61) can be

rewritten in terms of the pre-shock density at the shock front
ρbs

M  including the linear corrections in the inverse shock
strength:

ρ
γ
γ

ρ
γ

γ

γα

ps bs
shell

  M M p

M

s
MP

P

m

m
�

+
−

−
−

























1

1
1

4

12 , (62)

where the post-shock pressure used to calculate the correc-
tion of order P Pp M  has been taken equal to the zeroth-
order solution PM. Because of the large numerical coeffi-
cient 4 12γ γ −( ),  the first-order correction in the inverse
shock strength shown in Eq. (62) needs to be retained. An-
other important correction is in the pre-shock density
ρ ρ α

bs rf= ( )p m m ,  which varies in time due to the evolution
of the rarefaction leading edge mrf, which can be written as

m m a t t tp p s
M

frf shell= − + −( )ρ ∆ , (63)

where ∆ts
M  is the travel time of the main shock through the

shell and tf is the beginning time of the laser foot when the main
shock is launched. Observe that the second term on the right-
hand side represents the correction to mrf and is small as long
as the main shock is strong. This can be quantified by calculat-
ing ∆ts

M  after integrating Eq. (50) and setting mrf � mshell into
the variable ζ. A straightforward calculation yields

∆t
m

as
M

M M
�  shell2

1

2

2

γ
γ α ρ− −

(64)

and t t t m mf s
M

s
M−( ) = ( ) −

∆ shell
1 2α

.  Substituting Eq. (64)
into (63) leads to the following equation for the rarefaction
leading edge in terms of the main shock location:

m m
P

P

m

m
p

M

s
M

rf shell
shell

= −
− +

−










































−

1
2

2

2

1
1

2
2

α
γ

γ

α

. (65)

Observe that the correction to mrf is of the order of P Pp M

as indicated in the introduction of Main Shock Propagation
Through the Relaxed Profiles (p. 112) and can be significant
even for a strong main shock. It follows that the post-shock
density used in Eq. (61) can be rewritten, including the relevant
corrections, in the following form:
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Figure 98.48
A comparison of the simulated (solid) and analytically calculated [Eq. (59)]
(dashed) adiabat shapes generated by propagating a shock supported by a
constant 26-Mbar pressure through a density profile of the first kind shows
excellent agreement.
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ρ ρ

γ

γ

α
γ

γ

α

γα

α α

ps
shell

shell

shell

M
M

s
M

p
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P

P

m

m

P

P

m

m

=










×

−
−











−
− +

−












































−

1
4

1

1
2

2

2

1
1

2

2

2

. (66)

The next step is the calculation of the dynamic correction to the
post-shock pressure in Eq. (62). While the exact calculation of
such corrections can be cumbersome, a fairly good approxima-
tion can be obtained by assuming that the post-main-shock
pressure profile is linear in the mass coordinate:

P P A t
m

m t
f

s
M≈ + ( )

( )













1 , (67)

where A(t) needs to be determined. It is important to notice
that in the static relaxed profile case, A(t) was previously
determined to be approximately constant with A(t) ≈ A0 ≈
α/(2 � α)  It follows that the dynamic corrections will lead to
a change in A(t), which can be rewritten as a small correction
to A0 such as

A t A A t( ) = + ( ) + ⋅ ⋅ ⋅0 δ , (68)

where δA << A0 needs to be determined. An important dy-
namic correction enters the Hugoniot relations for the velocity
jump across the main shock

u u
PM M

M

Mps bs
ps

bs
= +

+
2

1γ ρ
, (69)

where uM
bs  is the pre-shock velocity at the shock front given by

the standard rarefaction-wave solution

u a
m

m
M

p
s
M

bs
rf

=
−









 +

−( )
−

−















−
α
α γ γ γ

α

1

2

1

2

1

1

. (70)

Observe that ubs represents a correction of the order of P Pp M

in the Hugoniot relation [Eq. (69)] and can be evaluated using
the lowest-order form of mrf � mshell. Instead, the pre-shock
density ρ ρ α

bs rf
M

b s
Mm m= ( )  in Eq. (69) needs to include the

lowest-order corrections for mrf given in Eq. (65). Conserva-
tion of momentum requires that the acceleration balances the
pressure gradient at the shock front leading to

∂

∂
= −

∂
∂








u

t

P

m

M

ms
M

ps . (71)

Substituting Eqs. (67)�(70) into (71) yields the following
ordinary differential equation for δA:

d

d
A

P

P
b

Mη
η δ

α
α

γ
γ

γ γ η

α

α

2

2
3
2

2

2

2

1
2 1

−

−

( ) = −
−

×
+

+ +( )








 , (72)

where η ≡ m ms
M

shell .  Equation (72) can be integrated using
the initial condition that δA ms

M =( ) =0 0, leading to the fol-
lowing final form of the post-shock pressure at the shock front:

P P
P

P
M

M
p

M
ps

 

= −
−( )







×
+

+ +( )
















−

1
2

3 2

2

1
2 1

1
2

α
α

γ
γ

γ γ η
α

. (73)

Observe that the corrections due to finite main shock strength
cause the main shock pressure to decrease as the shock propa-
gates through the dynamic relaxed profile. This clearly leads to
a gentler decrease in entropy.

The last step is to substitute Eqs. (66) and (73) into (61) and
derive the final form of the adiabat shape:
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S m S
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+

in
shell shell

2
1

1
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χ
, (74)

where

S c
Pf

in =
−( ) ( )

+( ) −0

2

2 1
0

1 1

1

γ χ

γ γ ρ

γ

γ γ (75)

is the entropy on the inner shell surface, c0 = 1.68/1.6 = 1.05 is
a corrective factor to account for the analytical approximation
used in Eq. (54), and ρ0 is the initial shell density.

The function χ(x) represents the corrections due to the finite
main shock strength

χ
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, (76)

where the relation α γ= +( )2 1  has been used and P Pp f  is
the ratio of the prepulse pressure to the pressure of the foot of
the main pulse. This concludes the analysis of the main shock
propagation through a relaxed profile of the first kind. The next
step is to investigate the main shock propagation through
relaxed profiles of the second kind and determine the resulting
adiabat shape.

2. Shock Propagation Through a Relaxed Profile
of the Second Kind

In the case of a short prepulse, the rarefaction wave catches
the shock at m = m* before the inner surface (m < mshell), and
the shock decays until it reaches the inner surface at m = mshell.

As described in Relaxed Profiles of the Second Kind (p. 108),
the relaxed profile for γ = 5/3 is well-approximated by two
power laws of the mass coordinate: ρ ~ m0.75 for m < m* and
ρ ~ m1.45 for m* < m < mshell. The analysis of the main shock
propagation through such a profile is vastly more complicated
with respect to the case of the single power-law profile dis-
cussed in Shock Propagation Through a Relaxed Profile of
the First Kind (p. 112). An approximate analytic solution can
be found, however, by assuming that the pressure profile
behind the main shock is linear in the mass coordinate. Similar
to the case of profiles of the first kind, we will first consider the
approximation of infinite main shock strength and static re-
laxed profiles. The corrections due to the finite shock strength
and dynamic profiles are estimated a posteriori as small
perturbations of the zeroth-order solution.

a.  The approximation of a strong shock and a static relaxed
profile.  In the static case, the relaxed profile in the region m
< m* is identical to the profile of the first kind, leading to a
pressure profile behind the shock that linearly increases about
60% with respect to the applied foot pressure Pf. Once the main
shock enters into the second region m* < m < mshell, an exact
analytic solution cannot be found. A careful analysis of the
numerical simulation indicates, however, that the pressure
profile behind the shock remains approximately linear in the
mass coordinate. In contrast with the behavior in the first
region, however, the shock-front pressure is not constant while
the pressure at m* varies slightly around the value ωPf with
ω � 1.5 to 1.6 for γ = 5/3. Thus, it makes sense to look for a
solution of the hydrodynamic equation with a linear pressure
profile of the following form:

P m m P D t
m

mps foot>( ) ≈ ( ) + ( ) −






















∗
∗

ω γ 1 1 , (77)

where ω(γ) is a constant that must be chosen to reproduce the
pressure at the time when the main shock reaches m*. Using the
results of the previous section for the main shock propagation
for m < m*, one can conclude that

ω γ
γ
γ

( ) ≈ +1
. (78)

Similar to the analysis in Shock Propagation Through a
Relaxed Profile of the First Kind (p. 112), Eq. (77) can be
substituted into the momentum equation at the shock front
∂ = − ∂( )[ ]t m m

u P
s
Mps ,  where the post-shock velocity at the
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shock front is given by the Hugoniot relation

u PM M
ps ps bs

M= +( )2 1γ ρ

with the pre-shock density at the shock front given by

ρ ρ
µ

bs
shell

M
p

s
Mm

m
=









 , (79)

where the prepulse shock location m p
sh  has been assumed to

have reached the inner shell surface so that m ms
p  shell� .  As in

Shock Propagation Through a Relaxed Profile of the First
Kind (p. 112), uM

ps  and PM
ps  represent the post-shock velocity

and pressure at the main shock front. The resulting shock-front
momentum equation can be simplified by using the main shock
trajectory m ts

M ( )  as the time coordinate and by using the shock
mass velocity ú .m Ps

M M M= +( )γ ρ1 2ps bs  A straightforward
manipulation of the momentum equation leads to the following
simple differential equation for D:

dD

dz
z D

z
D z

s
M s

M

s
M s

M−( ) + − + −( )[ ] =1 3 1 1 0
µ

, (80)

where D D zs
M= [ ] and z m t ms

M
s
M≡ ( ) ∗ .  It is important to

note that the only nonsingular solution of Eq. (80) has the
simple form

D x
x x x x

x
( ) =

−( ) + −( ) −( )− −( )

−( ) −( ) −( )

2 1 3 1 1

2 1 1

2 2

3

µ µ µ

µ µ
. (81)

The pressure at the shock fronts can be determined from
Eq. (77) upon substitution of Eq. (81), leading to

P m P D
m

m

m

m
M

s
M

f
s
M

s
M

ps  ( ) ≈ ( ) +








 −




















∗ ∗

ω γ 1 1 , (82)

representing a growing function of ms
M  reaching the asymp-

totic value of 3.6 for m ms
M >> ∗. The entropy behind the shock

can be easily calculated by substituting the pressure and
density at the shock front into the definition of the entropy:

S m
P m

m
s
M

M
s
M

M
s
M

( ) =
( )

( )[ ]
ps

psρ
γ . (83)

Using Eqs. (77), (81), and (82) into (83) leads to the following
form of the entropy:

S m m m
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,

shell

shell

ω γ

ργ

γµ
1 1 (84)

where ρ ρ γ γM p= +( ) −( )1 1  and the subscript ∞ indicates
that Eq. (84) is valid only for infinite main shock strength.
Figure 98.49 shows a comparison of the predicted adiabat
profile of Eq. (84) (dashed) with the simulated adiabat profile
(solid) generated by a strong shock driven by a 26-Mbar
applied pressure traveling up a static, relaxed target with a
density profile given by ρ ρ µ α= ( ) ( )∗ ∗M m m m mshell  for
m ≤ m*, and ρ ρ µ= ( )M m mshell  for m* < m ≤ mshell. Here,
m m∗ shell  is chosen to be 0.05. The theory again shows
excellent agreement with the simulation.
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Figure 98.49
A comparison of the simulated (solid) and analytically calculated [Eq. (84)]
(dashed) adiabat shape generated by propagating a shock supported by a
constant 26-Mbar pressure through a density profile of the second kind shows
excellent agreement.
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It is interesting to observe that the linear approximation for
the pressure profile leads to a flat velocity profile as shown by
substituting Eq. (77) into the momentum equation, yielding

u m t u tM, .( ) = ( )ps (85)

The density behind the shock can be determined from the
pressure and the entropy through the relation ρ γ= ( )p S 1 .
Upon substitution of the density, the mass conservation equa-
tion [Eq. (4)] can be solved for the velocity profile, leading to

u m t u G z zM
s
M, , ,( ) = − ( )[ ]ps 1 (86)

where z m m= ∗  and
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1
 (87)

Observe that the two velocity profiles obtained from the
momentum and mass conservation equations are approxi-
mately equal in magnitude as long as G << 1. The value G
can be estimated after replacing z with ηzs

M  and by plotting
G z zs

M
s
Mη ,( )  for 1 1zs

M < <η  for different values of zs
M .

Figure 98.50 shows the value of G for zs
M  = 2, 5, 10, 20,

indicating that G does not exceed 0.21 for typical values of
zs

M ≤ 20. It follows that the linear pressure profile of Eq. (77),
the flat velocity profile of Eq. (85), and the entropy profile of
Eq. (84) are accurate approximations of the solution to the
hydro equations.

b.  Corrections due to dynamic relaxed profiles/finite shock
strength.  To determine the correction to the adiabat shape due
to the finite shock strength and the dynamic evolution of the
relaxed profile during the main shock propagation, one needs
to calculate the main shock position in terms of the prepulse
shock location. Both the main shock ms

M  and the prepulse
shock positions ms

p  are governed by the Hugoniot relations
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∗γ
ρ

δ
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2
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where δ � 1.315. Replacing the time variable with m ts
p ( ) into

Eq. (88) leads to the following algebraic equation relating the
main and the prepulse shock location:

z z
P

P

z z

s
p p

f

s
M

( ) − =
−( )

+ ( )

× ( )− ( )[ ]

β β β
γ

γ ω γ

σ σ

shell

shell 

2 1

1

, (90)

where β δ µ= − +( )2 2, z m ms
p

s
p= ∗ ,  z m mshell shell= ∗ ,

and
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Figure 98.50
Plots of G z zs

M
s
Mη ,( )  for zs

M = 2, 5, 10, 20 (dotted, dashed, dash�dotted, and
solid lines, respectively) show that G does not exceed 0.21 for typical values
of zs

M ≤ 20.
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σ ξ
µ ξ µ ξ

µ µ

µ µ

( ) =
−( ) − −( ) +

−( ) −( )

− −2 1 1

2 1

1 2

. (91)

It is important to recognize that Eq. (90) has been derived
using the condition that z zs

p = shell  when z zs
M = shell .  This is

an essential constraint requiring that both the prepulse and
main shock merge on the shell�s inner surface. Observe that
Eq. (90) can be used to find zs

p  in terms of zs
M . An analytic

form of zs
M  in terms of zs

p  can also be found by approximating
µ � 1.45 and reducing Eq. (90) to a second-order algebraic
equation for zs

M .

Similar to the analysis in Shock Propagation Through a
Relaxed Profile of the First Kind (p. 112), we estimate the
dynamic corrections to the entropy profile by rewriting the
entropy at the main shock front:

S z
z

z

P z t
s
M s

p

s
M

M
s
M

M
( ) =











( )µγ

γρ

ps ,
. (92)

Since we did not find an exact solution of the post-shock
pressure for the static case, it is not worth calculating small
corrections to an already inexact solution. Nevertheless, we
retain the corrections due to the dynamic evolution of the
relaxed profile. These corrections require including the time
dependence of zs

p  in the pre-shock density. We speculate that
the largest corrections to the entropy are likely to come from
such dynamic effects. This consideration is supported by the
large power index µγ � 2.4 for zs

p  in Eq. (92) and the finite
shock strength corrections of the order of P Pp f  in Eq. (92)
for zs

p .  It follows that the dynamic corrections to the entropy
profile can be determined by substituting zs

p  from Eq. (90) into
Eq. (92) and by replacing zs

M  with z m m= ∗ . A straightfor-
ward manipulation leads to the following form of the entropy
profile:
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where S∞ is given in Eq. (84). Observe that dynamic correc-
tions to the adiabat shape lead to a shallower profile.

Conclusion
We have derived analytical forms of the relaxation adiabat

shapes for (1) the case where the prepulse is long enough that
the rarefaction wave catches the prepulse shock at the rear
surface of the shell, and (2) the case of short prepulses, where
the mass undertaken by the unattenuated prepulse shock is less
than the total mass of the shell. The analytic relaxation adiabat
profiles derived here are in excellent agreement with simula-
tion. In addition, we have shown that relaxation designs with
short prepulses lead to steeper adiabat gradients than decaying
shock designs. The effects of mass ablation and residual
ablation pressure on relaxation adiabat shapes will be analyzed
in a future article.
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Appendix A:  Relaxed Density Profiles in Real Space

A better understanding of the relaxed profile shape can be
obtained by converting the profile functions from the Lagrangian
coordinate m to the spatial coordinate x. Equation (3) relating
the mass to the initial density is also valid if the initial density
is replaced by the density at time t as long as the lower limit
and upper limit of integration are the trajectory of the outer
surface xout(t) and the trajectory of generic fluid element x(t).
It follows that the conversion between mass and real space is
straightforward once the relation between m and x is rewritten
in the differential form

dm

dx
x t= ( )ρ , . (A1)

Equation (A1) is then used to rewrite the profiles of the first kind
[Eq. (18)] and second kind [Eqs. (43) and (44)] in real space.

1. Relaxed Profiles of the First Kind

In the case where the shock and rarefaction merge at the
inner shell surface, one can substitute Eq. (A1) into (18) and
find the density profile shape in real space:

ρ ρ
γ
γ

γ
=

−
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2
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where xout is the trajectory of the outer shell surface coinciding
with the trailing edge of the rarefaction wave moving away
from the shell with the escape velocity 2 1ap γ −( ).  The range
of x in Eq. (A2) is limited by the trailing and leading edge of
the rarefaction wave. Since the leading edge travels inside the
shell with the sound speed, the range of x is limited by xout
< x < xout + apt. Note that t = 0 at the time when the prepulse
ends and the rarefaction is launched. Equation (A2) indicates
that, in real space, the density profile is a simple power law of
the distance from the rarefaction trailing edge. The leading
edge of the rarefaction wave reaches the prepulse shock at the
inner shell surface (m* = mshell) at the time

t
m

a

d

ap p p
shell

shell shell=
( )

=
−
+ρ

γ
γ

1

1
, (A3)

where dshell is the initial shell thickness and mshell = ρ0dshell
is the total shell mass. At this time, the density profile is simply

ρ ρ
γ

t t
x x

dp=( ) =
−









−
shell

out

shell

2
1

. (A4)

Note that the profile extends over a distance equal to the
uncompressed shell thickness dshell and approaches the com-
pressed density ρp on the shell�s inner surface located at
xin = xout + dshell.

2. Relaxed Profiles of the Second Kind

By defining with x*(τ) the trajectory of the Lagrangian point
corresponding to the fluid element where the prepulse shock
and rarefaction wave interact (i.e., m = m*), and with xs

p τ( ) the
location of the prepulse shock after the interaction, the spatial
density profile for the region x x xs

p
∗( ) < < ( )τ τ  can be ob-

tained by substituting Eq. (A1) into Eq. (44), leading to
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, (A5)

where µ = 1.45 for γ = 5/3. By defining with x x∗ ∗≡ ( )1  the
initial position inside the shell of the shock�rarefaction inter-
action point, it is straightforward to show that

x x zs
p

s
pτ τ( ) = ( )∗ , (A6)
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, (A7)

where zs
p  is given in Eq. (31). Equation (A5) represents the

spatial density profile of the shell portion between the shock�
rarefaction merging point and the shock front. The density
profile of the remaining portion between the shock�rarefaction
merging point and the outer shell surface is described by
Eq. (43) and in real space can again be determined by integrat-
ing Eq. (43) upon substitution of Eq. (A1). The result is similar
to the density profile of the first kind and yields

ρ ρ
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γ
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1

2
1

out . (A8)

It is important to emphasize that the density profiles [Eqs. (43)
and (44)] are approximate solutions; therefore, the profiles
[Eqs. (A5) and (A8)] are also approximate solutions. The
location of the rarefaction trailing edge (or outer shell surface)
cannot be exactly calculated because it is affected by the sound
waves traveling down from the point of shock�rarefaction
interaction. An approximate form of xout can be derived by
requiring that the density is continuous at x = x*(τ), thus
setting Eq. (A8) equal to Eq. (A5) at x*(τ). This leads to the
following form of xout:

x x x
a

z

p

s
p

out = ( )−
( )

∗ ∗ −( )τ
τ

τ
µ γ 1

2

. (A9)

Observe that, in real space, the density profile is represented by
two very different functions of x: Eq. (A5) describes the profile
behind the shock, and Eq. (A8) describes the profile behind the
rarefaction�shock merging point.
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Introduction
Maximizing the hot-fuel areal density (ρRhot) and understand-
ing the effects of mix upon it are fundamental issues of inertial
confinement fusion (ICF).1�3 One method used to estimate
ρRhot of D2-filled capsule implosions is to measure the yields
of secondary protons (Y2p) and/or secondary neutrons (Y2n)
relative to the primary neutron yield (Y1n).4�12 These second-
ary particles result from sequential reactions in which the
energetic primary products of reactions

D D MeV He MeV+ → ( ) + ( )n 2 45 0 823. . , (1)

D D MeV T MeV+ → ( ) + ( )p 3 02 1 01. . (2)

undergo fusion reactions with thermal deuterons in the fuel:

3

4
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6 6 1 7
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+ ( )

. . � .

. � . ,

p

(3)

T MeV D MeV

He MeV

≤( ) + → ( )

+ ( )

1 01 11 9 17 2

6 7 1 44

. . � .

. � . .

n

(4)

These processes produce secondary particles with spectra
spread over significant energy intervals due to the kinetic
energy of the primary reactants. The secondary-particle yields
are typically two to three orders of magnitude lower than the
primary yield, and the ratios Y Yn n2 1  and Y Yp n2 1  (which are
linearly dependent on ρRhot in certain plasma regimes) can
each be used to infer a value of ρRhot for implosions of
D2-filled capsules in both direct- and indirect-drive experi-
ments.12�15 In those studies, the simple �hot-spot� and/or the
�uniform� models were used to relate these ratios to ρRhot.

Using Nuclear Data and Monte Carlo Techniques to Study
Areal Density and Mix in D2 Implosions

Although these simple models have been widely used to infer
a value of ρRhot, they have some serious limitations that can
result in misinterpretation and errors (as described in the next
section); one manifestation of these problems is often dis-
agreement between the proton- and neutron-inferred values of
ρRhot calculated from experimental data (see Fig. 98.51).
These deviations are related to a combination of mix, tempera-
ture profile, and the difference between the cross section for
secondary reactions (3) and (4). These factors can cause
secondary protons and neutrons to be produced in different
regions of the compressed capsules (Fig. 98.52). In addition,

Figure 98.51
Secondary-proton- and secondary-neutron-implied values of ρRhot are com-
pared for implosions of low ρRhot (squares), medium ρRhot (triangles), and
cryogenic (circles) capsules on OMEGA. For low-ρRhot implosions, the
values of ρRhot inferred from secondary protons and neutrons using the
simple hot-spot model agree well. It is also shown that values of ρRhot are
larger for implosions with ~12-kJ laser energy (open squares) than for
implosions with ~23-kJ laser energy (closed squares). For these dramatically
overdriven implosions, it is possible that the effects of mix are coming back
into play, as indicated by the observation that ρRhot,2n is larger than ρRhot,2p.
For implosions with larger ρRhot, however, the values inferred from second-
ary neutrons are always larger than the values from secondary protons. The
error bars shown are typical of each type of implosion; they include uncertain-
ties in the measurements and in the assumed values of the density.
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others have noted some puzzling issues with recent secondary-
neutron measurements in indirect-drive implosions on
OMEGA.16 In that work, the authors observed a factor-of-3-
larger Y Yn n2 1  ratio and a narrower secondary-neutron spec-
trum than predicted for these low-convergence implosions
(where mix should be relatively unimportant). In contrast, for
high-convergence implosions, they found better agreement
between measured and predicted Y Yn n2 1  values.

In previous work,12 high-resolution secondary-proton spec-
tra were obtained during experiments on OMEGA.17 The
yields were used with measured neutron yields to estimate
ρRhot with the hot-spot and uniform models, and it was shown
that the Y Yp n2 1 -inferred ρRhot was often lower than the
Y Yn n2 1 -inferred ρRhot. This was attributed to the effects of
fuel�shell mix, and it was suggested that the two inferences
might be considered lower and upper limits, respectively. In
this article, that work is extended to cover a wider range of
implosion types and to include Monte Carlo simulations that
allow a detailed study of the implications of more-realistic
models of the compressed core on the secondary production.
The following sections (1) describe the hot-spot and uniform
models and their limitations, (2) describe the experiments and
the range of measured parameters, (3) describe a Monte Carlo
program that will model the implosions to understand how
particle production occurs, (4) discuss results from both ex-
periments and Monte Carlo calculations, with an emphasis on
how ρRhot is related to the yields of primary and secondary
particles, and (5) summarize the results.

Primary and Secondary Products
The hot-spot and uniform models have been commonly

used to relate Y Yp n2 1  and Y Yn n2 1  to ρRhot. The hot-spot
model assumes that an imploded capsule is a sphere of uniform
density and temperature and that all primary reactions occur at
the very center of the capsule. A fraction of the primary 3He
(tritons) fuse with thermal deuterons, producing secondary
protons (neutrons) as they move radially outward. As the
primary particles travel through the D plasma, they lose en-
ergy, and the probability for producing secondary particles
along the path varies greatly since the secondary D3He and DT
fusion cross sections (σD He3  and σDT) are strong functions of
the primary 3He and T energies [Fig. 98.53(a)].18 σD He3  peaks
at ~0.65 MeV, close to the 3He birth energy (0.8 MeV), while
σDT peaks at ~0.18 MeV, significantly lower than the triton
birth energy (1.0 MeV). As a result, secondary protons are
mainly produced near the 3He birth position, while secondary
neutrons are mainly produced farther away from the triton birth
position [see Fig. 98.53(b)]. This information is used to calcu-

Figure 98.52
Calculated radial distributions of primary- and secondary-birth positions per
unit length for (a) low-ρR implosion 30981, (b) medium-ρR implosion 27443,
and (c) cryogenic implosion 28900. For low-ρR implosions, where ρR2p and
ρR2n agree reasonably well, birth positions of secondary protons and neutrons
are virtually identical. For medium-ρR and cryogenic implosions, however,
where ρR2n is always larger than ρR2p, secondary neutrons are produced in
more outer regions compared to secondary protons. Note that calculated
radial distributions of primary birth rates per unit volume (as opposed to unit
radius) are shown in Figs. 98.60�98.62 for these three implosions.

E13037

0 50

Radius (mm)

0

1

Y
ie

ld
 (

mm
)

2
(c)

Y2n  (× 108)

Y2p  (× 107)

Y1n  (× 1010)

0.0

0.5

Y
ie

ld
 (

mm
)

1.0
(b)

Y2n  (× 107)

Y2p  (× 107)Y1n  (× 1010)

0

5

Y
ie

ld
 (

mm
)

10
(a)

Y2n  (× 106)

Y2p  (× 106)

Y1n  (× 109)



USING NUCLEAR DATA AND MONTE CARLO TECHNIQUES TO STUDY AREAL DENSITY AND MIX IN D2 IMPLOSIONS

124 LLE Review, Volume 98

late ρRhot from Y Yp n2 1  and Y Yn n2 1 , and the resulting depen-
dencies are shown in Fig. 98.54 for D plasmas with different
temperatures and densities. The ratios each saturate at different
values of ρRhot for different temperatures and densities be-
cause the primary 3He and tritons generally have significantly
different ranges in the plasma. If either particle stops before
leaving the fuel, it will not sample the entire ρRhot, and the
implied value of ρRhot underestimates the actual value. Y Yp n2 1

does not depend on temperature until it starts to saturate, while
Y Yn n2 1  is sensitive to temperature well below the saturation
level. Therefore, without a reasonable estimate of plasma
temperature, Y Yn n2 1  cannot be used to accurately infer ρRhot.

The uniform model assumes that the primary particles are
produced uniformly in a sphere of constant density and tem-
perature. The Y Yp n2 1  and Y Yn n2 1  dependencies show simi-
lar behavior to the hot-spot model. The primary difference is
that values of ρRhot implied by the uniform model are always
larger than values from the hot-spot model because the mean

path length of primary particles in the D plasma is shorter by
25% in the uniform model, when saturation has not occurred.
The simulations described in the Results section (p. 128)
indicate that the hot-spot model gives more-meaningful values
of ρRhot than the uniform model; therefore, the hot-spot model
will be used throughout the remainder of this article.

Both models have limitations that can introduce errors into
the analysis of ρRhot. These include the saturation of Y2p and
Y2n and the uncertainty introduced by the temperature depen-
dence of Y2n. The shapes of temperature and density profiles
and the presence of fuel�shell mix20�22 can have substantial
impact on secondary-particle production. In reality, the tem-
perature is highest and the density is lowest at the center of the
implosion. As the temperature decreases and the density
increases, the rate of energy loss of primary particles becomes
larger. This typically causes a reduction of the secondary-
proton production rate and an enhancement of the secondary-
neutron production rate [see Fig. 98.53(a)]. Fuel�shell mix

Figure 98.53
(a) Dependence of the secondary D3He (DT) reac-
tion cross section on the energy of the primary 3He
(T) in a cold D plasma.18 The D3He-reaction cross
section is peaked close to the birth energy of 3He,
while the DT-reaction cross section peaks dramati-
cally after T has lost most of its energy. (b) As a
result, secondary protons are created close to the
birth points of primary 3He (here defined as ρR =
0), while secondary neutrons are produced away
from the birth points of primary T (ρR = 0). Al-
though this plot is for a 1-g/cc, 3-keV D plasma, it
looks similar for plasmas with different densities
and temperatures.0
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(a) Y Yp n2 1  and (b) Y Yn n2 1  as functions of
ρRhot for a 1-, 3-, and 8-keV D plasma of
1 g/cc (solid line) and 10 g/cc (dotted line)
using the hot-spot model. The energy losses
of primary 3He and T were calculated ac-
cording to Ref. 19, and the fusion cross
sections were calculated according to
Ref. 18. Y Yp n2 1  is temperature indepen-
dent until it reaches the saturation levels. In
contrast, Y Yn n2 1  is temperature dependent
well below saturation levels.
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lowers the temperature in the mix region, which increases the
energy loss rate and results in a further reduction of the
secondary-proton production rate and an enhancement of the
secondary-neutron production rate. Shell material mixed into
the fuel can directly affect secondary production by increasing
the energy lost by T and 3He after traveling through a given
amount of D, due to the higher effective charge of the shell
material mixed in.

Experiments
In the direct-drive experiments described here, distributed

phase plates,23 polarization smoothing using birefringent
wedges,24 and 1-THz, two-dimensional smoothing by spectral
dispersion25 were applied to smooth the OMEGA laser beams
in order to enhance implosion uniformity and the nuclear
reaction rate. Three types of capsules were used to study
implosions with a wide range of areal densities: Low-ρRhot
implosions were studied using thin (~3-µm) glass (SiO2) shells
filled with ~15 atm of D2. Some of these capsules were
irradiated with a 1-ns square pulse delivering 23 kJ of on-target
energy, while others were irradiated with a shorter (600- to
800-ps) pulse with on-target energy of ~12 kJ.26 Medium- and
large-ρR implosions were studied using capsules with thick
(~20-µm) plastic (CH) shells filled with ~15 atm of D2 and
cryogenic capsules with an ~100-µm layer of D2 ice enclosed
within a 3- to ~5-µm-thick CH shell, respectively. They were
all irradiated with 1-ns square pulses, delivering 23 kJ of on-
target energy.

Charged-particle data were collected with two types of
spectrometers: Wedged-range-filter proton spectrometers12,27

provided secondary-proton spectra from up to six different
directions simultaneously. These spectra were used to calcu-
late the yield and mean energy of secondary protons. Two
magnet-based charged-particle spectrometers27 provided the
spectra of primary protons and tritons for low-ρR implosions.
Neutron data were obtained from three diagnostics: Neutron
time-of-flight detectors28 provided primary- and secondary-
neutron yields as well as primary-neutron-yield�averaged ion
temperature Ti Y n1

( ), and a neutron temporal diagnostic29

measured the peak primary-neutron production time and the
DD burn duration. In addition, secondary-neutron spectra
were obtained from the 1020-scintillator array30 on some of
the more-recent implosions.

The data from each implosion then include the five quanti-
ties Y1n, Y2n, Y2p, �Ti�Y1n

, and �E2p�, which will be matched to
simulations in the next section. In addition, the spectral energy
distributions of the secondary protons (and sometimes second-

ary neutrons) will be compared with the simulations. The
yields and �Ti�Y1n

, together with a realistic plasma density, can
also be used to determine what the simple hot-spot and uniform
models imply for values of ρR phot

expl
,2  and ρR nhot

expl
,2  (where the

superscript �exp1� refers to the use of the measured �Ti�Y1n
 as

the characteristic ion temperature).

Monte Carlo Simulations
A Monte Carlo program was developed to model the experi-

ments described in the previous section. This allows us to use
more-realistic temperature and density profiles than those in
the hot-spot and uniform models. The burn-averaged ion
temperature profile [Ti(r)] and the shell (or cold fuel, for
cryogenic capsules) density profile [ρcold(r)] are assumed to
have super- or sub-Gaussian profiles, and the six input param-
eters are Ti0, Tiw, Tip, Sr0, Sw, and Sp characterizing the tempera-
ture and density profiles

T r T r Ti i iw
Tip( ) = −( )[ ]0 exp (5)

and

ρ ρcold coldr r S Sr w
Sp( ) = − −( )[ ]{ }0 0exp . (6)

These parameters are varied to produce simulated particle
production that best fits the measured data for each implosion.
The hot-fuel density profile [ρhot(r)] is calculated assuming
that the plasma is isobaric out to the peak shell pressure region;
with this constraint, ρcold0 is then adjusted to conserve the fuel
mass. (The initial fuel mass is calculated based on the initial
fuel pressure and the size of the capsule.)

For computational purposes, each primary particle is as-
sumed to produce a secondary particle, and a spectrum of
particles per unit energy dN dE2  is obtained. Since only a
small fraction of the primary particles actually undergo sec-
ondary reactions, the secondary yield and spectrum need to be
normalized according to Y2 = �P2�Y1 and

dY dE P Y dN dE N2 2 1 2 2≈ ( ) ;

P n l l dl2 ≡ ( ) ( )∫ D σ sec

is the probability of primary-to-secondary conversion, calcu-
lated in the program as the primary-yield�weighted mean
value of the line integral of the D number density (nD) times the
secondary fusion cross section (σsec) for all possible primary-
particle trajectories. The primary-particle production is deter-
mined by the density and temperature profiles. The particles
are followed along their trajectories through the capsule until
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they either escape or lose all of their energy. The energy loss is
calculated, as briefly described in the next paragraph, in order
to obtain σsec along paths of primary particles. The probability
of a secondary fusion reaction is calculated along the path of
the primary particle; then the birth position, direction, and
energy of the secondary particle are calculated. The radial
distributions of the primary- and secondary-particle birth po-
sitions are recorded as well to illustrate the effects of profiles
and fuel�shell mix.

The energy loss of charged particles in plasmas is strongly
dependent upon the velocity of the particle. Depending on the
relative magnitude of the particle velocity vp and the thermal
velocity vth of the background electrons, the plasma can be
described as ��cold�� (vp >> vth), ��warm�� (vp ~ vth), or ��hot��
(vp << vth). The theory described in Ref. 19 predicts that the
plasma-stopping power reaches a maximum when vp ≈ vth,
which was also demonstrated for the first time in Ref. 39. The
general form for the charged-particle energy loss per unit
distance, dE/dx, in fully ionized plasmas is given by19

− =




















1
2

2 2

2Z

dE

dX

e
Gp

p

pω

v

v

vth
ln ,Λ (7)

where ω πp e en e m= ( )4 2 1 2
 is the electron-plasma frequency,

Z is the projectile charge number, vp is the velocity of the
particle, vth = ( )2 1 2T me  is the thermal velocity of the plasma
electrons, and lnΛ is the Coulomb logarithm; ne, e, and me are
the electron density, charge, and mass, respectively. G pv vth( )
is the Chandrasekhar function, which peaks at v vp th ≈1, and
explains why the stopping power reaches a maximum when
vp ≈ vth. The formulation given above applies to both plasma-
electron stopping and plasma-ion stopping, where the latter,
for the conditions of interest here, is about 10% of the stopping
by electrons.

Since the model is static, the primary yield is calculated by
multiplying the burn profile by the burn duration (full width at
half maximum of the neutron-production rate); therefore, the
error in the measurement of the burn duration is included in the
error of the primary yield. �E2p� is calculated from the second-
ary-proton spectrum, and �Ti�Y1n is determined in the region
where the primary particles are produced.31 Each of the six
input parameters is varied over a large range, initially using
large steps to identify the region of small χ2. This region is then
more carefully explored using finer grids; as a result, the six-
dimensional parameter space is explored completely. For each
set of model parameters, the predicted values of the experi-

mentally measured quantities are calculated and the quality of
agreement with the data from a particular implosion is charac-
terized with the total χ2, which takes into account uncertainties
in the experimental measurements. For each implosion, it is
found that multiple local minima exist within the space of
model parameters but there is one clear region with the small-
est values of χ2. Errors in the values of individual model
parameters are then estimated by asking how much they can
be changed without causing the total χ2 to increase by more
than 1. Although the widths and shapes of secondary-proton
spectra are not used as fit criteria, it will be seen that the
predicted spectra match the measured spectra quite well; this
fact provides extra confidence that the best-fit-model param-
eters are realistic.

The characteristics of the best-fit model for each implosion
were used to determine how realistic the hot-spot-model in-
ferred values of ρRhot are. Values of Y Yp n2 1 , Y Yn n2 1 ,  �Ti�Y1n

,
and plasma density from the simulations were used
to infer ρR phot

sim
,2
1  and ρR nhot

sim
,2
1  according to Fig. 98.54 (the

superscript �sim1� indicates that �Ti�Y1n
 was used as the

characteristic ion temperature). The values of ρR phot
sim

,2
2  and

ρR nhot
sim

,2
2  were calculated assuming that the appropriate tem-

peratures are averages weighted by secondary yields
�Ti�Y2p

 and �Ti�Y2n
, respectively. These values were then

compared with ρ ρR drhot D
int ≡ ∫ , integrated over the hot-

fuel region.

Results
1. Low-Areal-Density Implosions

For low-ρRhot implosions, the primary 3He and T traverse
the entire hot-fuel region, and the values of ρRhot inferred from
secondary protons and neutrons using the hot-spot (or uni-
form) model generally agree with each other and usually give
a reasonable estimate of the actual value of ρRhot. This is
shown experimentally by the square points in Fig. 98.51,
which compares values of ρR phot,

exp
2
1  and ρR nhot,

exp
2
1 . These val-

ues were inferred according to Fig. 98.54 assuming a D plasma
with a temperature of �Ti�Y1n

 keV and a density of 1.5 g/cc
(obtained from a typical best-fit simulation, as discussed
below). Figure 98.51 also illustrates that ρR phot,

exp
2
1  and ρR nhot,

exp
2
1

are larger for implosions with lower (~12 kJ) on-target laser
energy (open squares) than for implosions with full (~23 kJ)
laser energy (closed squares). This could be explained by a
larger amount of glass shell being ablated away in full-energy
implosions, resulting in less material to drive the fuel in-
ward32,33 (Fig. 98.55). In addition, these values of ρRhot

exp1

from D2 implosions with full laser energy show reasonable
agreement with values from similar thin-glass-shell DT
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implosions,34,12 for which the knock-on method35 was used
to determine the ρRhot.
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Figure 98.55
One-dimensional clean LILAC simulations for low-ρR implosion 30981
indicate that hot-fuel ρR starts to decrease as the capsule is significantly
overdriven. This trend agrees with measurements where ρRhot is lower for
full-laser-energy�driven (~23-kJ), thin-glass-shell capsules than for low-
laser-energy�driven (~12-kJ) capsules (Fig. 98.51).

For implosion 30981, which involved a 3.1-µm glass shell
filled with 14.7 atm of D2 gas, Fig. 98.56(a) shows simulated
density and temperature profiles from the best-fit simulation.
Figure 98.56(b) shows radial distributions of the primary- and
secondary-particle-birth positions; secondary protons and neu-
trons are produced in virtually identical regions of the capsule.
In addition, a high plasma temperature and a low ρRhot result
in similar values of ρRhot

sim1 inferred from the simulated sec-
ondary yields. Values of ρRhot

sim1  are inferred using the hot-spot
model and assuming a plasma temperature of �Ti�Y1n

 keV and
a plasma density of 1.5 g/cc (obtained from simulation). In
addition, values of ρRhot

sim1 agree with ρRhot
int  obtained from the

fuel-density profile shown in Fig. 98.56(a); this indicates that
the small amount of fuel�shell mix in this type of implosion
does not have much impact on the accuracy of the simple
model. Results of the simulation along with measured data are
summarized in Table 98.IV.

Simulated secondary spectra are in good agreement with
measured spectra as shown in Figs. 98.56(c) and 98.56(d). The
measured secondary-proton spectrum is an average of five
spectra obtained simultaneously at different angles from im-
plosion 30981.

2. Medium-Areal-Density Implosions
Correctly inferring the value of ρRhot is more difficult for

implosions of capsules with thick plastic shells because Y2p
reaches saturation when ρRhot is sufficiently large, and Y2n is
enhanced in the presence of increased fuel�shell mix. The
triangles in Fig. 98.51 show that the values of ρR phot,

exp
2
1  are

often smaller than the values of ρR nhot,
exp

2
1 , as previously re-

ported in Ref. 12. Values of ρR phot,
exp

2
1  and ρR nhot,

exp
2
1  are inferred

assuming a temperature of �Ti�Y1n
 keV and a D plasma with a

density of 2 g/cc.

Figure 98.57(a) shows the temperature and density profiles
that result in the best fit to the measured data for implosion
27443 (19.4-µm plastic shell filled with 15 atm of D2 gas), and
Fig. 98.57(b) shows the resulting radial distributions of pri-
mary- and secondary-particle-birth positions. About 32% of
the initial CH mass remains, and ~1.3 µm of the initial CH
layer has mixed into the fuel (which is similar to the amount of
mix reported in Refs. 20�22).36 The 3He are ranged out be-
fore traversing the entire fuel region. Figure 98.57(b) also
illustrates an enhancement of Y2n by fuel�shell mix; the
increased energy loss of T per unit ρRhot, due to the cooler,
dense shell material, results in an enhanced DT fusion cross
section (Fig. 98.53), which causes Y Yn n2 1  to overestimate
ρRhot

int . In addition, Y Yn n2 1  is more sensitive to temperature in
this ρRhot range; using �Ti�Y1n

, which is always higher than
�Ti�Y2n

, results in a larger inferred value of ρRhot.

Simulated yields and additional parameters characterizing
the implosion are summarized and compared with measure-
ments in Table 98.V. This table shows that the values of ρRhot

sim1

implied by secondary protons and neutrons are smaller and
larger than the value of ρRhot

int , respectively. The hot-spot
model was used to obtain values of ρRhot using �Ti�Y1n

 keV
for the temperature and assuming the density of the D plasma
was 2 g/cc.

The simulated secondary-proton spectrum is compared
with the measured spectrum in Fig. 98.57(c). The measured
secondary-proton spectrum is an average of three spectra
simultaneously obtained at different angles from implosion
27443 and shows more downshift than spectra from the low-
ρRhot implosions. The widths of the secondary-proton and
secondary-neutron spectra [Fig. 98.57(d)] are slightly nar-
rower than in the previous case because the average energy of
the primary particle, at the time it undergoes secondary fusion,
is smaller.12
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Figure 98.56
Parameters from the best-fit Monte Carlo simulation of shot 30981 (3.1-µm SiO2 shell filled with 14.7 atm of D2). (a) Ti(r) and ρ(R). Fuel mass is fully conserved,
while 11% of the shell mass remains. (b) Radial distributions of the birth positions of primary and secondary particles indicate that secondary protons and
neutrons are produced in a virtually identical region of the capsule. (c) Measured and simulated secondary-proton and (d) secondary-neutron spectra. Note that
the shape and width of the simulated proton spectrum are very similar to those of the measured spectrum, even though these were not part of the fitting proce-
dure. The difference in simulated and measured secondary yields is within the measurement uncertainties. Measured and simulated values of implosion
characteristics are summarized in Table 98.IV. Figure 98.60 indicates how the radial profiles of Ti and ρ can change without changing too much the quality of
the fit to the data.
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Table 98.IV: Measured and simulated values of yields and ρR for OMEGA implosion 30981.
Experimental data were fitted by adjusting ρ(R) and Ti(r). Total χ2 along with parameters
specifying the cold (SiO2) temperature and density Gaussian profiles [peak temperature
(Ti0), 1/e radius (Tiw), power of the exponent (Tip), peak density radius (Sr0), 1/e radius
(Sw), and power of the exponent (Sp)] are also listed. ρRcold = ∫ρcolddr, integrated radially
over the SiO2 shell region, and ρRhot = ∫ρDdr, integrated radially over the hot-fuel region
of the simulated profiles. Values of ρRhot,2n and ρRhot,2p were deduced using measured
and simulated yield ratios assuming a 1.5±1-g/cc [obtained from Fig. 98.56(a)] D plasma at
�Ti�Y1n

±0.5 keV.

Shot 30981

Measured Simulated

Y1n (1.5±0.15) × 1011 (1.5+0.23–0.18) × 1011

Y Yn n2 1 (5.1±0.98) × 10−4 (5.1+1.1–0.57) × 10−4

Y Yp n2 1 (7.9±1.1) × 10−4 (7.6+1.0–0.96) × 10−4

E p2 MeV( ) 14.47±0.1 14.64+0.14–0.16

Ti Y n1
keV( ) 8.2±0.5 8.2+0.7–0.5

χ2 … 0.1

Ti0 (keV) … 20.5+2.5–10

Tiw (µm) … 34+14–4

Tip … 2+5–0

Sr0 (µm) … 62+6–10

Sw (µm) … 3.5+3–3.3

Sp … 2.5+7.5–2

ρRcold (mg/cm2) … 4.5+4.3–4.2

ρRhot (mg/cm2) … 3.7+0.8–0.4

ρRhot,2n (mg/cm2) 4.6+0.9–1.2 4.6+1.0–0.6

ρRhot,2p (mg/cm2) 4.3+0.6–0.8 4.1±0.5

3. Cryogenic Implosions
For cryogenic implosions, the interpretation of inferred

values of ρRhot is even more subtle since there is a high-
temperature, low-density fuel region and a low-temperature,
high-density fuel region. If most of the secondary particles are
produced only in the hot-fuel region, Y Y n2 1  can be used to
infer ρRhot. On the other hand, if secondary particles are
produced mainly in the inner part of the cold-fuel region, the
inferred ρR is larger than ρRhot, but smaller than ρRtotal. (Even

the more-penetrating T cannot traverse the entire cold-fuel
region since the range of T in an 8-g/cc, 1-keV D plasma is
~15 mg/cm2, and we usually calculate ρRtotal > 40 mg/cm2

from the downshift of the average secondary-proton energy for
cryogenic implosions.) Figure 98.51 shows that values of
ρRhot implied by measured Y Yn n2 1  are always larger than
values from measured Y Yp n2 1  for those implosions (values
were inferred assuming a �Ti�Y1n

 keV, 3-g/cc D plasma).
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Figure 98.57
Best-fit parameters from the Monte Carlo simulation for shot 27443, which involved a 19.4-µm CH shell filled with 15 atm of D2. (a) Ti(r) and ρ(r). Fuel mass
is fully conserved, while 32% of the shell mass remains. (b) Radial distributions of the birth positions of primary and secondary particles show that secondary-
proton production is diminished, while secondary-neutron production is enhanced in the region of significant fuel�shell mix. This causes secondary protons
to underestimate and secondary neutrons to overestimate the actual value of ρRhot. (c) Measured and simulated secondary-proton spectra are compared, and
(d) simulated secondary-neutron spectrum is shown. The secondary-proton spectra show more energy downshift, and the width of the secondary spectra are
slightly narrower than the low ρRhot case because the average primary particle energy is smaller at the time of secondary reaction. Measured and simulated values
of implosion characteristics are listed in Table 98.V, while other fits are illustrated in Fig. 98.61.
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Table 98.V: Measured and simulated values of implosion characteristics for OMEGA implosion 27443.
Values ρRhot were calculated assuming a 2±1-g/cc D plasma at �Ti�Y1n

±0.5 keV. Results
from simulation indicate that the ρRhot,2p underestimates and ρRhot,2n overestimates the
actual value.

Shot 27443

Measured Simulated

Y1n (1.5±0.15) × 1011 (1.6+0.1–0.25) × 1011

Y Yn n2 1 (1.5±0.24) × 10−3 (1.4+0.16–0.12) × 10−3

Y Yp n2 1 (1.0±0.14) × 10−3 (1.0+0.1–0.15) × 10−3

E p2 MeV( ) 13.1±0.1 13.07+0.1–0.11

Ti Y n1
keV( ) 4.1±0.5 4.1+0.2–0.4

χ2 … 0.5

Ti0 (keV) … 11+0–5.5

Tiw (µm) … 20+18–0

Tip … 0.8+1.2–0

Sr0 (µm) … 54±2

Sw (µm) … 16+2–6

Sp … 1.2+0–0.2

ρRcold (mg/cm2) … 42.3+3.9–2.1

ρRhot (mg/cm2) … 8.9+1–0.4

ρRhot,2n (mg/cm2) 12.8±1.9 11.6+1.2–1

ρRhot,2p (mg/cm2) 5.0±0.7 5.2+0.5–0.7

Radial profiles of temperature and density calculated for
implosion 28900 (89-µm D2-ice layer inside a 5.1-µm CH
shell) are shown in Fig. 98.58(a), and simulated and measured
spectra are shown in Figs. 98.58(c) and 98.58(d). As indicated
in Fig. 98.58(d) and Fig. 98.59, the secondary-neutron spec-
trum is much narrower than the secondary-neutron spectra
from Figs. 98.56(d) and 98.57(d) because the primary T are,
on average, less energetic when they fuse with thermal D.12

Measurements of secondary-neutron spectra from more-
recent cryogenic implosions also show the same characteristics.

The radial distributions of the primary- and secondary-birth
positions shown in Fig. 98.58(b) indicate that secondary pro-
tons and neutrons are born mainly in the hot- and cold-fuel
regions, respectively. Therefore, the ρR obtained from second-
ary protons gives an estimate of ρRhot, while the secondary-
neutron yield provides a lower limit on ρRtotal. In this type of
implosion, effects of mix or exchange of hot and cold fuel play
significant roles in determining the radial distribution of sec-
ondary-birth positions.
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Figure 98.58
(a) Simulated profile of shot 28900 (cryogenic capsule with a 5.1-µm CD shell and 89-µm D2-ice layer), which gives the best fit to the measurement; 31% of
the total mass remains. (b) Radial distributions of the birth points of primary and secondary particles show that most of the secondary protons are produced in
the hot-fuel region, while secondary neutrons are mainly produced in the cold-fuel region. (c) Measured and simulated secondary-proton spectra. (d) Simulated
secondary neutron spectrum is narrower than the spectra in Figs. 98.56(d) and 98.57(d) because primary T are less energetic at the time they undergo secondary
reactions; ρR of cold fuel is large enough to stop primary T [Fig. 98.58(b)], and the cross section increases as T loses energy [Fig. 98.53(a)]. Important implosion
characteristics are summarized in Table 98.VI, while other fits are illustrated in Fig. 98.62.
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Simulated values of yields and other important implosion
characteristics are compared with measured results in
Table 98.VI. The secondary-neutron, hot-spot-model�inferred
ρRsim1 is close to ρRtotal

int , but this does not mean that the
hot-spot model describes the implosion accurately. The agree-
ment is an accidental consequence of using the wrong tempera-
ture �Ti�Y1n

, which samples the hotter central region rather
than the cooler fuel region where most of the secondary
neutrons are produced.

This implosion has also been analyzed using a combination
of x-ray and neutron measurements, without the use of second-
ary-proton data. These results are discussed in Ref. 37. While
the best-fit profiles were somewhat different, they agree within
the uncertainties of the two simulation techniques.

Conclusions
The hot-spot and uniform models have been used to infer

the areal density of the hot-fuel region (ρRhot) of D2 implo-
sions, but disagreements between the values of ρRhot inferred
from secondary-proton and secondary-neutron yields have
often been observed, indicating limitations in these models.
Results from direct-drive experiments on the OMEGA laser
system and Monte Carlo simulations provided a deeper under-
standing of the relationship between ρR, the capsule structure,
and secondary-particle production. Experiments show that
values of ρRhot inferred from the ratios of secondary-proton
and neutron-to-primary neutron yields ( Y Yp n2 1  and Y Yn n2 1 )
using the hot-spot model agree well for low-ρRhot implosions
(thin-glass-shell capsules), and simulations indicate that they

give a good estimate of the actual value of ρRhot. The results
from implosions of D2-filled, thin-glass shells also show
reasonably good agreement with results from implosions of
similar capsules filled with DT gas. For thick-plastic-shell-
capsule implosions, where the ρRhot of an implosion becomes
sufficiently large, Y Yp n2 1  underestimates ρRhot since the
primary 3He are ranged out before sampling the entire hot-fuel
region. In addition, fuel�shell mix increases the rate of energy
loss of 3He and causes Y Yp n2 1  to further underestimate
ρRhot. The fuel�shell mix also causes Y Yn n2 1  to overestimate
ρRhot by slowing down the primary T, thereby increasing the
secondary DT fusion reaction cross section. As a result, values
of ρRhot for medium ρRhot capsules inferred from Y Yp n2 1  and
Y Yn n2 1  using the hot-spot model should be interpreted as
estimates of the lower and upper limits on the actual ρRhot,
respectively. For cryogenic capsules, secondary protons are
produced mainly in the hot-fuel region, and the proton-implied
value of ρR provides a good estimate of the hot-fuel ρR. In
contrast, secondary neutrons are mostly produced in the inner
part of the cold-fuel region, and the neutron-implied ρR gives
a lower limit on the total ρR when calculated correctly using
the average temperature and density of the secondary-neutron
birth point. Naive use of the simple hot-spot or uniform model,
with a burn-averaged temperature, often results in inaccurate
inference of ρRhot. A more-thorough analysis, such as the use
of complete data sets and simulations to determine the second-
ary-birth positions and the effects of mix, as presented herein,
or the use of detailed analysis of secondary-neutron spectra
both from experiments and simulations,10 is required in order
to obtain a realistic estimate of ρRhot.

Figure 98.59
The simulated secondary-neutron spectrum is narrower than the spectra in
Figs. 98.56(d) and 98.57(d) because the primary T are less energetic at the time
they undergo secondary reactions; ρR of cold fuel is large enough to stop
primary T [Fig. 98.58(b)], and the cross section increases as T loses energy
[Fig. 98.53(a)]. Note that detailed analysis of secondary-neutron spectra was
used to study areal density in Ref. 10.
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Table 98.VI: Measured and simulated values of implosion characteristics for OMEGA implosion 28900.
ρRtotal = ∫ρDdr, integrated radially over the entire simulated profiles; ρRhot is defined as
the ρR that includes 90% of primary production. Values of ρRhot were calculated assuming
a 3.0±1.5-g/cc D plasma at �Ti�Y1n

±0.5 keV. Results from the simulation suggest that the
value of ρRhot,2p provides a good estimate of ρRhot. Secondary-neutron implied ρRhot is
similar to ρRtotal, but this is because the value of the temperature used to infer ρRhot is too
large. If the temperature of the cold-fuel region (1 keV instead of 3.6 keV) were used, a
much smaller and physical value of ρRhot would be implied.

Shot 28900

Measured Simulated

Y1n (1.2±0.12) × 1011 (1.3+0.12–0.14) × 1011

Y Yn n2 1 (9.4±1.4) × 10−3 (9.1+1.0–1.1) × 10−3

Y Yp n2 1 (1.8±0.26) × 10−3 (1.6+0.0–0.2) × 10−3

E p2 MeV( ) 13.31±0.10 13.28+0.5–0.11

Ti Y n1
keV( ) 3.6±0.5 3.5+0.6–0.3

χ2 … 0.6

Ti0 (keV) … 8.5+9.5–2.5

Tiw (µm) … 18+10–8

Tip … 1.2+0.6–0.4

Sr0 (µm) … 52+22–2

Sw (µm) … 32+16–12

Sp … 9+≥1–7.5

ρRtotal (mg/cm2) … 48.2+3.2–6.0

ρRhot (mg/cm2) … 7.9+0.2–1.7

ρRhot,2n (mg/cm2) 49.8+5.0–6.9 48.0+4.9–4.0

ρRhot,2p (mg/cm2) 9.3+1.9–1.5 7.8+0.5–0.6
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Figure 98.61
Samples of (a) temperature, (b) and (d) density,
(c) pressure, and (d) burn profiles that produced
fits to the data that were not as good as the best fit
for implosion 27443 (as described in the caption
of Fig. 98.60). The width of the burn profile is
narrower than the width for implosion 30981,
indicating more compression.

Figure 98.60
Samples of (a) temperature, (b) and (d) density,
(c) pressure, and (e) burn profiles that produced
fits to the data that were not as good as the best fit
for implosion 30981. Solid lines represent the
best-fit profiles; dashed and dotted lines represent
the fits having the highest and lowest peak tem-
perature, respectively, in the group of fits for
which the total χ2 is within one of its minimum
values (gray lines).0
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Figure 98.62
Samples of (a) temperature, (b) density, (c) pressure, and (d) burn profiles that produced fits to the data that were not as good as the best fit for implosion 28900
(as described in the caption of Fig. 98.60). The width of the burn profile is narrower than the width for implosion 30981, indicating more compression.
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Introduction
In direct-drive inertial confinement fusion (ICF),1 nominally
identical beams of a laser are incident on a nearly spherically
symmetric target. The target’s outer surface ablates, driving the
shell inward like a rocket. The shell first accelerates and then,
shortly after the laser drive is turned off, coasts before decel-
erating toward peak compression; disassembly then follows.
The goal is to implode the target, resulting in sufficiently high
temperatures and densities to propagate a self-sustaining burn
wave through the target, giving rise to energetic neutrons with
a total energy greater than the laser energy. Ignition target
designs require layers of cryogenic deuterium–tritium (DT)
ice2 and relatively high laser energies such as those available
on the National Ignition Facility (NIF).3 To provide an under-
standing of target dynamics, a large number of implosions on
the 60-beam OMEGA laser4 have been devoted to warm
capsules,5–8 which include plastic (CH) shells filled with
deuterium (D2) gas. While a number of papers have been
written on the experimental results from CH-shell implosions
on OMEGA,5–8 the range of nonuniformity wavelengths that
influence fusion yields has been an outstanding question.

In this article, a detailed analysis of the CH-shell implo-
sions using one- and two-dimensional simulations and analyti-
cal modeling is performed. The goal of this work is to identify,
by using the hydrodynamic code DRACO,9 the nonuniformity
seeds that influence target performance. Mechanisms that
influence yields are also identified. In addition, comparisons to
experimental results are presented.

Imperfect illumination and target roughness seed the
nonuniformity growth in direct-drive implosions. The inci-
dent laser irradiation on the target includes nonuniformities
that result from energy and power imbalances between beams
and from nonuniformities within each beam. While the former
will be shown to result in long-wavelength (l < 10, where l =
2πR/λ is the Legendre mode number, R is the target radius,
and λ is the nonuniformity wavelength) perturbations that lead

to an overall deformation of the shell, the latter manifest them-
selves in the intermediate-wavelength (10 < l < 50) and short-
wavelength (l > 50) nonuniformities that may lead to shell
breakup during the acceleration phase as well as a disruption in
final fuel assembly.

Nonuniformities grow due to the Rayleigh–Taylor (RT)
instability10 during the acceleration phase of the implosion.
The RT growth rates are smaller than classical values due to the
ablative effects.10–13 Nevertheless, the RT growth factors of
the short-wavelength modes in the thin shells are large enough
to compromise shell integrity during the acceleration phase.
Shell breakup results in degradation in the shell’s compress-
ibility, which leads to a reduction in the final core temperature
and density and consequently a reduction in the neutron-
production rates.

Nonuniformity growth during the coasting and deceleration
phases of the implosions is seeded by feedthrough to the inner
surface of the shell. As will be shown later in the text, the fuel–
pusher interface distortions grow significantly during the coast-
ing phase because of convergent effects (Bell–Plesset
growth).14,15 Further, truncation of the neutron-production
rate occurs due to the flow of fuel into the colder bubbles at the
D2–CH interface during shell deceleration. Truncation is also
caused by the increased heat conduction out of the core due to
the larger surface area caused by shell distortions.

This article is organized as follows: (1) one-dimensional
and multidimensional hydrodynamic modeling are described;
(2) overall shell dynamics is discussed; (3) the four phases of
the implosion (shock transit, acceleration, coasting, and decel-
eration) are analyzed in the context of single-mode growth;
(4) multidimensional simulations of beam-to-beam imbal-
ances and single-beam nonuniformity are described, and the
combined effects of all nonuniformity sources are discussed;
and (5) conclusions are presented.

Two-Dimensional Simulations of Plastic-Shell,
Direct-Drive Implosions on OMEGA
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Radiation-Hydrodynamics Modeling
The one-dimensional (1-D) target dynamics discussed in

this article is modeled using the code LILAC,16 which has
been described extensively in the literature and is not discussed
any further.

Multidimensional behavior (2-D) of plastic targets is mod-
eled using the code DRACO.9 DRACO is a one-, two-, and
three-dimensional arbitrary Lagrangian Eulerian (ALE) code
based on a structured mesh. The implosions described here are
simulated in one and two dimensions. The compressible hy-
drodynamic scheme is based on the work by Amsden et al.17

Shocks are treated using the scheme of Wilkins.18 Several
artificial grid-smoothing algorithms are available to control
numerical grid distortions (bowties and herringbone distor-
tions). These are based on Refs. 17–19; only Ref. 19 is used in
this work.

In a purely Lagrangian mode, interfaces between materials
are maintained at cell edges; however, a significant growth of
perturbations results in a severely distorted grid. As a result,
the grid must be “rezoned” for the simulation to proceed. The
new grid can be constructed using several prescriptions. While
some grid movement options are heuristically derived, others
are based on Winslow-regridding–type20 schemes. DRACO
allows for cells with mixed materials resulting from this grid
rezoning. Rezoning is possible through a first-order (donor-
cell) or a direction-split second-order scheme.21 Material
interfaces are reconstructed before every rezoning step using a
scheme based on Young’s method,22 which has been extended
to allow for the distorted Lagrangian cells. In this scheme, the
interface between materials in a cell is represented by a straight
line; the slope of this line is obtained through the gradient of
the fractional volumes occupied by the material in the neigh-
boring cells.

The pressure in each mixed-material cell is obtained by
adding the partial pressures of the constituent cell materials. A
single temperature for the materials in the cell is obtained using
the prescription described in Ref. 23. While this interface
tracking scheme cannot be used to model turbulent regimes,22

it has been used to model the highly nonlinear growth of buried
layers that burn through to the corona.9

Various physical processes, such as heat conduction, radia-
tion transport, etc., are treated using an operator splitting pro-
cedure. DRACO includes the deposition of laser energy through
ray tracing and inverse bremsstrahlung. Both normal-inci-
dence laser energy deposition and the ray-trace approach are

used in this work. Since normal incidence does not include
refractive energy losses, it can significantly overestimate the
energy coupled to the target. Consequently, the laser pulse
shape is iteratively adjusted in 1-D simulations to provide the
same overall dynamics of the implosion, including shock-
breakout times, the final convergence of the shell, ablation
velocities, density scale lengths, etc., as obtained with a full ray
trace. This modified pulse shape is used in two-dimensional
(2-D) simulations involving modes ≥20. Spherically symmet-
ric 2-D simulations with this modified pulse shape compare
very well with 1-D simulations using a full ray trace. For
simulations that include only long-wavelength modes, we use
a refractive ray trace. This ray trace uses a quasi-1-D scheme,
where rays are not allowed to cross angular sector boundaries.
This scheme accounts for refractive losses reasonably accu-
rately when the distortions are of relatively long wavelengths.
In this technique, an angular spectrum describing the distribu-
tion of energy with angle of incidence is launched from a
chosen surface each time step. This distribution takes into
account both the single-beam ray distribution and beam over-
lap. In the limit of a spherically symmetric problem, this
approach yields the same results as a full ray trace.

Several equation-of-state options (ideal gas, SESAME,24

Thomas–Fermi,25 and QEOS26) are available; the analytic
Thomas–Fermi formulation is used for the simulations de-
scribed in this work. Heat conduction and multigroup diffusive
radiation transport are included. Tabular opacities assuming
local thermal equilibrium are used for the materials while in
unmixed cells. An ion-number weighted opacity is used in
mixed cells for radiation transport. Radiation transport is
solved in parallel across several processors.

The simulations use the “group-parallel” approach where
each energy group is solved on one processor and the resulting
radiation energy density is broadcast to all other processors.
Four radiation groups, reduced from very fine opacity tables,27

are included in all the calculations in this work. The choice of
the four energy groups is optimally made to closely match the
1-D dynamics corresponding to 48 energy groups. The par-
allel scientific library, PetSc,28 is used to solve the diffusion
equation via a preconditioned conjugate-gradient scheme.
Message Passing Interface (MPI)29 is used to communicate
between processors.

Particle production from nuclear reactions is calculated
using Ref. 30. Alpha-particle transport and depletion of fuel
material for modeling ignition are included in DRACO but are
not necessary in simulating OMEGA target implosions.
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DRACO has been tested extensively against analytic prob-
lems (shock-tube problems, blast-wave problems, etc.), against
other codes (LILAC,17 ORCHID31), and against the ICF post-
processor described in Ref. 32 for single-mode growth. Good
agreement is obtained with the known solutions for all the
problems considered.9

Shell Dynamics
This work focuses on targets with plastic (CH) shells filled

with D2 gas. Two cases are considered (Fig. 99.1): (1) a 20-µm-
thick CH shell with 15 atm of D2 with a convergence ratio
CR ~ 13 (CR is defined as the ratio of the initial radius to the

Figure 99.1
(a) Plastic-shell targets of two thicknesses—20 µm and 27 µm—with D2 fills
were considered in this work. (b) The pulse shape (1-ns square) used to
irradiate these targets sets the shell on a relatively high adiabat (~5).

compressed radius of the fuel–shell interface at the peak of the
neutron production); (2) a 27-µm-thick CH shell with 15 atm
of D2 (CR ~ 12). A 1-ns square pulse with ~23 kJ of energy is
used to irradiate these targets with full beam smoothing [two-
dimensional smoothing by spectral dispersion33 (2-D SSD)
with polarization smoothing (PS)34]. Case (1) has been chosen
to illustrate implosion dynamics (Fig. 99.2). The laser pulse
and shell acceleration history are shown in Fig. 99.2(a). The
magnitude of the gradient of the natural logarithm of the
pressure, ∂ ∂ln ,P r  is shown in Fig. 99.2(b). The dark lines
correspond to shock trajectories. The dashed line is the trajec-
tory of the fuel–shell interface. Since the rise time of the laser
is relatively fast (~200 ps), a strong shock is driven into the
target, setting the shell material on a high adiabat, α ~ 5,
defined as the ratio of the pressure at a given density to the cold
Fermi pressure at that density. The rarefaction wave launched
at the breakout of the shock (at ~0.4 ns) from the shell reaches
the ablation surface, where a compression wave is conse-
quently launched into the target. At this time the shell starts to
accelerate inward as indicated by the negative acceleration in
Fig. 99.2(a). The compression wave travels down the decreas-
ing density gradient and breaks out of the shell as a shock (at
~0.8 ns). Both shocks meet in the gas (at ~1 ns) before reaching
the center. The four main phases of the implosion are shown in
Fig. 99.2(a). The acceleration phase occurs after shock transit
and continues until shortly after the laser pulse turns off (at
~1.4 ns), at which time the shell starts traveling with a constant
velocity (coasting phase). Deceleration of the shell begins
when the shock reflects from the center and returns to the shell
(at ~1.75 ns). This impulsive deceleration is followed by a
period of continuous deceleration due to pressure buildup in
the gas [Fig. 99.2(a)].

Shock breakout is later in the thicker, 27-µm implosion (at
~0.5 ns compared to ~0.4 ns). The more-massive, 27-µm-thick
shell moves more slowly during the coasting phase than the
20-µm-thick CH shell. It therefore coasts for a longer time
(~650 ps compared to ~350 ps). The shell’s convergence ratio
for the coasting phase, defined as the ratio of the shell radius at
the beginning and end of the coasting phase, is 3.0 for the
thicker shell compared to 2.2 for the thinner shell.

Single-Mode Simulations
In this section, the evolution of nonuniformities through

single-mode simulations is described. The seeding of nonuni-
formities is described in “Shock Transit.” The growth during
the three phases—acceleration, coasting, and deceleration—is
described in subsequent subsections.
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1. Shock Transit
As mentioned in the last section, a strong shock is launched

into the shell at the beginning of the pulse. Since there is no
significant acceleration of the ablation front during the shock
propagation through the shell, the shell nonuniformities are
not susceptible to Rayleigh–Taylor instability. The perturba-
tions, however, grow during this phase because of nonuniform
laser illumination (power imbalance, beam mistiming, and
single-beam nonuniformities or laser imprint). The initial
outer-surface roughness, in general, can be amplified as well
by Richtmyer–Meshkov35 instability at the ablation front;
such a growth, however, is totally stabilized by ablation.36 As
a result, the mode spectrum due to the initial outer-surface
roughness does not significantly change during shock transit.

First, the evolution of long-wavelength modes seeded by
power imbalance among the 60 OMEGA beams is described.
This imbalance is due to beam mispointing, different beam
shapes, beam mistiming, and energy imbalance between beams.
The resultant laser illumination amplitudes due to all these
sources are shown in Fig. 99.3 for the dominant modes. The tilt
that might be introduced to each beam pulse shape is not
included in these calculations. Azimuthal asymmetries in each
phase plate are also not modeled. The perturbation amplitude
for a given mode is obtained by overlapping and decomposing

Figure 99.2
(a) Acceleration and laser pulse shape history (1-ns square) for the 20-µm
CH shell irradiated with a 1-ns square pulse at 23 kJ of energy. (b) Contour
plot of the magnitude of the gradient of the natural log of pressure for the
target in (a). The darker contours correspond to shock trajectories. The
dashed line is the trajectory of the fuel–shell interface. Also shown is the
duration of the four phases of the implosion (shock-transit, acceleration,
coasting, and deceleration).

Figure 99.3
Modal amplitudes of the dominant modes due to beam imbalances as a func-
tion of time. The early-time large amplitudes correspond to beam mistiming.
The values at the peak of the pulse (0.2 ns to 1.1 ns) are due to energy im-
balance between beams, beam mispointing, and differences in spot shapes.

(a)

TC6575

Time (ns)

Acceleration

A
cc

el
er

at
io

n 
(m

m
/n

s2 )

3000

–500

2500

1500

500

0

2000

1000

Po
w

er
 (

T
W

)

25

0

20

15

10

5

0 21

Deceleration

Shock
transit

–5

Coasting

(b)

z 
(m

m
)

t (ns)

Fuel–shell
interface

2.00.50.0 1.0 1.5

500

200

450

400

350

300

250

150

100

50

0

Acceleration

DecelerationShock
transit

⎟∂ ln P/∂r⎟ (mm–1)

0.406

0.001

Reflected shock

First shock

Coasting

TC6576
Time (ns)

rm
s 

(f
ra

ct
io

n)

10–1

0 1.00.5

10–2

10–3

1.5

3

2

1

4

5

6

10



TWO-DIMENSIONAL SIMULATIONS OF PLASTIC-SHELL, DIRECT-DRIVE IMPLOSIONS ON OMEGA

LLE Review, Volume 99 143

the 60-beam energies on a sphere into spherical harmonics.
The amplitude of the corresponding Legendre mode is ob-
tained by adding all the m-mode amplitudes in quadrature. The
phase of the mode is chosen to be that of the m = 0 spherical
harmonic. The large perturbation amplitudes of the Legendre
modes correspond to the beginning of the laser pulse and are
mainly due to beam mistiming (~12-ps rms). Once the peak
intensity is reached, the nonuniformity reaches its asymptotic
value corresponding to the energy imbalance in the beams
(beam energies of the 60 OMEGA beams from a typical shot
are used to apply energy imbalance), beam mispointing
(~24-µm rms),37 and differences in beam shapes (~11-µm rms
in super-Gaussian radius and ~0.6% rms in super-Gaussian
exponent). These values are typical of OMEGA. The target is
assumed to be at the target chamber center. (Typically on
OMEGA, plastic shells are within 5 µm of target chamber
center at shot time.) Mode numbers 2 and 4 have the largest
amplitudes as indicated by Fig. 99.3. Mode number 10 is due
to the 60-beam OMEGA geometry.

A model that describes the seeding of the ablation surface
due to the long-wavelength nonuniformities is described in
Appendix A. This sharp-boundary model relates the modal
amplitudes at the fuel–shell interface to the modulation in
drive pressure, which in turn is related to the modulations in
laser intensity using the “cloudy-day” model.38 Here, the
results of this model are compared with the full 2-D simula-
tion involving modes up to 10. The modal amplitudes of the
D2–CH interface at the onset of the acceleration phase are
shown in Fig. 99.4 for the 20-µm-thick implosion. These are
obtained by decomposing the interface perturbations from the
2-D simulation into Legendre modes (solid circles). The am-
plitudes obtained from the model (x’s) are also shown in
Fig. 99.4. The results of the simulation are reproduced well by
the simple model.

Next, the evolution of target nonuniformities caused by
single-beam modulations (laser imprint) is described. Since
laser imprint stays in the linear regime during shock transit, the
mode spectrum is calculated by carrying out a series of single-
mode, 2-D simulations up to the beginning of the acceleration
phase. Imprint simulations are performed by imposing a 1%
single-mode modulation in the laser illumination. 1-THz, 2-D
SSD32 is applied to the perturbation amplitudes. SSD is mod-
eled nondeterministically. Each mode is characterized by a
coherence time given by t nc c= ( )[ ]−

∆ν π sin maxl l
1
,  where

lmax = 2 0π δR  is the mode number corresponding to half the
speckle size δ (δ = 2.35 µm for the OMEGA system), R0 is the
initial outer shell radius, ∆ν is the SSD bandwidth, and nc is

Figure 99.4
Single-mode amplitudes of the fuel–shell interface at the beginning of
acceleration from a 2-D simulation for the 20-µm-thick CH implosion (solid
circles). The values obtained from the model described in Appendix A are
also shown (x’s). The “cloudy-day” model relates the amplitudes at the fuel–
shell interface to modulation in laser drive. Good agreement between the
simulations and model indicates that the seeding of the interface is well
understood.

the number of color cycles on the laser system. The phase of the
mode is chosen randomly every coherence time (the “flipping”
approximation). This scheme mimics the average response of
the target to the laser modulations. Averaged over time T, the
single-beam rms nonuniformity, for a constant-intensity laser
pulse, decreases as t Tc .  For each mode in the simulation,
the sequence of phases corresponds to a discrete two-state
random walk. The number of the statistically independent
phase sequences is limited by a finite maximum angular spread
∆θ of the light propagating through the laser. The averaged
mode amplitude cannot be reduced by SSD to levels below the
asymptotic limit. This limit is inversely proportional to the
square root of the number of statistically independent speckle
patterns N S Sx y

stat maxλ λ λ( ) = ( )( )4 4 max , where λ π= 2 0R l

is the nonuniformity wavelength, S Fx y x y
max

( ) ( )= ∆θ  is the max-
imum spatial shift in the x(y) direction, F = 180 cm is the
focal length, and ∆θx = 50 µrad and ∆θy = 100 µrad for the
OMEGA laser system. The asymptotic limits are modeled in
the flipping approximation by selecting only Nstat independent
choices for the sign of the nonuniformity amplitude. The
average over a large number of runs will then correspond to the
expected response of the target to the single mode. The calcu-
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lated ablation-front amplitude at the beginning of the accelera-
tion phase η% is a decaying function of the mode number l.39

This is due to both the shorter decoupling time and the stronger
dynamic overpressure stabilization of the higher-l modes.
When the effect of SSD is included, the imprint efficiency
scales linearly with the mode wavelength. For the plastic shells
driven by a 1-ns square pulse with 1-THz, 2-D SSD, the
numerical calculations give the following ablation-front am-
plitude per 1% laser nonuniformity:

η π% . ,� 6 10 6 7 25
0× +( )− R l (1)

where the initial shell radius R0 and η% are in microns. To
calculate the mode spectrum at the ablation front due to the
laser imprint, amplitude η% is multiplied by σrms of the laser
nonuniformity of a particular mode.

Calculation of the laser σrms(l) includes the effects of the
distributed phase plates (DPP’s).40–42 Laser beams are phase
converted by being passed through the DPP’s on the OMEGA
laser. The DPP’s improve the focused single-beam uniformity
by removing the large-scale beam structure with a higher
imprint efficiency [see Eq. (1)], leaving intensity profiles with
a well-controlled envelope modulated by fine-scale speckle
with a lower imprint efficiency. An analytical model that
describes this fine speckle43 is used to model the static single-
beam nonuniformity in 2-D simulations in which the l-mode
nonuniformity is given as

σ
πrms

max max max
cos2
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This mode spectrum was confirmed experimentally in Ref. 44.
The illumination nonuniformity given by Eq. (2) is shown in
Fig. 99.5 as a function of mode number. Note that the laser
nonuniformity amplitudes increase initially as a function of
mode number (up to l ~ 600), opposite to the decay in the
imprint efficiency with the wave number [Eq. (1)].

Polarization smoothing further reduces the amplitude by a
factor of 2. 34 Further reduction in modal amplitudes is
obtained with beam overlap. This reduction factor is obtained
by comparing the result of overlapping 60 OMEGA beams
on a sphere with the single-beam DPP amplitudes. A reduction
factor of 12  reproduces the resultant overlapped amplitude
pattern on a sphere. Overall amplitudes in the DRACO simu-
lation are correspondingly reduced. The resulting imprint

Figure 99.5
Nonuniformity spectrum due to phase-plate speckle. This nonuniformity
peaks around l ~ 600.

Figure 99.6
Imprint spectrum from single-mode simulations (dotted line) and multimode
simulation (solid line). The good agreement confirms linear behavior of
imprint. Note that imprint efficiency decreases with increasing mode number.
This is opposite in behavior to the laser nonuniformity (Fig. 99.5).

spectrum (dotted line) at the ablation front is plotted in
Fig. 99.6. Figure 99.6 also shows the ablation-surface ampli-
tude due to imprint from one multimode DRACO simulation up
to mode number 200 (solid line). The multimode simulation
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shows variations in the imprint spectrum due to the
nondeterministic scheme used to model SSD. Good agree-
ment, on average, between the two calculations confirms the
linear behavior of imprint prior to shell acceleration.

The seeding due to all three nonuniformity sources is
compared in Figs. 99.6 and 99.7. The contribution of the
ablation-surface nonuniformity from power imbalance and
surface roughness45 is shown in Fig. 99.7. The comparison of
this spectrum with Fig. 99.6 shows that the main contribution
to the low-l modes comes from beam imbalances. Surface
roughness has a smaller contribution at low l. Laser imprint
dominates the intermediate (10 < l < 50)- and high-l-mode
seeding (not shown).
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Figure 99.7
Long-wavelength perturbations at the ablation surface due to beam imbal-
ances (dotted line) and surface roughness (solid line) at the start of accelera-
tion. Beam imbalances provide the larger contribution to long-wavelength
nonuniformity seeds.

2. Acceleration Phase
The two main sources of perturbation growth during the

acceleration phase are (1) the RT instability caused by the
opposite directions of the pressure and density gradients at the
ablation front and (2) the secular growth due to the asymme-
tries in the laser drive. The latter growth is important only for
low-l modes where the wavelength is much longer than the
distance between the laser deposition region and the ablation
front (conduction zone). Shorter-wavelength drive nonuni-
formities are smoothed out by the thermal conduction in the
conduction zone (the cloudy-day effect). In addition, the RT

growth rate increases with mode number; therefore, secular
growth becomes negligible at the shorter wavelengths.

The relative importance of the secular growth versus the RT
growth for different long-wavelength modes is illustrated in
Appendix B using a simple model. The model indicates that the
final amplitudes at the end of the acceleration phase caused by
secular growth alone are significantly smaller than when RT
growth is also included. This suggests that power balance is
extremely important during the period of shock transit when
the seeds for RT growth are established. During acceleration,
beam imbalances are less important because the resulting
secular growth is dominated by RT growth. This is confirmed
by the results of the simulations shown in Fig. 99.8. In simu-
lation 1 (solid line), beam imbalance is turned off at the start of
acceleration, whereas in simulation 2 (dotted line), it is re-
tained throughout the laser pulse. The ablation-surface ampli-
tudes vary by less than 20%, confirming that beam balance is
important primarily during shock transit.
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Figure 99.8
Amplitudes of the D2–CH interface versus time for mode numbers 2 and 4 for
beam imbalances throughout the pulse (dotted) and beam imbalances im-
posed on target only until the start of acceleration (solid). The small effect of
beam imbalances during the acceleration phase indicates that long-wave-
length modes are seeded primarily during shock transit.

Next, evolution of the intermediate (10 < l < 50)- and short-
wavelength modes (l > 50) is considered. The main seed of
these modes comes from the single-beam nonuniformity (laser
imprint). The initial spectrum of imprint perturbations at the
ablation surface is peaked at the low-l modes (Fig. 99.6). The
RT growth rate, however, increases with the mode number,
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shifting the spectrum maximum during acceleration toward
shorter wavelengths. It is well known that mass ablation sig-
nificantly reduces RT growth rate compared to the classical
limit.11–13 As shown in Ref. 44, a rather complicated expres-
sion for the growth rate can be fitted with much simpler
formulas:

γ α β= − >>1 1 1kg kV Fra , ,   (3)

γ α β=
+

− <<2 21
1

kg

kL
kV Fr

m
a , ,   (4)

where Fr V gLa= ( )2
0  is the Froude number, L0 is the charac-

teristic thickness of the ablation front, Lm is the minimum
density-gradient scale length, and Va is the ablation velocity
defined as the mass ablation rate divided by the shell density.
The coefficients α1,2 and β1,2 are functions of the Froude
number and the effective power index for thermal conduction
ν. The dispersion formulas described in Eqs. (3) and (4) have
been verified experimentally in Ref. 45 for CH. For the 20-µm-
thick plastic shell considered in this article, the time-averaged
acceleration, ablation velocity, ablation-front thickness, and
power index, respectively, are g = 320 µm/ns2, Va = 3.2 µm/ns,
L0 = 0.18 µm, Lm = 0.72 µm, and ν = 1; therefore, the Froude
number is small, Fr = 0.18, and Eq. (4) can be used to calculate
the RT growth rate. The fitting procedure described in Ref. 44
gives the following coefficients: α2 = 0.94 and β2 = 1.50.
Growth rates from single-mode simulations (solid circles in
Fig. 99.9) compare very well with this analytic formula (dotted
line in Fig. 99.9). Each simulation point in Fig. 99.9 is a single-
mode simulation with a small amplitude perturbation to the
laser nonuniformity, such that the mode growth remains in the
linear regime during the acceleration. Equation (4) also indi-
cates that the cutoff occurs at very high l modes, lc = 1220, and
the growth rate does not decrease significantly even for mode
numbers as high as l ~ 600 for these plastic ablators. Modes
above l ~ 600, however, have a much smaller initial amplitude
and experience nonlinear saturation. Their contribution to the
total nonuniformity budget, therefore, is insignificant.

It is instructive to point out the stabilizing role of the
radiation. Reabsorption of the emission from the corona by the
shell raises the shell adiabat near the ablation front, leading to
adiabat shaping by radiation in the shell. This increases the
ablation velocity (from ~2.2 µm/ns to ~3.2 µm/ns) and the
density-gradient scale length (from Lm = 0.1 µm to 0.7 µm).
Since the density is much sharper when the radiation transport

is turned off, the Froude number increases, Fr = 0.7 (compare
to Fr = 0.18 with radiation). Fitting the growth rate gives the
following result: γ NoRad  = +( ) −0 92 1 1 59. . .kg kL kVm a  The
cutoff mode number in this case increases from lc = 1200 to
lc = 4000, and the growth rate of mode l = 200 increases from
γ = 7.8 ns–1 to 10.1 ns–1. The growth rates for the cases with
and without radiation transport are summarized in Fig. 99.9.
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Figure 99.9
Good agreement is obtained with simulated single-mode growth rates (solid
circles) and the Betti formula for plastic (dotted line). Also shown is the Betti
formula for growth rates when radiation transport is not included in the simu-
lation (solid line). Reabsorption of radiation from the corona plays an impor-
tant role in stabilizing the growth of perturbations at the ablation surface.

The results from single-mode simulations using the realistic
imprint amplitudes caused by the use of phase plates are shown
in Fig. 99.10. SSD and polarization smoothing are applied to
smooth the nonuniformity over time. Since beam smoothing is
modeled nondeterministically, the average of several simula-
tions is used for the ablation-surface amplitude. Each simula-
tion point in Fig. 99.10 is the ablation-surface amplitude
obtained from the average of five simulations with the error bar
representing the standard deviation of these five simulations.
It can be seen that modes up to at least 400 contribute to the
ablation-surface nonuniformity. A full 2-D simulation would
require, therefore, at least 400 modes to realistically model
shell stability during the acceleration phase.

The more-massive, 27-µm-thick plastic shell accelerates
less (g = 240 µm/ns2) and consequently has lower growth
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rates. The nonuniformity seeds at the end of the acceleration
phase from feedthrough are, therefore, also smaller at the
D2–CH interface.
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Figure 99.10
Single-mode amplitudes at the end of the acceleration phase. The solid circles
are averages of five simulations, each with a different choice of random
number seed for the nondeterministic SSD model. The error bars represent
the standard deviation of the amplitude across the five simulations. The
relatively large values of l = 400 indicate that such short wavelengths will
contribute significantly to the ablation-surface nonuniformity.

3. Coasting Phase
Shortly after the laser drive is turned off, the shell stops

accelerating and starts to coast with a spatially averaged
velocity that is constant in time. The coasting phase lasts until
the main shock reflects from the center and begins to interact
with the incoming shell. Even though the shell perturbations
are not subject to the RT instability while the shell coasts
inward, the perturbations are still amplified by Bell–Plesset
growth. This growth is due to convergence and scales approxi-
mately as η ρ~ .r2 1( )−

 Since the shell coasts inward, the shell
radius decreases and the perturbation amplitude grows. Fur-
thermore, both the front and back surfaces of the shell and the
D2–CH interface expand (in the frame of reference moving
with the shell) with the local sound speed, leading to a decrease
in the density that further amplifies the perturbations. In
general, the equation governing the perturbation evolution in
the absence of acceleration has a weak mode-number depen-
dence.32 Simulations, however, show a strong l-dependence
of the Bell–Plesset growth, especially for long- and intermedi-
ate-wavelength modes (see Fig. 99.11). Such dependence is

Figure 99.11
Single-mode growth factors for the coasting phase for the 20-µm-thick
(triangles) and 27-µm-thick (squares) CH implosions. The lines are ~ l - fit
to the growth factors for l < 30. Growth factors clearly saturate for l > 30
for the 27-µm-thick CH shell.

due to the differences in long- and short-wavelength growth
prior to the coasting phase. Since the low-l RT growth rate
scales as a square root of the mode number l, the longer-
wavelength perturbations have lower RT growth rates during
shell acceleration. Therefore, at the end of the pulse, the
velocity perturbation at the D2–CH interface is proportional to
the square root of the mode number. To illustrate how mode
dependence appears in the convergence growth, we adopt the
simplest model for the perturbation evolution during the coast-
ing phase:15
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Integrating Eq. (5) twice with the initial conditions η(t = 0) =
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where Cc is the shell convergence ratio during the coasting
phase, R0 is the shell radius at the end of the acceleration phase,
ρ0 is the density at the end of the acceleration phase, and Vimp
is the implosion velocity. Equation (6) shows that the longer-
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wavelength modes experience smaller growth factors, in agree-
ment with the results of simulations (see Fig. 99.11). The
behavior of shorter wavelengths (l > 50), however, is different
from Eq. (6). The perturbations at the D2–CH interface for such
modes decouple from the unstable ablation front during shell
acceleration when ∆ intl r  becomes greater than unity, where
∆int is the distance between the ablation front and the interface.
After decoupling, the interface ripple starts to oscillate with
increasing amplitude due to the convergence effects. The
growth factor for such modes is defined as the ratio of the inter-
face amplitude at the end of shell coasting to the amplitude
maximum during the acceleration phase; then, ′ ≠η η0 0l rg
and l-dependence of the solution of Eq. (5) becomes much
weaker than l .  This is confirmed in Fig. 99.11, which shows
a clear saturation of the growth factors after l ~ 30 for the
27-µm-thick implosion. The lines in Fig. 99.11 are a l  fit to
the growth factor for l < 30. For the 20-µm-thick implosion,
this saturation is less apparent. The 27-µm shell moves slower
during the acceleration phase; hence, it coasts for a longer time
(Cc = 2.2 for 20-µm shell and Cc = 3.0 for 27-µm shell). This
leads to larger coasting-phase growth factors in thicker shells.
It is important to note that the larger D2–CH growth factors
during coasting partially compensate for the smaller nonuni-
formity seeds at the start of the coasting phase for the thicker,
27-µm implosion. At shell stagnation, therefore, the interface
distortions exhibit very little sensitivity to shell thickness.

4. Deceleration Phase
The coasting phase is followed by shell deceleration when

the main shock reflected from the center begins to propagate
outward inside the shell. The shell at the deceleration phase is
defined as the high-density portion of the CH material (accord-
ing to a standard definition, the shell is bounded by the ρmax e
points on both sides from the position of the maximum density
ρmax; also Fig. 99.12). The fuel, together with the inner lower-
density, high-temperature CH, forms the hot spot. As the shell
converges and temperature inside the hot spot increases, the
heat front advances outward and ablates the colder portion of
the shell. Therefore, the mass of the higher-temperature hot
spot increases during the deceleration phase. This is similar to
the hot-spot formation in cryogenic ignition designs.46 The
main difference between cryogenic implosions and the gas-
filled plastic implosions is that the hot spot in a cryogenic target
consists only of the fuel, while the plastic implosions have two
materials—fuel and CH. Since there is a mismatch in the
average ion charge Z of the two materials, the density and
thermal conductivity are discontinuous across the material
interface. The density jump is easily obtained from the pres-
sure continuity condition across the interface in the absence of

radiative effects. The total pressure of the ionized gas is p =
ρT/A, where T is the temperature, A m Zi= +( )1 ,  and mi is the
average ion mass. Since the heat flux is continuous across the
interface, the temperature must be continuous as well; there-
fore, the jump in density becomes

ρ
ρ

CH

DD

CH

DD

DD

CH
= +

+
m

m

Z

Z

1

1
. (7)

Substituting mCH = 6.5 mp, mDD = 2mp, ZCH = 3.5, and
ZDD = 1 into Eq. (7) gives ρ ρCH DD = 1 44. , which leads to the
Atwood number AT = 0.18. Here, mp is the proton mass. Such
a density jump across the material interface creates conditions
for the RT growth. There are two RT unstable regions during
the deceleration phase: (1) the classically unstable CH–D2
interface with AT = 0.18 and (2) the rear surface of the shell.
Density profiles at peak neutron production are shown in
Fig. 99.12 to illustrate this point. The simulation without
radiative effects (solid) shows two distinct regions of instabil-
ity: the fuel–shell interface with an Atwood number of 0.18 and
a less-steep density gradient leading up to the peak density.
While the first region is unstable for all mode numbers, the
growth rate at the second region is significantly reduced by the
density-gradient scale length and mass ablation. With radiative
effects included in the calculation (dotted), however, the effec-
tive Atwood number at the interface significantly increases to

Figure 99.12
Density profiles at peak neutron production from a 1-D simulation with
(dotted) and without (solid) radiation transport. Radiation plays an important
role during deceleration by raising the effective Atwood number for long
and intermediate wavelengths.
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~0.5 from the relatively small value of 0.18. This effect is due
to the ablation of the colder shell material. As the shell material
ablates and is heated by the thermal conduction from the core,
the bremsstrahlung radiation increases. The radiation losses
lead to additional cooling and compression of the blowoff CH.
The simulation with radiation transport in Fig. 99.12 (dotted
line), at peak neutron production, has a larger AT compared to
the simulation without radiation (solid line). As a consequence
of this increased Atwood number, there is an increase in the RT
instability growth rate for long and intermediate wavelengths.
The RT instability creates a lateral flow of the fuel along the
interface that moves the fuel from the hotter spike region into
the colder bubbles. This leads to an effective cooling of the fuel
and degradation in the neutron production rate. Such a mecha-
nism of the neutron-yield truncation is dominant for the thicker
shell, which is stable enough during the acceleration phase to
maintain its integrity.

As mentioned earlier, the main shock reflected from the
target center starts to propagate across the shell at the begin-
ning of the deceleration phase. The material behind the shock
stagnates, transferring the shell’s kinetic energy into the inter-
nal energy of the hot spot. It is easy to understand intuitively
that the larger momentum flux of the shell material across the
shock results in higher hot-spot stagnation pressure. To esti-
mate the dependence of the final hot-spot pressure Pf on the
shell’s parameters, we use the continuity conditions across the
shock propagating inside the shell, which moves with implo-
sion velocity Vimp and has density ρsh. In the shock-front frame
of reference, the mass-flow continuity reads as

ρ ρcU U2 1= sh , (8)

where U1 and U2 are the fluid velocities ahead and behind the
shock and ρc is the compressed density behind the shock. Since
the material behind the shock stagnates in the laboratory frame
of reference, U2 = Us and U1 = Vimp + Us, where

U
P

s
f�

γ
ρ

+ 1

2 sh
(9)

is the shock velocity in the strong-shock limit and γ = 5/3 is
the ratio of specific heats. Combining Eqs. (8) and (9) and
using ρ ρc � 4 sh  gives

P V
E

R
f ~ ~ .ρsh imp

kin

hs sh

2
2 ∆

(10)

At shell stagnation, the kinetic energy of the shell
E M Vkin sh imp

2= 2 is transferred into the internal energy of
the hot spot 2 3 3P Rf hs . Equation (10) shows that the stagnation
radius is proportional to the shell thickness Rhs ~ ∆sh; there-
fore, the final pressure of the compressed fuel is larger for a
“compact” shell with higher density and smaller shell thick-
ness for a given shell kinetic energy. In other words, the kinetic
energy of the converging shell heats the hot spot more effi-
ciently in shells with larger compressibility (smaller entropy).
Comparing 20- and 27-µm shells, we conclude that the stagna-
tion radius of the thicker shell is larger; thus the final pressure
and the neutron-production rate are smaller. On the other hand,
if one compares the shell that remains integral during the
acceleration phase with a shell whose stability is severely com-
promised by RT growth, the integral shell has a lower entropy
and smaller shell thickness. It, therefore, stagnates at a smaller
radius reaching a higher hot-spot pressure and temperature.
This leads to a larger neutron-production rate in the integral
shell in comparison with the significantly distorted shell.

The larger shell thickness in the implosion with compro-
mised shell integrity also implies that the rate at which neutron
production decreases should be less steep during shell disas-
sembly. Between the time of peak neutron production and peak
compression, the neutron rate decreases due to the falling
temperature in the gas. The subsequent decrease in the neutron-
production rate occurs due to shell disassembly. If the shell is
thicker, disassembly occurs later in the implosion as follows:
The time between the interaction of the reflected shock (which
is very similar for both integral and severely distorted shells)
and when the shock breaks out of the shell is given by
t Us s= ∆sh .From Eqs. (9) and (10), U E Rs � kin hs

2
sh sh∆ ρ .

Since Ekin is very similar between the integral shell and
severely distorted shell implosion (only a small portion of the
total energy goes into lateral flow in the distorted shell implo-
sion) and mass ∝( )Rhs

2
sh sh∆ ρ  is conserved, the shock velocity

is very similar in both cases; therefore, ts ∝ ∆sh  and is longer
for the thicker shell, and disassembly is delayed. Conse-
quently, neutron production falls less steeply in the implosion
where shell stability is compromised than in the implosion with
an integral shell.

Multimode Simulations
1. Effects of Beam-to-Beam Imbalances

We now turn to multimode simulations using DRACO. As
mentioned in the Shock Transit section (p. 142), imbalances
between beams result in long-wavelength modes on target.
Even modes between 2 and 10 are used to simulate the effect
of low-order modes using the amplitudes in Fig. 99.3. The
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power in odd modes is added in quadrature to the even-mode
amplitudes. Figure 99.13 shows the fuel–shell interface ampli-
tudes versus time for the dominant modes in the simulation for
the 20-µm-thick shell implosion. The initially unperturbed
interface acquires a perturbation shortly after shock breakout
around 0.4 ns. When the compression wave returns to the
interface, it causes another jump in the perturbation around
0.8 ns. Significant growth is simulated after this time due to
the feedthrough of the perturbation from the ablation surface
and the convergent Richtmyer–Meshkov instability. Modes 6
and up start oscillating shortly after the end of the accelera-
tion phase as they decouple from the ablation surface. The
reflected shock from the center returns to the interface around
1.75 ns, when l = 4 changes phase. Rayleigh–Taylor growth
occurs shortly after that as the shell continuously decelerates
toward stagnation.
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Figure 99.13
Modal amplitudes versus time at the fuel–shell interface for the low-order
multimode simulation (due to beam imbalances) of a 20-µm-thick CH shell.
The interface becomes perturbed shortly after shock breakout around 0.4 ns.
A second jump in the amplitude is modeled at ~0.8 ns when the second shock
breaks out of the shell. Shorter wavelengths such as modes 6 and 10 decouple
during the coasting phase when they change phase. Longer wavelengths
(modes 2 and 4) change phase when the shock returns to the interface at
~1.75 ns.

The yield is only marginally affected by low-order modes
with 2-D simulation, resulting in ~95% of the 1-D yield for the
20-µm-thick shell and ~94% of 1-D for the 27-µm-thick shell.

Figure 99.14 shows the density contours at peak neutron
production for the 20-µm-thick implosion. The D2–CH
interface is marginally distorted. Areal-density variations of
~23% at peak neutron production (for both shell thicknesses)
are simulated.
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Figure 99.14
Density contours at peak neutron production from a multimode simulation
including only low-l modes (l < 10) for the 20-µm-thick CH implosion. An
areal-density variation of 23% is calculated at this time in the implosion. The
solid line corresponds to the D2–CH interface.

The marginal effect of low-order modes is consistent with
the experimental beam-balancing work described in Ref. 37. In
that work, on-target beam balance was changed in a controlled
manner; the estimated decrease in the amplitude of these
modes was between 30%–50%. While a decrease in areal-
density variations was observed, only a marginal difference
was observed in absolute neutron yields.

2. Effects of Single-Beam Nonuniformity
Single-beam nonuniformity influences intermediate- and

short-wavelength seeds on target. As mentioned earlier, modes
up to at least 400 are required to realistically model shell
stability. A full 2-D simulation including the effects of power
imbalance would then require modes between 2 and 400.
Resolving mode 400 in such a simulation requires a large
number of computational zones—far beyond the scope of this
work. We illustrate the effect of laser imprint on shell stability
by performing simulations with a smaller set of modes. The
simulations include beam-smoothing techniques modeled as
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described in the Acceleration Phase section (p. 145). Fig-
ure 99.15(a) shows a plot of density contours at the end of the
acceleration phase from a simulation that includes even modes
up to l = 200 for the 20-µm-thick CH shell. The shortest
wavelength in this simulation is resolved using 14 cells,
resulting in a 200 × 700 zone simulation. Since odd modes are
not included in the simulation, their power is added in quadra-
ture to the amplitudes of the even modes. The shell indicated
by the high-density regions is considerably distorted with
portions of the shell at less than solid densities. The peak-to-

Figure 99.15
Density contours at the end of the acceleration phase for (a) a 20-µm-thick CH
shell and (b) a 27-µm-thick CH shell from a multimode simulation of laser
imprint. The solid lines correspond to the D2–CH interface. Note that the shell
(indicated by the higher-density contours) is significantly more distorted for
the 20-µm implosion than the 27-µm implosion.

valley variation in the center-of-mass radius is calculated to be
6.6 µm at the end of the acceleration phase, significantly
greater than the 1-D shell thickness of ~5 µm. It is expected that
shell distortion will increase only when even-shorter wave-
lengths are included in the calculation. Therefore, short wave-
lengths play an important role in increasing the adiabat of the
shell by introducing additional degrees of freedom for the fluid
flow. This will influence the compressibility of the shell and,
therefore, neutron yields. In comparison, the 27-µm-thick
implosion [Fig. 99.15(b)] has an integral shell at the end of the
acceleration phase with a peak-to-valley amplitude of 3.4 µm
in the center-of-mass radius compared to a shell thickness of
~6.8 µm. The effect of the still-shorter wavelengths not in-
cluded in the calculation (l > 200) can be estimated using a RT
postprocessor31 to the 1-D simulation. This postprocessor
indicates that the thicker, 27-µm-thick shell remains integral
during the acceleration phase while the stability of the 20-µm-
thick shell is severely compromised.

Due to the large number of computational cells in these
simulations, it is extremely challenging to reliably simulate
these implosions until peak compression. Instead, we assess
the effect of the various nonuniformity sources by simulations
that include only a few modes but represent reasonably well the
shell’s stability. The goal of these simulations is to identify the
mechanisms that influence neutron yields. More-detailed com-
parisons with experimental observables will be performed in
the future.

Combined Effects of All Sources of Nonuniformity
Simulations that include a few modes are useful to shed

light on which modes influence target performance. The mode
ranges are divided into three regions: long wavelengths (l ≤
10), intermediate wavelengths (10 ≤ l ≤ 50), and shorter
wavelengths that include all the higher mode numbers. In the
Effects of Beam-to-Beam Imbalances section (p. 149), it has
been pointed out that low-order modes (l ≤ 10) alone have a
marginal influence on target performance. We consider simu-
lations involving two modes corresponding to mode numbers
4 and 20 that combine the effect of long and intermediate
wavelengths. These simulations and those described later are
performed on a 45° wedge. The initial amplitude for each mode
is chosen from the amplitudes added in quadrature of a range
of mode numbers (from the DPP spectrum for l = 20 using
modes between 15 and 40 as the mode range and from the
initial power balance and surface-roughness data for modes
2 < l < 10 for mode l = 4). The neutron-production rate is
shown in Fig. 99.16(a) for the 20-µm-thick implosion and
Fig. 99.16(b) for the 27-µm-thick implosions. The rate from
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the two-mode simulations (dotted line) deviates from the 1-D
simulation, and the burn truncates relative to 1-D. This is the
case for both thicknesses. The two-mode simulation illustrates
the mechanisms for yield reduction through burn truncation.
The RT and RM growth at the fuel–shell interface results in the
flow of fuel into the colder bubbles, decreasing the yield. This
is illustrated in Fig. 99.17, where the fluid velocity vectors

Figure 99.16
Neutron-production rates from the simulation including only low- and inter-
mediate-mode numbers (dashed–dotted line) and the simulation including
short wavelengths (dotted line) compared to 1-D (solid line) for (a) the
20-µm-thick CH shell and (b) the 27-µm-thick CH shell. Note that the
addition of mode 200 in the simulation including short wavelengths results in
a less-steep fall of the neutron production rate for the 20-µm implosion and
retains burn truncation for the 27-µm case.

Figure 99.17
Fluid velocity vectors in a frame moving radially with the fluid overlaid on
a contour plot of ion temperature at peak neutron production for the 20-µm-
thick CH shell. The simulation, from a single-mode perturbation, illustrates
one mechanism for burn truncation. As the velocity vectors indicate, fuel
flows into the colder bubbles due to RT growth resulting in burn truncation.

(arrows) in the frame moving radially with the fluid are
overlaid on the contour plot of ion temperature at peak neutron
production. This result is shown from a single-mode simula-
tion of mode number 20, where this mode has the same initial
amplitude as the previous two-mode simulation. Due to heat
conduction, the temperature contours are more spherically
symmetric than the material interface (solid line). As the
vectors indicate, fuel flows into the colder bubbles. This
truncates the neutron-production rate. The second mechanism
for the truncation of the neutron rate occurs because of the
distortion of the high-density shell. The increased surface area
enhances heat conduction out of the core, cooling the fuel and
decreasing the yield. These mechanisms for the truncation of
neutron yield cannot be included in 1-D mix models that have
been used previously to model these implosions.6,8,49 It is also
to be noted that the single intermediate-mode simulation has a
yield relative to 1-D of 78% (for both thicknesses). The
addition of long wavelengths (l = 4) reduces this value to 55%
for the 20-µm-thick shell and 61% for the 27-µm-thick shell.
Thus, the combination of the low and intermediate modes has
a greater effect on yield than each range of modes alone.

To investigate the role of the shorter wavelengths on yield,
we perform a three-mode simulation including mode numbers
4, 20, and 200. In this simulation, modes 4 and 20 have the
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same amplitude as the simulation discussed earlier. The ampli-
tude for mode l = 200 is chosen by adding in quadrature the
power between modes 100 and 300. Contours of mass density
for the two shell thicknesses are shown at peak neutron produc-
tion in Fig. 99.18. The significant shell distortion corresponds
to the intermediate mode l = 20. Even though the growth rate
at the D2–CH interface is highly nonlinear for the short
wavelength (l = 200), the bubble amplitude is, at most, 1 µm.
Larger mixing widths (~20 µm) have been inferred based on

Figure 99.18
Density contours for simulations including short wavelengths at peak neu-
tron production for (a) the 20-µm-thick CH shell and (b) the 27-µm-thick
CH shell. The solid line is the fuel–shell interface. The short wavelengths
(l ~ 200) have an amplitude of ~1 µm, consistent with estimates of mixing
thicknesses from turbulence observations.48

spherically symmetric 1-D mix models.6,8 Since 1-D mix
models need to account for the increased volume due to long-
wavelength distortions, it is very likely that they overestimate
the mixing length. An order of magnitude estimate for the
mixing length can be obtained as follows: since a hydrody-
namic code such as DRACO cannot follow materials into the
turbulent regime, we consider the amplitude of the short
wavelength as a “mix thickness.” The simulated thickness is
consistent with expectations from turbulent mixing. The tur-
bulent-mixing layer grows self-similarly with a mixing thick-
ness h, given by Ref. 50:

h A gtT= α 2, (11)

where α is a dimensionless constant.

As described in the Deceleration Phase section (p. 148),
bremsstrahlung cooling increases CH density in the hot spot.
Consequently, the Atwood number varies continuously during
the deceleration phase, reaching a maximum value of 0.5. The
increased density, however, does not significantly alter the
perturbation growth rate of short wavelengths due to the
stabilizing effects of the density-gradient scale length and
thermal conduction. Taking AT = 0.18 for the D2–CH inter-
face gives α = 0.05 (Ref. 48), which leads to h = 0.9 µm. This
compares favorably with the amplitude of l = 200 inferred
from simulation. In previous work, homogenous mixing of
D2 and CH6–8,49 has been inferred from experimental
observables such as secondary neutron ratios,6,8 argon spectral
lines,7 D3He yields in 3He-filled CD shells,6,8 etc. Primary
neutron yields have not been used directly to determine the
presence of turbulence. The relatively small turbulent mixing
layer (compared to the overall deformation of the interface due
to intermediate mode numbers) suggests that the experimen-
tally inferred turbulence plays a small role in determining
primary neutron yields.

The simulations including l = 200 also indicate an interest-
ing trend in neutron production when compared to the simula-
tions including only low and intermediate modes (Fig. 99.16).
For both shell thicknesses, the peak in the neutron-production
rate deviates earlier. For the 20-µm-thick shell, however,
neutron production does not decrease as steeply as the previous
two-mode simulation. For the 27-µm-thick shell, the neutron-
production history is very similar in width to the two-mode
simulation. This difference in trends can be explained as
follows: The shell is integral for the 27-µm-thick shell and the
density and temperature distribution compare favorably with
1-D [this is shown in Fig. 99.19(b)]. The solid black line is the
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1-D result, whereas the other two lines correspond to radial
lineouts from the simulations (dashed–dotted at 36° and dotted
at 0°). For the 20-µm-thick shell, the profiles from the 2-D
simulation are significantly different from 1-D [Fig. 99.19(a)].
The peak densities are much lower, and the shell has a wider
extent due to the increased adiabat from shell breakup during
acceleration. This profile results in delayed stagnation as the
shock takes much longer in this case to reach the back of the
shell [see the Deceleration Phase section (p. 148)]. This
delayed shell disassembly results in a persistence of neutron

Figure 99.19
Radial lineouts of density from the simulation including short wavelengths for (a) the 20-µm-thick CH shell and (b) the 27-µm-thick CH shell at two different
polar angles [0° (dotted) and 36° (dashed–dotted)], compared to the 1-D simulation (solid line). Note that the thinner shell has significantly lower densities
compared to 1-D. The shell is considerably thicker for the 20-µm implosion. Radial lineouts of temperature are shown for (c) the 20-µm implosion and (d) the
27-µm implosion. All lineouts are at peak neutron production in 1-D. The temperatures in the core are lower than 1-D due to enhanced heat conduction out of
the distorted core (both thicknesses) and the overall lower compression in the 20-µm-thick implosion.

production compared to the simulation including only low
and intermediate modes. Figures 99.19(c) and 99.19(d) show
the corresponding radial temperature lineouts from the simu-
lation. The lower temperature in the 27-µm implosion
[Fig. 99.19(d)] is caused by shell distortion and increased heat
flow from the core. The 20-µm implosion [Fig. 99.19(c)], in
addition, shows lower temperature caused by the decreased
compression. The yields relative to 1-D are 21% for the
20-µm-thick CH shell compared to 47% for the 27-µm-thick
CH shell. Experimentally, the yields relative to 1-D are
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~40% and ~45% for the 20-µm and 27-µm thicknesses, respec-
tively. Since mode l = 200 has a larger effect on the 20-µm
implosion, the smaller yield relative to 1-D in the simulation
for the 20-µm implosion points to an overestimate of the initial
amplitude of l = 200 in the simulation.

Similar trends in neutron-production rates are observed in
experiments. Figure 99.20 shows the neutron-production rates

Figure 99.20
Comparison of calculated (1-D) neutron rates (solid line) with experiment
(dotted) for (a) the 20-µm-thick implosion (shot number 30628) and (b) the
27-µm-thick implosion (shot number 22088). Burn truncation is evident for
the 27-µm-thick implosion. Neutron production rate persists and is almost as
wide as 1-D for the 20-µm-thick implosion.

from experiment (dotted line), and the 1-D simulation (solid
line), for the 20-µm-thick implosion [Fig. 99.18(a)] and the
27-µm-thick implosion [Fig. 99.18(b)]. Since absolute timing
in these experiments was unknown, the 1-D rates are overlaid
on the experimental rates by aligning the rise times of the two
neutron-rate curves. For the thinner shell, the experimental
burnwidth is closer to 1-D, whereas for the thicker, more-
stable shell, the burnwidth is truncated compared to 1-D. This
trend persists: a still thicker shell (33 µm) shows increased
burn truncation, and even thinner shells (15 µm) indicate a
widening of the neutron-production history. The 2-D simula-
tion of the 20-µm implosion shows a slower fall of the neutron-
production rate compared to the experimentally observed rate.
This is likely due to the larger value for the initial amplitude
of the l = 200 mode in the simulation compared to that
in the experiment.

In summary, the combination of intermediate and low
modes significantly influences yields, which manifests itself
as burn truncation in the neutron-production rates. The short
wavelengths significantly affect shell stability for the thinner
shells and can consequently influence stagnation. This in turn
widens the burnwidth and also influences yields. For the
thicker shells, the burnwidth does not change significantly
with the addition of short-wavelength modes. In both cases, the
neutron rates deviate earlier from 1-D with the addition of short
wavelengths in simulation.

Conclusions
One-dimensional dynamics of plastic-shell implosions of

two different thicknesses irradiated by a smooth laser is dis-
cussed. Seeding and evolution of nonuniformities are dis-
cussed for the different phases of the implosion. We show that
during the acceleration phase, modes up to at least ~400 should
contribute to shell stability. Multimode simulations using the
code DRACO indicate that the shell stability in the implosion
of a 20-µm-thick plastic shell is significantly compromised
due to Rayleigh–Taylor instability during the acceleration
phase, whereas the 27-µm-thick shell is only marginally dis-
torted. Long-wavelength multimode simulations indicate that
imbalances between the laser beams have a small effect on
target yields. Intermediate modes appear to influence yields
significantly. Short wavelengths result in qualitatively differ-
ent behavior between the two shell thicknesses: widening the
burnwidth for the thinner shell and marginally influencing
burnwidth for the thicker shell. This trend in neutron-produc-
tion rates is also observed in experiment. Future work will
include detailed comparisons of charged-particle spectra with
experimental observations, an additional analysis to relate
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small-scale mix thicknesses to observations of homogenous
mixing in experiments, and the comparison of x-ray images of
the compressed core with experiments.
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Appendix A: Seeding of the Long-Wavelength Modes
due to Drive Asymmetry

The nonuniformities in laser intensity result in asymme-
tries in drive pressure ∆P. To relate the ablation pressure and
laser-intensity nonuniformities ∆I, we adopt the “cloudy-day”
model.38 Using the scaling P ~ I2/3 yields the following rela-
tion:

∆ ∆P

P

I

I
e IkDc�

2

3

2

3
− ≡ ˜, (A1)

where Dc is the size of the conduction zone (the distance
between the ablation front and critical surface) and k is the
wave number. For the set of experiments described in this
article, the conduction zone grows linearly in time, Dc = Vct
with Vc � 68 µm/ns. Since the laser intensity is spatially
modulated, the shocks driven by the peaks in the laser illumi-
nation travel faster than the shocks launched at the intensity
minimums; therefore, the shock and ablation fronts get dis-
torted. This distortion growth can be estimated for long-
wavelength modes using the following simple model: The
shock velocity, in the strong-shock limit, is proportional to the
square root of the drive pressure P:

U
P

s �
γ

ρ
+ 1

2 0
, (A2)

where ρ0 is the initial (undriven) shell density and γ is the
ratio of specific heats (γ = 5/3 for the monoatomic ideal gas).
Modulations in the drive pressure distort the shock front
according to

d

dt
U

dU

dP
P c

P

P
s

s
s

s s
η = =∆ ∆ ∆

�
2

5
, (A3)

where cs is the sound speed of the shock-compressed shell,
∆Ps is the pressure modulation at the shock, and ηs is the

shock-front modulation. We approximate ∆P in the latter
equation with the modulation at the ablation front [Eq. (A1)].
Such an approximation is justified only for the long-wave-
length modes when the lateral fluid motion can be neglected.
The distortion in the ablation front is caused by the perturba-
tions in the post-shock velocity U Usps = −ρ ρ0 ,  where Ups
is calculated in the shock frame of reference. Such perturba-
tions are due to (1) modulations in the shock velocity,
−( )ρ ρ0 ∆Us ;  (2) modulations ∆ρ in the shock-compressed
density, ρ ρ ρ ρ0( )( )∆ Us ; and (3) modulations in the position
of the shock front. It can be shown that the density modula-
tion right behind the shock is small for strong shocks
( ∆ ∆ρ ρ ~ ,M P Ps

−2  where Ms is the shock Mach number)
and can be neglected. The resulting modulation in the post-
shock velocity takes the form

∆ ∆ ∆U U Us sps � ρ ρ0 1
3

4
−( ) = . (A4)

Since ablative stabilization and lateral flow can be neglected
for the long-wavelength modes, d dt Uaη = ∆ ps. Integrating
the latter equation gives the ablation-front modulation ηa:

η η ηa s
t

s at dt I t c t( ) ′ ′( ) ′( )∫ =�
1

5

4

30
˜ , . (A5)

It is also important to determine the modulation in the CH–gas
interface ηint at the beginning of the acceleration phase. The
modulation at the interface is seeded by the perturbed shock.
As soon as the shock breaks out of the shell, the rear surface
starts to expand with the velocity 3 cs (Ref. 51) with respect to
the shock-compressed material. Therefore, the amplitude of
the CH–gas interface takes the value η δint ,= 3 c ts  where
δ ηt Us s=  is the shock transit time across the modulation am-
plitude. Using the strong shock limit, one obtains η ηint .3 5 4s
Taking into account the relation between ηs and ηa yields
η ηint .= 5 a  As shown in Ref. 52, the gas–CH interface is un-
stable during the rarefaction-wave (RW) propagation through
the shell. Since such a growth is linear in time and proportional
to the modulation wave number, there is very little change in
the amplitude of the fuel–pusher interface between the shock
breakout and the beginning of the acceleration phase. To deter-
mine the mode amplitudes at the beginning of the acceleration
phase, we integrate Eq. (A5) using the laser nonuniformity pro-
files shown in Fig. 99.3. The spectrum thus obtained is plotted
in Fig. 99.4 and compared against the results of the full 2-D
power-balance simulation. Observe that the simple model
reproduces the results of simulations very well. To calculate
the initial conditions for the RT growth, in addition to the initial
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amplitude, we must calculate the perturbed front velocity ′ηa .
This velocity has two components: the first is given by
Eqs. (A3) and (A4), and the second is due to the rippled RW
breakout at the ablation front. Indeed, when the first shock
reaches the rear surface, the RW is launched toward the
ablation front. The RW travels with the local sound speed cs;
therefore, if the shock amplitude is ηs, the rarefaction ampli-
tude then becomes η η ηRW = ( ) =c Us s s s5 4. The phase of
the modulation in the rarefaction head is opposite to the phases
of the rear-surface and ablation-front perturbations. Upon
reaching the ablation front, the leading edge of the RW estab-
lishes the pressure gradient, accelerating the front. Since the
peaks of the RW break out at the ablation front prior to the
valleys, the ablation-front ripple gains an additional velocity
perturbation δv = gδt, where g is the acceleration and
δ η ηt c cs a s= = ( )RW 5 3 . Combining the two contribu-
tions, the initial ripple velocity takes the form

d

dt
t I t

c g

c
ta s

s
a

η η0 0 05

5

3
( ) = ( ) + ( )˜ , (A6)

where t0 is the time at the beginning of acceleration phase.
Equations (A5) and (A6) show that the ablation-front ampli-
tude changes slope at t = t0. Substituting g cs= ( )2 γ∆sh  into
Eq. (A6) and also approximating ηa st I c U0 4( ) ( )~ ˜ ,sh sh sh∆
we can rewrite Eq. (A6) as

′ ( ) ( ) +ηa
s st I t

c
I

c
0 0 5 5

~ ˜ ˜ .
sh

(A7)

The second term on the right-hand side of Eq. (A7) is propor-
tional to the laser nonuniformity averaged over the shock
transit time, ˜ .I sh  Taking into account that beam mistiming
significantly increases Ĩ  at the beginning of the pulse (during
the pulse rise), Ĩ sh  becomes much larger than Ĩ t0( )  (in most
cases by a factor of 5). This conclusion is valid for a large
variety of target designs, including the ignition design, since
the laser reaches its peak intensity prior to the acceleration
phase. One must keep in mind, however, that Eq. (A6) assumes
sharp interfaces of the CH–gas boundary and the ablation
front. In reality the radiation preheat relaxes the density at the
CH–gas interface prior to the first shock breakout. In addition,
the ablation front has a finite thickness. These effects cause
deviations of the initial condition from simple estimates
[Eqs. (A5) and (A7)]. Comparison with the results of 2-D
simulations, however, shows that finite interface thickness
effects do not significantly modify the perturbation amplitudes
(Fig. 99.4).

Appendix B: Growth of Long-Wavelength Modes
During the Acceleration Phase

The equation describing the perturbation growth for the
long-wavelength modes (ablation effects are neglected) during
the acceleration phase can be written as32

d

dt r

d

dt
r g

P I

I

r

r
g

c

1 2

3
2

ρ
ρ η η

ρ
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⎞
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− = =
⎛
⎝⎜

⎞
⎠⎟

l l l

l
∆ ∆sh , (B1)

where ∆P is the drive-pressure nonuniformity, r is the shell
radius, g is the shell acceleration, ρ is the shell density, ∆sh is
the shell thickness, rc is the position of the average laser-
deposition surface, and η is the ablation-front modulation
amplitude. The factor r rc( )l  is due to the cloudy-day effect.
Equation (B1) is subject to the initial conditions (A5) and (A6).
The shell thickness is ∆sh = 5 µm for the 20-µm shell and
∆sh = 6.8 µm for the 27-µm shell. During this phase of the im-
plosion, the shell density remains approximately constant, so
we can cancel ρ in Eq. (B1). For simplicity we assume constant
shell acceleration r r gt= −0

2 2.  To compare a relative impor-
tance of the RT growth versus the secular growth during the
shell acceleration, we compare lgη with the right-hand side of
Eq. (B1). The lower limit of this term is

min ˜ ˜ ,l l l lg g t g I
c

U
g Isη η( ) = ( ) =0

0

5
�

sh sh
sh sh

∆ ∆ (B2)

where ∆sh is the in-flight shell thickness (which is approxi-
mately four times smaller than the initial thickness ∆0) and

Ĩ sh  is the intensity modulation averaged over the shock-
propagation time. Comparing the latter expression with the
right-hand side of Eq. (B1), we observe that ∆P gρ η<<
during the acceleration phase. The latter inequality is satisfied
for very long wavelengths (l < 10) because ˜ ˜I I I tsh >> ( )0
due to beam mistiming early in the pulse. Shorter wavelengths
(l > 10), on the other hand, experience a large attenuation due
to thermal smoothing in the conduction zone; therefore, the
right-hand side of Eq. (B1) is also small for such mode. Thus,
we can conclude that the secular growth during the accelera-
tion phase is much smaller than the RT amplification of the
initial amplitude and velocity of the ablation-front modula-
tion. This growth can be estimated using the WKB solution of
the homogeneous part of Eq. (B1) with the following initial
conditions:

η η0 05
= ′ = ( ) +[ ]˜ , ˜ ˜ .I

c
I t Is

sh sh 0 sh   ∆ (B3)



TWO-DIMENSIONAL SIMULATIONS OF PLASTIC-SHELL, DIRECT-DRIVE IMPLOSIONS ON OMEGA

158 LLE Review, Volume 99

Using results of Ref. 31, the solution takes the form

η η ηa rC
r

g
= + ′

+( )
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

5 4
0 0

0

2
cosh sinh ,Ψ Ψ

l
(B4)

where Ψ = +( ) − −2 2 1 1l arcsin Cr  and Cr is the conver-
gence ratio during the acceleration phase. During the accel-
eration phase, the convergence ratio of the 20-µm shell and the
27-µm shell is C r rr = 0 1 7� .  and Cr � 1.4, respectively,
where r0 = 430 µm is the ablation-front radius at the beginning
of the shell acceleration. The dominant role of the RT growth
over the secular growth is confirmed by the results of DRACO
simulation. Figure 99.8 shows a plot of the perturbation ampli-
tude with full power imbalance (dashed–dotted line) and with
the power imbalance turned off (solid line) during the accel-
eration phase.
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When the OMEGA Cryogenic Target Handling System
(CTHS) became operational in July 2000, it was the culmina-
tion of a seven-year engineering effort to build the infrastruc-
ture needed to produce cryogenic inertial confinement fusion
(ICF) targets. These targets are used for implosion experiments
that are a one-third scale of the experiments to be performed on
the National Ignition Facility (NIF). These experiments allow
issues that affect the quality of the implosion, such as the
hydrodynamic stability and laser imprint, to be correlated to
the laser performance and target specifications.

This article discusses the process of forming a cryogenic
target—specifically, how to make a 0.9-mm-diam shell of
deuterium ice constrained in a thin-walled plastic shell. The
process differs from that developed for earlier cryogenic sys-
tems in many aspects: (1) there is sufficient deuterium mass to
form thick-walled (100-µm) shells; (2) the deuterium is per-
meated into the plastic shell, eliminating the need for a filling
tube, which can perturb the thermal environment and influ-
ences the process; (3) the system possesses all of the engineer-
ing features needed to deliver a target for implosion, so the
effect of those features are included in the process demon-
strated to make cryogenic targets; and (4) the CTHS system
can also produce cryogenic NIF-sized targets, which will allow
the cryogenic processes to be demonstrated on full-sized

Formation of Deuterium-Ice Layers in OMEGA Targets

ignition targets, even if the targets are too massive to be im-
ploded on OMEGA in meaningful experiments. Schematics of
OMEGA- and NIF-scale, direct-drive cryogenic targets are
shown in Fig. 99.21. The OMEGA cryogenic target is a
0.9-mm-diam plastic shell with a 3-µm wall that is diffusion
filled to a maximum pressure of 1500 atm. This gas density
equates to a solid-deuterium wall thickness of up to 130 µm—
one-third scale of a NIF direct-drive-ignition target.

Overview of the Process Used to Make
Cryogenic Targets

The process of transforming a plastic shell containing liquid
deuterium into a cryogenic ICF target where a uniformly thick
wall of deuterium ice adjoins the inner plastic wall is referred
to as “layering.”

Initially, an empty plastic shell is at vacuum and room
temperature inside a pressure vessel. A hydrogen-isotope gas
(deuterium presently and a deuterium–tritium mixture in the
future) is added to the vessel until the pressure is approxi-
mately 1000 atm (depending on the desired ice thickness and
shell dimensions). For any pressure ramp lower than the ratio
of the shell’s buckle pressure to the permeation rate (typically
1 atm per minute), the hydrogen gas will diffuse through the
plastic without buckling the shell. Once the plastic shell

Figure 99.21
Schematic showing the dimensions of direct-drive
targets for use on OMEGA and the NIF.
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contains sufficiently dense hydrogen gas (~0.1 g/cm3), it is
gradually cooled: the liquid phase first appears at the critical
point (38 K) and the solid forms at the triple point (18.72 K).
At 18.72 K the hydrogen fuel is a solid “lump” with a vapor
pressure of less than 200 Torr. The plastic shell is removed
from the pressure vessel and transferred, inside a cryostat, to
the mobile cryostat that transports the target to the OMEGA
target chamber. The latter cryostat has two critical compo-
nents: (a) a 2.5-cm-inner-diam isothermal copper shell that is
placed around the target and (b) the “life-support” equipment
required to sustain the target at all times.

When the target is centered inside the isothermal copper
shell (called the layering sphere), it is bathed in infrared light
at a wavelength that is absorbed by the deuterium. The combi-
nation of volumetric heating from the IR light and the isother-
mal boundary at the layering sphere creates a temperature
gradient within the deuterium: the deuterium is warmest where
it is thickest and closest to the center of the sphere. In minimiz-
ing this temperature gradient, the ice/liquid redistributes itself
on the inside surface of the plastic shell. Eventually the ice
forms a contiguous shell wall with an isothermal inner surface.
The goal is a uniform-thickness deuterium-ice wall with a root-
mean-square (rms) thickness variation of less than 1 µm.

The metric for the ice-layer quality is the roughness of the
inner surface, which is equated to the ice-wall-thickness uni-
formity; however, the suitability of this value as a proxy for ice-
thickness uniformity depends on the sphericity of the outer
deuterium wall and, hence, the plastic shell, which defines the
geometry. Typically, a plastic shell possesses an eccentricity of
0.1 µm to 0.5 µm and the wall thickness varies by <0.2 µm—
values that can affect the ice-thickness uniformity and cause
the ice roughness and thickness uniformity to differ. For a
uniformly thick plastic shell with an isothermal outer surface,
the ice shell will be uniformly thick if the radial thermal
conductance is constant around the target. Under these optimal
circumstances, any roughness on the inner surface of the ice
will be due to the crystalline structure of the ice. In practice,
such higher-spatial-frequency roughness is overwhelmed by
low-mode roughness caused by imperfections in the target and
asymmetries in the layering sphere.

Four years’ experience in producing cryogenic targets
identifies the elimination of the low-mode ice roughness as
the major challenge to producing high-quality implosion tar-
gets. The highest-quality ice layers have an rms roughness of
1.2 µm, averaged over the entire surface (see Fig. 99.22). More
typically, the roughness averages 3 µm to 6 µm, although

values as great as 8 µm to 10 µm also occur. This article
analyzes potential causes for the low-mode roughness and
provides experimental data quantifying the effect of the pertur-
bations on the roughness magnitude. Thermal and ray-tracing
models make explicit how sensitive the ice roughness is to its
environment. This allows a better understanding of the re-
quired level of control from the cryogenic equipment and
provides better direction for improving the equipment.

Figure 99.22
(a) Four views of the surface of an 80-µm-thick, 880-µm-diam spherical ice
layer. The shading shows the variation in thickness of the ice. The 3-D profile
is compiled from 50 2-D views. (b) Two-dimensional power spectra of the
inner ice surface and the outer plastic surface.
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Introduction
The concept of layering was first demonstrated by radioac-

tively inducing sublimation in solid tritium.1 Subsequent work
at Los Alamos National Laboratory (LANL) and Lawrence
Livermore National Laboratory (LLNL) expanded the science
and better quantified the process. This work relied on heat
generated by the decay of a triton atom yielding a 3He nucleus,
a beta electron, and an antineutrino with 18.6 keV of energy
collectively. The average β energy is 6 keV and equates to a
volumetric heating rate of 51 kW/m3 (0.977 W/mol, hereafter
referenced as 1 QDT). Subsequent work at LLNL demonstrated
that volumetric heating could also be achieved by radiatively
heating the hydrogen-isotope ice using infrared illumination.2

This method made it possible to “layer” nontritium hydrogen
isotopes and is used to make the deuterium-ice layers studied
and reported here.

An important difference between work reported here and
earlier layering work is the geometry of the layering environ-
ment and the absence of a fill tube; earlier studies used geom-
etries such as hemispheres, cylinders, and other surrogate
geometries. These compromises simplified both filling the
targets (a diffusion-filling capability is both complex and
expensive) and diagnosing the layering process. However, the
fill tube affected the thermal environment around the target,
which affects the layering process itself. A protocol for a fill-
tube-free layering method, and the resulting layer quality, is
presented in the remaining sections, which (1) deal with the
principles of the layering process, (2) examine the methodol-
ogy of experimentally measuring the success of layering,
(3) discuss how various parameters affect the layering process,
and (4) present a summary and discussion.

Layering Process
Experimentally, the process used to form a layer is straight-

forward: The target is centered in a 2.5-cm-diam, temperature-
controlled, hollow sphere—the layering sphere (Fig. 99.23).
The sphere contains helium gas to conduct the heat away from
the target. The internal surface of the sphere is purposely
roughened to form an “integrating sphere,” which allows the
target to be uniformly irradiated with infrared light at 3.16 µm,
a frequency that corresponds to the strongest absorption band
in the deuterium-ice [the Q1(1) + S0(0) and Q1(0) + S0(0)
bands] molecular crystal,3 in which each crystal-lattice site is
occupied by one D2 molecule.

There are two procedures for layering targets: One process
starts with the target below the triple point (18.72 K) and a
frozen lump of deuterium in the bottom of the target. Deute-

rium absorbs the IR light and becomes warmer than the plastic
shell’s outer surface. Solid deuterium sublimes from where it
is thickest (and therefore hottest because of volumetric heat-
ing) and condenses where it is thinnest. In theory, the ice wall
will become uniformly thick. In practice, there is an ~10- to
20-µm peak-to-valley variation in ice thickness formed by
this method.

T1933

Windows

Keyhole

Figure 99.23
The two hemispheres that comprise the layering sphere are shown side by
side. The “keyhole” opening at the base of the layering sphere is where the
target is inserted and removed.

A second, more-successful method for forming a smooth
ice layer starts with the deuterium in the liquid phase and then
gradually cools the target through the triple point. The initial
thermal environment inside the target is shown in Fig. 99.24.
The temperature gradient along the interface between the gas
and the liquid is determined by the helium gas pressure outside
the target and the heat coupled into the deuterium. Properly
executed, this process forms a single crystal within the melt
that is first observed near the target’s equator and then propa-
gates azimuthally and vertically within the shell.

Figure 99.25 shows the same target produced using both
methods. It demonstrates the importance of controlling the
solidification rate: all parameters other than the temperature
difference between the layering sphere and target, which
controls the heat flux from the target (and hence the solidifica-
tion rate), were kept constant; the same target was maintained
in the identical position and orientation in the layering sphere,
and the same volumetric heating rate was used. The smoother
ice layer (2.5-µm rms) was produced at a temperature ~0.1 K
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Figure 99.25
Image of the same target with two different ice layers. The
first layer (a) is formed gradually at a temperature that is
close to the triple-point temperature (within 0.1 K). The
second layer (b) occurs when liquid is frozen instanta-
neously at a temperature and then allowed to layer.

below the triple point; the second, rougher ice layer (4.3-µm
rms) was produced at a temperature ~0.2 K below the triple
point, in a faster solidification process. This difference in
roughness can be attributed only to the intrinsic properties of
the ice (the crystallographic structure and how well it attaches
to the inner plastic wall). Both images show features that can
be eliminated by carrying out the process still closer to the
triple point (within 5 to 10 mK).

Ultimately, if the outer surface of the plastic capsule is
isothermal, the ice will possess equivalent thickness every-
where if all of the following conditions are identical through-
out the capsule: (1) heat conductance through the ice; (2) heat
resistance at the ice/plastic interface; (3) heat conductance
through the plastic; and (4) volumetric heating into the ice (and

plastic). In the above comparison, the importance of the solidi-
fication rate on the resulting ice smoothness was demonstrated
because only conditions (1) and (2) could vary. The effect of
items (3) and (4) remained invariant because the plastic shell
and its position in the layering sphere were the same.

One final consideration is to determine how precisely the
solidification process must be controlled to achieve a “per-
fectly” uniform thick layer. The stochastic nature of the freez-
ing process will always cause some variability to the layer
quality, and this contribution to the overall roughness will
become more important as extraneous, equipment-related
perturbations to the ice are eliminated (examples include
nonuniform heating or the position of the target in the layer-
ing sphere).

Figure 99.24
Temperature distribution inside a liquid-D2–
containing OMEGA target. Three different volu-
metric heat loads (1 and 3 QDT) and two different
helium exchange gas pressures, which yield
different thermal conductivities, are plotted.
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Characterizing the Ice Layer
1. Experimental Configuration

The optical system used to measure the ice-layer roughness
is shown in Fig. 99.26. The layering sphere has two pairs of
opposing windows oriented along axes corresponding to the
viewing axes in the OMEGA target chamber. The windows
corresponding to the X- and Y-axis cameras are positioned
26.6° and 12° above and below the equator, respectively, and
110° apart.

The light-emitting diodes that back-illuminate the target are
opposite the cameras. The diodes operate at 1 Hz and 0.15 A
with a 30-ms to 300-ms exposure. The emission wavelength is
612 nm, i.e., in a spectral region where the deuterium (or
tritium) ice does not absorb but where the plastic shell has
broadband absorption of 5% to 10%. These exposure condi-
tions permit a target image to be acquired in a sufficiently short

Figure 99.27
The ice layer is distorted (thinner) along the axis of the diode illumination used to
backlight the target. The diode light (612 nm) was absorbed in the plastic to create
localized hot spots.

Figure 99.26
Schematic of the optical system used to acquire
images of cryogenic targets.

period that vibration-induced blurring is minimized. Also, the
brief exposure duration minimizes the heat load to the target.
Based on measurements, and supported by calculations, the
heat load to the target is <10 nW. Operating the diodes at a
higher duty cycle and current can produce heat loads (in the
plastic shell) that approach 0.1 µW, a value that is a significant
fraction of the 10 µW to 30 µW deposited in an OMEGA target
by IR radiation during layering. The effect of higher diode-
radiation loads on a target is shown in Fig. 99.27. Here, in an
extreme example, the diode is seen to deplete the 100-µm ice
layer along the illumination axis. That such a drastic effect is
induced at high illumination intensities underscores the need
for minimizing any nonuniform heat load to the target, includ-
ing loads from all optical systems associated with positioning
the target in the target chamber as well as from the target
existence detector.
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2. Numerical Analysis
Backlighting the target provides an image as shown in

Fig. 99.28. Notable are the outer limb of the plastic shell and
narrow, concentric, circular, bright bands due to light reflect-
ing off the inner ice surface. The brightest band is light re-
flected from the inner ice surface perpendicular to the
illumination axis. Less-intense bands are reflections from
different regions of the inner ice surface and may include
multiple internal reflections. Only the brightest band is ana-
lyzed. The band may vary in intensity, or become discontinu-
ous, due to either scattering centers in the ice (i.e., crystal-
lographic features) or defects on the surface of the plastic shell
that deflect light rays that would otherwise be captured by the
viewing optics.
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Figure 99.28
An example of a high-quality ice layer where both the primary bright band
and multiple secondary bright bands are visible.

This technique, referred to more generally as shadowgraphy,
yields a 2-D slice through the ice layer. Rotating the target and
acquiring an image at each rotational position allows a 3-D
tomographic image of the ice layer to be assembled.

The analysis algorithm calculates the center of the target
from the outer limb of the plastic capsule and then determines
the radial distance from the center to the inner ice surface. The
variation in the distance is approximated using a Fourier cosine
expansion. The coefficients of the expansion report the spec-
tral power density in each mode. The layer roughness is cal-
culated separately as an rms least-squares fit to the entire data
set. The Fourier spectral decomposition better defines how the
roughness is distributed. Phase information from the 2-D

analysis is not used; that information is more easily visualized
from the 3-D analysis.

The camera and optics provide a resolution of ~1.1 µm per
pixel, and a total of ~350 pixels comprise the circumference of
the bright band. Although the diffraction limit on the resolution
is 3 µm to 4 µm, the statistics afforded by the large number of
pixels allows the roughness to be determined with a precision
better than 0.5 µm. This analysis assumes that the outer ice
surface (the one contacting the plastic capsule) is perfectly
circular, whereas the actual roughness ranges from 0.2 µm to
0.7 µm (as defined by the roughness and thickness uniformity
of the plastic wall); clearly, as the ice roughness approaches the
1-µm goal, the existence of a 0.5- to 0.7-µm roughness due to
the plastic will make the ice seem rougher than it really is. An
example of this is shown in Fig. 99.29 where the ice roughness
was 1.1 µm and the plastic roughness was 0.5 µm.
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Figure 99.29
The power spectrum of a 100-µm ice layer shows that the smoothness is
approaching the goal of 1-µm-rms roughness. The roughness is primarily in
spectral modes 1 through 10, with comparatively little power in higher modes.

It is important to know the accuracy and repeatability of the
analysis algorithm. Two methods were used to acquire this
information: In the first method, a 1-mm sapphire ball with a
measured ~0.05-µm-rms roughness (characterized using atomic
force microscopy) was inserted into the layering sphere and the
outer limb was analyzed with the optical system and software
tools. The measured optical roughness was ~0.2 µm (rms), four
times the roughness obtained using the more-accurate AFM
technique. This suggests that the technique has an amplitude
threshold below which the precision is increasingly dominated
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by pixelated noise. In the second method, seven successive
images of a target were acquired. Multiple ice layers were
studied, and the difference between the average value of each
data set of seven images and the actual value is shown in
Fig. 99.30. A total of 382 data sets were analyzed and showed
a repeatability of ±0.1 to 0.2 µm for most ice layers. Targets
that vibrated significantly exhibited a greater variability in the
roughness (up to 0.7-µm difference), despite the strobing
effect of the pulsed illuminator. It is likely that different target
views were imaged because a vibrating target also rotates
slightly. These data suggest that a minimum of three and
maximum of five images of each 2-D great circle be acquired
in order to attain statistical confidence in the data.
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Figure 99.30
Histogram showing the variation of the inner ice surfaces’ rms roughness
from an average, as determined by the shadowgram analysis routine. The
average rms roughness was calculated from seven repeat images of the same
ice layer.

Ice-Layer Quality
1. Solidification Process

At the start, deuterium is a liquid with its meniscus extend-
ing 3/4 of the way up the side of the capsule. Although it cannot
be imaged, a thin, contiguous fluid layer should exist around
the entire capsule since liquid hydrogen effectively wets plas-
tics; the contact angle is zero.4 The temperature is initially
0.05 K to 0.1 K above the triple point and is lowered by 0.2 K
to begin solidification. A seed crystal appears first near the
equator and expands vertically up the sides of the capsule. This
behavior differs from that observed in targets containing fill
tubes where a seed crystal is always present at the fill tube (at
the top of the target) and the crystal grows from gas condensa-
tion.5 Throughout the process, the target is thermally loaded
by 3.16-µm radiation at a constant rate.

To fully solidify the target, the latent heat of fusion must be
removed. In an OMEGA-scale target, this amounts to a total of
~2 mJ. The solidification time depends on the temperature
difference between the target and the layering sphere and the
helium gas that may be in one of two possible pressure regimes.
Equation (1) applies to sufficiently high helium-gas pressure
(continuum or kinetic regime), where heat flow is independent
of pressure:6

Q k T T d d d di o o i= −( ) −( )2 target layering sphere , (1)

where Q is the heat flow from the target to the layering sphere,
di is the diameter of the inner sphere, do is the diameter of the
layering sphere, and k is the thermal conductivity of helium
gas. In this application, the only variable parameter in Eq. (1)
is the temperature of the layering sphere: the target will
completely freeze in <1 s for a temperature gradient of 1 K
between the target and the layering-sphere boundary. Since the
goal is to slowly freeze the target to achieve a single seed
crystal from which a single ice crystal can grow, the solidifica-
tion rate depends strongly on (1) knowing precisely the layer-
ing-sphere temperature that corresponds to the triple point in
the target and (2) maintaining the layering-sphere temperature
marginally (10 mK) below this “triple-point-equivalent” value.
Rapidly freezing the target forms a polycrystalline ice struc-
ture that makes it difficult to observe the bright band and to
achieve a smooth ice layer [Fig. 99.25(b)].

This temperature differential can be ascertained by per-
forming the inverse of freezing, i.e., melting the ice. Typical
volumetric heat loads to the target range from 8 µW to 30 µW.
(This value is determined by forming an ice layer using IR
light, isolating the IR source, raising the temperature of the
layering sphere and target to 18.72 K, and switching on the IR
heat source again. The time required for the solid to melt
provides an estimate of the heat load since the heat of fusion for
deuterium and the mass in the target are accurately known.)
These heat loads predict a steady-state temperature difference
between the target and the layering sphere of the order of
0.05 K to 0.2 K; the actual temperature difference is 0.7 K to
2 K. Such a discrepancy points toward a helium-gas pressure
in the layering sphere well below the continuum limit where
thermal conduction depends on gas pressure. This situation is
plausible since the gas path to the layering sphere is not leak-
tight (an unavoidable “real-world” consequence of the equip-
ment having to provide targets for implosion experiments, as
opposed to a single-purpose, scientific test bed).
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Equation (1) applies when the mean free path of the gas is
significantly shorter (1/100th or less) than the distance be-
tween the target and the layering sphere. When the mean free
path is of the same order, or larger, than the scale length (the
Knudsen number >1), the gas is in the transition or molecular
regime, and heat transport between the target and the layering
sphere is described as7,8

Q a R M

P T T T

o= ( ) +( ) −( )[ ]

× −( )

4 1 1γ γ π2

target layering sphere target , (2)

where R is the universal gas constant, P is the pressure, M is the
molecular weight, γ is the ratio of the specific heat capacity
at constant pressure and volume γ =( )C Cp v ,  and

a
a a
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1 2

2
2
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2 11
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where a1 (or a2) is the accommodation coefficient of helium at
a surface, A is the surface area, and 1 and 2 refer to the layering
sphere and target, respectively.

Operating the layering process at a helium pressure below
the continuum limit requires a lower temperature on the
layering sphere to freeze the deuterium. This is to compensate
for the diminished thermal transport through the gas. Fig-
ure 99.31(b) shows this effect.

A second effect of the low helium-gas pressure pertains to
the temperature gradient that it establishes around the outside
(θ,φ) of the plastic shell, which increases the temperature
gradient across the void space within the target (Fig. 99.24):
the temperature gradient increases from 0.05 K to 0.11 K, for
a heat load of 1 QDT, when the helium pressure is decreased
from the continuum to the molecular regime. This temperature
gradient is important since it affects the heat flux from the
target and the dynamics of crystal growth. Typically, the
OMEGA CTHS operates in the transitional region between the
kinetic and molecular regimes.

While the target freezes, the ice temperature remains at, or
very close to, the triple point temperature of 18.72 K. Once the
latent heat of fusion is removed, the target continues to cool

Figure 99.31
(a) The relationship between the helium-gas pressure and the temperature
difference between the target and the layering sphere is shown for three heat
loads (1, 2, and 3 QDT) (accommodation coefficient is 0.5). (b) The relation-
ship between the time required to remove the latent heat from the target and
the helium pressure and temperature gradient (between the target and the
layering sphere). The inset box in (a) shows the typical region of operation.

until it reaches a temperature where the IR heat load into the
target is balanced by the heat flow out of the target. This
temperature depends only on the temperature of the layering
sphere, the helium-gas pressure, and the heat in the target.
There are consequences for lowering this temperature in terms
of strain experienced by the ice. The farther the final target
temperature reaches below the triple point, the greater the ice
strain (ice contracts by ~0.45%/K; contraction in the plastic is
negligible over this range). The induced strain adds to any
intrinsic strain due to the crystal contorting to the confines of
the shell. Once the local strain exceeds the yield point (~0.2%
strain),9 the induced stress will cause the ice to fracture. The
radial-thermal-conduction uniformity, and hence the ice-thick-
ness uniformity, will be affected by where, and how exten-
sively, the ice fractures.
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2. Effect of the Solidification and Layering Process
on the Resulting Ice Roughness
The solidification process is inherently stochastic. It de-

pends on where a seed crystal forms, how many seeds form,
and how quickly the resulting crystals grow and then interact.
The resulting ice morphology, including facets or dislocations
in the crystal structure, may influence the thermal-conduction
path that in turn affects the final ice roughness.

To separate the effects of ice morphology and external
perturbations on the ice roughness, and to quantify the inherent
variability in the solidification process, a single target was
repeatedly layered and melted using the identical protocol and
configuration (the same IR heating power, helium-gas pres-
sure, and target position). For each repetition, the liquid-
containing target started at the same initial temperature, and
layering was initiated using the same temperature decrement.
The roughness of 11 separately formed ice layers is shown in
a polar plot in Fig. 99.32. Each layer was rotated through
360°, and a 2-D image was acquired every 15°. The rms
roughness of each great circle was plotted against the corre-
sponding rotational angle. Three trends are noticeable: (1) The

Figure 99.32
Polar plot showing the rms ice roughness of individual 2-D great circles
through the target relative to the layering sphere. The average, minimum, and
maximum roughness values of 11 different layers are shown for each 15°
rotational angle.

Figure 99.33
Polar plots showing the rms roughness of 2-D great circles relative to the
layering sphere. Three separate ice layers were averaged for each plot. Each
plot corresponds to a separate target.

roughness of each great circle for a particular rotation shows
good repeatability. The rms values are within ±1 µm of the
average. (2) There is strong correlation between the roughness
and the target’s rotational orientation (±1-µm variability), and
(3) there is significant variability in the roughness of each
layer (±2 µm). This test was repeated using two different
targets to determine if the rotational correlation was capsule
dependent. The targets were layered, melted, and relayered
three times with similar results (Fig. 99.33). Each layer’s
roughness repeated to within ±0.6 µm, and a similar azimuthal
dependency of the roughness was observed. These data sug-
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gest the following: (1) the geometry of the layering sphere, not
the plastic shell, is responsible for the azimuthal variation in
roughness; and (2) the solidification and ice-layering process
alone produced a variability of ±0.6- to 1-µm variability in the
ice roughness.

Three-dimensional images of the ice-layer thickness of
four of these layers (same target and layering conditions) are
shown in Fig. 99.34. All layers have comparable roughness.
The roughness distribution is similar: isolated regions of
thicker ice are located at each target’s equator and at varying
azimuthal angles.
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Figure 99.34
Three-dimensional plots of the ice thickness. Four separately formed ice
layers in the same target are shown.

3. Effect of External Perturbations
on the Ice-Layer Roughness
The environment surrounding the target will affect the ice-

layer quality if there is insufficient control of the heat flows
into and out of the target or if nonuniform illumination or
thermal conditions exist. The stability of the heat flow into the
target depends on the stability of the IR light source. The
stability of the heat flow out of the target depends on a con-
stant helium-gas pressure and constant temperature on the
layering sphere. Uniform illumination of the target requires the
layering sphere to perform as an integrating sphere to ensure

uniform volumetric heating (no hot spots). Also, a uniform
thermal boundary condition requires the layering sphere to be
isothermal so that the outer surface of the plastic shell is iso-
thermal when the ice is uniformly thick. The consequences of
variations in any of these parameters are addressed next.

a.  Stability of the IR source.  The IR source is a pulsed
optical parametric oscillator (OPO) supplied by Aculight, Inc.
The pulse repetition rate is 30 kHz; the wavelength is tunable
over the 2.9- to 3.3-µm range with a bandwidth of 10 nm. The
IR light transits through a 60-ft optical fiber into the layering
sphere. The layering sphere contains an indium antinomide
(InSb) detector that measures the IR intensity and provides
feedback for maintaining constant power. The maximum OPO
output power is 200 mW, which is attenuated 60% to 80% by
the fiber and coupling connectors. Of the 40 mW to 80 mW
injected into the layering/integrating sphere, a maximum of
30 µW is coupled into the target. Reasons for this low effi-
ciency are the low Q of the integrating sphere (ray tracing
suggests that a ray traverses the sphere fewer than 20 times
before exiting) and the low absorption in the 100-µm ice
layer (~4%).

The long-term stability of the OPO power is important since
the target’s temperature needs to be below, but as close as
possible to, the triple point. This limits the crystal to growing
from a single seed, slows the growth rate, and minimizes the
volume contraction that occurs when solidification is com-
pleted. Any drift in the OPO output power over the layering
period may melt the ice crystal. For example, consider a
layered target that is 0.01 K below the triple point: a +1% drift
(increase) in OPO power (corresponding to an 0.08-µW varia-
tion) equates to a 0.001-K change in the target’s temperature if
the helium pressure is in the continuum regime; however, if the
pressure is below the continuum limit, the temperature may
increase by up to 0.060 K, which would melt the ice. A negative
drift in OPO power does not lower the target’s temperature,
which is clamped at the triple point until solidification is
complete, but will cause an imbalance in the overall heat flow
and hence the solidification rate. The parametric relationship
between the change in the target’s temperature and the heat
load and helium pressure for a 1% increase in the OPO power
is shown in Fig. 99.35. As the layering-sphere temperature is
controlled to ±0.001 K, it is the stability of the OPO source that
controls the stability of the target’s temperature.

Typical data for the long-term power stability of the OPO
are shown in Fig. 99.36. The OPO drifts by ±4% over a 24-h
period. When operated under closed-loop control, the drift in
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power diminishes to less than ±1%. Short-term power fluctua-
tions involving energy change substantially less than the latent
heat of fusion may not melt or flash freeze the deuterium. They
may, however, affect the crystal formation, i.e., a 1-µW in-
crease in power (equal to 4% of 3 QDT), which places the target
temperature above the triple point, will cause the target to
slump within 10 min and to melt within a half hour.

b.  Illumination uniformity of the layering sphere.  As
described earlier, the layering sphere containing the target is
also the integrating sphere. The integrating feature is brought
about by a purposely roughened, highly reflective Lambertian
surface (gold coated) that is to provide a uniform IR intensity
throughout the sphere. There are features, however, in the layer
ing sphere that affect this illumination uniformity, including
the four sapphire windows (~6-mm diam) and an entry hole
at the base of the sphere used to insert and remove the target.
The area of the entry hole is 2% to 3% of the total area and is
the largest single feature affecting illumination uniformity.
The effect of the shadow cast by this feature on the target was
assessed by (1) tracing rays through the target to determine
spatially where the heat was deposited in the ice, and
(2) calculating how the resultant heat deposition affected the
ice-layer thickness.

The ray-tracing calculation modeled only those rays that
would originate from the “hole” region; rays originating else-
where are uniformly distributed throughout the ice. The path of
the rays through the ice was calculated from the refractive
indices of the plastic, the ice, and the internal gas void, and the
Fresnel coefficients when the angle of the ray relative to a
surface was below a threshold.10 The model was axisym-
metric, and regions of the ice were zoned according to the ray
density. Importantly, the ray density was not distributed
isotropically (see Fig. 99.37). Because of the focusing effect of
the ice, the density of rays at the target’s rear surface is
marginally greater than at the front surface. The largest varia-
tion in ray density was along a great circle perpendicular to the
incident rays, but this was over a small area.

The assumed volumetric heat load into an axisymmetric
thermal model of a cryogenic target was 8 µW (equivalent to
the tritium decay energy in a DT target). Of this value, an
average of 0.18 µW was subtracted from the target because of
the absent rays that would have otherwise originated from the
hole region. (This value is proportional to the ratio of the area
of the hole to that of the entire surface.) The exact assignment
of power into each zone was normalized to the ray density,
where regions with the highest density of rays received the
largest reduction in heat.

The resulting temperature profile on the internal ice surface
was calculated using the computational fluid dynamic code
FLUENT.11 Simulating the ice-layering process manually, the
ice-layer position was adjusted and the temperature distrib-
ution recalculated until the inner ice surface was isothermal.

Figure 99.36
Plot showing the stability of the OPO when it is operated in closed-loop
control and the magnitude of the drift when operated without feedback
control.

Figure 99.35
Graph showing the change in the target’s temperature when the OPO
power increases by 1%. The dependency of this response on different heat
loads (1, 2, and 3 QDT) and helium-gas pressures is shown. The accommoda-
tion coefficient is 0.5.
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The resulting ice-layer thickness is shown in Fig. 99.38.
Spectral analysis of this great circle yields an ice roughness of
~4-µm rms.

Experimental evidence of this possible perturbation source
is not straightforward since many competing sources can affect
the ice-layer thickness. By examining only the smoothest tar-
gets, the contribution of other sources of roughness to the ice
is reduced, which may allow the effect of the layering sphere
to be more noticeable. Figures 99.39(a)–99.39(c) show a target
with an average ice rms roughness of 1.2 µm (determined by
averaging the roughness of 24 2-D great circles around a target)
that possesses thinner ice facing the keyhole (bottom of the
target) than at the rear surface (top of the target), which are the
general locations predicted by the ray-tracing analysis. The
light region in the image [Figs. 99.39(a)–99.39(c)] indicates a
region of thicker ice and corresponds to the area where fewer

rays coincide, possibly because of the shadow cast by the hole
in the layering sphere.

The calculated ice thickness from the thermal model is
shown in Fig. 99.39(d) for a 2-D great circle oriented along the
same axis as the hole in the layering sphere. The volumetric
heat load was obtained from the ray-trace calculation. The ice
is thinnest where the target faces the hole (the darker hemi-
sphere), and thicker opposite the hole. This pattern is similar to
what is seen experimentally with the main difference being that
the thick region of ice should be cylindrically symmetrical
around the target’s equator. While this is not conclusive evi-
dence that the hole in the layering sphere is responsible for the
observed ice-thickness variation, this possibility warrants a
more-detailed study. Two limitations of the thermal model are
that (1) it is only an axisymmetric model, not a 3-D model so
that the modeled hole was circular, not of the more-complex

Figure 99.38
(a) Isotherms within an ice layer once the ice thick-
ness is adjusted to account for the lack of illumina-
tion on the target (caused by the keyhole in the
layering sphere). The associated power spectrum is
shown in (b).

Figure 99.37
Ray trace through a symmetrical target
showing where the IR energy is deposited in
the ice. The focusing effect of the ice and
internal reflection from the inner ice surface
are responsible for the behavior. Q is the
volumetric heat load.
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trapezoidal geometry of the actual hole, and (2) a constant-
temperature thermal boundary condition was imposed on the
outer surface of the target to provide sufficient grid (spatial)
resolution for the calculation. This would exaggerate the ice
thickness at the equator. The boundary condition should be on
the layering sphere wall.

Lastly, the calculated 4-µm-rms roughness is greater than
the roughness observed in any of the individual 2-D analyses
of a target: this stems from the calculated 2-D great circle going
through both the north and south poles—an orientation that
cannot be viewed by either the X or Y viewing axes. Instead,
the viewable 2-D great circles intersect only a portion of the
great circle calculated above. The orientation of the ice-
thickness distribution becomes apparent only after the 3-D
surface is generated.

c.  Stability of the target temperature and helium exchange
gas.  The temperature of the layering sphere is controlled to
±1 mK, using Cernox™ temperature sensors and heaters with
a highly damped feedback-control algorithm. Fluctuations in
target temperature are expected to be less than 1 mK, owing to
the additional buffer provided by the low thermal diffusivity
of the helium exchange gas. The effect of this temperature
instability is insignificant compared to the effect of the power
drift in the OPO, so much so that the temperature stability of the
layering sphere does not affect the layering process.

Figure 99.39
Images (a), (b), and (c) show the ice-thickness distribution in a target where the average ice rms roughness is 1.2 µm. The thickness variation along a great circle
through the keyhole line is ~8 µm peak-to-valley. The calculated thickness variation, from the ray trace and thermal model, from the bottom of the target to
the top and along the axis of the hole is shown in (d).

It is important that the helium-gas pressure be stable for the
duration of the layering. A variable heat flux would risk rapid
freezing, the formation of multiple crystal growth sites, and the
subsequent propagation of multiple crystals and facets. There
is no experimental evidence that the gas pressure may vary.

An issue larger than the pressure stability is the lack of
knowledge of the absolute pressure. This complicates, but does
not compromise, the process by prolonging the time it takes to
determine an optimal temperature setting on the layering
sphere to commence layering. It may also be beneficial to be
able to adjust the pressure in controlling temperature gradients
around the target.

Furthermore, the accuracy of the target-temperature mea-
surement depends also on the time available to make that
determination. Experiments that freeze and melt the target at
very slow rates (5 mK per two hours) ensure complete equili-
bration between the target’s temperature and the temperature
of the layering sphere, which compensates for the small heat-
flow changes that occur relative to the latent heat of fusion.
Under these conditions, it is possible to determine the target
temperature to within 5 mK of its absolute value. Under such
tight control, a geometrical effect comes into play: the liquid
freezes at a slightly different temperature than the one at which
the ice melts (because the slumped liquid layer covers only a
portion of the plastic shell through which heat is removed).

T1943

Keyhole center line

+yΩ

Top view

Keyhole center line

–5.0–2.502.55.0

115

110

105

100

95

90
0.0 0.5 1.0 1.5 2.0 2.5 3.0

Ic
e 

th
ic

kn
es

s 
(m

m
)

Angle (rad)

(a) (c) (d)

Keyhole center line

(b)

mm



FORMATION OF DEUTERIUM-ICE LAYERS IN OMEGA TARGETS

LLE Review, Volume 99 173

Thermal Analysis
The thermal environment within and around the target was

modeled to quantify the thermal gradients that exist during the
layering process. The results offered a better understanding of
the layering process’s sensitivity to extrinsically controllable
and coupled parameters: IR power, gas pressure, and the tem-
perature on the layering sphere. The primary motivation for
this model was derived from an uncertainty about how accu-
rately the solidification process can be controlled and what
level of control was required for the desired ice-layer quality.
Looking forward, such an analysis also helps to better deter-
mine the thermal requirements to refine cryogenic equipment.

4. Initial Phase of Forming the Ice Layer
The modeling results of the thermal environment at the

initial stage of forming a layer are shown in Fig. 99.24: A
melted target is centered in the layering sphere at a temperature
slightly above the triple point. The temperature along the inner
liquid surface varies between 0.05 K and 0.1 K, depending on
the helium pressure. Based on actual experimental values, the
model uses the following input parameters: The temperature
on the layering sphere is 18.52 K, in accordance with the
diminished helium-gas conductivity (0.006 W/m-K) due to
the gas pressure being below the continuum limit. The heat
load into the liquid and plastic is 1 QDT (the amount of heat
from an equimolar DT solution). Raising the heat coupled into
the target to 3 QDT raises the temperature gradient to 0.25 K.

With a 0.1-K temperature gradient around the target’s
external wall, and the average temperature of the target being
within 0.005 K of the triple point, the liquid at the top of the
target should form a crystal. If it does, the crystal should grow
from this position. In practice, such a crystal growing from the
top and propagating downward is not observed. Rather, the
liquid around the equator of the target freezes first and a crystal
grows upward (and in thickness) by vapor condensing on the
crystal. Simultaneously, the crystal grows downward into the
liquid melt, following classical solidification processes.

Multiple seed crystals form when the temperature decre-
ment used to initiate freezing is large, and a low-quality,
multifaceted, polycrystalline layer results. The parametric
correlation between temperature difference, pressure, and heat
flow from the target is shown in Fig. 99.31. The desirable
operating pressure regime is in the flat portion of the curve,
from 0.02 to 0.05 Torr, where the temperature gradient be-
tween the target and the wall of the layering sphere changes
very little with temperature.

Even if slow solidification parameters, which favor single-
crystal nucleation, and slow propagation are used, a layer will
form within 1 h (Fig. 99.40). The rms roughness after that time
is better than 10 µm.
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Figure 99.40
The time dependency of the ice-layer formation process indicates that an
acceptably smooth ice layer can be achieved in under 3 h.

5. Final Phase of Forming the Ice Layer
Once the ice is mostly symmetrically distributed around the

shell, only a small mass needs to be redistributed to create a
uniform thickness. The time for this process depends on the
sublimation rate, the temperature gradient along the ice/gas
interface, and the diffusivity of the deuterium gas.

The sublimation rate depends on the difference between the
gas pressure over the solid and the saturated vapor pressure.
The pressure/temperature relationship for normal deuterium
(near the triple point) is given by the equation12

P

T T

vapor

K= − + −( )[ ]exp . . . . ,19 192 177 48 0 00663 16 5 2 (4)

where T is the temperature and the rate of sublimation is13

dm dt P P S MRT= −( )vapor saturated 2π , (5)

where m is mass, P is the pressure, M is the molecular mass,
R is the universal gas constant, T is the temperature, and S is
the sticking coefficient, which is ~1 for vapor in equilibrium
with its solid.
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As the ice layer converges to a constant thickness, the tem-
perature gradient along its internal surface decreases. This
decreases the vapor pressure and density gradients across the
gas void, slowing the layering process. For an ice layer with a
peak-to-valley thickness variation of less than 5 µm, the
temperature variation along the inner ice surface is less than
0.001 K. This corresponds to a gas-density variation of less
than 0.001%. The density/temperature relationship is shown
in Fig. 99.41.

Figure 99.40 shows the measured change in the layer
roughness of one shell as it converges over time to a 1.8-µm
final roughness. The heat load into this target was ~2 QDT. The
process took <3 h; during the last ~100 min, the layer smoothed
from 5 µm to 2 µm, corresponding to ~10–6 of the total mass
being redistributed. The associated temperature variation around
the inner surface of the ice decreased from 1.4 mK to 0.15 mK
(see Fig. 99.42; the range accounts for the uncertain helium-
gas pressure, the converging thickness, and how well centered

Figure 99.41
The relationship between the gas density and the temperature of the deuterium vapor.

Figure 99.42
The temperature gradient on the inner ice surface is shown for varying conditions: (a) The ice layer has a 2-µm peak-to-valley (p–v) thickness variation, 1-QDT

volumetric heat load, and sufficient helium exchange gas for the system to be in the kinetic gas region. The effect of decentering the target by 1 mm in the layering
sphere on the temperature gradient is negligible. (b) This shows the effect of higher roughness, higher heat loads (2 QDT), and lower gas pressures (thermal
conductivity is 1/5 the continuum regime value) on the temperature gradient on the inner ice surface.
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the target was in the layering sphere), and the gas density
gradient decreased from 0.09% to 0.003%. This density gradi-
ent should produce a substantially faster layering time than is
observed if gas phase diffusion was the rate-limiting step (the
diffusion coefficient is 1.4 × 10–6 m2/s). Similarly, the D2
pressure gradients should produce a faster layering rate than
observed if the sublimation rate was the rate-limiting step. This
infers that the density/pressure gradient is much lower than
predicted for the measured ice thickness because the target is
closer to an isothermal inner surface than the model predicts.
This is achievable only if there is a variable thermal resistance
around the target.

Historically, there has been an implicit assumption that the
radial thermal resistance of the target is uniform for all (θ, φ)
polar angles, and if it was nonuniform, the scale length would
be sufficiently small for the consequences to be negligible.
However, since the ice smoothness infrequently achieves the
goal of 1-µm rms but more often is 2 to 3 µm, the validity of
that assumption needs to be questioned. There are two parts to
this evaluation: (1) the radial thermal resistance of the ice
itself, and (2) the thermal resistance across the ice/plastic
interface, which is not necessarily equal for all angles θ  and φ.
Two other possibilities are addressed later: (a) the plastic-wall
thickness may not be constant and hence contribute a variable-
distance thermal path, and (b) the outer plastic surface may not
be isothermal.

Given the geometry and size of the target, it is not possible
to measure the thermal-resistance uniformity between the ice
and the plastic, or within the ice itself. Its presence can only be
inferred by eliminating other perturbations to the ice. Thermal
conduction (k) is proportional to

k C Us s~ ,ρ λ (6)

where Cs is the crystal-lattice heat capacity, ρs is the density, U
is the speed of sound, and λ is the phonon mean-free path. Of
these, the phonon mean-free path is the most likely to vary and
is affected by (a) the temperature, which influences the phonon
density and causes phonon–phonon scattering, (b) the crystal
size since grain boundaries scatter phonons, and (c) the local
density of deuterium in the molecular J = 1 rotational state
(J is the spin quantum number). At constant temperature, any
variability would be caused by a disproportional distribution of
either crystallite sizes or deuterium in the J = 1 rotational state
(one-third of deuterium is in the J = 1 rotational state; the
remainder is in the J = 0 state), which may occur if deuterium
fractionates during the layering process (deuterium’s triple

point is 0.4 K lower if all the molecules are in the J = 0 state).
While these are theoretically possible, they seem unlikely.

A second possibility for, and more likely the cause of, a
variable thermal resistance is derived from the ice being par-
tially detached from the plastic. If this occurred over a suffi-
ciently wide cord length (of 100 µm or more), the thermal
resistance between the inner ice surface and the plastic wall
would rise appreciably, even if the gap thickness was very
small (thermal conductivity of the gas is 2% that of the ice).
The resulting higher ice temperature would cause the ice layer
to thin in order to preserve an isothermal inner surface.

Figure 99.43 shows a cryogenic target with a pronounced
gap between the ice and the plastic shell. This layer (~20-µm
rms roughness) was obtained at a low heat load of ~0.2 QDT.
Raising the heat load to 1 QDT eliminated the gap, due to the
intrinsic layering process, and improved the roughness to 6  to
8 µm. While similar voids were not visible at more-typical
1- to 3-QDT heat loads, this is not proof that a thin delami-
nation does not exist nor that any thermal resistance at the
interface vanishes. It is possible that rapidly freezing a target
causes precisely these delaminations, which makes it impos-
sible to form high-quality layers. Figure 99.44 shows a thermal
model and resulting ice-roughness power spectrum if a 1-µm-
thick void with a length of 200 µm existed at the ice/plastic
interface. The resulting rms roughness is 4 µm.

Figure 99.43
Image of a cryogenic target showing a gap between the plastic and the ice
layer.
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Table 99.I: The temperature gradient along the inner ice surface is calculated for
different helium-gas thermal conductivities (due to low gas pressure),
positional alignment in the layering sphere, and the effect of a nonconcentric
plastic-shell wall.

Position of the target in the
layering sphere

Peak-to-valley
nonconcentricity
(l = 1 roughness)

in the ice layer

Thermal conductivity of
the helium exchange

gas (W/m-K) Centered
Displaced 1 mm
from the center(a)

0.115 mK
0.025

0.190 mK(b)
0.10 to 0.13 mK

2 µm

0.006 0.285 mK 0.27 to 0.30 mK

0.025 0.55 to 0.60 mK
10 µm

0.006 1.42 to 1.44 mK
(a)These values cover the maximum/minimum range that depends on how the ice thickness

variation is oriented relative to the target position in the layering sphere.
(b)The plastic-shell wall possessed a 0.75-µm nonconcentricity.

Another method of affecting the inner ice temperature
without changing the ice thickness is for the plastic wall to
have variable thickness: if it is thicker on one side of the shell,
it will provide a larger local thermal resistance that will make
the inner ice surface warmer and will cause the ice layer to
thin, relative to the opposing side, to maintain the isothermal
property. For example, the thermal conductivity of plastic is
one-tenth that of ice, so a 0.1-µm peak-to-valley noncon-
centricity in the shell wall (the maximum allowable) would
produce an ~1-µm peak-to-valley nonconcentricity in the ice
wall. Table 99.I shows the effect of an extreme (0.75-µm)
nonconcentricity in the wall of the plastic shell.

Lastly, the position of the target in the layering sphere
during the solidification process may affect the eventual uni-
formity of the ice-layer thickness. It is possible that not
centering a target in the layering sphere may result in the inner
ice surface becoming isothermal before the ice is uniformly
thick. This would occur if the side of the target with thicker ice
was closer to the layering sphere. The following calculations
investigate the sensitivity of the temperature gradient on the
inner ice surface to the target’s position in the layering sphere.
A target with a 1-µm rough ice layer centered in the layering
sphere will possess a temperature variation of 115 µK along
the inner ice surface. Displacing the target by 1 mm within the
layering sphere changes this variation by a maximum of 15 µK,
depending on the alignment of the target’s misplacement and
ice-thickness variation. If the ice layer was perfectly smooth,

Figure 99.44
Thermal model showing the effect of a 1-µm-thick, 200-µm-diam gap
between the ice and plastic on the uniformity of the ice layer.
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the induced temperature gradient would be only 5 µK for a
target displacement of 1 mm. At lower helium pressures (where
we currently operate), the temperature gradient around the
inner ice surface would be greater (285 µK), but the sensitivity
to target position would be the same. Repeating the same
calculation for a 10-µm peak-to-valley ice-thickness variation
yields a similar proportional trend (see Table 99.I). It is
desirable for the temperature variation on the inner ice surface
for any ice-thickness variation to be as large as possible to
maximize the layering driving force, and for the inner ice
surface to be isothermal where the ice is uniformly thick. This
will decrease the time it takes for the ice surface to become
isothermal. In summary, these data suggest that misplacing the
target by 1 mm from the center of the layering sphere will not
affect the ability to form an ice layer with 1-µm-rms roughness.

The smoothest target obtained possessed an average ice
roughness of 1.2-µm rms; it took 3 h for the liquid to form an
ice layer with 1.5-µm-rms average roughness and an addi-
tional two days for it to decrease to 1.2 µm. This added time
may reflect the gradual mass redistribution that accompanies a
very small temperature gradient on the inner ice surface.

Cooling Targets Below the Triple Point
The internal gas density of a cryogenic target is required to

be ~0.2 × 10–3 g/cm3, corresponding to a temperature that is
~1.5 K below the triple point (Fig. 99.41). Cooling the target
by this much densifies the ice but has no effect on the plastic.
Because the ice is attached to the plastic, a strain of ~1% is
induced either in the ice or at the interface between the ice and
the plastic. This strain is in addition to existing strains that may
have developed during solidification. The resulting stress may
cause the ice to delaminate from the plastic, or if the adhesion
is sufficiently great, the ice may rupture along existing crystal-
lographic planes or defects. Both of these events can affect the
ice roughness.

It has been conclusively determined from numerous experi-
ments that the only possible method for meeting both the ice-
quality and the sub-triple-point-temperature specification is to
form an initial high-quality ice layer and then cool it. For a
sufficiently slowly cooled target, the ice quality can be pre-
served. Figure 99.45(a) shows the results for two different but
comparably smooth targets that were cooled at slow rates:
0.02 K and 0.03 K every 20 and 60 min, respectively. The slow
rate allowed the strain that was induced during cooling to be
relieved before further strain was incurred upon additional
cooling. The target that was cooled at the faster rate experi-
enced a marginal increase in roughness [Fig. 99.45(b)], while

the second target was unaffected. It is premature to attribute the
difference in behavior to the cooling ramps; this is the subject
of further experiments. In a separate experiment a target that
had roughened during cooling recovered its original smooth-
ness when it was annealed for 18 h [Fig. 99.45(c)]. This
behavior, however, does not always occur: the ice shows the
same variable behavior that is seen when targets are repeatedly
frozen, melted, and refrozen using identical conditions, a
behavior that depends on the specifics of the ice crystal.

One expected consequence of decreasing the ice tempera-
ture is an increased likelihood for the ice surface to form facets
that would generate a sawtooth-like texture and increase the
high-frequency roughness. Experimentally, when increased
roughness was measured, that roughness was primarily in the
lower spectral modes, although the roughness also increased in
modes up to 100 (Fig. 99.46). This outcome may be explained
by structural changes occurring in the ice as it cools, changes
that affect the radial thermal resistance of the ice around the
target, which perturbs the isothermal condition on the inner ice
surface that causes the ice to relayer. The subsequent ability of
the ice to, in some instances, “anneal” these defects and to
recover its original smoothness may depend on the type of
defect that caused the initial perturbation to the ice.

Effect of Ambient Radiation on the Cryogenic Target
Removing the thermal shrouds exposes the cryogenic target

to blackbody radiation from the target chamber, which is
calculated from Plank’s radiation law to be 0.0047 W. The
effect of this heat load on the smoothness of the ice surface and
the internal gas density determines the maximum time the
target can be exposed before it has to be imploded.

The linear motor used to retract the thermal shrouds can
achieve a velocity of 5 ms–1 using a constant acceleration of
25 ms–2. This corresponds to the target being exposed to
ambient radiation for 0.05 s. The quality of the ice layer
moments before implosion is determined using a high-resolu-
tion camera inside the target chamber to capture an image of
the cryogenic target. The ice layer’s smoothness does not
appear to be degraded by this exposure time, which is encour-
aging; however, there is no way to measure the density (or tem-
perature) of the gas in the center of the target. This information
can be determined only by calculation. Should calculations
also show that the rise in the density of the gas is sufficiently
slow, it would be possible to slow the shroud’s retraction. The
extra time would allow any vibration in the target to be
attenuated for longer, thereby allowing the target to be better
centered in the target chamber.
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Figure 99.45
The effect of different cooling rates on the ice layer quality depended
on the cooling rate and the initial ice quality. (a) The slower cooling
rate (30 mK/60 min) did not affect the ice layer quality. (b) The fast
cooling rate (20 mK/20 min) caused the ice to facet and resulted in
increased low mode roughness at the lower temperature. (c) The ice
layer can recover some of its initial smoothness if it is allowed time
to anneal after the temperature is decreased.

Data from the camera inside the target chamber provided
time-lapse images [Fig. 99.47(a)] that show how the cryogenic
target behaves when the thermal shrouds are removed and the
target is not imploded: first, the ice was observed to rotate
inside the plastic shell (this occurred during the initial 2 s);
then, as the liquid fraction increased, the ice/liquid slurry
slumped (within 5 s) and melted after 10 s. The liquid contin-
ued to vaporize and the target exploded after 78 s. Immediately
before the target exploded, it became transparent, indicating
that the temperature had surpassed the critical point, which is
the highest temperature where vapor and liquid coexist. Sepa-
rate experiments determined that the temperature at which an
OMEGA cryogenic target explodes is 43±1 K.
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Figure 99.46
The change in the ice power spectrum is shown for a target that roughened
when it was cooled.

The target contained 36 × 10–6 g of deuterium, and the
combined specific heat of the solid, liquid, and gas required to
raise the temperature from 17 K to 43 K was 290 J/g (Ref. 14).
Combining this value with the latent heats of fusion and

vaporization yielded the total energy required to explode the
target, ~0.014 J. These values suggest that the power coupled
into the target was 1.7 × 10–4 W, which was ~4% of the
estimated 0.0047-W heat flux striking the target. Considering
only the time required to melt the ice (10 s), and combining this
with the latent heat of fusion for deuterium [50 J/g (Ref. 14)],
the calculated heat deposited in the target was approximately
1.8 × 10–4 W.

A detailed thermal model of heat flow through the ice was
used to determine how rapidly the temperature of the inner ice
surface increased when the target was exposed to ambient
radiation. This was done using the computational code
FLUENT. For this model, the radiation heat load was coupled
into the plastic shell wall alone, as deuterium ice and liquid
absorb radiation over such a very limited spectral range (3.1±
0.3 µm) that the power coupled directly into the ice is negli-
gible. The model included the temperature-dependent heat
capacity of the solid and the latent heat of fusion for deuterium.
The results reported are the time-dependent melt fraction of the
ice, the temperature of the inner ice surface, and the heat flux
to the inner ice surface. The time-dependent behavior of the ice
layer is presented in Fig. 99.47(b) for comparison with the
experimental data. In the simulation the ice layer was seen to
melt closest to the plastic layer [Fig. 99.48(a)] and then slump
on a time scale that was similar to that observed experimen-
tally. This behavior gives confidence that the temperature
calculations in the model are relevant.

The sequence of events that occurs once the target is
exposed to ambient radiation can be described in more detail
using the thermal model as a guide. Initially the ice is at 17 K
with a very small radial temperature gradient (<0.1 K). When
the shrouds are removed, the plastic absorbs radiation and
heats rapidly since the heat capacity of the plastic at this
temperature is extremely low (87 J/kg-K). The heat flux from
the target to the surroundings is negligible since the target is in
vacuum, so all of the heat conducts inward into the ice. The heat
flux at the inner ice surface [Fig. 99.48(b)] reaches a peak at
~60 µW after 0.006 s and then decreases to <1 µW within
0.07 s. The behavior follows the radial temperature gradient:
after 0.006 s has lapsed, the outer ice surface has reached the
triple point (18.72 K) and cannot rise further until the ice is
melted; meanwhile, the inner ice surface remained at 17 K. The
delay time is due to the thermal diffusivity. Over the next
0.07 s, the outer ice surface remains at the triple point and the
inner ice surface approaches the triple-point temperature.
Once the inner surface is also at the triple-point temperature,
the temperature gradient across the ice layer is negligible and
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the heat flux is commensurately low. The time-dependent
temperature profile of the inner ice surface is shown in
Fig. 99.48(c). As the temperature of the inner ice surface
increases, so does the saturated vapor pressure, and the heat
flux determines how rapidly ice sublimes to maintain the
equilibrium gas pressure. Fortunately, the low heat flux and
sizeable latent heat of sublimation [367000 J/kg (Ref. 14)]
limits how rapidly the gas density increases in the center of the
target [Fig. 99.48(d)]. These data suggest that the gas density
will not increase significantly over the sub-0.5 s exposure
times when a target at a sub-triple-point temperature is exposed
to 300-K radiation.

When a target 1.7 K below the triple point is heated back to
the triple-point temperature, the deuterium ice experiences
an ~1% volumetric expansion. Should this cause the ice to
buckle instead of swelling uniformly, added roughness would
be induced on the inner ice surface. Such roughness has not
been observed in targets that were imaged in the target cham-
ber, but that may only be because the spatial wavelength and
amplitude of the roughness were beyond the resolution of the
diagnostic. Ultimately, this effect may determine the allowable
target exposure.

Figure 99.47
(a) Sequence of images showing the ice layer melt-
ing and slumping when the thermal shrouds were
retracted; (b) calculated response of the ice when the
shrouds are removed. The heat absorbed in the plas-
tic caused the target to melt and slump in the same
time period that was observed experimentally.
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Figure 99.48
Calculated behavior of a cryogenic target when the thermal shroud is removed. (a) Liquid fraction of the outer region of a cryogenic target 0.1 s after being
exposed to ambient radiation; (b) calculated heat flux to the inner ice surface; (c) rate of temperature increase of the inner ice surface; (d) density change of the
gas in the center of the target.

Summary and Conclusion
High-quality cryogenic targets possessing an ice roughness

averaging 1.2 µm for all modes, and for the entire surface, have
been demonstrated. These values were achieved by controlling
the thermal environment sufficiently to achieve a single initial
ice crystal that subsequently grew slowly. A portion of this
roughness may be attributable to the nonuniform irradiation of
the target caused by the presence of the target-entry hole in the
layering sphere. The correlation between this crystal growth
phase and the extrinsically controllable parameters (heat flow
into and out of the target) has been discussed in terms of the
temperature environment within the target. These parameters
provide guidelines for a more-complex protocol for control-
ling the solidification process.

The ice-layering process is controllable: the variability in
ice roughness, when the same target is repeatedly layered
and melted, is ±0.6 µm. The variability is attributed to intrin-
sic morphological features within the ice and at the ice/
plastic-shell interface, which affects the uniformity of the
thermal resistance. The layering process is shown to form a
uniformly thick ice layer as evidenced by the ability to form
very smooth ice (0.7- to 0.9-µm-rms roughness), albeit over a
small cluster set of the 2-D great circles used to completely
characterize a target.

It is possible to cool the target to 2 K below the triple point
without changing the target’s roughness; however, doing so
requires a very slow cooling rate. The target’s roughness is not
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always unaffected even when using the slow cooling rate.
When the roughness does change, it is primarily in the lower-
order modes. Allowing the target to anneal for an extended
period can reverse the roughening, but this does not guarantee
that the smoothness will always recover. The variable behavior
is attributed to structural changes that the ice undergoes during
cooling and densification—changes that affect the radial ther-
mal conductance sufficiently to influence the final ice thick-
ness for which the inner ice surface must be isothermal.
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Introduction
Experiments carried out on the OMEGA1 laser place very
stringent requirements on target-chamber diagnostics. For
example, the development of early-time hydrodynamic insta-
bility measurements in inertial confinement fusion (ICF) tar-
gets involves x-ray radiographic techniques that require a
diagnostic capable of detecting small perturbation amplitudes
and high spatial frequencies. These are observed as variations
in the areal density ρR:

ρ ρR x y t x y R t dR
d x y t

, ; , , ; ,
, ;

( ) = ( )
( )
∫
0

(1)

where, in the simple case of planar geometry, d(x,y;t) is the
target thickness (changing with time due to compression and
ablation), x and y are the lateral coordinates, R is the coordinate
along the diagnostic line of sight, and ρ is the evolving target
density. A new x-ray diagnostic system (KB-PJX) has been
developed, characterized, and fielded to measure small, high-
spatial-frequency perturbations. It is re-entrant and can be
mounted in any of the six OMEGA ten-inch manipulators
(TIM’s) arrayed around the target chamber, greatly increasing
the available experimental configurations and reducing the
time required for system adjustments.

The KB-PJX is a streaked imager based on the advanced
PJX streak tube and a modular optical front end built around
a relatively simple Kirkpatrick–Baez2 (KB) microscope de-
sign. It consists of two mechanically distinct modules
(Fig. 99.49): the PJX air bubble that houses the streak tube, the
CCD and the PJX electronics, and a retractor housing the
optical front end. The retractor (Fig. 99.50) makes it easy to
service the optics while mounted in a TIM (operations such as
replacement of the blast shield protecting the mirrors are
common). It also provides a reference base that allows for
precise optical coupling of the front end to the PJX. A kine-
matic mount engages when the retractor is fully extended and
provides repeatability in the optical alignment with a precision
better than 25 µm. Another advantage of a retractor module

KB-PJX: A TIM-Mountable Streaked Imager Based on a Versatile
X-Ray Microscope Coupled to a High-Current Streak Tube

versus a more-permanent fixture is the possibility of replacing
the default optical front end with another x-ray optic for some
experiments. This design also provides a choice between
single and multiple image modes, with the ability to dynami-

Figure 99.49
The KB-PJX diagnostic: the retractor in extended position and the PJX air
bubble with the lid open.

Figure 99.50
Front-end retractor housing the KB microscope. The side cover is removed
to expose the microscope cone.
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cally reconfigure for either option with minimal effort. This
extends the utility of the streak camera, making its speed,
resolution, and collection efficiency available for a broad
range of experiments.

The following sections describe/discuss (1) the optical front
end and its basic features, design advantages, and expandability;
(2) the optical characterization of the microscope in its default
configuration; (3) the PJX detector; (4) the resolving capabili-
ties (both spatial and temporal) of the full system; and (5) the
performance of the imager in OMEGA hydrodynamic-stabil-
ity experiments that required high-throughput, high-resolution
x-ray diagnostic. Finally, a new technique for measuring the
mass ablation rate, a key parameter of the dynamics of ICF
implosions, is presented. This method takes advantage of the
KB-PJX’s ability to provide a continuous high-resolution
record of the evolving target areal density.

Kirkpatrick–Baez (KB) Microscope
The relative simplicity and optical characteristics2,3 of a

metal-coated KB x-ray microscope make it attractive for
imaging high-temperature, laser-generated plasmas. Three
implementations3 of x-ray KB microscopes mounted in the
target chamber of the OMEGA laser facility1 were available
prior to this work. All of them were fixed at their respective
locations. The instrument described in this article is designed
for deployment in an OMEGA TIM—an air-lock device, used
to insert diagnostics into the vacuum chamber. Six nearly
orthogonal TIM’s are available on OMEGA, providing posi-
tioning flexibility and rapid reconfiguration of instrumenta-
tion for experiments. The microscope serving as the front end
of the KB-PJX is a large-grazing-angle (θi = 2.1°), four-mirror
design (Fig. 99.51) that provides high throughput with a
spatial resolution of less than 3 µm on axis.4 The relatively
large angle of incidence increases the optic’s solid angle (~3 ×
10–6 sr) and improves its resolution. The optimal resolution5 of
a single mirror in the assembly scales as

d
p

i
opt ~ ,

λ
θ

2 1 3⎛

⎝⎜
⎞

⎠⎟
(2)

where p is the object–mirror distance, λ is the x-ray wave-
length, and θi is the grazing angle. Details of the optical design,
choice of coating process, angle of incidence, and mirror
characterization are given in Ref. 4. The mirrors have spherical
concave surfaces with radii of curvature R = 4250 mm. The
surface roughness and the optical figure have been measured

in Ref. 4 to be within the specified ranges. The surface
roughness after coating was ~4.4-Å rms, and the surface figure
(deviation from the best-fit sphere) was measured through
interferometry to be <λ/40 (λ = 532 nm). The radius of
curvature is sufficiently large (compared to mirror thickness
along the optical axis) that each mirror obeys the thin-lens
equation

1 1 1 2

f p q R i
= + = ( )sin

,
θ

(3)

where f is the focal distance and p and q are the object and
image distances. For the KB-PJX geometry, p = 90 mm, q =
560 mm (magnification of about 6), and f = 77.5 mm. These
distances are measured from the center of assembly (the
contact plane of the perpendicular mirrors), making f an
average value. The slight difference in focal distance for the
front and back mirrors in a pair (which have different p’s and
q’s) is compensated by a slight change in the incidence angle
[see Eq. (3)].

The traditional method of assembling fixed KB x-ray mir-
rors is optical contacting, a technique yielding strength and
longevity. This technique is not amenable to adjustment. An-
other option for mirror assembly is using special epoxy mix-
tures to glue the elements together, but any errors can be
expensive to fix, especially when dealing with high-cost

Figure 99.51
Assembled view of the microscope in the mounting mechanism. The mirrors
are aligned against the reference core.
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superpolished mirror elements. These methods provide robust
assembly but limit the flexibility of the resulting optical
systems, and fine-tuning their performance after assembly is
difficult. The mechanical mirror mount used here allows for
easy replacement or repositioning of the individual mirrors.
Optimal mirror alignment is achieved by using a central
reference core (the 10-mm-long, parylene-coated glass piece
shown in Fig. 99.51) with the four Zerodur mirror elements
pressed against it with ball plungers. The reference core is the
most-unique feature of the optic’s mechanical design. Its sides
provide reference surfaces for the concave mirror faces, miti-
gating inaccuracies in the mirror element shape. The core was
precisely machined to the specifications validated with nu-
merical ray tracing. The assembly is built around a hollow
Zerodur base. The front surface determines a reference plane
along the optical axis and establishes the proper object distance
for the microscope. An aluminum mirror fixture, mounted on
this base as shown in Fig. 99.51, houses the mirror-core
assembly and has screw holes for the ball plungers that provide
fine mirror positioning and alignment by pressing each mirror
against the reference core. Since Zerodur has one of the high-
est values for the Young’s modulus (E = 91 GPa), available in
a mirror material, the change of optical surface figure due to
pressing stresses is not an issue. The estimated change in the
surface figure, given the mirror element geometry and a max-
imum mounting force of 2.5 N is 0.7 nm, or about 20 times
smaller than the acceptable surface figure. This assembly is
resistant to vibrations and mechanical shocks associated with
the operation of the TIM’s. The rectangular profile of the
central core provides for co-focusing of the mirrors in each
imaging pair by introducing a small difference in the incidence
angle (distance to optical axis) that compensates the difference
in their position with respect to the object plane.3 The glass
core baffles the direct x rays not participating in image forma-
tion and is coated with parylene to reduce x-ray scattering.
Both 1-D (reflections from a single mirror) and 2-D (two-
mirror reflection) imaging modes are available from apertures
in the mounting core. This is accomplished with the rectangu-
lar side grooves that define an aperture for single-reflection
x rays and corner cutouts, defining apertures for double reflec-
tion (Fig. 99.51). For experiments where the photon signal
levels are low, the microscope can be configured for use in the
1-D imaging mode with a streak camera as a detector and
benefit from the 1/R (R being the Ir coating reflectivity)
increase in photon flux. Due to its relatively large solid angle,4

the optic can be used with streak cameras even in the 2-D mode,
with the added benefit of precise spatial alignment in the target
field of view. A special film pack that mounts to the back of the
retractor mechanism and sits at the image plane (i.e., the PJX

photocathode location) is available to optimize the fine align-
ment in 2-D object space. A thin (200-µm) Ta aperture plate at
the back of the optic provides further baffling. The size and
position of the apertures on the plate are determined by the
mode of operation (1-D, 2-D, single or multiple images). By
choosing the appropriate plate, one limits the x rays to those
forming the desired image(s). The apertures are large enough
not to act as pinholes (~0.5 mm on average) and are equivalent
to field stops. This system of easily replaceable aperture plates
and thick glass core, when combined with the mirror reflectivity
cutoff, acts as an efficient filter for scattered, high-energy
x rays that can lower image contrast. The mirror reflectivity is
maximized by using superpolished mirror substrates, manu-
factured by Research Electro-Optics6 and iridium-coated at
LLE. The quality of the deposited Ir film was verified by
measuring the mirror’s x-ray reflectivity at grazing incidence.
By matching the measured reflectivity curve with that pre-
dicted by a numerical model,7 the film density was estimated
to be about 98% of the bulk material density. Near-bulk
(22.42-g/cm3) density of the iridium film is needed to achieve
the optimal reflectivity that strongly depends on the electron
number density. The film surface finish was characterized with
an atomic force microscope (AFM). The measured surface
roughness was used in the numerical fit to the reflectivity curve
to determine the film density. With the Ir-coated mirrors in its
current configuration, the microscope has a spectral window
centered at about 1.5 keV with 0.4-keV FWHM. The finite
width of the working energy band is provided by a Be blast
shield, acting as a high-pass filter in combination with the
cutoff in mirror reflectivity at the high-energy end. This cutoff
can be estimated from the classical dispersion theory

E
he n

mc
i

e

e
~ ,

θ π
(4)

where ne is the electron density in the coating, me is the elec-
tron mass, h is Plank’s constant, e is the electron charge (all
units in cgs), and θi is the grazing angle in radians. For iridium,
the total-reflection cutoff is Ec ~ 2.36 keV.

Replacing some or all of the mirror elements can extend or
change the working energy band. To address different experi-
mental requirements (an example is given later), the versatility
of the KB-PJX will be extended by converting it into a high-
photon-energy diagnostic with the addition of two new multi-
layer designs. These mirrors are designed to be drop-in
replacements of the current metal-coated elements. The sub-
strates are made with the same surface roughness and optical
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figure as their soft-x-ray counterparts. They have the same
geometric shape and work at the same angle of incidence. This
simplifies the replacement of elements (or the whole assem-
bly) and allows for dual band imaging, when multilayer and
iridium-coated elements are mixed in the same assembly.
Obtaining two simultaneous images from x rays in distinct
energy bands can be very valuable in situations where large
changes in the attenuation length occur within the field of view.
The specifications of the new multilayer mirror elements are
listed in Table 99.II, and their spectral response is compared to
that of the soft-x-ray design in Fig. 99.52. The response is the
product of the squared mirror reflectivity R2 and the transmis-
sion through a standard 25-µm Be blast shield. The reflectivity
cutoff Ec discussed above, along with the absorption edge at
1.56 keV of the Al debris filter, determines the narrow spectral
window of the Ir-coated mirror assembly. The reflectivity is
calculated with a numerical algorithm7 that uses the Fresnel
equations and an analytic formula given by V. G. Kohn.8 In

Table 99.II: Characteristics of the new, multiplayer, high-energy
KB-PJX mirrors.

Type Layer D
(nm)

Thickness Ratio
d1/d

X-Ray Energy
(keV)

Ni/BN 60 3.5 0.4 4.95

Pt/C 100 2.13 0.37 8.05

Table 99.II, d is the period (layer thickness) and d1/d is the
thickness ratio of the metal layer to the period. The last column
lists the x-ray energies for which these mirrors are tuned. As
with previous designs,9,10 the spectral windows of the multi-
layer elements are very narrow (<200-eV FWHM) since the
Bragg condition nλ = 2d sin (θi), determining the high reflec-
tivity, is satisfied for a narrow band of wavelengths. This
makes them good monochromators but limits the effective
field of view of the optic by determining a preferential angle of
incidence θi. A solution to this limitation is to use graded layer
thickness across the mirror surface. Despite its complexity and
higher cost, this method is now used routinely with good
results.11 This challenge can also be solved by using a suffi-
ciently broadband backlighter and using the dispersive proper-
ties of the mirrors (a range of λ,θi pairs that satisfy the Bragg
condition will exist). The field of view will then be expanded
by angularly dispersing the signal in spatial direction. Since
the efficiency of high-energy, broadband backlighters is low,
a compound backlighter that emits in several spectral lines
must be used. This results in discrete, spatially dispersed signal
regions within the expanded field of view. For example, a
brass backlighter [75% Cu (Ka = 8048 eV) and 25% Zn (Ka =
8639 eV)] is a good candidate for the 8-keV region. To register
comparable intensity levels in the two spatial regions (which
will map into the central 400 µm of the field of view), a two-
strip Zn-Cu backlighter can also be used (Fig. 99.53).

Optic Characterization
After evaluating the reflectivity of each mirror,4 the mirror

assembly was placed in the retracting mechanism that houses
the microscope during normal operation and provides proper
coupling to the PJX streak tube. Fine alignment and resolution
evaluation were performed under vacuum in an x-ray test
chamber. A film pack loaded with Kodak direct exposure film
(DEF) was placed at the image plane where the PJX photocath-
ode would be located during normal operation. Several test
exposures were taken using a tungsten target bombarded with

Figure 99.52
Comparison of the spectral windows of two new multilayer (Ni/BN and
Pt/C) assemblies (tuned to work at 4.95 keV and 8.05 keV) with the response
of the current Ir-coated mirrors.
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a 10-kV electron beam. Images of a 400-mesh grid as well as
knife-edge images were acquired and analyzed to determine
the system’s modulation transfer function (MTF) and compare
it with that predicted by numerical ray tracing4 and the MTF of
an 8-µm-pinhole array. Figure 99.54(a) shows a typical film
image of a 400-mesh grid, digitized with a Perkin–Elmer
photodensitometer with a 5-µm scanning aperture. A horizon-
tal lineout through the image is shown in Fig. 99.54(b), where
the profile was intensity converted using a semi-empirical
formula12 in the instrument spectral window centered around
1.5 keV. The MTF was calculated from both the grid images
and an image of an opaque tantalum foil edge (knife edge). The
edge response function (and the MTF, respectively) is treated
independently for the two perpendicular directions determined
by the grid lines. The MTF shown in Fig. 99.55 is averaged
over the central 200 µm of the field of view and calculated by
a method similar to that outlined in Ref. 3. After taking into
account the system magnification M = 6, the diffraction MTF
predicted by numerical ray tracing4 was plotted on the same
graph for comparison. It matches the shape of the edge MTF
remarkably well. The slight deviations are most likely due to
uncertainties in the determination of the line spread function
from the edge data. It should be noted that the availability of a
larger shadow region on the edge image provides for a more-
accurate estimate of the transfer function for high spatial
frequencies. Three MTF curves calculated from the edge
image (for three different field positions) are shown on
Fig. 99.56, along with the on-axis MTF of an 8-µm pinhole
for comparison. In the central 600 µm of the field of view, the
microscope has higher resolution than the pinhole. One can

Figure 99.53
The field of view of a multilayer KB microscope is expanded by using a strip
backlighter. The x rays are energy dispersed into two distinct regions at the
image plane.

Figure 99.54
Film image (a) of a 400 LPI SEM grid and horizontal intensity profile
(b) taken through the middle of it.

Figure 99.55
Modulation transfer function calculated from a grid image and vertical (per-
pendicular to the streak tube slit) knife edge.
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also see the expected deterioration of resolution toward the
edge of the field of view, where the resolution is comparable to
the 8-µm pinhole.
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Figure 99.56
Modulation transfer functions calculated from an edge image at three differ-
ent field positions are compared to the MTF of an 8-µm pinhole at a
comparable magnification of 8×.

PJX Streak Tube
The instrument’s detector combines several state-of-the-art

features that were previously not combined into a single
detector. The PJX streak tube is the result of collaboration
between the Commissariat à l’Énergie Atomique (CEA),
Photonis (formerly Philips Photonique, located in Brive,
France), and LLE. The final electron-optics design was com-
pleted by LLE. The streak tube is physically large—13 cm in
diameter and 50 cm long. The camera is routinely operated
with a 15-kV cathode–anode potential that can be increased to

25 kV. A quadrupole doublet, combined with three octupole
correctors that minimize the aperture aberrations, focuses the
accelerated photoelectrons. The phosphor screen is fiber-
optic–coupled directly to a back-illuminated CCD and has a
24-mm × 24-mm output format. The CCD has a 13.5-µm
individual pixel size. The system gain13 is 150 CCD electrons
per streak-tube electron, enabling single-electron detection
with a signal-to-noise ratio (SNR) >3. There is no image
intensifier in the camera, eliminating an additional source of
noise. The streak tube can operate in either of two modes,
determined by the polarity of the quadrupole doublet: in
standard mode, the input slit size is 60 mm by 0.4 mm, with a
demonstrated current-handling capability of 12.5 mA, while in
inverse mode, the effective slit size is reduced to 6 mm by
0.09 mm with 1.5-mA peak current. In standard mode, the
electron-optic spatial magnification is 0.4× and the temporal is
4×. Switching to inverse mode reverses the spatial and tempo-
ral direction magnifications. The streak tube is designed to
mount in the OMEGA TIM enclosed in its own air bubble
that houses the tube and the water-cooled CCD camera. The
power, control, and communication electronics are internal to
the air bubble, making the PJX a highly integrated self-
contained instrument (Fig. 99.57). Cooling the CCD camera
and power electronics that must operate inside the vacuum
chamber is simplified by this design. A fan drives air circula-
tion inside the bubble, and the heat is extracted through a
chilled-water line. Communication to and from the camera is
via an optical fiber. The PJX is a heatsink, not a heat source,
inside the vacuum chamber. Other advantages of the air-bubble
concept are better electromagnetic interference (EMI) shield-
ing, the freedom to use vacuum-incompatible materials for
high-voltage insulation, and the protection of many service-
able components from DT contamination.

Figure 99.57
The PJX streak camera is kept at air in a “bubble”
(shown with the lid open). This simplifies the cooling
of both the CCD and power electronics.
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The calculated time resolution of the PJX tube is less than
5 ps. The finite width D of the line spread function divided by
the sweep speed υswp

∆t
D

st
swp

=
υ

(5)

is one of the primary factors that determine this.

For the inverse mode and an 8-ns sweep, ∆tst is 16-ps
FWHM; it is proportionally less for faster sweep speeds. The
energy dispersion of the secondary photoelectrons creates a
spread in the transit time of the accelerated electrons,

∆t f V z x yε = ( )[ ], , , ,
r
v0 0 0 (6)

where V(z) is the axial potential, 
r
v0  is the initial velocity vector

of the secondary electrons, and (x0,y0) is the initial point of
emission. ∆tε has been calculated to be 1.26 ps on axis for the
KBr photocathode, increasing to 3.0 ps for the extreme off-
axis locations. Assuming Gaussian response curves, the
FWHM of the combined temporal line-response function will
then be given as the Gaussian convolution of the two effects:

∆ ∆ ∆t t t≅ + ≅st ps2 2 16ε . (7)

This value (∆t ~ 16-ps FWHM) well represents the measured
temporal resolution of the PJX in inverse mode. The number of
time-resolution elements in the time window is ~300, based on
a 50% contrast-ratio criterion.

It is currently difficult to measure the time-resolution limit
of the PJX because of the lack of sufficiently short x-ray pulses
at LLE. The resolution calculated in Eq. (7) was verified
using 100-ps laser pulses available on OMEGA. A train of six
100-ps Gaussian, UV pulses separated by 1 ns illuminate a U
backlighter to produce the x-ray pulses shown in Fig. 99.58(a)
(recorded in inverse mode). Except for the first x-ray pulse,
two overlapped OMEGA beams were used to generate each of
the pulses. There are small aberrations away from the optical
axis (center of the image), due to the spherically curved
phosphor screen. This effect is characterized and corrected
with an image-processing algorithm. A spatial average of the
third x-ray pulse is shown in Fig. 99.58(b), along with the UV
pulse that generated it. The time axis is calibrated, using a train
of eight UV fiducial pulses fed into the camera with a fiber and
recorded at the edge of the photocathode. The solid curve is the
actual x-ray pulse, convolved with the time response (line-
spread function) of the PJX. It provides a measure of the streak

Figure 99.58
(a) A train of short backlighter pulses (100 ps) recorded with the KB-PJX
in inverse mode and (b) spatial average of one such pulse and the generating
UV pulse (dashed line).

camera’s time resolution. The only other information currently
available is the shape (dashed curve) of the UV laser pulse that
generated the x rays; however, the time resolution of the P510
streak camera (that recorded those) is of the order of the
calculated PJX resolution. Using the UV pulse information is
further complicated by the time history of the conversion of
UV light to x rays. A phenomenological x-ray–conversion
formula, such as that from Ref. 14, can be used to relate the
intensity IUV of UV light with the converted x-ray intensity
Ix, using a power law I Ix ∝ UV

γ .  With a value of γ ~ 3.4 as
determined in Ref. 14 and using the FWHM DUV = 109 ps
of the recorded UV backlighter pulse, the σ parameter of the
x-ray–converted UV Gaussian I t t tx x( ) − −( ) ( )[ ]~ exp 0

2 22σ UV
is given by

σ σ
γ γUV

UV UV psx
D= =

( )
≅

2 2 2
25 1

ln
. . (8)
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The measured x-ray-intensity profile is fit by a combination of
a Gaussian and an exponential decay function to account for
the emission of x rays during the finite cooling time of the
plasma. In Fig. 99.58(b), one can clearly see the asymmetry of
the pulse due to this effect. The σ value of the Gaussian is found
from the fit to be σx = 32 ps. Because this pulse is a convolution
of the PJX time-response function with the incident x-ray
pulse, the width of the time-response function is

σ σ σPJX UV ps= − ≅ ±x x
2 2 19 8 4 0. . , (9)

where the main contribution to the uncertainty comes from the
determination of the power index γ. This result is consistent
with Eq. (7).

The point-spread function (PSF) of the PJX streak camera
in inverse mode has been measured to be ~18 µm (versus
125 µm in standard mode) at the photocathode plane. This
suggests that the camera and microscope will have a compa-
rable effect on the resolution limit at the system magnification
of 6×. The total point-spread function is a convolution of the
two similar PSF’s; therefore the resolution limit of the full
instrument is expected to increase by a factor of 2  from the
microscope resolution of 3 µm to 4.5 µm. The magnification of
the electron optics is 4×, resulting in a total magnification of
24× to the CCD plane. The sharp edge of a Pt foil was imaged
to measure the MTF of the complete KB-PJX system. The
resulting MTF curve, as calculated from the edge data, is
shown in Fig. 99.59. The curve was averaged over several time
slices to improve the signal-to-noise ratio. For comparison, the

Figure 99.59
System MTF of the KB-PJX, calculated from its edge-response function
and compared to the microscope MTF’s at two field positions.

MTF’s of the microscope, calculated on axis and 200 µm away
from it, are plotted. It was verified from the target-positioning
images that the edge was located 150 to 200 µm off axis, which
explains the good match between the edge MTF and the
microscope curve at 200 µm from the center. The expected 2
widening of the system PSF as compared to the optic’s alone
is detectable in this comparison. In this configuration the KB-
PJX was used in a series of hydrodynamic stability experi-
ments15 requiring high throughput (thick CH targets were
driven with ten OMEGA beams) and high resolution. The
instrument provided a continuous record of the evolving single-
mode (typical wavelengths of 20 µm) areal-density perturba-
tions at the ablation front of these targets.

OMEGA Experiments
This KB optic coupled to the PJX streak camera has been

used successfully to measure the time evolution of the areal
density of a perturbed planar target during shock transit (prior
to the arrival of the rarefaction wave at the laser-illuminated
surface). A sinusoidal perturbation is imposed on the side of the
target illuminated by the laser. The goal of the experiment is to
measure the evolution of the perturbations and to compare it to
various models. A continuous record of the evolution of target
areal density (modulated by the ablation-front mass perturba-
tions) was obtained (Fig. 99.60), showing phase inversion in
the single-mode perturbations as part of a period of their
oscillatory evolution. The temporal oscillations at the laser-
illuminated surface are faster for mass perturbations with a
shorter wavelength. The oscillation frequency is given by15

ω ρ ρ= kVa a bl , (10)

where k is the spatial modulation wave number, ρa and ρbl are,
respectively, the densities in the shock-compressed and blowoff
plasma regions, and Va is the ablation velocity (defined as the
mass ablation rate divided by the density ρa). This sets chal-
lenges for the diagnostics since one has to go to shorter
wavelengths to observe a full oscillation before rarefaction
breakout, when the onset of the Rayleigh–Taylor instability
overpowers the oscillatory stabilization effect. Several limita-
tions make a simple increase of the target thickness (i.e., shock
transit time) impractical; these include (1) limits in backlighter
photon flux, laser pulse duration (total energy) of the back-
lighter, and drive beams; and (2) limits in the target modulation
depth driven by the requirement to have the single-mode
perturbation amplitude much smaller than its wavelength in
order to remain in the linear regime of evolution, etc. All of
these factors are interdependent, restricting the parametric
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Figure 99.60
Streaked image of directly driven planar CH target
with 60-µm thickness and single-mode (λ = 20 µm)
surface modulations on the front. Spatial profiles
are shown at t = 180 and 1700 ps, respectively.

space of the experiment. The KB-PJX, having both high spatial
resolution and high throughput, is the appropriate diagnostic
for these experiments. Compared to a previous experiment on
the subject,16 where part of an oscillation period for perturba-
tion modes with wavelengths down to 30 µm was observed, the
use of the KB-PJX allowed registering the evolution of pertur-
bations with 20- and even 10-µm wavelengths, at the same
target thickness and backlighter of equal or lower efficiency. In
the experiments, CH targets were driven by ten of OMEGA’s
ultraviolet beams with a maximum intensity of 4 × 1014 W/cm2

on target in a 1.5-ns, fast-rise, flattop pulse. They were backlit
with x rays produced by a U target, illuminated by another 11
OMEGA beams for 2 ns. A 25-µm-thick Be blast shield filtered
the x-ray self-emission from the CH foils. The backlighter and
target were separated by a 5-µm-thick Al debris shield, whose
transmittance along with that of the Be foil and energy-
dependent mirror reflectivity forms the working energy band,
as shown in Fig. 99.52. The backlighter and driver pulse widths
were chosen so that the camera registered the target areal
density for the duration of the shock transit, up to the arrival of
the rarefaction wave at the front of the compressed target. The
streaked images, such as the one in Fig. 99.60, allow us to
verify the theoretical models and validate the capabilities of
the imager. The streaked microscope met its resolution and
throughput requirements, making it possible to measure the
perturbation oscillations.15 Resolution estimates from recorded
data confirm that the imager can resolve modulations with a
characteristic wavelength of 5 to 7 µm and an optical depth
above 0.05 (about twice the typical noise level). Currently, the
optic is also being used together with the PJX streak tube in the
development of a side-on radiographic technique17 for equa-
tion-of-state (EOS) experiments.

Mass-Ablation-Rate Measurements with the KB-PJX
The ability of the KB-PJX to provide a continuous temporal

record (with high time resolution) of the target’s optical depth
can be used in a novel technique to measure the time evolution
of the mass ablation in an ICF target. The level of self-emission
of the ablated hot plasma in a CH target driven by ten of
OMEGA’s beams was measured without backlighting, using
only the x rays emitted from its hot corona and attenuated
through the remainder of the target. The measured intensity
profile ISE is shown in Fig. 99.61 along with the time history
IBL of an undriven, backlit target and one from a target that is
both driven and backlit. Due to ablation, the backlighter x rays
see less optical depth at later times since the ablated material
loses its opacity rapidly by heating up as it moves along the
temperature gradient, away from the ablation front. The hot,
low-density corona is approximately transparent to the
1.5-keV x rays up to the ablation front, where the largest
temperature jump occurs. In time, the growing ablated mass
reduces the total areal density of the target. Figure 99.61 shows
an increasing difference between the intensity ID from the
backlit and driven target (red curve) and the sum ISE + IBL
(blue curve) of intensities from the driven-only and backlit-
only foils. Measuring the optical-depth evolution of the target
material not yet ablated allows the mass-ablation rate to be
inferred. Consider these three intensity terms as functions of
time:

I t I t e I t ed m
BL BL BL( ) = ( ) = ( )− −0 00 0 0 0 0µ ρ µ , (11)
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In Eq. (12) the spectrally weighted mass absorption coefficient
µc in the compressed region (in the second exponential term)
is assumed to change very little from its uncompressed-target
value µ0. The other approximation made in Eq. (12) is that the
optical depth µablmabl of the ablated material is negligible
(due to its low opacity). Both assumptions are supported by
data from the 14000-group APL opacity tables,18 for density
and temperature profiles in the compressed and ablation re-
gions, obtained from 1-D hydrodynamic simulations. Solving
the last equation for the ablation rate yields
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All of the intensities are measured and µ0—the mass absorp-
tion coefficient of the cold target—is also readily available.
Even though the various intensities are measured in different
shots, the results can be combined to estimate the mass ablation
rate. The growing optical depth ∆OD of the ablated mass is
shown in Fig. 99.62. Due to the intensity-pulse-shape dissimi-
larities, it is reasonable to get an average value of the time-
dependent mass-ablation rate by fitting ∆OD with a straight
line and determining its slope. The slope as determined from
the fit is 0.77 ns–1. Using the spectrally averaged attenuation
length λ = 12 µm and the density of cold CH ρ0 = 1.06 g/cm3

to obtain µ0 = (ρ0λ)–1, one finds the ablation rate to be
~0.98 mg/(cm2 ns), in line with the average value obtained
from simulations, using the measured pulse shapes. A more-
precise experiment can be performed if a single shot is used to
record both ID and IBL, while eliminating the target self-
emission. This can be done if a high-energy backlighter is used
in combination with the multilayer mirrors discussed in the
Kirkpatrick–Baez (KB) Microscope section (p. 184). At
5 keV, for example, both the thicker target and the micro-
scope’s spectral window will filter out the soft-x-ray self-
emission. A thicker target will be used since target thickness
must be comparable to the spectrally weighted attenuation
length (cold material) for maximum sensitivity to ablation. If

Figure 99.61
Intensity profiles of x rays transmitted through a 40-µm-thick CH target,
which is driven and backlit (red curve), backlit only (black curve), and driven
only (dotted curve). The sum of the thin solid and dotted lines (blue curve)
does not match the solid, showing the effect of ablation.

Figure 99.62
The difference in optical depth (∆OD) (solid curve) grows due to mass
ablation. An average value of the mass ablation rate is obtained by fitting the
data with a straight line.

the ablating target does not occupy the entire field of view, the
intensity of the unattenuated backlighter can be recorded at the
same time by recording part of the backlighter beam directly.
This will allow the calculation of the mass-ablation-rate evo-
lution curve from a single shot.
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Conclusions
This article, in combination with Ref. 4, has shown that the

KB-PJX is a versatile instrument, well suited for ICF experi-
ments that (1) need a high-throughput diagnostic with high
temporal and spatial resolution in x-ray radiography configu-
rations and (2) can be set up for different x-ray-energy ranges.
The imager has high temporal (less-than-20-ps) and spatial
(better-than-5-µm) resolution in inverse mode, while demon-
strating high-current-handling capabilities, matching the
throughput of the optical front end. The PJX streak tube has
met the experimental requirements, matching or surpassing the
projected spatial (~18-µm) and temporal (<20-ps) resolution,
while delivering high peak current in both modes of operation.
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Introduction
Optical parametric chirped-pulse amplification1,2 (OPCPA) is
well suited for the front end of modern petawatt glass laser
chains.3 The broadband gain available with OPCPA at a wave-
length of 1053 nm offsets the gain narrowing that occurs in
large Nd-doped glass amplifiers.4 It can be scaled to large
energies,5 in contrast to the practical limits imposed by the
mode volume of a laser cavity in regenerative amplification.
Lastly, the OPCPA process is prepulse free6 and can produce
gains of up to 109 using a relatively simple optical system,
which minimizes beam distortions.

Recently, we have shown that a high conversion efficiency
of 30% and stable output energies7 can be achieved in an
OPCPA system using pump-laser pulses with uniform inten-
sity profiles in both space and time. This significantly reduces
the pump-laser energy requirements. Following this approach,
an OPCPA system design8 was proposed to amplify chirped
pulses to more than 400 mJ while limiting the pump-laser
requirement to approximately 1 J at a wavelength of 527 nm.

Several laser-amplifier architectures are capable of produc-
ing high pump-pulse energies. High-energy, Q-switched, un-
stable laser oscillators are commercially available and involve
a relatively simple setup, but spatiotemporal coupling in the
pump pulse limits the useful energy ultimately available for the
OPCPA process, which in turn limits OPCPA conversion
efficiency.9 Master-oscillator, power-amplifier (MOPA)
schemes utilizing amplifiers with progressively larger aper-
tures cause large square-pulse distortions that pose a signifi-
cant challenge when a temporally square output pulse is
desired. More generally, amplification schemes that conjugate
both high gain and large depletion of the gain medium limit the
ability to control the pump-laser parameters. On the contrary,
multipass geometries that utilize the full aperture of a gain
medium avoid this difficulty since heavy gain saturation oc-
curs only in the final passes. Multipass amplifiers also offer
more-compact layouts and reduce pumping system complex-
ity compared to linear MOPA systems.

A High-Energy, High-Average-Power Laser Using Nd:YLF Rods
Corrected by Magnetorheological Finishing

Various active and passive multipass architectures offer
unique advantages and disadvantages. Passive schemes with
Faraday isolators or quarter-wave plates provide the simplest
operational scheme but limit the number of passes in the gain
medium. The number of passes in linear10 and ring11 laser-
amplifier cavities can be selected by timing the Q-switching
and cavity dumping with an intracavity Pockels cell, although
this increases operational complexity. Angular multiplexing12

eliminates the need for active switching but, as a result, is a
less-flexible technique.

A limited number of gain media are suitable for high-energy
laser applications. Among them, Nd:YAG was considered but
not selected because of its high-stimulated emission cross
section (low stored-energy density) and poor thermal behavior
characteristics, such as a high thermal lensing effect and a high
thermally induced stress birefringence. Nd:YLF operating at
1053 nm provides several advantages: First, a high saturation
fluence (low-gain cross section) allows working at high laser
fluence while minimizing pulse distortion. Second, strong
static birefringence practically eliminates the impact of ther-
mally induced stress birefringence, and Nd:YLF has a rela-
tively weak thermal astigmatism. A final practical advantage is
that it matches the gain peak of Nd-doped phosphate laser
glasses, which permits employing a common front end for both
pumping OPCPA systems and seeding large glass amplifiers
used in large laser-fusion facilities. Unfortunately, the trans-
mitted-wavefront quality of commercially available, large-
aperture Nd:YLF laser rods was not previously sufficient for
pumping an OPCPA system.

This article describes a multijoule laser amplifier based on
a crystal large-aperture ring amplifier (CLARA) that is ca-
pable of producing high-energy pulses with the parameters
required for a highly efficient OPCPA. The CLARA design
uses 25.4-mm-diam Nd:YLF rods that can operate at a 5-Hz
repetition rate because of their good thermal properties. Sur-
face figure corrections were polished on one face of each
CLARA rod using magnetorheological finishing (MRF)13 to
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compensate for the bulk inhomogeneities that cause the trans-
mitted-wavefront errors. Correcting these errors increases
the usable aperture of the Nd:YLF laser rods, which conse-
quently increases the energy extraction from the laser rods. To
our knowledge, this is the first reported application of
MRF processing to correct the transmitted wavefront of a laser
gain material.

The following sections (1) present the process and experi-
mental realization of correcting the transmitted wavefront of a
Nd:YLF laser; (2) describe the design of the CLARA laser
amplifier, including an interferometric alignment technique
that ensures that the MRF-corrected laser rods are properly
aligned; (3) present experimental results demonstrating the
benefits of the MRF correction on amplifier performance;
and (4) discuss the potential applications of MRF to crystal
laser material.

Magnetorheological Finishing of Nd:YLF Rods
Nd:YLF rods that are 25 mm in diameter represent the state

of the art in crystal growth. Growing these laser rods with high
optical-wavefront quality is extremely challenging, if not
impossible. Even with the end-faces polished perfectly flat, up
to several microns of wavefront distortion in the bulk crystal is
typical. This makes these rods unsuitable for use in a high-
energy laser system because these phase errors quickly turn
into hot spots as the beam propagates. Additionally, large phase
gradients introduced by the rod aberrations produce a beam
divergence that phase-matches poorly in nonlinear optical
processes, such as frequency doubling and OPCPA.

To overcome these limitations, surface figure corrections
can be polished on one face of a laser rod using MRF to com-
pensate for the bulk inhomogeneities that cause the transmitted
wavefront errors, as shown schematically in Fig. 99.63. Cor-
recting these errors increases the usable aperture of the Nd:YLF
laser rods, which consequently increases the energy extraction.

The MRF process utilizes a small polishing spot formed on
a rotating wheel carrying a ribbon of magnetorheological
(MR) fluid that contains polishing abrasive, as shown in
Fig. 99.64. As the ribbon of MR fluid passes between the poles
of a powerful electromagnet, the MR fluid viscosity increases
and distributes the polishing abrasive at the surface of the
ribbon, where it produces a deterministic, two-dimensional
removal-rate pattern. Once the removal-rate function for a
material is characterized, a prescribed surface figure correc-
tion can be achieved by controlling the dwell time of the optic
at each point on the surface as it moves under the wheel in

Figure 99.63
Transmitted-wavefront errors induced by
bulk inhomogeneities in a Nd:YLF laser rod
can be compensated by polishing a surface
figure correction on one end-face of the rod.

Figure 99.64
MRF principle. The MRF fluid is pumped to a rotating wheel that passes
between the poles of a powerful electromagnet. In the magnetic field, the
MRF fluid viscosity increases to a nearly solid consistency, which forms a
sub-aperture polishing tool. After passing through the electromagnet, the
MRF fluid is reconditioned and recycled.
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either a raster or spiral pattern. Interferometry prior to an MRF
polishing step measures the actual wavefront error of the
sample, which is used to compute the MRF correction.
Wavefront corrections converge quickly, usually requiring no
more than two or three iterations.

Figure 99.65 shows the results of correcting a Nd:YLF
laser rod. Initially, the transmitted-wavefront error for this
laser rod was 0.60 λ (at 1053 nm) in the desired 20-mm clear
aperture. After several MRF iterations, this error was reduced
to 0.11 λ. Table 99.III summarizes the results of correcting
five different laser rods. Final wavefronts of ~λ/10 were
generally achieved, except when the spatial structure of the
initial wavefront error approached or exceeded the resolution
of the MRF correction process.

Table 99.III: Transmitted-wavefront distortion of 25-mm-diam
Nd:YLF rods before and after MRF correction.

Rod
number

Wavefront before
MRF (peak-to-valley)
in waves at 1053 nm

Wavefront after MRF
(peak-to-valley) in
waves at 1053 nm

Rod 0 3.9 λ 0.06 λ (15 × 15 mm2)

Rod 1 1.5 λ 0.16 λ

Rod 2 0.60 λ 0.11 λ

Rod 3 0.92 λ 0.10 λ

Rod 4 3.2 λ 0.10 λ (18-mm diam)

Figure 99.65
Interferograms for rod 2 show the transmitted-wavefront error (a) before
and (b) after MRF correction. MRF corrections were applied to the central,
20-mm-diam circular region of the laser rod. The wavefront error was reduced
from 0.60 λ to 0.11 λ (peak-to-valley at 1053 nm).

Several issues associated with wavefront-correcting Nd:YLF
laser rods were identified: First, the measured transmitted-
wavefront distortion in Nd:YLF is different for linearly polar-
ized light aligned with the c axis (1047 nm) or a axis (1053 nm).
As a result, MRF corrections are required for the specific
polarization used for laser operation.

Second, the transmitted-wavefront quality of MRF-cor-
rected laser rods depends on its alignment. Transmitted-
wavefront error of a laser rod results from the accumulation of
different optical phase delays across the aperture in the propa-
gation direction. Since MRF corrections are applied on a single
end-face to correct for bulk inhomogeneities distributed
throughout the laser rod, the operational alignment of a cor-
rected rod must match that used for the interferometric mea-
surement upon which the MRF correction is applied. The
orientation of the laser rod during the interferometry measure-
ments of successive MRF iterations must be repeatable for the
corrections to converge. This alignment repeatability ulti-
mately limits the residual wavefront error that can be achieved,
which depends on the initial wavefront error.

Figure 99.66 shows the measured alignment sensitivity of
three MRF-corrected laser rods. The transmitted-wavefront
error was measured as a function of rod orientation using a
Zygo GPIxps interferometer. The rods were first aligned with
a tip-tilt stage to achieve the minimum transmitted-wavefront
error, corresponding to the MRF-correction alignment orienta-
tion. The peak-to-valley transmitted-wavefront error was mea-
sured for a range of misalignment angles. Transmitted-
wavefront errors better than λ/4 were obtained for angular
misalignment of rods #2 and #3 not exceeding ±10 mrad,
while a narrower range of ±4 mrad was observed for rod #4
since its initial wavefront quality was poorer. Given that
alignment accuracy better than ±1 mrad can be achieved by
standard alignment techniques, diffraction-limited performance
is expected.

It is important to note that the MRF-correction process
cannot address transmitted amplitude distortions that can arise
from inclusions or scattering sites in the bulk material, or
depolarization in a polarization-sensitive scheme such as a
Q-switched laser cavity. To avoid these problems, a careful
selection of the best Nd:YLF boules is required.

Experimental Setup
The laser system, including both the low-energy front end

and the CLARA amplifier, is presented schematically in
Fig. 99.67. Seed pulses are generated in a diode-pumped,
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single-longitudinal-mode Nd:YLF laser14 producing ~100-nJ,
100-ns pulses at 1053 nm at a 300-Hz repetition rate. The
output of the oscillator is temporally shaped using an aperture-
coupled-strip-line (ACSL) pulse-shaping system15 that
precompensates for the square-pulse distortion occurring in
the amplifier. Timing jitter of this pulse shape with respect to
an external timing reference signal is approximately 15-ps
rms. The temporally shaped pulse is subsequently amplified

from ~50 pJ to 3 mJ in a diode-pumped, Nd:YLF regenerative
amplifier.16 In addition to providing excellent spatial beam
quality and energy stability, square-pulse distortion in this
amplifier is relatively weak (0.8:1), which minimizes the
dynamic range requirements of the pulse-shaping system.
After the regenerative amplifier, the laser beam is up-colli-
mated to 15 mm (FWHM) before spatially shaping the beam to
a super-Gaussian profile with a serrated-tooth apodizer.17

Figure 99.66
The transmitted-wavefront error of MRF-cor-
rected rods is sensitive to its orientation. Opti-
mum performance is achieved when the alignment
matches the orientation used during measure-
ments to perform the MRF correction. Increased
alignment sensitivity is observed for rods with
larger initial wavefront errors.
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Figure 99.67
Experimental setup. The low-energy part includes a single-longitudinal-mode oscillator, the pulse-shaping system, and the regenerative amplifier. The CLARA
setup includes the serrated-tooth apodizer, the CLARA ring, alignment cameras (NF CCD and FF CCD), and the frequency-conversion crystal. TFP: thin-film
polarizer; SHG: frequency-doubling crystal; PC: Pockels cell; λ/2: half-wave plate.
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Amplification to high pulse energies is accomplished using
a CLARA amplifier, shown in Fig. 99.67. The CLARA archi-
tecture is based on a Q-switched, cavity-dumped, self-imaging
laser cavity. After the pulse is injected through the intracavity
Pockels-cell switch, the external apodizer location is imaged to
a location between the two laser rods by a telephoto vacuum
spatial filter. The spatial filter also image-relays the beam
through successive round-trips in the cavity. Two 110-mm-
long, 25.4-mm-diam, Nd:YLF, MRF-corrected laser rods are
loaded into custom flash-lamp–pumped heads from Continuum
with four flash lamps that achieve a single-pass small signal
gain of approximately 3× per head. A pair of thin-film polar-
izers optically isolate the two laser heads to avoid parasitic
lasing of the system on the higher-gain, 1047-nm gain transi-
tion. Orienting the 1053-nm gain axes of the two Nd:YLF laser
rods at 90° cancels residual thermal astigmatism, leaving only
a weak defocus that is easily accommodated by the beam-
transport system. A 25.4-mm-aperture Pockels cell Q-switches
the laser cavity and sets the number of round-trips in the 7-m
(21-ns) round-trip cavity.

As described above, an MRF-corrected laser rod must be
operated with an orientation identical to that used for the
correction process. This is achieved by using an interferomet-
ric alignment technique for the CLARA laser system that will
minimize the total accumulated wavefront error per round-trip
through the CLARA. To measure the CLARA transmitted
wavefront, an interference pattern is generated between the
CLARA output beam and the reference beam. A CCD (charge-
coupled-device) camera that images the CLARA image plane
(labeled NF CCD in Fig. 99.67) records the interference
pattern. Wavefront retrieval is achieved by applying a spatial
interferometric technique18 based on the analysis of tilt
fringes and implemented for real-time operation. To produce
the reference beam, a half-wave plate is placed in the CLARA,
just before the Pockels cell, splitting the laser beam into two
beams. This wave plate (shown in Fig. 99.67) is usually
removed during operation of the CLARA. One beam propa-
gates through the CLARA and is ejected at the next pass on the
polarizer; the other beam, which does not go through the
CLARA, is used as a reference beam. In addition to spatial
overlap, temporal overlap of the laser pulses is required to have
a visible interference pattern. Practically, two output pulses are
produced from the regenerative amplifier by intentionally
mistiming the cavity dumping. Since the round-trip times of
the CLARA and regenerative amplifier are nearly identical, a
pulse that travels one round-trip inside the CLARA temporally
overlaps with the following pulse on the thin-film polarizer
used for injecting the pulses. With temporal and spatial over-

lap, the interference pattern can be seen in the near field. By
adjusting the half-wave plate, the interference fringes’ contrast
is maximized. A LabVIEW image acquisition and analysis
utility records the interference pattern and retrieves the
wavefront error in real time. Using this measurement tech-
nique, the lens separation in the spatial filter is adjusted with
submillimeter accuracy, and the MRF-corrected laser rods can
be aligned with great accuracy.

A simple three-dimensional amplification model, based on
the Frantz–Nodvik equation,19 was used to optimize the
CLARA. The finite lifetime of the lower level of the Nd:YLF,
1053-nm lasing transition is treated by assuming that the
system behaves as a three-level system at each pass, but with
exponential decay of the lower-level population between round-
trips. Given a lower-level decay time of 21.6 ns (Ref. 20), a
pulse of 2 ns, and a round-trip time of 21 ns, we believe the
approximation is valid. The model predicts that best energy
extraction is achieved for five or six round-trips for a small
signal gain of 4 and 3 per rod, respectively, and an injected
energy of about 1 mJ. The more round-trips, however, the more
wavefront distortion, so we decided to operate the system with
four round-trips, where the energy extraction is lower but
wavefront distortion is minimized. In addition, less saturation
also means lesser distortion of the pump-laser parameters.

After amplification in the CLARA with four round-trips,
a second spatial filter down-collimates the beam to a 15 ×
15-mm2-aperture, 10-mm-thick-lithium-triborate (LBO), sec-
ond-harmonic-generation (SHG) crystal with a nominal inci-
dent intensity of 1 GW/cm2.

Results
Results from operating the CLARA with a 10-mm round

beam and uncorrected Nd:YLF laser rods are shown in
Fig. 99.68. The figure shows the intensity distribution of the
beam in the far field at the OPCPA crystal, where its diameter
has been reduced to roughly 2 mm. The measured far field
shows a large angular divergence that is unsuitable for pump-
ing phase-matched processes like SHG and OPCPA. Inversion
symmetry observed in this image results from the inverted
imaging produced by the intracavity spatial filter. As a result,
the spatial phase function of the beam is symmetrical, leading
to a symmetrical energy distribution in the far field. Fig-
ure 99.68(b) shows the corresponding CLARA far-field mea-
surement using MRF-corrected laser rods, which illustrates the
greatly improved divergence of this beam. Unfortunately,
MRF corrections for these Nd:YLF laser rods were not applied
for the correct polarization corresponding to the 1053-nm gain
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transition; nonetheless, a dramatic reduction in the angular
divergence is realized.
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Figure 99.68
Pump-laser far-field distribution measured for a 2-mm beam used to pump
an OPCPA preamplifier. (a) The divergence of the beam using uncorrected
Nd:YLF rods is large and unsuitable for SHG and OPCPA. (b) Nearly
diffraction limited divergence is achieved after MRF correcting the CLARA
rods, although some residual divergence results from correcting the transmit-
ted wavefront of the wrong polarization.

This improvement in the Nd:YLF laser rod quality in-
creases the usable clear aperture and the stored energy avail-
able for extraction. Without MRF-corrected rods, it should be
stressed that a 10-mm beam was the largest-diameter beam that
could propagate through the amplifier without suffering huge
spatial modulation or distortion. Figure 99.69 compares the
CLARA output beam profile before and after the MRF correc-
tion for a similar input beam. The beam injected into the
amplifier is limited by a circular tenth-order super-Gaussian
apodizer that sets a 10-mm diameter (FWHM). The beam in
Fig. 99.69(a) shows some important spatial distortion, which
illustrates the maximum beam diameter that the system could
support. The beam in Fig. 99.69(b) shows very little distortion,
while the peak-to-mean value of the beam is improved from

49% to 41%. Except for beam distortion, which is important
for an OPCPA system used as the front end of a larger system,
the improvement in the near field is marginal, as may be
expected for an imaged system.

The amplifier with MRF-corrected rods can amplify beams
with a much larger area. Figure 99.70 shows spatial profiles of
two larger beams amplified in the CLARA, when both (a) a
round 17-mm-diam apodizer and (b) a square 14-mm-diam
apodizer are used. The corresponding measured energies at
527 nm are 1.4 and 1.8 J, respectively, for a maximum average
power of 9 W. In all cases, the SHG conversion efficiency
using MRF-corrected rods exceeds 70%. The beam-intensity
uniformity is 90% and 92% peak-to-mean for the round and
square beams, respectively. The poorer beam-intensity unifor-
mity could be explained by a beam extending slightly beyond
the useful area of the rods and a poor matching of the input
beam on the apodizer since the system was optimized for
smaller-diameter beams. By carefully optimizing the input

Figure 99.69
Near-field images of the laser beam, at 2ω, after frequency conversion. The
dimensions reflect the beam size at this location, which is different from the
beam size in the CLARA. (a) CLARA output beam with uncorrected rods
and (b) CLARA output beam with MRF-corrected rods.
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beam diameter such that radial gain inversely matches the
input beam’s Gaussian shape at the apodizer, we believe near-
top-hat conditions could be achieved.

The energy stability of the laser is remarkable. For instance,
with large round beams, the energy stability is smaller than
0.5% rms over a 10,000-shot count at 5 Hz, as shown in
Fig. 99.71 by the pulse energy versus shot number and the
corresponding pulse-energy histogram. This excellent result
for a flash-lamp–pumped system is attributed to the stable
CLARA seed-pulse energy provided by the diode-pumped
regenerative amplifier, strong simmering of the flash lamps,
and heavy saturation of the SHG process.

Discussion and Conclusion
The transmitted wavefront of a laser gain material has been

corrected for the first time by magnetorheological finishing.
Polishing a surface figure correction with MRF directly on one
surface of 25.4-mm-diam Nd:LF laser rods compensates for
bulk inhomogeneities. The results show a dramatic increase in
the energy and wavefront-quality performance of the CLARA
laser amplifier. The CLARA amplifier demonstrates a high
average power of 9 W, which could be increased by 20% to
30% by increasing the number of passes in the amplifier and
using laser rods with wavefront corrections correctly applied
for the 1053-nm polarization.

Figure 99.70
Larger beams can be amplified in the
CLARA with MRF-corrected laser rods.
Results with (a) a round, 17-mm-diam and
(b) a square, 14-mm, 20th-order Gaussian
spatial profile are demonstrated.

Figure 99.71
Energy stability at the output of the laser.
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The MRF technique holds promise for additional applica-
tions, such as precompensating thermal aberrations and post-
processing large-area laser crystals. Numerous techniques
have been reported to mitigate thermal lensing in materials like
Nd:YAG.21,22 Since thermal lensing is a low-order error to
the transmitted wavefront, MRF corrections to laser gain
elements should easily statically precompensate for it without
requiring any other elements in the laser cavity. It should be
noted that MRF is probably not well-suited to small rods since
edge effects and the finite MRF spot size become a problem
with small areas. Efforts to produce large-area crystals of
Yb:SFAP and Ti:sapphire are being pursued by diffusion
bonding of smaller-aperture elements, but the transmitted-
wavefront distortions are observed at the boundaries in such
crystals. MRF wavefront corrections might solve this problem,
as long as the wavefront gradients are not excessive.

In conclusion, use of a high-energy, high-average-power
laser that is suitable for pumping an OPCPA-based front end
for a petawatt laser system is demonstrated. Early results show
a system that delivers 250-mJ pulses with 34% pump-to-signal
energy conversion efficiency with a 10-mm round CLARA
beam. This shows that the laser system is well suited to
efficiently pumping a high-average-power OPCPA system.
Further experiments are underway to use the full CLARA
aperture and deliver >500-mJ OPCPA pulses.
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Introduction
The National Ignition Facility1 (NIF) is a 2-MJ, 192-beam
laser system currently under construction at Lawrence
Livermore National Laboratory. One of the main missions of
the NIF is to achieve thermonuclear ignition of fusion fuel in
inertial confinement fusion (ICF).2 In ICF experiments, pri-
mary neutrons are produced in two reactions:

D D MeV He,+ → ( )+n 2 45 3. (1)

D T MeV+ → ( ) +n 14 1. .α (2)

Neutrons from reaction (1) are referred to as DD neutrons and
neutrons from reaction (2) are referred to as DT neutrons.

Every large ICF laser facility, including Nova, OMEGA,
and GEKKO, uses neutron time-of-flight (nTOF) systems to
measure neutron yields and ion temperatures. Such nTOF
systems are usually based on current-mode detectors consist-
ing of a fast plastic scintillator optically coupled to a fast
photomultiplier tube (PMT). A high-bandwidth transient digi-
tizer records the signal. These systems, which are relatively
inexpensive, have a large dynamic range and a fast time
response. The nTOF detectors are reliable, and the information
they record is fundamental to most ICF implosion experi-
ments. It is for these reasons that the nTOF system was
identified as a “core” diagnostic3 for the NIF.

The 30-kJ, 60-beam OMEGA laser system4 is currently the
only facility that produces sufficient ICF neutrons for develop-
ing and testing prototype nTOF detectors for the NIF. Several
nTOF detector prototypes have been built and tested on
OMEGA. Based on the results of these tests, a set of nTOF
detectors is proposed for use on the NIF to measure ion
temperature and DD and DT neutron yields from 109 to 1019.

Prototypes of NIF Neutron Time-of-Flight Detectors
Tested on OMEGA

NIF nTOF Detector Requirements
The nTOF system for the NIF must measure ion tempera-

tures of implosion targets, ranging from 1 to 50 keV for yields
between 109 and 1019 neutrons. The nTOF system must work
in a harsh environment5 of energetic neutrons, x rays, γ rays,
and high electromagnetic pulse (EMP) noise. The main objec-
tive of an nTOF system is to measure ion temperature. Because
nTOF-detector signals are proportional to the number of neu-
trons detected, they are easily adapted for simultaneous use as
a yield monitor.

The neutrons produced in fusion reactions (1) and (2) are
monoenergetic. Center-of-mass motion of the reacting ions
causes spectral broadening of these energy lines. Because ICF
targets are nearly ideal point sources in both time (<100 ps) and
space (<100 µm) and neutrons travel to a detector without
collisions, neutron spectra can be measured using the time-of-
flight technique. The arrival time at a detector corresponds to
the energy of the neutron. The time spread ∆t of neutrons
arriving at an nTOF detector is given by the following equa-
tions:6

∆t d Ti= 0 778. ( ),for DD (3)

∆t d Ti= 0 122. ( ),for DT (4)

where ∆t is the full width at half maximum (FWHM) in
nanoseconds, d is target-to-detector distance in meters, and Ti
is the ion temperature in keV. The width of a measured signal
is the width of the time-of-flight spread added in quadrature
with the detector response.7 To minimize measurement error,
the nTOF detector response (FWHM) should be much less than
the neutron temporal broadening being measured. For scintil-
lator- and PMT-based detectors, this requirement leads to the
use of fast microchannel-plate (MCP) PMT’s with time reso-
lutions of a few hundred picoseconds (FWHM).
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The scintillator used in an nTOF detector must also be fast.
Bicron’s8 ultrafast BC-422 scintillator has a rise time of less
than 20 ps9 and an exponential decay constant of 1.4 ns. The
quenched version of the scintillator, BC-422Q, has a two-
component decay with time constants of about 0.6 and 5 ns. In
addition, the nTOF detector-response function includes the
transit time of the neutrons across the thickness of the scintil-
lator. A scintillator thickness of 20 mm corresponds to a
0.92-ns transit time for DD neutrons and provides a good
match between scintillator decay and transit time through the
scintillator. The cables and digitizer also contribute to detector
response. A cable with a 3-GHz bandwidth and a 1-GHz or
faster oscilloscope contributes relatively small dispersion to
temperature measurements.

X rays and γ rays from an ICF implosion generate back-
ground10 in nTOF detectors that can saturate a PMT and distort
the neutron signal, causing errors in ion temperature and yield
measurement. Shielding is therefore required to reduce the
x-ray and γ-ray fluence entering PMT-based nTOF detectors.
Lead-shielding thickness is limited to <30 mm to avoid neutron
scattering that would appear as signal broadening in the detec-
tor. High-yield DT implosions create MeV γ rays from (n,γ)
interactions in the target, target positioner, nearby diagnostics,
and the target chamber walls. This γ-ray background is propor-
tional to the DT neutron yield and will be very high at expected
NIF yields. It is difficult to shield MeV γ rays without also
shielding the energetic neutrons. New techniques10 like
single-stage MCP PMT’s and chemical-vapor-deposition
(CVD) diamonds,11 which are less sensitive to MeV γ rays,
are recommended for the NIF.

nTOF Detector Locations on the NIF
The optimum placement12 of nTOF detectors is determined

by a tradeoff between decreased time resolution at small
distances from the target and a smaller statistical sample of
detected neutrons at longer distances. It can be shown13 that
the number of neutrons needed to achieve a given statistical
uncertainty should be a factor of 2 larger over that predicted by
Poisson statistics. Therefore, in our design, we require at least
200 neutron interactions in the nTOF detectors to achieve 10%
statistical uncertainty, which puts a restriction on detector
location. Another requirement is that, at the lowest yields, the
nTOF detector should provide a neutron signal with an ampli-
tude five to ten times higher than the EMP noise of the system.
The highest-measurable yield is determined by PMT satura-
tion. The signal from a modern MCP PMT is linear to ~3 nC of
integrated charge for low-repetition pulses. This was taken into
account in estimating yield limits. A combination of the opti-

mization12 of the detector locations combined with back-
ground considerations provides several natural locations for
nTOF detectors on the NIF.

Placing a detector outside the target chamber wall at 5 m
from the target avoids vacuum interface and tritium contami-
nation problems. A 5-m flight path is adequate for ion-
temperature measurements. At this location the nTOF detector
will not be affected by scattered neutrons and (n,γ) inter-
actions with the target chamber. The EMP noise at the OMEGA
target chamber is 2 to 20 mV, depending on shot and detector
design. The EMP noise at the NIF target chamber will most
likely be higher; therefore, at least a 500-mV signal is required
at the target chamber wall. This location should be used only
for D2 implosions and low-yield DT shots as described in the
next section and Table 99.IV.

Another natural location for nTOF detectors is outside the
NIF target bay shield wall against existing, predrilled holes.
The 2-m-thick concrete walls of the target bay can be used as
shielding against scattered neutrons and γ rays. There are
several such locations at the NIF where detectors can be placed
17 m to 20 m from the target. The digitizing oscilloscopes can
be placed nearby, thereby shortening the signal and HV cables
and decreasing EMP noise pickup. The EMP noise in this
location should be much less of a problem than at the target
chamber wall; therefore, the minimum signal requirement in
this location is 100 mV.

The 20-m standoff distance is not adequate for pre-ignition
and ignition targets producing 1017 to 1019 neutrons. Most of
the nTOF detectors located 20 m from the target will saturate
at such yields. The high neutron flux can also damage an oscil-
loscope and PC. Another location as far away from the target
as possible with a clean flight path is needed for the ignition
campaign. There is a line of sight at θ = 64° and φ = 275.62°
with an opening in the target bay wall that exits outside the
building just above the roof of the diagnostic building. The
nTOF detectors can be installed on the roof of the diagnostic
building at about 40 m from the target.

OMEGA Performance Scaled to the NIF
Three different types of fast detectors were used for the NIF

nTOF prototype tests on OMEGA. The most-sensitive nTOF
detector consists of a BC-422 scintillator coupled to a two-
stage MCP PMT. The PMT has a response time of about 250 ps
(FWHM), a gain up to 106, and a 40-mm-diam photocathode.
Detectors based on a two-stage MCP PMT are relatively
sensitive to hard-x-ray and γ-ray background and are good for
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relatively low (109 to 1011) neutron-yield NIF implosions, in
which x-ray and γ-ray background is low as well. The first
prototype has a 40-mm-diam, 20-mm-thick BC-422 scintilla-
tor coupled to a Photek14 PMT240 PMT. To protect the
prototype from the x-ray and γ-ray background inside the
OMEGA Target Bay, it was heavily shielded on all sides by a
thick lead housing (Fig. 99.72). The prototype was installed in
the OMEGA Target Bay at 12.4 m from the target and con-
nected by a 12-m-long LMR-400 cable to a 1-GHz Tektronix
684 oscilloscope. A Mini-Circuits model 15542 resistive split-
ter divides the detector signal between two oscilloscope chan-
nels with different sensitivity settings to increase the dynamic
range of the recording system. The prototype was tested on D2
implosions on OMEGA and calibrated against the standard
suite of neutron diagnostics. Figure 99.73 shows a typical
scope trace of the neutron signal taken for a shot yielding 1.2
× 1011 DD neutrons and having a Ti = 4.1 keV. The measured
signal was fitted by a convolution of a Gaussian and an
exponential decay, as described in detail in Ref. 7. Scaled to the
5-m distance on the NIF chamber wall, this detector will have
~200 neutron interactions and produce a signal amplitude of
500 mV for a DD yield of 1 × 109 neutrons. This detector
installed on the NIF target chamber wall will be sensitive to DD

Table 99.IV: Proposed set of nTOF detectors required for DD and DT temperature measurements
for yields between 109 and 1019 neutrons.

N Distance Scintillator/
Wafer Size

Type PMT Yield Range

1 5 m 40 mm × 20 mm BC-422 2 MCP 1 × 109 to 5 × 1010

2 5 m 40 mm × 20 mm BC-422 1 MCP 1 × 1010 to 5 × 1011

3 5 m 10 mm × 1 mm CVD
diamond

5 × 1012 to 1 × 1015

4 20 m 40 mm × 20 mm BC-422 1 MCP 1 × 1011 to 5 × 1012

5 20 m 40 mm × 20 mm BC-422Q 1 MCP 1 × 1012 to 1 × 1014

6 20 m 10 mm × 1 mm CVD
diamond

1 × 1014 to 5 × 1016

7 40 m 10 mm × 5 mm BC-422Q 1 MCP 1 × 1014 to 1 × 1016

8 40 m 10 mm × 1 mm CVD
diamond

5 × 1014 to 1 × 1017

9 40 m 2 mm × 0.5 mm CVD
diamond

2 × 1016 to 1 × 1019

Figure 99.72
Schematic of the single-stage and two-stage MCP PMT nTOF prototypes
tested on OMEGA at 12.4 m from the target.

and DT neutron yields from 5 × 108 to 5 ×1010. Using relations
derived by Lerche,12 it is estimated that, at 5 m, this detector
can measure ion temperature with 15% accuracy for 109 DD
neutrons at 1 keV. Better than 10% accuracy is possible at
higher yields or higher ion temperatures.
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Figure 99.73
Neutron signal recorded for the two-stage MCP PMT prototype on D2 shot
33949: yield = 1.2 × 1011 and Ti = 4.1 keV. The fit is a convolution of a
Gaussian shape and a scintillator exponential decay.

The second nTOF detector designed for the NIF consists of
a BC-422 or BC-422Q scintillator coupled to a single-stage
MCP PMT. This PMT has a slightly faster response time of
about 200 ps (FWHM), a gain up to 103, and a 40-mm-diam
photocathode. The single-stage MCP PMT is less sensitive (by
a factor of about 103) to x-ray and γ-ray background but has less
gain by the same factor. Two versions of this detector were
tested on OMEGA: The first version was designed to deter-
mine the maximum sensitivity achievable using a single-stage
MCP Photek PMT140 PMT, coupled to a 20-mm-thick,
40-mm-diam BC-422 scintillator. It has 14-mm lead shielding
in front and a 5-mm aluminum housing on all other sides. This
prototype was tested on the OMEGA chamber wall, 1.65 m
from the target, with DD implosions and calibrated against the
standard neutron diagnostics. Figure 99.74 shows a typical
oscilloscope trace of a neutron signal from this detector (DD
yield of 6.7 × 1010 neutrons and Ti = 3.2 keV). This detector
installed on the NIF target chamber wall will detect ~1900
neutron interactions and produce a 500-mV signal for a DD
yield of 1 × 1010 neutrons. The same detector installed outside
the NIF target bay at 20 m from the target will have ~1700
neutron interactions and produce a 450-mV signal for a DD
yield of 1 × 1011.

The second version of the single-stage MCP PMT system
was designed to test upper-yield limits of such detectors. This
prototype had a 40-mm-diam, 20-mm-thick BC-422Q (1%
benzephenone) quenched scintillator, coupled with a Photek
PMT140 PMT, and operated at a gain of 5 × 102. The detector

Figure 99.74
Neutron signal recorded for the singe-stage MCP PMT prototype on D2 shot
33413: yield = 6.7 × 1010 and Ti = 3.2 keV. The fit is a convolution of a
Gaussian shape and a scintillator exponential decay.

was placed in a lead housing identical to that shown in
Fig. 99.72 and installed in the OMEGA Target Bay at 12.4 m
from the target, next to the two-stage MCP PMT prototype.
This prototype was tested with DT implosions and calibrated
against copper activation measurements. A scope trace of a
neutron signal is shown in Fig. 99.75 (DT neutron yield of
5.0 × 1013 and Ti = 9.7 keV). If this detector is installed outside
the NIF target bay at 20 m from the target, it will be sensitive
to DT yields from 1012 to 1014 neutrons.

Figure 99.75
Neutron signal recorded for the single-stage MCP PMT prototype on DT shot
33797: yield = 5.0 × 1013 and Ti = 9.7 keV. The fit is a convolution of a
Gaussian shape and a scintillator exponential decay.
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The third prototype nTOF detector tested on OMEGA used
a 10-mm-diam, 1-mm-thick CVD diamond wafer. Diamond
detectors have low sensitivity11 to hard-x-ray and γ-ray back-
ground and can be used at very-high DT yields. The CVD
diamond detectors also have a larger dynamic range than PMT-
based detectors. Such detectors11 were previously tested inside
the OMEGA target chamber. This time, the CVD diamond
detector was installed outside the target chamber at 2.8 m from
the target and biased at 1 kV. The CVD diamond prototype was
tested with DT implosions and calibrated against copper acti-
vation. A typical scope trace is shown in Fig. 99.76 (DT yield
of 5.0 × 1013 and Ti = 9.7 keV). This detector installed on the
NIF target chamber wall will be sensitive to DT neutrons over
a yield range from 5 × 1012 to 1015. The same detector installed
outside the NIF target bay at 20 m from the target will be
sensitive to DT yields between 1014 and 5 × 1016 neutrons.
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Figure 99.76
Neutron signal recorded for the CVD diamond prototype on DT shot 33797:
5.0 × 1013 and Ti = 9.7 keV. The fit is a convolution of a Gaussian shape and
an exponential decay.

For pre-ignition and ignition targets on the NIF, less-
sensitive detectors are needed about 40 m from the target.
Scaled detectors based on a single-stage MCP PMT and a
CVD diamond detector are chosen for this purpose. The
proposed set of nTOF detectors to measure ion temperature
and DD and DT neutron yields between 109 and 1019 is sum-
marized in Table 99.IV.

The proposed set of detectors is a realistic, cost-effective
approach to the NIF nTOF system and based on commercially
available components. All of the nTOF detectors and compo-
nents can be calibrated on OMEGA prior to installation and use
on the NIF. The nTOF detector calibrations can be later cross
checked against other yield-sensitive diagnostics, such as the
PROTEX15 and activation.16

Conclusions
Neutron time-of-flight (nTOF) detectors are part of the NIF

core diagnostic suite providing a measurement of ion tempera-
ture and yield. Several NIF nTOF detector prototypes have
been built and tested with D2 and DT implosions on OMEGA.
Prototypes for low and moderate NIF neutron yields are based
on fast plastic scintillators and fast photomultiplier tubes. A
third prototype is based on a CVD diamond detector. A set of
nTOF detectors is proposed for the NIF to measure ion tem-
perature and DD and DT neutron yields between 109 and 1019.
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Introduction
Recent technological developments in electronics and opto-
electronics have opened prospects for novel devices and digital
circuits operating in the subpicosecond temporal regime.1–5

As the operating speed of modern electrical devices increases,
the problem of how to properly characterize them becomes
progressively more difficult. Independent measurements of
the voltage and the current transients are needed in order to get
the full picture of the electromagnetic field distribution in the
device or circuit under test and to be able to obtain the complex,
frequency-dependent impedance characteristics of the tested
element. Information on the voltage transient in the subpico-
second time range, corresponding to the device’s THz opera-
tion rate, can be obtained using an electro-optical sampling
(EOS) technique, based on a nonlinear optical crystal (LiTaO3
in most cases) as the EO sensor.6 Freeman7,8 has recently
developed a magneto-optical sampling (MOS) technique that
is capable of directly measuring magnetic-field transients and,
therefore, together with EOS, allows for the complete charac-
terization of ultrafast devices and circuits. These previous
realizations of MOS have been limited, however, to Tb-doped
EuS7 or garnet8 crystals as the MO medium and could probe
current pulses with experimentally demonstrated temporal
resolution of the order of 10 ps at best. Part of the problem was
that the implemented MO materials exhibited ferrimagnetic
ordering,9 leading to slow magnetization relaxation.

This article presents time-resolved studies of the Faraday
effect in a diluted magnetic semiconductor Cd1–xMnxTe
single crystal with x > 0.5, maintained at cryogenic (10 K)
temperature. The Cd0.38Mn0.62Te crystal has been imple-
mented as the ultrafast MO transducer, allowing ultrafast
current transients to be characterized with subpicosecond time
resolution. Our MOS technique should also be applicable for
accurate, time-resolved measurements of transient magnetic-
field variations in modern spintronic devices.10

Faraday Effect and Magneto-Optical Sampling
The Cd1–xMnxTe crystals are very suitable materials for

MO applications, in general, and for MOS, in particular, since,

Subpicosecond Faraday Effect in Cd1–xMnxTe and Its Application
in Magneto-Optical Sampling

especially at low temperatures, they exhibit very high Faraday
rotation under externally applied magnetic fields.11,12 Align-
ment of Mn spins in Cd1–xMnxTe due to the applied magnetic
field leads to a large Zeeman splitting of the excitonic energy
levels13 through the strong sp–d exchange interaction between
the Mn spins and carriers. In turn, this mechanism induces a
magnetic-field–dependent birefringence in both optical circu-
lar polarization directions, ultimately resulting in the polariza-
tion rotation angle θF given by9

θ ω
F c

n n L VBL= −( ) =+ −2
, (1)

where ω is the light angular frequency, n+(n–) are the right
(left) components of the index of refraction of the circularly
polarized light within the MO material, L is the optical beam
magnetic-field B interaction length, and c is the speed of light.
Equation (1) also shows that θF can be expressed as the prod-
uct of the experimentally defined materials constant, so-called
Verdet constant V, times B and L. In the time domain, it is
predicted that the Mn ion spin–spin interaction time decreases
exponentially with increasing x and reaches the subpicosecond
range for x > 0.5.14

Figure 99.77 presents a schematic of our MOS experimen-
tal setup. The source of current pulses in our technique was a
photoconductive LT-GaAs freestanding photoswitch capable
of generating ~0.5-ps-wide electrical pulses.15 The switch
was integrated into a Ti/Au coplanar strip line (CSL) with
10-µm-wide metal strips with 10-µm separation, deposited on
a transparent MgO substrate. The CSL was biased and could be
shorted at one end in order to perform low-frequency V mea-
surements. A 0.5-mm-thick, optically polished platelet cut
from a Cd0.38Mn0.62Te single crystal was placed on top of
the CSL and acted as the MO transducer. Our Cd1–xMnxTe
crystals were grown using a modified Bridgeman method. The
synthesized material of proper stoichiometry in the form of a
polycrystalline powder was used as the source material for the
final crystal growth. The quality of our crystals was verified
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through extensive x-ray diffraction measurements.16 The en-
tire arrangement presented in Fig. 99.77 was placed inside a
temperature-controlled optical helium cryostat, and the mea-
surements were taken at 10 K.

Z2675

Excitation beam Probe beam

Bias

Cd1-xMnxTe
crystal

Transmitted
probe beam

MgO
substrate

LT-GaAs
switch

Transmission
line

Figure 99.77
Schematic of the MOS setup, including the LT-GaAs freestanding photo-
switch as an electrical pulse generator and the Cd1–xMnxTe crystal as an MO
transducer. Both the switch and the transducer are integrated into a CSL
fabricated on a transparent MgO substrate.

For our time-resolved Faraday rotation experiments, the
LT-GaAs switch was excited by ~800-nm-wavelength,
100-fs-duration, 76-MHz-repetition-rate laser pulses gener-
ated by a commercial Ti:sapphire laser, while ~200-fs-wide
probe pulses were generated by an optical parametric oscilla-
tor (OPO) with internal frequency doubling and their wave-
lengths covered the range from 570 nm to 615 nm. A 7:3 beam
splitter was used to direct 70% of the optical energy to OPO;
the remaining 30% was modulated by an acousto-optical
modulator at 90 KHz and delivered to our LT-GaAs free-
standing switch.17 The linearly polarized femtosecond probe
pulses from OPO traveled through the MO crystal between the
metal CSL electrodes, about 300 µm away from the photo-
switch. The CSL was connected to a bias source that charged
the LT-GaAs switch. The polarizer and photodetector (not
shown in Fig. 99.77) detected the polarization rotation of the
transmitted probe light, which was displayed on a computer as
a function of the excitation-probe delay time. The imple-
mented two-color-beam approach allowed us to tune the probe-
beam wavelength to reach the Cd1–xMnxTe maximum Faraday
rotation, while, at the same time, exciting the LT-GaAs switch
with the near-infrared (just above the bandgap) radiation. We

could also maintain the excitation-probe synchronization needed
for the sampling technique. Both the excitation and probe
beams were focused to spots with an ~10-µm diameter.

Experimental Results and Conclusions
At the first phase of our measurements, we measured the

spectral characteristics of our Cd0.38Mn0.62Te crystal re-
sponse and determined the static MO effect. A 3-KHz sinu-
soidal voltage was applied to one end of the CSL with no light
excitation on the LT-GaAs switch, so its resistance remained of
the order of 1 MΩ and its presence in the circuit could be
neglected. When the other end of the line was shorted (see
Fig. 99.77), a 3-KHz current signal was induced in the CSL and
the polarization rotation of the probe beam, passing through
the Cd0.38Mn0.62Te crystal and between the CSL lines, was
observed because of the Faraday effect. In the opposite situa-
tion, i.e., when the left end of the CSL was opened, no
polarization rotation of the probe beam was observed, exclud-
ing any possibility of the EO effect in our MO crystal. Open
circles in Fig. 99.78 show the results of the above measure-
ments in a form of the V dependence on the probe-beam
wavelength. We observe a broad local maximum centered at
593 nm, which corresponds to the earlier measured position of
the exciton resonance in Cd0.38Mn0.62Te, although the sig-
nificant (~6-nm) spectral width of our femtosecond probe

Figure 99.78
Spectral dependences of the transient (solid squares) and static (open circles)
Verdet constant for a Cd0.38Mn0.62Te single crystal measured using
subpicosecond current pulses generated by the LT-GaAs switch and 3-KHz
ac excitation. Both measurements were performed at 10 K in the tunability
range of our OPO. The arrow shows the position of the exciton resonance.
Solid lines are guides to the eye.
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Figure 99.79
Time-resolved Faraday angle rotation as a function of time, measured using
our MOS system. The probe-beam wavelength was 595 nm, and the experi-
ment temperature was 10 K. Solid line is an exponential fit to the fall part of
the signal.

pulses did not allow us to resolve the resonance structure in
detail. The V value obtained at the 593-nm wavelength com-
pares favorably to other MO materials reported in literature.9

Finally, one can also notice the increase of V at the bandgap
edge below 580 nm. Faraday rotation experiments are not
practical in this range due to the strong light absorption;
however, one could try to implement the Kerr-effect–type
measurements. We will discuss the MOS technique based on
the Kerr effect in a separate publication.

When the excitation pulses were applied to the LT-GaAs
switch, a train of subpicosecond electrical pulses was gener-
ated and propagated along the CSL. These electrical pulses
induced the transient magnetic-field component in the CSL
that coupled to our MO crystal and rotated the polarization of
the transmitted probe beam. A 1.1-ps-wide magnetic pulse
transient recorded using our MOS system for the probe-beam
wavelength of 595 nm (corresponding to the maximum V
value in Fig. 99.78) is shown in Fig. 99.79. The pulse rise
time, defined as the 0.9-to-0.1-amplitude time difference, was
measured to be about 0.6 ps, and the decay time, obtained
using exponential fittings, was 1.1 ps. The MOS signal ampli-
tude scan, performed for different probe-beam wavelengths
(closed squares in Fig. 99.78), showed that the transient V
value followed the low-frequency Verdet constant data. The
latter confirms that the transient shown in Fig. 99.79 is due to

the MO effect in Cd1–xMnxTe, based on the ultrafast Mn ion
spin–spin interaction.14 We note, however, that within the
exciton resonance range, the transient V values are consis-
tently ~30% larger than the static ones obtained using low-
frequency excitation (open circles in Fig. 99.78). From the
MOS transient signal-to-noise ratio, we estimated the sensitiv-
ity of our system as ~ 0.1 mA at 10 K. This resolution could be
obtained after averaging 100 data scans with 0.3-s lock-in
amplifier time constant.

To confirm the time dynamics of the MO effect in
Cd1–xMnxTe, we substituted the LiTaO3 crystal for our MO
crystal and performed the standard EOS testing at 10 K with the
same LT-GaAs switch and CSL. The measured EOS response
showed some additional oscillatory features due to apparent
dielectric loading of the relatively large LiTaO3 crystal, but the
recorded MOS and EOS pulses exhibited essentially identical
characteristic times. Since the response time of our LiTaO3-
based EOS system is 200 fs,15 we can confirm that the re-
sponse time of the cryogenic Faraday effect in Cd1–xMnxTe
with x > 0.5 is of the order of a few hundred femtoseconds or
less. The latter conclusion is in qualitative agreement with the
data discussed in Ref. 14.

We have demonstrated subpicosecond dynamics of the
Faraday effect in highly Mn-doped Cd1–xMnxTe at low tem-
peratures and have implemented these crystals as MO trans-
ducers in the MOS system for time-resolved measurements
of magnetic/current transients. The high sensitivity and sub-
picosecond temporal resolution of our MO sampler makes it
practical for characterization of ultrafast current–driven
(e.g., superconducting) devices and circuits. The presented
sampler should also be very useful for testing the switching
dynamics of spintronic logic elements. Finally, the Cd1–xMnxTe
crystals should find applications as ultrafast MO modula-
tors18 for electrical-to-optical coupling of superconducting
digital circuits.19
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Introduction
Due to the high steady-state peak electron velocity1–4 in
gallium nitride (GaN) and the simplicity of fabrication, metal–
semiconductor–metal photodiodes (MSM-PD’s) fabricated on
GaN have attracted intensive research effort. High-bandwidth,
monolithic MSM devices have already been demonstrated.5–8

Both Monte Carlo simulations9 and experimental measure-
ments10 have shown that the intrinsic response time of the GaN
MSM-PD’s could be as fast as a few picoseconds. For practical
applications, however, it is necessary to integrate the device
into a fast package so that the photogenerated signal can be
coupled out to standard timing instruments, such as a fast os-
cilloscope or a readout circuit. The packaging process will
inevitably introduce a parasitic effect that limits the high-
frequency performance of the devices. Our previous experi-
mental results5 showed the dominant role of the packaging
fixture. To identify the performance-limiting factors and to
design MSM-PD’s with a required bandwidth and responsivity,
it is essential to examine the dynamic behavior of the inte-
grated unit including the photodiode and the packaging circuit.

In MSM-PD’s, there are several design considerations in
trying to improve their speed of response. Decreasing the inter-
electrode spacing has the beneficial effect of decreasing car-
rier-transit time (which decreases the response time), at the
cost of an increase in the device capacitance (which increases
the response time). To reduce the device capacitance, one can
reduce the area of the interdigitated fingers. This requires a
tighter focusing of the incident beam. Shrinking the total
detector area would also increase the current density; thus the
maximum total charge that can be delivered to the processing
electronics must decrease. As a result, it is necessary to under-
stand the behavior of UV MSM-PD’s under a wide range of
illumination levels. The transient behavior of infrared MSM-
PD’s subjected to optical pulse energies ranging from 0.01 to
316 pJ was reported recently.11 The pulse broadening under
high optical energy was attributed to the space-charge screen-
ing effect, which was studied in Refs. 12 and 13 for GaAs.
However, theoretical simulations and experimental studies of
the screening effect in GaN MSM-PD’s under high illumina-

Simulation of Submicronmeter Metal–Semiconductor–Metal
Ultraviolet Photodiodes on Gallium Nitride

tion conditions have not appeared in the literature. This effect
is part of our study and will be discussed in detail below.

Simulation
The MSM device with 0.3-µm feature size and the broad-

band circuit to be simulated are the same as reported previ-
ously5 (see Fig. 99.80). The circuit has a strip-line structure
with the switch attached on a G-10 board. At first, we tried to
model the entire assembly by an equivalent circuit with the
lumped electric elements and then solve the circuit by using
SPICE. This approach is simple and straightforward. The
photocurrent, however, must be input as a parameter rather
than calculated directly. Therefore the model cannot explore
the opto-electronic process that occurs under optical illumina-
tion. Furthermore, this method cannot monitor the circuit
effect and space-charge screening effect as discussed below.

To better understand the transient behavior of the device, we
developed a more-complicated numerical simulation using a
distributed-circuit approach.14–16 Similar simulations have
been used to describe the electric field in high-voltage photo-
conductive switches, although this is the first time they have
been applied to an MSM photodiode. Instead of tracking the
detailed carrier dynamics,12,13 we assume that the optically
generated electron-hole pairs are swept out (with negligible
recombination) at rates determined by the field-dependence
velocities.1 The transient current and voltages are computed
simultaneously and dynamically to produce the device temporal
response. A major advantage of this approach is that it allows us
to conveniently include the effect of the packaging circuit.

The simulation assumes a transverse electromagnetic wave
propagation. This is an approximation that ignores modal dis-
persion and the discontinuity in the dielectric constant between
the strip line and the air. The entire circuit, including the charge
source, the transmission line, the semiconductor, and the load,
was sliced into 1024 small cells along the equipotential lines.
Each cell is modeled by discrete elements: resistors, capaci-
tors, and inductors (see Fig. 99.80; k is an even number) whose
values are computed from the cell geometry.17



SIMULATION OF SUBMICRONMETER METAL–SEMICONDUCTOR–METAL ULTRAVIOLET PHOTODIODES ON GALLIUM NITRIDE

LLE Review, Volume 99 213

All of the cells have identical configurations and are lin-
early coupled to the two adjacent neighbors; therefore, we need
to focus on solving only one such cell, and then the equations
for the entire circuit can be mapped out. In each cell, only two
unique nodes are considered: an “even” node and an “odd”
node, as shown in Fig. 99.81, where Rt is the resistance of the
small cell, the value of which depends on the material proper-
ties of the location and is photosensitive in the active area of the
device; Cs is the capacitance across the resistance; Cg is the
capacitance between the cell and the ground; Ls is the induc-
tance of the cell; and Vk is the potential at each node. When the
Kirchhoff’s law of current continuity is applied to these nodes,
the equations of voltage and current can be obtained.

Several assumptions were made in deriving the circuit
equations: (1) The Schottky contact in MSM-PD’s is non-
injecting; that is, no electron can flow from metal cell to semi-
conductor cell on the boundary between materials. (2) The gap
between fingers is fully depleted, resulting in high resistivity;
this is justified by noting that the flatband18 voltage across the
gap is calculated to be 0.25 V, much lower than the applied bias
voltage of 5 V. (3) The optical illumination is spatially uniform
across the finger spacing since the size of the spacing (0.3 µm)
is much smaller than that of the active area (50 µm) and the
focal spot (~10 µm). (4) The 2-D dependence of the electric

Figure 99.80
Top view of the broadband circuit designed for
the MSM photodetectors. The one-dimensional
transmission line was sliced into 1024 small
cells along the equipotential lines and modeled
as a lumped-element circuit as shown in the
figure. To avoid an abrupt width change, a pad
with a calculated curve tapers the transmission
line down to the active area.

Figure 99.81
“Even” node and “odd” node of the lumped-element circuit. Here, Rt is the
resistance of the small cell, Cs is the capacitance across the resistance, Cg is
the capacitance between the cell and the ground, Ls is the inductance of the
cell, and Vk is the potential at each node.

field is neglected, and the electric field is uniform across the
finger gap of the devices. This 1-D simulation appears to be a
good approximation in estimating the device response time.

It is worthwhile to note that a more fundamental approach
detailing the carrier dynamics has been done previously12,13

using a numerical Poisson solver. In the simplified, distrib-
uted-circuit approach presented here, the entire package was
modeled by discrete circuits. While it is straightforward to
describe the rest of the circuit, it took some effort to build the
accurate model for the interdigitated MSM photodiode so that

E12823

Vk–1
Cg

Vk+1

Cs

Vk

LsRt

Equipotential lines

50
-Ω

 o
sc

ill
os

co
pe

To charging circuit

Optical-cap
(150 nF)

E12824

Vk–1

Cg

Rt Vk+1

Cs

Vk
Ls Vk–1

Cg

Rt

Cs

VkVk–2

Ls

Odd nodeEven node



SIMULATION OF SUBMICRONMETER METAL–SEMICONDUCTOR–METAL ULTRAVIOLET PHOTODIODES ON GALLIUM NITRIDE

214 LLE Review, Volume 99

the 2-D structure can be degraded to a 1-D model. In the active
region of the MSM photodiode, the gap between the finger
electrodes was sliced into ten cells along the equipotential lines
that follow the meandering shape of the fingers. When free
carriers are generated optically in the gap, the carriers will
move from one cell to the adjacent one under the external
electric field. Transport perpendicular to the gap is ignored.
Hence the time-dependent conductivity is 1-D between the
finger electrodes. One concern about the 1-D model is that the
electromagnetic waves may propagate along the fingers in real
devices; however, the calculations show that the longest time
for the electromagnetic wave to travel through the entire
meander is less than 14 ps. This is small compared with the
40-ps rise time as shown below in the simulation results.
Therefore, it is reasonable to ignore this propagation along the
fingers and assume that the signal will travel from one finger
electrode to the other finger electrode only so that the 1-D
model is justified. The approach has an important advantage in
that it allows the packaging circuit to be included in computing
the response of the entire device assembly. A direct comparison
with experimental results can then be made.

With the above assumptions, we can linearize the expres-
sions for the currents and voltages in each cell. While the
resistance in the metal transmission line is constant, the resis-
tance in the semiconductor, which is a product of resistivity
and length of the cell divided by the cross section of the cell,
varies dynamically. The resistivity is calculated from the field-
dependent expression

ρ
µ µ

x t
e n x t E p x t Ee h

,
, ,

,( ) =
( ) ( ) + ( ) ( )[ ] ( )1 Ωcm (1)

where the carrier densities n and p are calculated from the local
optical intensity, absorption rate, and transport. The electron
mobility µe, a function of electric field, is given by Ref. 1, while
the hole mobility µh is fixed at 30 cm2/Vs. After optical
illumination, the electrons and holes separate under the influ-
ence of the applied electric field and are collected by elec-
trodes. The changing electric field and carrier densities cause
the resistance of the cell to evolve in time. This change of the
resistance is coupled out to other cells by changing the values
of the voltage and current in each node. The transient response
of the detector is then computed according to the distributed-
circuit model.14

With V(t) as the voltage across the inductor at time t and
V(t′) as the voltage at the previous time t′, the currents at time
t and t′ in the inductor can be obtained by integrating V(t) and
V(t′) with the first-order Simpson’s rule

1

2
V t V t L

dI
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L I t I t

ts
s( ) + ′( )[ ] = ≈

( ) − ′( )[ ]
∆

, (2)

where Ls is the inductance and ∆t = t – t′. Similarly, the current
at time t in the capacitor can be written as

I t C
V t V t

t
( ) =

( ) − ′( )
∆

, (3)

where C is the capacitance of a section of line of length ∆x. In
the simulation, the even nodes and odd nodes each generate a
different set of equations. By applying Kirchhoff’s law of
current continuity, the circuit equation for the even nodes is
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where k = 2n (n changes from 1 to 1024), symbols with prime
mean the variables at previous t′, and symbols without prime
mean the variables at present time t. Similarly, for the odd
nodes we have
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The above questions are complex; however, they can be
written in matrix format as follows:
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where N is equal to 2048 and the matrix elements are from the
coefficients of the variables in Eqs. (4) and (5) and are defined
as
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The initial values of current and voltage were determined from
the dc-biased dark condition. These initial values were placed
in matrix Eq. (6). The new values of voltage can then be solved.
With the help of Eq. (2), the new values of current can be solved
as well. Therefore, by iteration, the time response of the circuit
can be numerically computed.

Results and Discussion
In simulations, the model parameters were chosen to match

the actual MSM-PD’s previously tested.5 The active area
was 50 × 50 µm2, and the finger width and spacing were both
0.3 µm. For calculating the illumination on the detectors, we
selected a Gaussian pulse with a full width at half maximum
(FWHM) of 500 fs at a wavelength of 270 nm. Different illu-
mination conditions with optical energies ranging from 0.01 pJ
to 1 nJ were simulated. The results for optical pulse energies
of 1, 6, 10, and 20 pJ are plotted in Fig. 99.82 with normal-
ized amplitude. When the illumination level was lower than
1 pJ, the electric impulses delivered to the 50-Ω load had
similar pulse shapes. The rising edge was dispersed by the
transmission line and was typically 40 ps, which is longer than
the optical pulse. The oscillations after the main peak were
caused by the impedance discontinuities in the package. The
shortest pulse width was 48 ps, which is a little shorter than
our measured result of 60 ps for the same device as reported
in Ref. 5. We attribute this discrepancy between simulation
and measurement to parasitic effects not included in the

Figure 99.82
Simulated time responses of the detectors with different optical pulse ener-
gies of 1 pJ (×), 6 pJ (square), 10 pJ (circle), and 20 pJ (triangle) under 5-V
bias. The amplitudes of the signal have been normalized to the peak values.

simulation, such as the connector discontinuities and the
fact that in a microstrip transmission the field is not truly trans-
verse electromagnetic.

The most-distinguishing feature of the results is that the
pulse width broadens markedly as the optical pulse energy
increases. This trend is the same as observed in experiments.5

This increase in pulse duration can be attributed to the screen-
ing of the dark electric field between the finger electrodes by
the space-charge field induced by the separation of the
photogenerated electrons and holes. Qualitatively, at high ex-
citation intensity, carrier densities of both electrons and holes
increase to the point when the normally depleted region of the
detector now has a substantial conductivity that temporarily
decreases the electric field. As a result, the carriers are now
swept out at a lower speed, hence the slower detector response.
This effect is essentially the same as was found in GaAs
photodetectors reported in Refs. 12 and 13.

Comparison with Experiments
The pulse broadening, under high-level illumination, was

observed in both experiments5 and simulations. In this section
the pulse width’s dependence on the total optical energy will be
compared for the two cases. In our simulations, the external
quantum efficiency was assumed to be 100%; that is, each
photon generates a free electron and hole pair. To compare the
simulated and experimental results at the same illumination
level, it is necessary to modify the optical pulse energy in
experiments according to the measured external quantum
efficiency, defined as the ratio of the number of the electron-
hole pairs and the incident photons. The number of electrons
generated by the optical pulse was obtained by integrating the
photoelectric current; the number of photons in each optical
pulse was determined by dividing the measured average laser
power by the repetition rate (82 MHz for a Ti:sapphire laser)
and the energy of each photon. In the case of the highest input
of 391 pJ, ηex was determined to be 1.77%. This factor was
used to scale the experimental data. In Fig. 99.83, the simulated
and measured FWHM’s after the scaling are plotted together.
With a single scaling factor, the experimental and simulated
results are in close agreement.

Analysis of the data shows that the pulse width remains
approximately constant until the optical energy exceeds a
certain level (around 0.4 pJ) for both simulated results and
scaled-experiment results. We can compute the photogen-
erated charge and compare its value to the stored charge in the
device as follows: the capacitance of the MSM structure
calculated to be 0.182 pF,19 corresponding to a stored charge
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of 9.1 × 10–13 C (or, about 5.7 × 106 electrons) given 5-V
bias. At an optical energy of 0.4 pJ, the depletion region would
have a total carrier density equal to about 10% of the stored
charge. This amount appears to be the threshold of the onset of
the space-charge effect.
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Figure 99.83
Comparison of FWHM’s from stimulation and experiment. To compare them
in the same illumination level, a single factor was used to scale down the
optical energy in experiment.

Summary
In summary, a GaN interdigitized-finger MSMPD with

0.3-µm finger width and spacing was packaged with a spe-
cially designed fast circuit. The entire assembly was simulated
by a simplified, distributed-circuit approach so that the circuit
effect can be conveniently monitored. The space-charge screen-
ing effect causing the broadening of the impulse response was
discussed and compared with experimental results. After a
single scaling factor of external quantum efficiency, theory and
experiment were brought to a close agreement.
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The elastomeric property of poly(dimethylsiloxane) (PDMS)
allows stamps made of this polymer to be widely used in
replicating patterns with high fidelity through the conformal
contact between the substrate and the stamp surfaces.1–3 This
unique property is also the origin of stamp deformations.
Although the conformal contact is preferred in contact print-
ing, the application of stamp deformations in nanofabrication
is severely under investigated. Xia et al. were able to create
patterns with size-reduced features by intentionally applying
external forces to laterally deform the stamps during contact
printing.4 This article shows that not only can size reductions
be achieved by applying pressure normal to the substrates
during contact printing, but also new patterns different from
those features on the stamps can be generated by this patterning
approach. This method is referred to as overpressure contact
printing (oCP). It is particularly worthwhile to mention that
oCP is unique in the fabrication of new features while having
the advantage of miniaturization.

As indicated, overpressure contact printing relies on the
deformation of PDMS stamps. The mechanical properties of
PDMS and the behaviors of PDMS stamps have been exam-
ined recently.5,6 Delamarche et al. showed that the height-to-
width ratios—the aspect ratios—of the relief structures on
PDMS stamps need to be between about 0.2 and 2 in order to

Overpressure Contact Printing and Its Applications
in the Fabrication of Arrays of Magnetic Rings

obtain defect-free printing. If the aspect ratio of the PDMS
feature is too high, the roof of the feature may come into
contact with a substrate under its own weight or under an
external pressure. When the aspect ratios are too low, the relief
structures are not able to withstand the stamp weight. The
compressive forces of printing and the adhesion force between
the stamp and the substrate can both cause the similar re-
sult.5,7,8 This article will briefly describe the theoretical
analysis of this deformation of PDMS.8

Figure 99.84(a) shows a basic geometry of a stamp that
consists of periodic relief line features with height of h, feature
width of 2w, and trench width of 2a. When pressure is applied
to the stamp, several deformations occur, including in-plane
lateral expansion, “sagging” of the trench, and relief feature
from compression by the external stress. The in-plane expan-
sion of the stamp could be minimized if a stiff backplane such
as a glass plate on the elastomer is used since the Young’s
modulus of glass is much greater than that of PDMS. Because
the strength of stress applied is typically of the order of the
Young’s modulus of PDMS, the Poisson expansion of the
stamp bonded to the glass backplane can be several orders of
magnitude lower than that of a stamp without a backplane and
negligible.8

Figure 99.84
Illustrations of (a) the basic geometry of a PDMS stamp
and stamps deformed into contact with substrates under
(b) required minimum and (c) excess pressures.
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Most elastomers are rubber elastic and incompressible with
Poisson’s ratio v of approximately 0.5. The Young’s modulus
of PDMS depends strongly on the mixing ratios between
prepolymer precursor and curing agent and the preparation
conditions, such as curing time and temperature. The Young’s
modulus (E) and density of the PDMS material with different
mixing ratios have been studied by examining the deflection of
a single-side clamped PDMS cantilever beam.6 To keep the
mechanical properties of the PDMS consistent, a mixing ratio
of 10:1 between the polymer and curing agent was used along
with a curing temperature of 70°C overnight for all the stamps
tested in this work. The Young’s modulus of PDMS stamps
prepared at these conditions is ~0.75 MPa as indicated by
Armani et al.6 For a qualitative analysis, the height of the stamp
backbone is neglected because it is normally much greater than
the height of the relief features, and the amount of pressure
from the weight of the stamp is negligible as compared to the
amount of pressure applied. With these assumptions, the model
for promoted contact between the roof and substrates under
external stress [Fig. 99.84(b)] can be simplified as follows:8

V
E

w a
w

w amax
min= +( )

+( )
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⎤
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⎧
⎨
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⎩⎪

⎫
⎬
⎪

⎭⎪
∗

−4

2
1σ

π
π

cosh sec , (1)

where Vmax is the maximum displacement of the roof by an
applied minimum external stress σmin and E E∗ = −( )1 2v .
All variables in the equation are known except external stress
σ, which can be varied to give different degrees of contacts
between the roof and the substrate [Fig. 99.84(c)].

This article further demonstrates the application of the oCP
technique in creating FePt magnetic ring and anti-ring struc-
tures from microwell patterns of Pt@Fe2O3 nanoparticles.
We are particularly interested in making arrays of these mag-
netic structures because such patterns are candidates for mag-
netic random access memory (MRAM).9 In MRAM, it requires
a reproducible switching mechanism from one cycle to the
next. In this context, flux closure magnetic elements are
favorable as compared to linear magnetic elements because of
less dependence on the edge domain effect. For linear ele-
ments, the randomly magnetized edge domains form at the flat
edges, which can prevent repeatable magnetic switching. On
the contrary, the circular disks and rings with flux closure
magnetization are more sustainable to edge roughness and,
therefore, are suitable for device fabrication. In magnetic
disks, however, a center vortex can form, and vortex displace-
ment may lead to an irreproducible switching. A ring-shaped
magnetic element can form a stable flux closure magnetization

without the central vortex because of the geometry confine-
ment of the ring.9 A vertical magnetoresistive random access
memory based on ring elements has been proposed recently.9

Nano-rings have been fabricated by e-beam lithography or
nanoimprinting.10–12 Although e-beam lithography can create
ordered arrays of nano-rings with controllable diameter and
thickness, the process is usually cumbersome and inaccessible
to the majority of researchers. More recently, Scott et al. have
successfully fabricated ordered arrays of magnetic rings by
using controlled dewetting of polymeric percursors.13 This
technique is versatile and able to create ordered ring arrays of
iron- and cobalt-containing polymers. Upon thermal treat-
ment, the polymers can decompose and form magnetic ceram-
ics. The combined dewetting and pyrolysis processes tend to
lead, however, to the formation of local organization of the
magnetic nanoparticles within the bands, while the continuity
is pivotal for the rings to exhibit the unique flux closure
magnetization mode. Here, an alternative technique to fabri-
cate nano-rings in a controlled fashion using oCP is presented.
The capability of the oCP technique is illustrated using self-
assembled monolayers (SAM) on gold. The application of this
method in making arrays of FePt rings from pLB films14 of
4-nm Pt@Fe2O3 core–shell nanoparticles15 is then described.

Gold substrates used in this research were made by depos-
iting a 45-nm-thick gold layer onto silicon wafers using an
e-beam evaporator. The ink was hexadecanethiol in an ethanol
solution (~1 mM).2 The PDMS patterns were replicated from
photoresist (Shipley 1813) patterns on silicon following the
standard procedures.16 The height of the photoresist features
made from this photoresist is expected to be 1.3 µm and was
examined using a tapping-mode atomic force microscope
(AFM, Digital Instrument, Nanoscope IIIa). In a typical proce-
dure, the gold substrates and stamps were first cleaned with
ethanol and dried under a stream of N2 gas. A small amount of
ink solution was then applied on the stamp surface using a
cotton tip. The excess thiol solution was washed away with
ethanol and dried with N2 gas for 2 min. The stamp was then
placed in contact with the gold substrate. To ensure conformal
contact between the stamp and the substrate, and contact
between the roof of the features and the substrate surface,
pressure (~0.3 MPa) was applied normal to the substrate
surface by using an iron block (3.2 kg/cm2) during printing.
The size of the stamp was typically 1 × 1 cm2. The unprotected
gold regions were removed by an aqueous etching solution
consisting of K3Fe(CN)6 (0.01 M), K4Fe(CN)6 (0.001 M),
K2S2O3 (0.1 M), and KOH (1 M). The optimized duration for
etching away 45 nm of gold was about 8.5 min. The etched
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substrates were washed thoroughly with ethanol and deionized
water and dried with N2.

The ability to pattern γ-Fe2O3 (Ref. 17) and Pt@Fe2O3
nanoparticles15,18 using the patterned Langmuir–Blodgett
(pLB) technique14,15 has been demonstrated. Both monolayer
and multilayer depositions of nanoparticles are possible using
the pLB technique through a layer-by-layer approach. This
pLB technique has been used to pattern Pt@Fe2O3 core–shell
nanoparticle arrays of rings and anti-rings in conjunction with
oCP. The experimental procedure is shown in Fig. 99.85. In a
typical procedure of making nanoparticle patterns, designed
multilayers of Langmuir films of ~4-nm Pt@Fe2O3 nano-
particles were transferred onto a PDMS stamp of microwell
pattern (10 µm). The nanoparticle-coated stamp was then
contact printed on a plasma-cleaned Si wafer at a pressure of
~0.3 MPa for 2–3 s. The initial printing (oCP) generated the
anti-ring pattern of nanoparticles [Fig. 99.85(a)], while remov-
ing the particles from the centers of the roofs of the wells that
made contact with the substrate. The stamp was then carefully
released from the substrate and used for a second printing
under a pressure of ~0.3 MPa and a stamping time of 10 s.
Arrays of ring structures could be obtained from the second
printing, which is referred to as extended oCP [Fig. 99.85(b)].

Field-emission SEM images were obtained using a LEO 982
microscope. Tapping-mode AFM and magnetic-force micro-
scope (MFM) images were collected using a Digital Instru-

Figure 99.85
The experimental procedure for (a) overpressure and (b) extended over-
pressure contact printing.

Figure 99.86
(a) AFM images and cross-section analyses showing the height (1.3 µm) of
the PDMS stamps used in this work and [(b)–(e)] the SEM images of the
photoresist masters of line patterns (10, 15, 20, and 25 µm) used in this study.

ment Nanoscope IIIa microscope. The magnetic tips (MFMR)
were purchased from Nanosensors. The cantilevers are coated
with cobalt alloy (40 nm thick) on the tip side and aluminum
(30 nm thick) on the detector side. The tip radii are typically
less than 50 nm. The tips are magnetized using a permanent
magnet (field strength: ~0.2 Tesla) prior to MFM imaging.
MFM images were obtained using the interleave mode at a lift
scan height of 50 nm.

To demonstrate the oCP technique, gold microstructures
were created on silicon starting from SAM of thiolate on gold
surfaces. In this case, the SAM acted as an etching resist layer.
Several line patterns with various height/width aspect ratios
have been tested. The physical dimensions and their corre-
sponding aspect ratios of some of the relief line patterns on the
PDMS stamps used in this project are listed in Table 99.V.
These numbers have been obtained from SEM and AFM
characterizations of the photoresist masters and the PDMS
stamps (Fig. 99.86). In oCP, the roof of the stamp is intention-
ally deformed to promote the contact with the substrate
[Fig. 99.84(b)]. The minimum amount of pressure σmin re-
quired to make the initial contact between the roof of the stamp
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Table 99.V: Dimensions and aspect ratios of the PDMS stamps of parallel lines used, the calculated minimum
pressure for causing contacts between the roofs and substrates, the applied pressures, and the trench
sizes fabricated in gold substrates using oCP.

Width (µm) Trench size fabricated (µm)

Trench
2a

Feature
2w

Height*

h (µm)
Aspect
ratio
(h/w)

σmin
**

(MPa)
σapplied
(MPa)

Trench 1 Trench 2 Trench 3

10 10 1.30 0.13 0.13 0.3 0.99 1.09 1.0

15 15 1.30 0.087 0.87 0.3 1.01 1.30 1.2

20 20 1.30 0.065 0.065 0.3 1.48 1.80 1.6

25 25 1.30 0.052 0.052 0.3 2.31 2.32 2.3

*The height was estimated by AFM.
**Calculation was based on the equation given in the text.

Figure 99.87
SEM images of trenches on surfaces of Au substrates fabricated using oCP
from (a) 10 × 10-µm, (b) 15 × 15-µm, (c) 20 × 20-µm, and (d) 25 × 25-µm
stamps. The scale bars in the insets are 5 µm.

and the substrate was estimated for each of the stamps used
based on the equation and data presented above; the results are
listed in Table 99.V. The minimum pressures needed for the
various stamps used were all below the Young’s modulus of
PDMS made at the current synthetic conditions (0.75 MPa)6

and the amount of pressure applied (0.3 MPa). By applying
pressure greater than the minimum, a higher degree of defor-
mation can be obtained [Fig. 99.84(c)].

Figure 99.87 shows a series of SEM images of etched
trenches on gold substrates fabricated by the oCP technique
using the equally spaced line stamps presented in Table 99.V.
The etched patterns consisted of arrays of gold lines separated
by fine trenches (insets of Fig. 99.87). It is noticeable that the
trenches between these lines were slightly uneven in width.
This is most likely due to the unevenness of the weight when
situated on top of the stamp. The contrast in SEM images of
gold on silicon could also vary slightly. The light and dark line
structures shown in Figs. 99.87(a) and 99.87(d) on both sides
of the trenches were Au substrates resulting from the different
etching resistance from the SAM’s. During the initial oCP, the
stamp was placed in intimate contact with the substrate where
only the protruded structures on the stamp were able to contact
the substrate [the lighter lines in Figs. 99.87(a) and 99.87(d)].
The roofs of the stamps were then brought into contact with the
substrate by applying external pressure where coverage of
thiolate on the Au substrate at the contact areas between the
roof and the substrate (the darker lines) was different from
feature regions. The difference between these two regions
could be eliminated by controlling the etching conditions, as
demonstrated in Figs. 99.87(b) and 99.87(c).

The sizes of the trenches made from each stamp of line
patterns are summarized in Table 99.V. For a stamp with a roof
height of 1.3 µm, the generated trenches have widths of about
1/10 or slightly less than 1/10 of those on the original patterns,
when the applied pressure was ~0.3 MPa. For instance, a trench
width of ~1 µm was fabricated by using a 10 × 10-µm–sized
line stamp. The percentage of size reduction did not change
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substantially for patterns with line widths between 10 µm and
25 µm when the height of the roof was maintained the same
and the features had height-to-width ratios varying between
0.052 and 0.13. All of these aspect ratios were smaller than the
critical threshold value of 0.2 at which substantial external
pressures is required to collapse the roof.5 Our preliminary
data indicate that the oCP technique can be extended to
fabricate submicron and potentially nanometer-sized struc-
tures. Figure 99.88 shows an SEM image of submicron-sized
trenches on the surface of the Au substrate fabricated from 1 ×
1-µm line stamp with a height of ~0.5 µm using oCP tech-
nique. The average trench width was ~300 nm, although only
a single trench per repeating unit has been produced. Careful
design in stamp geometry is required for a systematic study in
this size-reduced range.

G6359

299.7 nm

1.71 mm

2 mm

Figure 99.88
SEM image of submicron-sized trenches on the surface of Au substrate
fabricated from 1 × 1-µm line stamps using oCP. Only a single trench per
repeating unit has been produced.

The oCP technique was applied in patterning Pt@Fe2O3
core–shell nanoparticles to create anti-ring and ring structures.
Langmuir films of ~4-nm Pt@Fe2O3 core–shell nanoparticles
were transferred onto a PDMS stamp of well arrays (10 µm in
well diameter with a well center-to-center distance of 15 µm).
Overpressure and extended overpressure printing on plasma-
cleaned Si substrates were used to obtain anti-ring and ring
patterns, respectively. Figure 99.89 shows the SEM images of
the single and arrays of fabricated anti-ring and ring patterns of
Pt@Fe2O3 nanoparticles at different magnifications. The pat-
terns were relatively uniform over a large area. The ring and
anti-ring patterns obtained were not completely complimen-

tary to each other. The average trench width of the anti-rings
was ~1.3 µm, while the rings had an average line width of
~1.1 µm. Some of the rings were not completely closed loops
or had variation in line width, which could be due to the rup-
ture of the nanoparticulate films during contact printing.
Similar defects at the inner and outer perimeters could be found
for anti-ring patterns. This effect could be minimized by
optimizing the thickness of the nanoparticulate films and using
precise control in releasing the stamp.

G6360
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50 mm 20 mm

(a) (b)

(c) (d)

Figure 99.89
SEM images of [(a), (b)] anti-ring and [(c), (d)] ring patterns of Pt@Fe2O3

nanoparticles. Insets in (b) and (d) show the individual anti-ring and ring,
respectively.

Tapping-mode AFM was used to examine the topology of
the ring patterns made by extended oCP of Pt@Fe2O3 core–
shell nanoparticles. Figures 99.90(a) and 99.90(b) show the
three- (3-D) and two-dimensional (2-D) presentations of the
ring structures of pLB films of Pt@Fe2O3 core–shell nano-
particles. The cross-section analysis shows that the rings had
relatively uniform height [Fig. 99.90(c)]. The average height
of the rings was ~285 nm, which corresponds to approximately
36 layers of nanoparticles. The number of layers in the rings
was reasonable and further confirmed by measuring the height
of six-layered unpatterned Pt@Fe2O3 nanoparticles to get an
average thickness of a single particle layer. The AFM image
and the cross-section analysis for an unpatterned six-layered
film of Pt@Fe2O3 nanoparticles are shown in Fig. 99.91. The
average thickness was 45 nm, which corresponds to a mono-
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layer thickness of 7 to 8 nm. This value is reasonable since the
4-nm Pt@Fe2O3 core–shell nanoparticles are capped with
oleic acid surfactants, which have a typical length of ~3 to
5 nm, depending on the configuration of hydrocarbon chains.
The ruptured features observed in SEM were seen in the AFM
image as well.

The patterned rings of Pt@Fe2O3 core–shell nanoparticles
could be readily converted to face-centered tetragonal (fct)
FePt alloy rings by thermal annealing in an atmosphere of 5%
(v/v) hydrogen in argon at 450°C for 30 min.15–19 Fig-

ures 99.92(a)–99.92(c) show the tapping-mode AFM images
in 3-D and 2-D views and a cross-section analysis of the rings
after the solid-state conversion. The average height of the
patterns after annealing was approximately 140 nm. This value
is reasonable considering the carbonization of surfactants and
coalescence of nanoparticles upon annealing. The six-layered
unpatterned film after the conversion had an average height of
~23 nm. Although the rings showed a large degree of shrinkage
in height after the conversion, our cross-section analysis indi-
cated that the line width of the ring did not show substantial
broadening or shrinkage.

Figure 99.91
AFM images and their section analyses of six-
layered unpatterned LB films of Pt@Fe2O3 core–
shell nanoparticles (a) before and (b) after solid-state
conversion.

Figure 99.90
Tapping-mode AFM images of ring arrays of Pt@Fe2O3

nanoparticles: (a) 3-D representation, (b) 2-D representa-
tion, and (c) a cross-section analysis.
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MFM is a powerful tool to study magnetic properties of
patterned structures.20 In this technique, the topography con-
trast and magnetic interaction can be effectively separated by
using tapping mode. As illustrated in Fig. 99.93(a), the phase
contrast in an MFM image depends on the interaction of
magnetic dipoles between the MFM tip coating layer and those
of the substrate. Both low and high phase signals are possible
for magnetic components on a substrate in comparison to
nonmagnetic regions. The dark contrast indicates the magnetic
repulsion between the tip and substrate, while the light-con-
trast region shows the attractive interaction. A relatively thick

film was desired to have strong-enough magnetic signals for
MFM characterization. Figure 99.93(b) shows the MFM study
on the magnetization of the ring arrays characterized in
Fig. 99.92. Both the tip and the substrate of FePt-magnetic ring
on silicon have been premagnetized using a magnet (~0.2 to
0.25 Tesla). The magnetic response from the ring could be
clearly visualized in the MFM image. The dark contrast indi-
cated that the magnetic layer on the tip and the ring patterns
repelled each other, which suggests that they were magnetized
in the same direction.

Figure 99.93
(a) An illustration of the magnetic interactions between MFM tip and patterned substrate and (b) MFM phase image of fct FePt magnetic rings made by
extended oCP.

Figure 99.92
[(a)–(c)] Tapping-mode AFM images of FePt rings:
(a) 3-D representation, (b) 2-D representation, and
(c) cross-section analysis.
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In conclusion, it has been demonstrated that a new pattern-
ing approach can be developed by controlling contact areas
between the roof of an elastomeric stamp and the substrate
surface to create size-reduced patterns. This technique is
unique in that it offers a tool for making new patterns that may
not exist on the original masters. The method is versatile and
used to pattern self-assembled monolayers as well as thin films
of nanoparticles. Fabrication of submicron-sized patterns is
feasible with properly designed elastomeric stamps. The mag-
netic rings and anti-ring structures could have various novel
applications, such as the study of magnetization reversal,21

metastable states of magnetic rings,12,22–24 and ring-based
magnetic biological separations and manipulations.25
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Introduction
Over the past few years there has been considerable interest
regarding the use of foam shells in inertial confinement fusion
(ICF)1 targets. The original proposed use of plastic foam shells
was as a matrix for liquid deuterium�tritium (DT) fuel.2

More recently, in the designs of Colombant et al.,3 foam has
been proposed for use as an ablator material, in conjunction
with an outer layer of a high-atomic-number material such as
Pd. In these designs, the foam is preheated by radiation from
the outer layer and has substantially higher ablation velocities,
resulting in a more-stable outer surface. In other high-gain
�wetted-foam� designs,4 the foam is used primarily because it
has a higher atomic number than DT. This results in greater
absorption and increased laser-energy coupling, which in turn
allows more fuel to be used without reduction in stability,
resulting in higher gain. Sophisticated target designs for iner-
tial fusion energy (IFE) that build on these techniques and use
wetted-foam layers have been designed and tested compu-
tationally (see, for instance, Ref. 5 and references therein).
Foam has also been suggested to reduce laser imprint in direct-
drive ICF.6

Direct-drive ICF target designs use a pulse that drives at
least two main shocks into the target. Target performance
depends in part on the timing of these shocks. The first shock
propagating through a foam layer encounters an inhomoge-
neous medium. It is important to know whether this will have
any effect on the shock speed and resulting shock timing. In
addition, inhomogeneities in the foam can feed through to the
shell�s inner surface,7 and again to the outer surface, where
they may potentially contribute to seeds of hydrodynamic
instability during the deceleration and acceleration phases of
the implosion (respectively).

The length scale of the foam inhomogeneities is a fraction
of a micron; for one of the foams discussed here, the foam is
fibrous, with a fiber radius of about 1/20 µm. A National
Ignition Facility8 direct-drive target radius is much larger, at
least 1.5 mm, with a shell thickness of hundreds of microns.
This large range of length scales makes it prohibitive to model

Shock Propagation in Deuterium�Tritium�Saturated Foam

foam inhomogeneities in a simulation of a target implosion.
As a result, simulations of foam-target implosions must model
the wetted foam as a homogeneous mixture.

To investigate the effects of foam microstructure, we have
performed two-dimensional (2-D) hydrodynamic simulations
of a shock propagating through a plastic foam saturated with
DT ice. In these simulations, the microstructure of the foam
filaments is resolved, allowing determination of its effects on
shock behavior. ICF-relevant wetted-foam simulations model-
ing the foam microstructure have been performed previously
by Phillips,9 Hazak et al.,10 Kotelnikov and Montgomery,11

and Philippe et al.12 Phillips considered an ICF-relevant case
of a shock propagating through a random arrangement of
plastic (CH) fibers filled with DT. He found that the shock-
front perturbations were comparable in size to the fiber radius,
and that the kinetic energy in the mixing region�the post-
shock region in which the foam and DT are mixed and poten-
tially homogenized�accounts for of the order of a few percent
of the mean kinetic energy. Hazak et al. performed 2-D
simulations of a shock propagating through a regular array of
CH fibers, filled with liquid deuterium (D2). They focused on
the mix region behind the shock, deriving generalized jump
conditions including fluctuations. Among other results, they
found that the fluctuations result in an under-compression
behind the shock, and that the jump to the under-compressed
state cannot be modeled by a simple change in the ratio γ of
specific heats. Kotelnikov and Montgomery also simulated a
regular array of fibers, saturated with cryogenic DT. In their
simulations they made use of a kinetic-theory�based computa-
tional model. Like Hazak et al., they found that the inhomoge-
neities result in a post-shock mixing region in which energy is
temporarily stored in turbulent motion. Finally, Philippe et al.
performed simulations of DT-saturated foams using an adap-
tive-mesh-refinement code and allowing random fiber place-
ment. They focused on the effects of inhomogeneities on the
shock speed for a low- and high-density foam. They found that
for the high-density foam, the deviation in shock speed from
the homogeneous value was about 1% and less than 0.3% for
the low-density foam.
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This problem has also been addressed in astrophysical
contexts, where the ratio of the material densities is much
larger. The role of clumps in augmentation of the Rayleigh�
Taylor instability in supernova remnants was studied using
hydrodynamic simulations by Jun.13 More recently, Poludnenko
et al.14 have simulated the interaction of a shock with a layer
of circular obstructions, or clumps, determining the critical
inter-clump distance required for the transition to a non-
interacting regime in which the clouds are destroyed by the
shock independently of one another. They also discussed mass
loading as well as the effects of finite layer thicknesses for the
collection of circular obstructions.

In our simulations the shock passage through a random
array of CH fibers separated by DT is simulated, and the time-
averaged level of fluctuations is determined as a function of
distance behind the shock front for quantities of interest. We
define the decay length for a quantity as the inverse of the
logarithmic derivative of the quantity�s perturbations [see
Eq. (1)]. We will show that the decay lengths are comparable
to a micron for a wide range of foam densities. For shock prop-
agation distances characteristic of ICF targets, the average
post-mixing region conditions approach those given by the
Rankine�Hugoniot jump conditions. We also address ques-
tions of feedthrough and feedout, showing that the stability of
the shock front once it leaves the wetted-foam layer minimizes
the effect of feedthrough.

In the following sections (1) the hydrodynamic code used
and the simulations that were performed are described; (2) the
interaction of a shock with a single circular obstruction is
discussed; (3) the results of multifiber simulations and their
implications are presented; (4) the role of the pusher (i.e., the
inflow boundary conditions) is discussed; and (5) our conclu-
sions are presented.

Numerical Simulations
The code used for these simulations, AstroBEAR,15 is based

on the adaptive-mesh-refinement (AMR) code AMRCLAW.16

In the AMR approach, subregions of the computational domain
are provided with higher resolution according to a refinement
criterion such as the magnitude of the truncation error or the
local gradients of the hydrodynamic variables. Because the
entire simulation region is not simulated at the highest resolu-
tion, the AMR scheme typically provides much-reduced ex-
ecution times. In this implementation of AMR, the code attempts
to optimally gather the refined cells into rectangular subgrids
in order to minimize the overhead associated with refinement,
and subsequently the hydrodynamic equations are advanced in

each grid and on every refinement level. The refinement
criterion used in AstroBEAR is Richardson extrapolation, in
which cells are flagged for refinement based on a local estima-
tion of the integration error. AstroBEAR employs a fully non-
linear Riemann solver with the second-order-accurate Wave-
Propagation Algorithm integration scheme of LeVeque.17 A
polytropic equation of state is used with a ratio of specific heats
γ = 5/3 gas. Thermal and radiative energy transport are not
modeled in these simulations. We expect that in a real target
implosion these mechanisms will dissipate fluctuations in the
post-shock mix region. The results of our simulations will thus
overestimate the size of the post-shock mix region and under-
estimate the fluctuation decay rate behind the shock. The
effects of radiation could in principle be imitated by elevating
the initial fiber pressure to model the absorption by the fibers
of radiation emitted from the corona.

AstroBEAR tracks multiple materials by solving separate
continuity equations for each of the materials�the fiber
material and the DT�which provides a measure of the level of
mixing after the shock (this is referred to as volume-fraction
contouring).18 There is no interface construction at the bound-
ary between the two materials. Instead, the mass of each
material is maintained for a given cell. For instance, consider
two adjacent cells, the left containing the first material at a
higher pressure and the right the second material at a lower
pressure. After one time step, the boundary between the two
materials will have moved into the right cell, and at the end of
that time step the right cell will be considered to contain a
uniform mixture of both materials, with the appropriate frac-
tions. Material interfaces experience some degree of smearing
as a result. Shock-tube tests indicate that on the time scale of
these simulations, the material interface is spread out over a
distance approximately equal to the initial fiber radius. This
method of material tracking is passive and in no way affects the
hydrodynamics behind the shock, or the decay of perturbations
in the mix region.

AstroBEAR solves the Euler equations, making no provi-
sion for turbulent motion. The Reynolds number is Re = UL/ν,
where U is a characteristic flow speed, L is a characteristic
length scale, and ν is the viscosity coefficient. For a shock in
wetted foam, we may take for the length scale L the fiber
radius a (~1/20 µm for the foam density of interest), and for
the characteristic flow speed U the post-shock flow speed u
(~30 km/s is a characteristic post-shock speed). Following
Robey,19 we may estimate the kinetic viscosity using the
model of Clerouin et al.20 The initial shock strength and
electron and ion conditions for the high-gain, direct-drive, NIF
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wetted-foam design described in Ref. 4, determined by 1-D
simulations using LILAC,21 give a Reynolds number of
~2800. This is below the value of 7700 typically taken as the
critical value for the onset of turbulence. In our simulations no
artificial viscosity is used, although a similar effect is obtained
by splitting the contact discontinuity according to the scheme
of Robinet et al.22 This is done to prevent the growth of
unphysical features (often referred to as �carbuncles�). Care
has been taken to ensure that physical features are not damped.

As mentioned above, wetted-foam target designs, such as
the one described in Ref. 4, take advantage of the higher laser
absorption of plastic fiber than pure DT. In these designs a
low-density plastic foam, which has a dry-foam density of
~140 mg/cc, is saturated with DT ice, e.g., CH(DT)4, raising
its density to 360 mg/cc. A typical direct-drive, NIF-scale
target design consists of a shell of DT ice surrounded by a thin
layer of plastic. In a wetted-foam design, an outer portion of the
DT shell is replaced by wetted foam. The thickness of this layer
is chosen so that the foam is entirely ablated by the laser pulse.
In choosing the density of the foam, a balance must be struck
between the increased absorption, which is greater for larger
densities, and minimizing the radiative preheat of the inner-
fuel layer of the DT ice, which is also greater for larger foam
densities. As in many direct-drive target designs, the pulse
consists of an initial intense picket, followed by a foot pulse,
and then a drive pulse. The picket/foot combination launches
the first shock into the shell, creating a greater adiabat in the
ablator than in the inner-fuel layer. The second shock, launched
by the more-intense drive pulse, is timed to meet the first shock
inside the gas within the shell. The first shock is most relevant
here since it is the only shock to encounter unshocked and
unmixed wetted foam.

We have performed a number of simulations to investigate
the effects of microstructure on shock propagation. The base-
line simulation consists of an 8-µm × 0.8-µm simulation re-
gion filled with a mixture of DT (with a density of 0.253 g/cc)
and randomly placed polystyrene (CH) fibers (with a density
of 1.044 g/cc). The foam being simulated, resorcinol formalde-
hyde (RF), is a fibrous foam with fiber spacing of ~0.1 to
0.2 µm. For RF, denser foams generally have the same average
center-to-center fiber separation, but with thicker fibers. We
simulate a foam that has a random array of fibers with the same
average density as a rectangular array of fibers with a unit cell
size of R = 0.2 µm. This corresponds to an average nearest-
neighbor distance of d ~ 0.13 µm (so the simulation size is
~60 d × 6 d). The combination of fiber density and average
density, for a given fiber spacing, determines the fiber radius:

for CH(DT)4 the fiber radius is a ~ 0.0428 µm. The dry-
foam density ρdry and wetted-foam density ρave are related
by ρ ρ ρ ρ ρ ρave dry DT dry DT CH= + − .  The dry-foam density
is given by ρ ρ πdry ch= ( )a R 2.  In these simulations generally
two levels of refinement, both ×4 (so that a cell being refined
is replaced by 16 cells in a 4 × 4 grid), were used in addition to
the base level. The cells have an aspect ratio of unity, with a
resolution at the highest level of 800 cells/µm, and an equiva-
lent simulation size at the highest resolution of 6400 × 640.
This corresponds to about 68 cells across a fiber. We find neg-
ligible differences between 34 and 136 cells per fiber radius.
This convergence is supported by a resolution scan performed
using AstroBEAR by Poludnenko et al. [Ref. 23; see their
Fig. 3(a)], who also found only small differences between 32
and 64 cells per fiber radius.

In addition to this simulation size, we have also performed
simulations with a size of 0.2-µm transverse to the shock
propagation direction, but with a 16-µm-simulation region
length in the direction of shock propagation, in order to extend
the size of the mixed region. The upper and lower boundary
conditions in these simulations are periodic, so the central
difference between these simulations is that in the thinner one
the lateral distance between the fibers is always 0.2 µm.

If we take the ablation-driven shock to travel to the right,
then the right simulation boundary condition is outflow, or
zero-order extrapolation, and the left is inflow. The inflow
conditions are given by the Rankine�Hugoniot conditions for
the average pre-shock density and pressure and for a post-
shock pressure of 8 Mbar. We refer to this as an �impedance-
matched� boundary condition [other inflow boundary condi-
tions are discussed in the Results for Different Pushers
section (p. 237)]. The CH and DT are initially in pressure
equilibrium with a pressure of 0.01 Mbar. The flow, being
governed by the Euler equations, is independent of Mach
number when in the strong-shock limit,24 so that the results are
not sensitive to the initial pressure.

The Interaction of a Shock with a Single Fiber
The interaction of a shock with a single fiber (or circular

obstruction) has been studied extensively as a hydrodynamic
problem.25,26 Additional physical elaborations have also been
modeled, such as partial ionization27 and magnetized obstruc-
tions (see, e.g., Ref. 28). Following Klein et al.,24 the interac-
tion of a shock with a fiber may be broken down into several
distinct phases. If the flow were one-dimensional, a �forward�
shock would propagate through the fiber, compressing and im-
pulsively accelerating it, while a �reverse� bow shock would
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be reflected back into the DT. Once the forward shock had
crossed the fiber, a rarefaction wave would be sent back across
the fiber, followed by a continuous period of acceleration that
would continue until the fiber speed equaled that of the sur-
rounding shocked DT.

Because the flow is two-dimensional, the fiber experiences
several shocks: In addition to the main forward shock, other
shocks are driven into the fiber from the sides as the shock in
the DT moves around and past the fiber. Similarly, many
rarefaction waves (RW�s) are launched as each of these shocks
breaks out of the fiber. These additional rarefaction waves
result in expansion during this phase, both in the direction of
and perpendicular to the direction of shock propagation. Fi-
nally, following the passage of these RW�s, the fiber begins to
accelerate. During this phase, the fiber is accelerated to the
speed of the ambient (DT) fluid flow.

As described in Ref. 25, the passage of the shock generates,
for a cylindrical fiber, two vortex lines behind the obstruction,
and for a spherical obstruction a vortex ring is generated. These
vortices and the vorticity generated by the shear flow as the
fiber is accelerated mix the fiber and interfiber material. For a
cylindrical obstruction and a normal shock (whose velocity
vector is normal to its surface), the vortex lines are of equal
magnitude and oppositely directed, so the total vorticity re-
mains zero. If the shock is oblique, the symmetry is broken and
net vorticity may be generated.

The fiber is subject to the Richtmyer�Meshkov instability
as the shock first passes. As the fiber is accelerated to the
speed of the post-shock DT, it is also subject to the Rayleigh�
Taylor (RT) instability and, due to the shear at the fiber
boundaries, the Kelvin�Helmholtz (KH) instability. In the
case of a CH fiber and DT ambient fluid, the density ratio is
1.044 g cc�1/0.253 g cc�1 ~ 4. Both the RT and KH instabilities
are more effective at mixing the fiber and ambient material
when the ratio of fiber to ambient density is greater. Fig-
ure 100.1 shows the density at three times for a fiber of radius
0.0428 µm struck by a 3-Mbar shock, for a fiber-to-interfiber
mass density ratio of 4:1. A measure of the fiber�s mixing or
destruction time may be made by determining the fraction of
fiber material that lies outside the initial radius of the fiber from
its center of mass (this is shown in Fig. 100.2). If we take the
fiber destruction time as the time it takes for the flow to expel
75% of the fiber material from this region, we see that the fiber
is destroyed in ~13 ps.

The Interaction of a Shock with Many Fibers
Consider now the case of a shock driven into a field of

randomly placed fibers. Here the shocked fibers interact with
one another, creating a �mix� region in which the post-shock
vorticity mixes the CH and DT. The density ρ(x, y) at 96 ps is
shown in Fig. 100.3(a) for a CH(DT)4 wetted foam struck by
an 8-Mbar shock with impedance-matched inflow boundary

Figure 100.1
Density profiles at 4, 8, and 12 ps for a Mach-24 shock interacting with a CH
fiber. The density ratio is 4:1.

TC6800
x (mm)

0.2

0.1

0.0

�0.1

�0.2

y 
(m

m
)

0.45

3.92

1.33

r 
(g

/c
c)

0.2

0.1

0.0

�0.1

�0.2

y 
(m

m
)

0.65

2.56

1.29 r 
(g

/c
c)

0.20.10.0�0.1�0.2

0.2

0.1

0.0

�0.1

�0.2

y 
(m

m
)

0.60

2.38

1.19

r 
(g

/c
c)

4 ps

8 ps

12 ps



SHOCK PROPAGATION IN DEUTERIUM�TRITIUM�SATURATED FOAM

LLE Review, Volume 100 231

conditions. As was shown in Ref. 14, if the interfiber distance
is sufficiently large, the fibers enter a noninteracting regime
where the fibers are destroyed before they expand far enough
to interact with one another. The parameters of interest here are
in the interacting regime. The CH fiber density ρCH alone is
shown in Fig. 100.3(b). The dual-vortex motion and the result-
ing mushroom-shaped features due to shock passage can be
seen in Fig. 100.3(b). From this figure we see that CH and DT,
which are clearly distinct at the shock front (the dotted line at
~5.4 µm), are well mixed by the end of the mix region (at
~4 µm). We also note from this figure that there is a thin region
between the shock front at ~5.4 µm and the shocked fibers
(~5.3 µm at y = 0.2 µm). This gap between the shock and the
entrained shocked CH is due to the finite time the post-shock
flow takes to accelerate the fibers to the post-shock speed. In
this region the average density, being primarily that of the
shocked DT, is lower than in the rest of the mix region,
contributing to an initial under-compression behind the shock.

Figure 100.2 shows that when a fiber is mixed in the
presence of other fibers, the mixing proceeds more quickly ini-
tially and is more thorough (see also Ref. 14). For the simula-
tion used here, the ejected fiber mass asymptotes near 100%.
The degree of mixing may be demonstrated by designating one
of the fibers as a third species identical physically to CH but
maintained as a separate material numerically. Figure 100.4
shows contours of density for a particular fiber (solid lines), as
well as the total density (grayscale). By 120 ps, the outermost
contour, which represents 10% of the peak density, contains a
volume of 0.063 µm2. This is comparable to the specific
volume 0.04 µm2 of the fibers for this initial spacing.

Figure 100.2
The fraction of fiber mass that lies outside the original fiber radius of the
fiber�s center of mass as a function of time. As the fiber material is mixed with
the ambient material, it is flung outside of its original boundaries. The solid
line is a single fiber with a 4:1 density ratio with the interfiber material
(see Fig. 100.1). The dashed line is from a simulation of fiber destruction in
the presence of other fibers. Taking the 75% mark as an arbitrary measure of
fiber destruction, the fiber is destroyed after ~12.3 ps for a single fiber and
~13.5 ps in the presence of other fibers, although in this case the fiber de-
struction is much more thorough.

Figure 100.3
The total density (a) and CH density (b) at 96 ps for an 8-Mbar shock driven into wetted foam. The dotted line in (b) shows the location of the shock front.
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The mix region is also the source of the bow shocks re-
flected when the main shock encounters the fibers. These
shocks eventually propagate away from the main shock and
out of the mix region. The fluctuations in density, pressure, and
transverse velocity can be seen in their y averages� ρ,  p, and
uy �shown in Fig. 100.5 for the simulation of size 16 µm ×
0.2 µm. (A horizontal bar is used to indicate an average over the
y coordinate.) The mixing flow, due to the reflected shocks
and the post-shock vorticity, is generally both horizontal�par-
allel to the shock motion�and vertical. The vertically moving
shocks are unsupported since the flow supporting the shock is
entirely horizontal. The vertical shocks, then, decay as the
shocked fibers sink into the mix region. In addition, since on

average the upward-moving shocks will have the same strength
as the downward-moving shocks, one might expect the net
vertical speed once these have passed to be approximately
zero. Because of the random fiber placement, though, some
vertical motion remains behind the shock [Fig. 100.5(c)]. In
the 0.2-µm-wide simulation, the periodic upper- and lower-
boundary conditions, combined with the small vertical simu-
lation size, mean that vertical motion as large as 10 µm/ns
remains, even several microns behind the shock. In the 8-µm
× 0.8-µm simulation, uy  in the mix region is smaller. This is
because in the wider simulation there are fibers for a transverse
shock to encounter other than the fiber that created it.
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To quantify this we have calculated average quantities
related to the flow behind the shock. The mix region is given
approximately by the region bounded on the right by the shock
xs(y;t) (assuming the shock is a single-valued function of y)
and on the left by the interface between the pusher (or inflow-
ing material) and the shocked wetted foam, xi(y;t), as is shown
in Fig. 100.6. If the wetted-foam layer is preceded by a CH
layer, for instance, then there will be a contact discontinuity at
the pusher/foam interface, where the density jumps but the
pressure is constant. The location of the fiber material in the
mix region is shown in Fig. 100.3(b), demonstrating that the
vorticity quickly mixes the CH and the DT behind the shock
front. For small fiber-to-DT density ratios the fluctuations in
the shock-front position as a function of y are small enough to
allow us to define an average shock position x ts ( ). The average
pusher location x ts ( ) is given, for a strong shock with γ =
5/3, approximately by x x t Dti s≈ =( ) +0 3 4,  where D  is the
average shock speed. The interface position may be inverted to
give the time t xi ( )  when the interface is a distance x behind the
shock. The time average of a flow variable q, from when it is

Figure 100.5
The y-averaged density (a), pressure (b), and y velocity (c) at 300 ps for a
16-µm × 0.2-µm simulation.

Figure 100.6
The mix region (shaded), pusher, and unshocked material are shown as a
function of time, in the frame of the main shock. The time averages are
computed of the flow variables in the mix region between the shock and the
pusher as functions of the distance behind the shock. For instance, the time
average at a distance x0 behind the shock is found by averaging from time
ti to time tf.
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first shocked to some final time tf, as a function of the distance
x behind the shock, is then

q x t t x q x t dtf i
t x

t

i

f

( ) = − ( )[ ] ( )∫
−

( )

1
, ,

where q  is the average of q(x,y) over y and brackets are used
to indicate this mixing-depth average. The distance x behind
the main shock front may be thought of as a depth within the
mix region. The mixing-depth average can also be taken of any
quantity independent of y, such as qn, the nth Fourier-mode
amplitude of some variable q, in the y direction, or qrms, the
root-mean-square (rms) deviation of q as a function of y. This
double average q  is meaningful when the flow reaches a
steady state in which the average behavior of the fluctuations
as a function of distance behind the shock is roughly constant
in time. We have found this to be the case after the initial stages
of our simulations. Note that the averaging time is inversely
proportional to the distance from the shock front, so the statis-
tical fluctuations tend to be larger for greater distances from the
main shock front. The mix-depth averages of the root-mean-
square variations in the y direction are shown for the pressure,
the density, and the ratio of kinetic energy (in the pre-shock
frame) to total energy E Ekinetic total ,  and uy in Fig. 100.7, for

the 8-µm × 0.8-µm and 16-µm × 0.2-µm simulations discussed
above. The decay scale length

L dx d qq = ln rms (1)

just behind the shock in the mixing region for these variables
is comparable to 1 µm for this foam density. The relative
Fourier-mode amplitudes of modes 1 to 6 of the pressure (not
shown) remain roughly constant with mix-region depth, sug-
gesting that the power is not moving to shorter or longer
wavelengths, but decaying uniformly at a rate independent of
mode number.

The rms amplitudes for a simulation of the same size but
50%-higher resolution are approximately equal to those in
Fig. 100.7, indicating resolution convergence. Since the rate of
decay of fluctuations is independent of resolution, the decay is
not due to numerical losses, but to the mechanisms described
above. When viscosity is negligible, the circulation in a given
region is conserved according to Kelvin�s circulation theorem
(see, for instance, Ref. 29); in effect, vortices are �frozen� into
the fluid and are advected with the flow. For the case of
cylindrical fibers, as mentioned above, the vortices are created
in opposing pairs with no net average vorticity generation. As

Figure 100.7
The rms variations of the time-averaged density
(a), pressure (b), fraction of kinetic energy (in the
pre-shock frame) (c), and vertical velocity (d) as
functions of the distance behind the shock. These
show a decay length comparable to 1 µm for this
foam density.
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the vortices interact behind the shock, they are free in time to
mix, but not decay, because of the absence of physical viscosity
and the small size of the numerical viscosity. The level of
mixing can again be gauged qualitatively by Fig. 100.4. In the
16-µm simulation the mixing is sufficient to reduce the time
average of the rms variations to 1.2% for ρ, 1.8% for p, and
0.9% for E Ekinetic total , of the average values.

The pressure decay length [Eq. (1)] behind the shock as a
function of foam density is shown in Fig. 100.8. These values
are taken from simulations that have a simulation region of
8 × 0.2 µm and an equivalent grid size of 6400 × 160. The error
bars in this plot are given by the linear regression used to
calculate the mixing length. Poludnenko et al. found,14 for
simulations with a larger ratio of fiber to interfiber density, that
the mixing was more efficient when the average minimum
interfiber distance was less than a critical distance. We find the
same result: for dry-foam densities less than ~75 mg/cc, for
which the interfiber distance is ~6.6 times the fiber radius, the
mixing length is about 1.2 µm, as opposed to about 0.8 µm for
higher densities. The difference between the interacting and
noninteracting regimes is illustrated by considering the vor-

ticity generated by the shock. This is shown in Fig. 100.9 for
three foam densities�25, 75, and 150 mg/cc�for about the
same shock position. For these three densities, as mentioned
above, the average distance from fiber center to fiber center is
the same, but the fibers are of different sizes. The fiber radius
is given by a R= ( )[ ]ρ πρdry CH

1 2,  so these densities corre-
spond to fiber radii of 0.0175 µm, 0.0302 µm, and 0.0428 µm.
For 25-mg/cc density, the vortex dipoles associated with each
fiber remain paired and intact for much longer before interact-
ing with other neighboring vortex dipoles. In contrast, for
150 mg/cc, the dipole length increases much more quickly,
resulting in greater mixing.
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Figure 100.9
The vorticity is shown as the shock reaches ~6 µm for three dry-foam
densities: (a) 25, (b) 75, and (c) 125 mg/cc. The average interfiber distance is
the same in all three cases, while the fiber radius is larger for higher foam
densities.

The Rankine�Hugoniot conditions represent conservation
of energy, momentum, and mass for a steady flow of polytropic
gas in the absence of transverse motion. The RH jump condi-
tions will be met over a region only to the degree that (1) the
shock is steady; (2) the flow in and out of the region is steady;
(3) the fluctuations at the left and right boundaries are
uncorrelated (e.g., ρ ρu ux x= ; see Ref. 10); and (4) the
turbulence and transverse motion have decayed at the down-

Figure 100.8
The decay length behind the shock as a function of foam density. The decay
length is approximated by the scale length of the time-averaged decay of
pressure variations just behind the shock. The error bars are given by the
uncertainty in the exponential fit.
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stream boundary. The shock steadiness is given by the error of
the linear regression used to determine the shock speed; for the
16-µm simulation, the speed is 54.32 µm/ns±0.033 µm/ns�an
uncertainty of 0.12%. As mentioned above, the post-shock
flow is approximately steady. The pre-shock flow is approxi-
mately steady when averaged over time scales much longer
than the characteristic time scale for the inflowing density
fluctuations, which is given by the time it takes the shock to
move from one fiber to the next, ~d/D. For an 8-Mbar shock
and a dry-foam density of 150 mg/cc, the shock speed is
~50 µm/ns, and the averaging time must be longer than ~4 ps.
The duration of the 16-µm simulation is, for instance, ~300 ps.
The fluctuations in the mix region are correlated by up to ~10%
just behind the shock, but these correlations decrease to a
fraction of a percent beyond 1 µm from the shock. The
transverse velocity is ~1 µm/ns for most of the mix region, and
the rms variations decay to ~0.4 µm/ns by a mix-region depth
of 4 µm (see Fig. 100.7). Post-shock turbulence leads to an
average excess of kinetic energy in the mix region (as in
Ref. 9) of 2%. Figure 100.10 shows the double averages of the
density, pressure, the ratio of kinetic energy to total energy (in
the pre-shock frame), and uy for the 16-µm simulation. Each of
these quantities approaches the value predicted by the Rank-
ine�Hugoniot (RH) jump conditions and by the end of the mix

region is within a few percent of those values. The pressure in
the majority of the mix region is 7.86±0.05 Mbar, 2.5% lower
than that of a homogeneous simulation with the same boundary
conditions. The density over the same region is 1.47±0.01 g/cc,
1.7% higher than the RH value. Not surprisingly, the small
deviation from the RH values results in a shock speed of
56.17±1.7 µm/ns, which is near the RH shock speed (here it is
within 0.1%). The post-shock adiabat α ~ pρ�5/3 deviates from
the RH value by a comparably small amount:

δ α δ δ ρln ln ln ~ %.= − −p
5

3
4

This deviation from the RH jump conditions is well within
the tolerance of high-gain, direct-drive foam designs for the
NIF. The main effect of variation in the speed of the first shock
is mistiming of the shocks. If the shock is too slow, for instance,
then the first two shocks will meet in the inner-fuel regions of
the shell, preheating the fuel and compromising target perfor-
mance. This effect can be simulated in 1-D by deliberately
mistiming the first shock, by varying the length of the foot
pulse. This is shown for a particular high-gain, wetted-foam
NIF target design (see Fig. 100.11).4 Here a 10% change in
shock speed corresponds to a shock mistiming of 300 ps, and

Figure 100.10
The time- and space-averaged density (a),
pressure (b), ratio of kinetic to total energy
(in the pre-shock frame) (c), and vertical
velocity (d) as functions of the distance
behind the shock front. The values given by
the Rankine�Hugoniot jump conditions for
a homogeneous mixture of the same den-
sity are also shown (dashed lines).
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the target shows little change in gain for a mistiming of
>400 ps. For this design, at least, this suggests that any change
in shock speed due to foam microstructure will have little
effect on target performance. While the shock speeds for
relevant pressures in DT-wetted plastic foams have yet to be
measured experimentally, dry-foam shock speeds have been
shown to agree to within experimental error with Rankine�
Hugoniot values over a wide range of densities.30
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Figure 100.11
The target gain as a function of first-shock mistiming for a high-gain, wetted-
foam, direct-drive NIF target design.

As the shock propagates through the wetted-foam layer, the
shock front acquires perturbations due to the different shock
speeds in the DT and CH [see Fig. 100.3(a)]. Shock-front
perturbations are potentially able to seed velocity and surface
perturbations on the inner surface of the target shell�a process
called feedthrough. When the shock reaches the inner shell
surface, a rarefaction wave is launched toward the outer
surface of the shell. These inner-surface perturbations are
carried to the outer surface of the shell by this rarefaction
wave�so-called feedout (see, e.g., Ref. 31 for a further de-
scription of these phenomena). During the acceleration phase
as the laser ablation drives the implosion of the shell, the outer
surface is subject to the Rayleigh�Taylor instability, which
may magnify position and velocity perturbations at the outer
shell surface. During the deceleration phase of an implosion,
the inner surface is also subject to the Rayleigh-Taylor instabil-
ity, causing fed-through perturbations to grow, potentially

reducing the core temperature and shell areal density and
compromising target performance.

The rms variation in the amplitude of shock-front pertur-
bations is shown in Fig. 100.12 for a simulation where the
shock has propagated through 5 µm of wetted foam, into 5 µm
of homogeneous DT (with a transverse simulation size of
0.2 µm). In the wetted foam, the shock-front perturbations are
comparable to a few nanometers. Shock fronts are stable32

because a concave perturbation leads to a locally converging
shock, higher pressure, and higher local shock speed, while a
convex perturbation has the opposite effect (see Ref. 33 for
further discussion of shock stability). The shock-front stability
causes the shock-front perturbations to decay quickly after
entering the DT layer, to a level of ~0.1 nm. These levels of
nonuniformity are well below the level of the inner-surface
shell ice roughness required for direct drive on the NIF.34
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Figure 100.12
The rms shock-front perturbation amplitude as a function of shock position
for a simulation consisting of 5 µm of wetted foam and 5 µm of DT. The
transverse simulation size is 0.2 µm.

Results for Different Pushers
We will now consider two different inflow boundary condi-

tions, which correspond to different ablator materials, or �push-
ers.� If these boundary conditions are not the same as the
average post-shock conditions in the wetted foam as in the
�impedance-matched� conditions used above, then secondary
shocks or rarefaction waves will reflect off the wetted foam. To
illustrate the role of these reflected waves, we will first con-



SHOCK PROPAGATION IN DEUTERIUM�TRITIUM�SATURATED FOAM

238 LLE Review, Volume 100

sider simulations in which the pusher is post-shock DT. This
simulates a wetted-foam shell for which the DT ice overfills
the foam shell. This will be followed by a description of sim-
ulations of a CH pusher.

The fibers and the DT are in pressure equilibrium before the
shock with a pre-shock pressure p1. As the shock, of Mach
number M and strength z, moves through the DT pusher, it
raises the pressure to p2 = p1 (1 + z) and, since z >> 1 and
γ = 5/3, the density to ~4ρDT. When the shock reaches the
wetted foam, it encounters a jump in the average density. The
strong shock is transmitted into the wetted foam, while a weak
shock is reflected back into the DT pusher. The reflected shock
further increases the DT pressure to p2 + δp2, where δp2
depends on the density ratio and here δp2 < p2. In simulations
where the fibers are resolved, this weak reflected shock is made
up of the shocks reflected off the individual CH fibers. These
reverse shocks are shown in Fig. 100.13, which shows the
density averaged over y (transverse to the shock propagation)
at a particular time. In this case p2 = 3 Mbar, and δp2 ~ 0.5 Mbar.
Since the post-shock DT and wetted foam are in pressure
equilibrium, this is also the pressure in the post-shock wetted
foam. Thus the post-shock pressure in the wetted foam is also
higher than p2, the post-shock pressure in the DT pusher. The

resulting shock speed is given by D D p pi = +( )DT 1 2 2
1 2δ ,

where D pDT DT= ( )[ ]4 32
1 2ρ  is the shock speed in the DT.

For comparison, if a shock of the same Mach number
(i.e., driven by the same pressure used to drive the DT above)
is launched into a homogeneous wetted-foam mixture of CH
and DT (rather than a DT pusher followed by a layer where
the individual fibers are resolved), it will have a shock speed
of D Dh = ( )DT DT aveρ ρ 1 2,  where ρave is the average density
of the wetted foam. For ρDT < ρave, δp2 > 0 and so Di > Dh�
i.e., when the shock is driven by a pusher of the same pressure
p2 the shock speed in an inhomogeneous mixture exceeds that
in a homogeneous mixture. This is seen in Fig. 100.13, which
shows p x( ) and ρ x( )  for a particular time for homogeneous
and inhomogeneous mixtures driven by shocks of the same
pressure p2 and the same starting point. The degree by which
it exceeds the homogeneous shock speed depends on the
average fiber density and, while essentially a 1-D effect, can
also be related to the fiber radius.35

For a laser-driven shock, this is not the steady-state solu-
tion. In this case, the reverse shock, when it reaches the abla-
tion surface, is no longer supported at that pressure, and a
rarefaction wave is launched into the target, lowering the

Figure 100.13
The density (a) and pressure (b) as functions of distance for a particular instance in time, for a simulation of a shock driven through wetted foam by a DT pusher.
An equivalent homogeneous simulation is shown (dashed) as well as a simulation (dotted) in which pusher and foam are replaced by a homogeneous mixture
with the same average density as the wetted foam.
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pressure from p2 + δp2 to the ablation pressure, taken here to
be p2. The trajectories of the main and reflected shocks are
shown in Fig 100.14, in which the inverse of the pressure scale
length is plotted for a 1-D simulation of a high-gain, NIF
wetted-foam target design with a DT ablator. For this design,
this transient shock state persists for 70 ps. The RH jump
conditions, which must be obeyed in the case of a homoge-
neous mixture, are also approximately obeyed for the fiber-
resolved simulation (see Fig. 100.13, where the density of the
inhomogeneous case is compared to that of a homogeneous
case driven with a post-shock pressure p2 + δp2).
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Figure 100.14
The magnitude of the inverse of the pressure scale length for a wetted-foam
ignition target design in which the wetted-foam layer is overfilled, forming
an external 2-µm layer of DT. Shocks and rarefaction waves are labeled.

For target fabrication reasons, wetted-foam targets are
likely to be constructed with a thin outer layer of CH, the
second inflow boundary condition discussed in this section. In
this case, the ablator is of higher density than the wetted foam.
As a result, when the main shock moves from the CH to the
wetted foam, it increases in speed. Because of this, a rarefac-
tion wave is reflected off the interface, rather than a shock.
When the RW reaches the ablation surface, where the ablation
pressure is determined by the laser energy deposition rate, a
weak shock or compression wave is launched back into the

target. These waves are shown in Fig. 100.15, which shows the
inverse of the pressure scale length for a high-gain, NIF
wetted-foam target with a ~2-µm-CH ablator. In contrast to the
case above of the DT pusher, the shock is undersupported until
the compression wave reaches it. This transient state lasts for
100 ps in this design. Figure 100.16 shows the y-averaged
pressure and density compared with a homogeneous simula-
tion also using a CH pusher. This shows again that the RH jump
conditions are obeyed, and the average shock speed is approxi-
mately the same in both cases.
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Figure 100.15
The magnitude of the inverse of the pressure scale length for a wetted-foam
ignition target design with an external 2-µm layer of CH.

Conclusions
High-gain, direct-drive, wetted-foam ICF targets have been

designed previously for use on the NIF and in IFE. Due to the
prohibitively large range of length scales from the foam micro-
structure to the pellet size, simulations of these designs gener-
ally assume a homogeneous mixture for the wetted foam. We
have simulated shock propagation in wetted-foam mixtures.
We have found that the size of the decay length behind the
shock is of the order of a micron for relevant foam densities. In
the mix region, the transverse and turbulent motion decay
sufficiently that the Rankine�Hugoniot jump conditions are
obeyed to within a few percent. As a result, the average shock
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speeds are also within a few percent of their homogeneous
values. This implies that designs, which are less sensitive than
this to shock timing, may be simulated using the approxima-
tion of homogeneous mixtures.

We have also considered the �lifetime� of shock-front
perturbations. As expected, because shock fronts are stable,
perturbations seeded by the wetted-foam layer decay quickly
after the shock enters the homogeneous DT-ice layer. There-
fore we expect the wetted-foam microstructure to have a
negligible effect on feedthrough and feedout.

Finally, we have examined the effects of using other �push-
ers��DT and CH�to simulate the transient states that occur
early in a target overfilled with DT ice and a target with an outer
CH overcoat. The RH conditions are also met to within a few
percent for these inflow conditions.
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Introduction
The OMEGA EP (extended performance) petawatt, multi-
kilojoule, solid-state laser, presently under construction at
LLE, includes compressors with four tiled-grating assemblies
(TGA�s), where each assembly contains three subaperture
diffraction gratings, to compress the pulse before it is focused
onto target.1,2 The tiled-grating compressor (TGC) was chosen
to stay within the damage-threshold limitations of the largest
currently available multilayer dielectric (MLD) gratings, to-
gether with the anticipated intensity modulation of the laser
output beam. The four-grating compressor is shown schemati-
cally in Fig. 100.17. The holographically generated grating
tiles3,4 have a line frequency of 1740 grooves/mm and a clear
aperture of 400 × 470 mm. The individual BK-7 grating sub-
strates have a thickness of nominally 100 mm and are approxi-
mately 50 kg in weight. For the TGC to deliver the compressed
pulse with a near-diffraction�limited energy distribution on
target, the individual tiles have to be aligned to each other with
an optical-path difference (OPD) of less than 50 nm. An active
control approach, similar to a three-actuator deformable mir-
ror, has been chosen to maintain the correct alignment between
grating tiles.

Between any two gratings there are six degrees of freedom
that affect the optical performance of a tiled-grating system, as

Demonstration of Real-Time, Phase-Locked Alignment
of Tiled Gratings for Chirped-Pulse�Amplified Lasers

shown in Fig. 100.18. A three-control-variables approach has
been chosen to bring the gratings into the condition of coherent
energy addition.5 This reduction in degrees of freedom is
realized by grouping six variables into three pairs that mutually
compensate. Differential tilt, caused by small differences in
the average groove spacing, is removed by adjusting the
individual grating tilt. Also, error in lateral placement of the
gratings is compensated for by a small adjustment of piston. In
addition, error in groove parallelism between gratings is com-
pensated by a y-tip adjustment. Although each differential
error must be kept small, compensation between pairs allows
all six degrees of freedom to be nonzero while coherent addi-
tion is maintained. Using this pairing concept, a systematic
alignment sequence provides convergence toward accurate
coherent addition.

Several new alignment techniques have been demonstrated
to achieve coherent addition of tiled gratings. The relative
grating positions and all alignment measurements are made in
real-time with an interferometer whose field of observation
straddles the gap between the gratings. Any drift of the grating
tiles from their optimal position is measured and compensated
by a servo loop. The gratings are pre-aligned to have a differ-
ential piston of less than 10 µm, which is the capture range of
the servo system. With the servo loop engaged, an alignment

Figure 100.17
Each OMEGA EP compressor contains four tiled-
grating assemblies (TGA�s) per beamline, where
each assembly contains three subaperture diffrac-
tion gratings. Each TGA interface requires three
actuators to maintain the grating positioning needed
for coherent addition of the three diffracting beams.
The tiled-grating compressor (TGC) provides an
aperture large enough to meet the energy require-
ments while operating below the laser-damage
threshold of the final grating. Interferometers are
deployed to maintain accurate alignment of the
gratings within each TGA.
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precision of ±25 nm, or λ/20 p�v, is reproducibly achieved. In
addition, as schematically illustrated in Fig. 100.17, a robust
alignment system, intended for use on the OMEGA EP laser
system, contains two interferometers. Individual TGA�s are
aligned with a Fizeau interferometer, while alignment of the
entire TGC is verified with a Mach�Zehnder interferometer
and a focal-spot diagnostic.
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Figure 100.18
Between any two gratings there are six degrees of freedom that affect the
optical performance of a tiled-grating system. These can be grouped into
three compensating pairs of differential errors: longitudinal piston and
lateral piston; in-plane rotation and angular tip; and average groove spacing
and angular tilt. Although each differential error must be kept small, com-
pensation between pairs removes the constraint that any particular error must
be zero.

Modeling
A measure of the accuracy with which two gratings operate

in the coherently additive mode is the Strehl ratio, which is
defined as the ratio of the peak irradiance of an aberrated focal
spot to that of an aberration-free focal spot.6 Computer simu-
lations of one TGA interface show the effect of the differential
grating misalignments as measured in the near field. Tip, tilt,
or piston misalignment between the gratings affects the Strehl
ratio to different degrees for the same magnitude of alignment
error. This sensitivity is shown for piston, x tilt, y tip, and in-
plane rotation in Fig. 100.19, which plots the Strehl ratio as a
function of a misalignment error. Although the TGC in the
OMEGA EP laser system will operate at a wavelength of
1054 nm, both modeling and prototype development were
carried out at a wavelength of 633 nm because of the availabil-
ity of an interferometer operating at this wavelength. To
achieve accurate tiling at either wavelength, the misalignment

errors, taken individually or as compensation pairs, must be
kept below λ/20 to maintain close to a diffraction-limited
focal spot.
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Figure 100.19
Computer simulations of one TGA interface show the effect of the differential
grating misalignments as measured in the near field. The Strehl ratio is plotted
as a function of individual misalignments for a wavelength of 633 nm and an
incident angle of 33.4°. The misalignment errors, taken individually or as
compensation pairs, must be kept below λ/20 to maintain close to a diffrac-
tion-limited focal spot.

These computer simulations show that piston is the most-
sensitive drift parameter for two gratings and that the effects
of piston error are cyclical with an OPD period of λ/2. Since the
absolute piston error has to be less than one wavelength, any
error must be corrected before it reaches λ/2; otherwise the
absolute piston position can be lost due to a periodic π ambi-
guity. If the fringe system jumps by an error greater than λ/2,
the piston must be reset independently and the tracking/
correcting system restarted.

Three equations mathematically describe the paired rela-
tionship for the various degrees of freedom. Defining displace-
ments as ∆z (longitudinal piston shift), ∆x (lateral piston shift),
θx [rotation about x axis (tip)], θy [rotation about y axis (tilt)],
θz [rotation about z axis (in-plane rotation)], and ∆d (error in
grating ruling spacing), the following three equations repre-
sent the resulting phase errors. Equation (1) represents the
piston phase error while Eqs. (2) and (3) represent the phase
gradients of tip and tilt, respectively, where dΦ/dy and dΦ/dx
are the transverse phase gradients in the beam, α is the inci-
dent angle, and β is the diffraction angle. The objective for
accurate tiling involves setting each equation to zero for the
majority of spectral components of the laser pulse.
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Three independent actuators that produce displacements
normal to the surface of the grating are used to control differ-
ential tilt, tip, and piston. The motion of a single actuator
rotates the grating about an axis defined by the other two
actuators. This rotation is resolved into tilt and tip components
by projection of the axis onto the coordinate system axes.
Piston displacement is simply the corresponding normal dis-
placement of the grating surface at a reference point selected
for piston measurement. It is convenient to combine the coef-
ficients for tip, tilt, and piston motion due to actuator displace-
ments into a 3 × 3 matrix M and to calculate its inverse M�1,
which is also a 3 × 3 matrix. Then the actuator motions required
to produce a specified tilt, tip, and piston correction are
described by Z = M�1C, where Z is the row vector of required
actuator displacements and C is the column vector of tilt, tip,
and piston corrections.

Experimental Setup
Several different prototype assemblies were built to study

error compensation, TGA-to-TGA compensation schemes, and
various alignment techniques. The tiled-grating mounts are
identical three-point, flexure suspensions that separate weight-
bearing and adjustment functions, as shown in Fig. 100.20. The
front view of a prototype TGA shows two gold-coated, 16 ×
22-cm gratings, manufactured by Jobin-Yvon, while the back
view shows both the manual and motorized actuators. The
entire TGA is mounted on a precision rotating stage to achieve
rapid and repeatable angular adjustment when positioning to a
normal, Littrow, or near-Littrow angle of incidence. The de-
sign emphasizes pre-loaded, easy motion in the direction of
control while being very stiff in two orthogonal directions, thus
minimizing parasitic motions.

The experimental test bed used to demonstrate closed-loop
control of TGA�s is configured on an optical table containing
a Fizeau interferometer (Fig. 100.21), with an ADE Phase
Shift Mini Fiz 100 front end, operating at 632.8 nm. The out-

Figure 100.20
The front view of a prototype TGA shows two gold-coated, 16 × 22-cm
gratings, while the back view shows both the manual and motorized actuators.
The TGA is mounted on a precision rotating stage to achieve rapid and
repeatable angular adjustment when positioning to a normal, Littrow, or near-
Littrow angle of incidence. Several different prototype assemblies were built
to study error compensation, TGA-to-TGA compensation schemes, and
various alignment techniques.

Figure 100.21
The experimental test bed used to demonstrate closed-loop control of tiled-
grating assemblies (TGA�s) is configured on an optical table containing a
10-in. Fizeau interferometer (a). The TGA�s are positioned within the inter-
ferometer cavity for testing single- and double-pass alignment, using one
TGA, or triple- and quadruple-pass alignment, using two TGA�s. The fringe
pattern (b) is a sample of a recorded interferogram, while (c) and (d) are
examples of a piston phase error of λ/2 and a diffraction-limited focal spot,
respectively.
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put beam was expanded to 250 mm, using a 1.8-m-focal-length
lens for collimation, as shown in Fig. 100.21. A 12-in.-diam
transmission flat, manufactured by Zygo, was inserted into the
Fizeau cavity to send a portion of the return beam for far-field
analysis, as described previously.7 The TGA�s were positioned
within the interferometer cavity for testing single- and double-
pass alignment, using one TGA, or triple- and quadruple-pass
alignment, using two TGA�s. The fringe pattern [Fig. 100.21(b)]
is a sample of a recorded interferogram, while Figs. 100.21(c)
and 100.21(d) are examples of a piston phase error of λ/2 and
a diffraction-limited focal spot, respectively.

One grating in the TGA was adjustable through remotely
controlled piezo-type actuators (New Focus PicoMotors, model
8301)8, while the second grating was held steady after manual
adjustment with Aerotech Differential micrometers. The sus-
pension mounts for both gratings were mounted on a common
backplate. The backplate assembly was mounted on a 250-mm-
diam rotary table with a resolution of 4 arc sec (manufactured
by Phase II). Parallelism of the gratings� grooves was obtained
by pivoting one of the gratings about the grating normal, while
the TGA was alternately positioned at normal incidence and
Littrow position within the Fizeau interferometer. After sev-
eral iterations, grating parallelism was adjusted to within
0.1 wave. The functional systems diagram is shown in
Fig. 100.22. The prototype control system monitors grating
alignment in both the near field and far field (focal spot). The
cw laser light probes the gratings and is transmitted to elec-
tronic cameras to record both the fringe pattern and the corre-
sponding focal spot. Analysis of the fringe pattern yields
differential tip, tilt, and piston. From these measurements, the
system computer generates signals to drive three actuators, for

each grating-to-grating interface, in a closed-loop cycle that
minimizes the set of differential errors. The focal-spot diag-
nostic is used to verify successful convergence toward diffrac-
tion-limited performance.

Phase Measurement and Error-Signal Computation
Any drift between the two gratings is determined from a

single interferogram according to a Fourier-transform (FT)
method known as spatially synchronous phase detection
(SSPD).9 Figure 100.23 shows the methodology by which this
technique is used to analyze the high-frequency fringe patterns
situated on either side of the TGA interface. The interferometer
is adjusted with deliberate tilt between the reference and test
wavefronts to produce an interferogram [Fig. 100.23(a)] that
contains the surface information encoded onto a high-order
spatial carrier frequency. A window function is applied to
remove edge-ringing [Fig. 100.23(b)]. The FT of the interfero-
gram [Fig. 100.23(c)] produces a dc component and two
sidebands symmetrically displaced corresponding to the car-
rier frequency of the fringe pattern. Higher-order sidebands are
present with nonsinusoidal fringe profiles. Each of the side-
bands contains all of the desired phase information. The carrier
frequency is chosen to place the side lobe to a position outside
the noise spectrum of the interferometer system. One sideband
is isolated by applying an appropriate filter in the Fourier plane
and shifted to zero frequency before carrying out the inverse
Fourier transform. Two-dimensional phase reconstruction of
each side of the TGA interface is obtained with an inverse FT,
followed by calculation of the phase from the real and imagi-
nary components of the image. The complex phase of the
inverse transform is unwrapped and represents the phase data
of the surfaces [Fig. 100.23(d)]. Any remaining tip, tilt, or

Figure 100.22
The control system monitors grating alignment in both the near field and
far field (focal spot). The cw laser light probes the gratings and is
transmitted to electronic cameras to record both the fringe pattern and the
corresponding focal spot. Analysis of the fringe pattern yields differential
tip, tilt, and piston. From these measurements, the system computer
generates signals to drive three actuators in a closed-loop cycle that
minimizes the set of differential errors. The focal-spot diagnostic is used
to verify successful convergence toward diffraction-limited performance.

E13242a

G1 G2

Driver A

Driver B

Driver C
Driver
signals

Out

System
computer

From
CCD
out

CCD

Laser
interferometer

Fringe pattern
contains tip, tilt,

rotation, and piston
information

Beamsplitter
Transmission flat



DEMONSTRATION OF REAL-TIME, PHASE-LOCKED ALIGNMENT OF TILED GRATINGS FOR CHIRPED-PULSE�AMPLIFIED LASERS

246 LLE Review, Volume 100

piston phase errors can be removed in the final stages of closed-
loop operation. This technique is especially useful when oper-
ating in optically �noisy� environments since the single video
frame measurement is fast compared to scanning interferom-
eters and permits a high level of noise rejection, through
averaging of multiple video frames in phase space.

The differential slope of the two elements represents the x
tilt and y tip of the two tiles. The x tilt and y tip are determined
unambiguously in the x�y coordinate system. �Piston� is the
out-of-plane offset in the z direction. A linking of the left and
right portions of the interferogram has to be applied across the
gap to maintain phase continuity for the piston computation.

As previously described in this article, the three phase-error
terms are the result of the joint effect of a pair of separate,
independent grating misalignments. The piston term is the
composite effect of both an actual z-direction tile offset and a
lateral shift perpendicular to the grating rulings. The tip term

comprises the joint effect of actual differential tip and in-plane
rotation of one of the gratings with respect to the other. The tilt
term is due to differential tilt between the gratings, which can,
in part, be caused by a difference in groove spacing. An error
in one of the components of a two-component term may be
perfectly compensated by adjusting the other component;
therefore, it is necessary to provide only three adjustments per
tile, provided that the grating array is designed to minimize
errors in the nonadjustable offsets.

After an initial system alignment where most of the tip and
tilt have been removed and the relative piston has been set
within 2πN, the value of N is checked by translating a high-
resolution mechanical indicator across the gap on the grating
surface outside of the clear aperture. The indicator is mounted
on a slide that is parallel to the surface of the first grating and
that places the indicator within a few millimeters, laterally, of
the gap. Translating the indicator while in contact with gratings
produces a step if there is an absolute piston error. The three

Figure 100.23
A Fourier-transform (FT)�based algorithm, referred to as spatial synchronous phase detection (SSPD), is used to analyze high-frequency fringe patterns (a)
situated on either side of the TGA interface. A window function is applied to each fringe pattern (b) to reduce edge effects in the FT calculations. The carrier
frequency is chosen to place the side lobe to a position outside the noise spectrum of the interferometer system (c). An inverse FT, followed by phase calculations,
results in two-dimensional phase reconstruction of each side of the TGA interface. Any remaining tip, tilt, or piston phase errors (d) can be removed in the final
stages of closed-loop operation.
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actuators of the motorized gratings are now moved in concert
by an appropriate amount to reduce the absolute piston to less
than one wavelength.

Computer System and Software
The software integrates the image acquisition, image analy-

sis, parameter derivation, and actuator control, as well as all
data logging, in the same computer. The speed of the control
loop is of the order of 1 s, even though the actual alignment may
be corrected much less frequently. For the purpose of thorough
testing, the measurement system was designed to be sensitive
to both low- and high-frequency disturbances. For example, a
change in room temperature induces thermal drifts typically
requiring corrections of the order of minutes to hours. High-
frequency disturbances that can be induced by acoustics or air
turbulence are removed by averaging many individual mea-
surements. Close to 100 measurements were typically aver-
aged to achieve the required level of noise reduction.

A Windows-based desktop computer, with five extension
slots, running at 2.5 GHz, was used to acquire interferometric
data. The fringes were acquired with a monochrome CCD
camera, internal to the ADE MiniFiz interferometer with RS-
170 interface, and digitized with a four-channel, 8-bit data
acquisition card from National Instruments, model 1409.10

Processing artificial fringe patterns showed the numerical
resolution of the software to be better than λ/1000. One
channel of that card was used to digitize the image of the fringe
pattern, while another channel was used to acquire a far-field
view used for the diagnostic of the alignment.

The control loop was completed with three Picomotor
controllers (New Focus 8753) (Ref. 8) that were driven by a
hardware and software package. The Picomotors are digital
stepping devices that move in nominal increments of 20 nm.
The data acquisition and control software was developed
with a rapid prototyping environment called BlackBox Com-
ponent Builder,11 which is available free of charge, and com-
piled with a Component Pascal compiler. The Blackbox
environment is very robust and stable and well suited to
developing mission-critical software, which requires a low
occurrence of failures. An engineering and scientific software
library12 was used to perform matrix calculations and also for
data logging and display. The library, written by Robert
Campbell for the Blackbox environment, is distributed in
source code.

The start-up sequence involves manual grating adjustments
in two different positions. The grating assembly is rotated to be

perpendicular to the interferometer axis, and both gratings,
acting as mirrors, are co-aligned with respect to the Fizeau
transmission flat to better than 1 µrad. This technique is
referred to as �fringe-nulling.� The grating assembly is then
rotated to the Littrow position, where any measured differen-
tial vertical tilt is due to in-plane grating rotation. The fringe
pattern is �nulled� with separate adjustments for both gratings
to ensure that the grating grooves are parallel to one another. It
may be necessary to reiterate these last two steps to make
certain that the adjustments have settled and the adjusters
are locked.

The reference transmission flat is now tilted to produce
approximately 15 to 20 fringes across the field to enable the
SSPD techniques to work with sufficient precision. Care must
be taken to maintain wedge orientation within the interferom-
eter and to maintain the same sign convention throughout the
processing software. Once the manual setup steps are com-
plete, the system is ready to perform open-loop stability
measurements with the motors disabled. Alternatively, the
control loop may be closed for precise grating control.

Experimental Results
The interferometric system was evaluated by measuring

the differential phase between two regions of the same
grating over an extended period of time. Each data point was
acquired by averaging 16 sequential video frames. As shown in
Fig. 100.24, an alignment variation of λ/50 rms was observed

Figure 100.24
The stability of the phase sensor is evaluated by measuring the differential
phase between two regions of a stable, monolithic grating. Long-term
measurement of tip, tilt, and piston phase errors establishes the noise level of
the system to be approximately λ/50. Statistical analysis, applied over time
intervals of several minutes, reduces the measurement error to below λ/100.
Extraneous fluctuations prior to sample 300 are reduced by applying temporal
averaging in the SSPD routine.
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over this period. Statistical analysis, applied over time inter-
vals of several minutes, reduces the measurement error to
below λ/100. Extraneous fluctuations prior to sample 300 were
reduced by applying temporal averaging in the SSPD routine.
After replacing the single grating with two gratings, phase
measurements were made in open-loop mode over a 24-h
period. As shown in Fig. 100.25, long-term monitoring of a
TGA, with disabled actuators, indicates tip and tilt stability
while the differential piston drifts by more than the wavelength
of light. The system stability was found to vary by approxi-
mately five wavelengths of light per degree centigrade. The
apparent phase jumps at ±λ/2 are due to the �π to π range of
the arctangent calculation performed in phase reconstruction.
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Figure 100.25
Long-term monitoring of a TGA, with disabled actuators, indicates tip and tilt
stability while the differential piston drifts by more than the wavelength of
light. The apparent phase jumps at ±λ/2 are due to the �π to π range of the
arctangent calculation performed in phase reconstruction. The overall cycli-
cal behavior of the piston term is caused by the difference in the coefficient
of thermal expansion between the Pyrex� substrate and aluminum mount in
the presence of small temperature changes in the environment.

As a result of the phase-pair compensation strategy, any
drift in either �y tip� or �in-plane grating rotation� is contained
in the vertical �tilt signal,� and their sum can be corrected with
the servo system. Similarly, any drift in longitudinal shift
(piston) or lateral shift is contained in the �piston signal,� and
their sum can be corrected by the servo system. A temperature
recording, and subsequent analysis, showed that the cyclical
behavior of the piston term is caused by the difference in the
coefficient of thermal expansion between the Pyrex� sub-
strate and the aluminum mount in the presence of small
temperature changes in the environment. The largest dimen-
sions of the assembly are the widths of the gratings and the
support structure. Since changes of these dimensions, due to
temperature variation, are different for dissimilar materials, a

phase shift occurs between the sets of grooves from their
respective grating.

Closed-loop control of a TGA is achieved by driving the
actuators with signals derived from the phase sensor. Phase
fluctuations (Fig. 100.26) were largely reduced when the
actuators were activated at sample number 9, and λ/10 align-
ment was rapidly achieved at sample number 25. As marked by
sudden shifts in the plots, differential piston occurred at sample
numbers 52 and 142. Tip and tilt phase correction was not
required over the same time period. At the end of closed-loop
operation, piston corrections in one-step increments, or 20 nm,
are observed. This is comparable to the operation with a single
grating where the far-field signal approximates a steady Airy
pattern, with a Strehl ratio of about 0.99. During operation of
an OMEGA EP laser beam, closed-loop control of up to eight
interfaces will be required.
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Figure 100.26
Closed-loop control of a TGA is achieved by enabling the actuators with
signals derived from the phase sensor. Phase fluctuations were largely re-
duced when the actuators were enabled at sample number 9, and λ/10 align-
ment was achieved at sample number 25. As marked by sudden shifts in the
plots, differential piston occurred at sample numbers 52 and 142. Tip and tilt
phase correction was not required over the same time period.

An important demonstration of closed-loop control of the
TGA involved obtaining convergence of all of the measured
differential phase errors to zero following random offsets to
the actuators [Fig. 100.27(a)]. Both the focal-spot irradiance
and computed Strehl ratio tracked very well with the recorded
differential piston. A focal spot splits into two lobes for a piston
error of (2N+1)π [Fig. 100.27(b)], while an Airy pattern
[Fig. 100.27(c)] is recovered as the piston misalignment re-
turns to near zero: For this experimental demonstration, the
irradiance doubled after successful closed-loop alignment
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[Figs. 100.27(d) and 100.27(e)]. A closed-loop run, requiring
correction of initial tip, tilt, and piston errors, is completed in
approximately 5 min. The settling time depends on the severity
of the initial misalignments.

Operational ease can be achieved for closed-loop control of
a tiled-grating compressor (TGC) through simultaneous
alignment of all TGA�s in a series configuration. Series align-

ment was demonstrated by positioning two TGA�s in double-
pass configuration using an auxiliary retroreflecting mirror.
While one TGA was intentionally misaligned with a piston
error of π radians [Fig. 100.28(a)], the second TGA was
adjusted to remove all piston error from the series configura-
tion [Fig. 100.28(b)]. Closed-loop alignment was successful
despite an increase in diffraction losses due to the cumulative
phase errors of the eight diffraction gratings. For comparison,
a single TGA, in Littrow configuration, was alternately ad-
justed to form either a split focal spot [Fig. 100.28(c)] or a
diffraction-limited focal spot [Fig. 100.28(d)].

Monochromatic laser light, operating at the center wave-
length of a typical high-intensity laser, was used to simulate in-
series alignment of the TGA units for the outer spectral
components of broadband laser light. Figure 100.29(a) shows
an experimentally generated phase map with the left and right
regions of the beam accurately tiled, even though the indi-
vidual TGA�s are not properly tiled. Due to a spatial chirp that
forms in part of the compressor, the extreme spectral compo-
nents of the laser pulse cannot be fully compensated. The
central, narrow region of the beam is not compensated and
contained a differential tip of about three waves. The focal spot
[Fig. 100.29(b)] shows a corresponding increase in diffraction

Figure 100.27
Closed-loop control of the TGA is achieved when all
of the measured differential phase errors converge to
zero following random offsets of the actuators (a).
Corroboration between phase convergence and Strehl
ratio indicates successful closed-loop control. A
symmetrically split far-field pattern is observed for
piston values of (2N+1)π (b), while a single focal
spot is observed for piston values of 0 and 2πn (c).
The irradiance is doubled after successful alignment
[(d) and (e)].
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spreading in the horizontal plane due to the misregistration of
the gaps. Diffraction spreading in the vertical plane is due to the
differential tip of the central strip of light.

Theoretical calculations predict that integration over all
spectral components of the laser pulse, carried through a TGC
that is aligned with compensating TGA errors, yields negli-
gible effects for pulses longer [Figs. 100.30(a) and 100.30(b)]
than the Fourier-transform�limited (∆τ) pulse [Fig. 100.30(c)].
Two-dimensional, space-time images clearly show that the
effects from residual compensation error are pronounced only
when maximum pulse compression is attempted. Further spa-
tial integration of these images yields temporal pulses shapes
[Fig. 100.30(d)] that show the small effect from a compen-

sated π piston error in a pair of TGA units. Further modeling
will be carried out to explore the combined effects of differen-
tial tip, tilt, and piston differential errors when in-series align-
ment is deployed.

Conclusion
Accurate closed-loop control of a tiled-grating assembly

has been achieved over extended periods of time. Together
with previous demonstrations involving coherent addition and
pulse compression, this result further supports the feasibility of
the tiled-grating compressor as the means to obtain multi-
kilojoule-energy capability for petawatt-class lasers. In addi-
tion, in-series TGA alignment was successfully demonstrated
in a compressor configuration.

Figure 100.28
Operational ease can be achieved for closed-loop control of a tiled-grating
compressor (TGC) through simultaneous alignment of all TGA�s in series
configuration. Series alignment was demonstrated by positioning two TGA�s
in double-pass configuration using an auxiliary retroreflecting mirror. While
one TGA was intentionally misaligned with a piston error of π radians (a), the
second TGA was adjusted to remove all piston error from the series configu-
ration (b). Closed-loop alignment was successful despite an increase in
diffraction losses due to the cumulative phase errors of the eight diffraction
gratings. For comparison, a single TGA, in Littrow configuration, was
alternately adjusted to form either a split focal spot (c) or a diffraction-limited
focal spot (d).
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Figure 100.29
Monochromatic laser light was used to simu-
late in-series alignment of the TGA�s for the
outer-spectral components of broadband laser
light. An experimentally generated phase map
is shown in (a) with the left and right regions of
the beam accurately tiled, even though the
individual TGA�s are not properly tiled. The
central, narrow region of the beam is not com-
pensated and contains a differential tilt of about
three waves. The focal spot (b) shows a corre-
sponding increase in diffraction spreading.E13556
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Further developments of the tiled-grating compressor are
required to support the OMEGA EP project. A TMA with three
tiled gratings is being constructed and tested to demonstrate
full-aperture mounting, positioning, and closed-loop control.
In addition, this prototype test apparatus will be outfitted with
three full-aperture, MLD gratings to demonstrate phase-pair
compensation and closed-loop control. Major emphasis will be
placed on determining the minimum beam size required to
accurately align a TGA containing three gratings using both
near-field phase and far-field irradiance diagnostics.
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Theoretical calculations predict that integration over all spectral components
of the laser pulse, carried through a TGC that is aligned with compensating
TGA errors, yields negligible effects for pulses longer [(a) and (b)] than the
Fourier-transform�limited (∆τ) pulse (c). Two-dimensional, space-time im-
ages clearly show that the effects from residual compensation error are
pronounced only when maximum pulse compression is attempted. Spatial
integration of these images yields temporal pulse shapes (d) that show a
relatively small effect.
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Introduction
Laser-driven, direct-drive inertial confinement fusion requires
near-uniform illumination of the spherical fuel-bearing tar-
get;1,2 therefore, the target must be illuminated symmetrically
since uneven illumination will result in uneven acceleration
disrupting the implosion. For a laser-driven system with uni-
formly distributed beams, this dictates that all beams must
have equal energies, must have the proper profile, and must be
positioned accurately.

Currently, the primary method for determining the energies
of beams on the OMEGA laser is based on a calorimeter sys-
tem [harmonic energy diagnostic (HED)]. The beams must
then be transported to the target chamber: they first pass
through distributed polarization rotators (DPR�s)3 and are then
reflected off two mirrors and transmitted by a distributed
phase plate (DPP),4 a focusing lens, and a vacuum window
interface. Losses due to this transport are inferred from mea-
surements made with a cw laser, but variations due to nonlinear
effects at high power and variations of the beam shape are not
otherwise measured. Likewise, the beam position is deter-
mined by a co-propagated cw laser, but with unknown posi-
tioning error (centroid determination of the reflected cw beam
is accurate to 20 µm). With the method described here, relative
beam fluence, shapes, and positions of the beams are deter-
mined from x-ray images of the emission from a 4-mm-diam,
Au-coated spherical target illuminated by the beams of
OMEGA.5 The UV light is converted to x rays in the Au coating
with high efficiency,6 and the resultant x-ray flux is imaged
with x-ray pinhole cameras (XPHC�s) and recorded by charge-
injection devices (CID�s).7

This analysis takes into account projection effects, conver-
sion from UV to x rays, and detection efficiency. This process
is sufficiently automated to allow for analysis to be completed
within the OMEGA minimum shot cycle (45 min). Misposi-
tioned beams can be repointed to an accuracy of 9 µm (rms over
60 beams) again within a shot cycle. This method has also been
used to determine and minimize beam-to-beam peak fluence

In-Situ Measurements of High-Intensity Laser Beams on OMEGA

variations, thereby further improving on-target uniformity
(enhanced fluence balance).8

On-Target Beam Measurements
The data present in XPHC images of pointing shots must be

extracted and quantified. Ideally, the beams incident on the
target are circularly symmetric and have a radial profile given
by a �super-Gaussian� of the form

I r I e
r r

UV UV( ) = ( ) × −( )0 0
η

, (1)

where IUV(r) is the intensity of the beam as a function of radius,
IUV(0) is the peak intensity, r is the distance from the beam
center, r0 is the beam-spot radius, and η is the power of the
super-Gaussian.

The gold target converts the incident UV energy into x rays
with a high efficiency.6 The result follows the proportionality8

I Ix ∝ UV
γ

, (2)

where Ix is the intensity of x rays produced by the target and γ
is a constant. For the detectors used in this work,7 and a total
filtration of 152 µm of Be, γ was estimated to be 3.7. X rays
from the target are then imaged by XPHC�s and recorded by
CID cameras.

In general, the beams are not perfectly circular; therefore,
they are fitted to an elliptical super-Gaussian. Combining
Eqs. (1) and (2) and introducing an elliptical beam shape yields

I r I ex
x a y b

( ) = ( ) ×
− ′( ) + ′( )[ ]

UV
γ γ

η

0
2 2 2

, (3)

where a and b are the lengths of the major and minor axes of the
ellipse, respectively. The values x′ and y′ are the coordinates
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lying along the major and minor axes of the ellipse, given by

′ = −( ) ( ) + −( ) ( )

′ = − −( ) ( ) + −( ) ( )

x x x y y

y x x y y

c c

c c

cos sin ,

sin cos ,

α α

α α

(4)

where x and y are the coordinates in the camera image, α is
the phase angle of the ellipse, and xc and yc are the locations of
the center of the beam in image coordinates.

The x-ray fluence measured by the CID cameras is then fit
to Eq. (3), yielding values for the beam�s peak UV intensity,
center position, super-Gaussian power, major and minor axes,
and phase angle of the ellipse. Figure 100.31 shows a compari-
son of this fit to an actual XPHC image recorded by a CID

camera. The lineouts in Fig. 100.31(c) show an example
comparison between measured and fit beam profiles.

1. Correction for Limb Brightening
As shown schematically in Fig. 100.32, x-ray emission

from the Au plasma resulting from absorption of the UV beams
is, in general, seen at an angle θ. If the emission comes from an
optically thin medium, the increased path through the plasma
will increase the observed x-ray fluence. It has been shown8

that when the plasma is uniform on the surface of the sphere,
the intensity seen at an angle θ to the normal is given by

I I r r

r r

x xθ

θ θ

( ) = ( )( )

× + ( ) − −





0

1
2 2

emis

emis

∆

∆ sin cos , (5)

Figure 100.31
(a) CID image of a 4-mm-diam, Au-coated pointing sphere
illuminated by all 60 OMEGA beams with an enlarged
view of beams 6 to 8. (b) The fit to this image created by
the method described herein with an enlarged view of
beams 6 to 8. Beams greater than 64° from the view center
are not fit since they are greatly distorted by view-angle
effects. (c) Radial and azimuthal lineouts compared to a
lineout of the fit for beams 6 to 8.
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where remis is the radius of the target and ∆r is the thickness
of the plasma. A typical value of ∆r = 113 µm was found on a
uniformly irradiated, 1-mm-diam, Au-coated sphere with all
other conditions the same as on a beam pointing shot (e.g.,
1-ns square pulse at ~1014 W/cm2). Correction for limb bright-
ening on the pointing target is then accomplished by solving
Eq. (5) for the value of Ix(0), the intensity as seen from the
normal to the target, using the values ∆r = 113 µm and r0 =
2 mm. Since this correction is performed continuously for the
entire x-ray image, the result is to approximately remove the
effect of the curved surface on the measurements of beam
fluence and beam position.
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Figure 100.32
An OMEGA beam incident on a 4-mm-diam, Au-coated pointing target. The
target will re-emit in the x-ray band with intensity and shape modified by
conversion to x rays. However, since the beam is viewed by a camera off axis
from the path of the beam, it appears to be distorted and to have a higher peak
intensity than if it were viewed on axis, due to the limb-brightening effect.
This also causes the apparent position of the beam on the radiating surface to
be shifted from its actual position.

2. Determination of Beam Parameters
First, the images are fitted to a template of ideal beam

positions (orthographic projections of beam-arrival directions),
assuming the emission comes from the surface of a sphere
[effective emission radius remis

* ; see Fig. (100.32)]. The best fit
of this template to the observed beam positions then deter-
mines remis

*  the target position and the orientation of the image
with respect to target chamber coordinates (rotation angle).

After initial determination of the target position, radius, and
image rotation angle, corrections for view angle are applied,

contributions from surrounding beams are removed, and the
beam shape and position are recomputed. Typically this proce-
dure is applied to images from a set of eight XPHC�s located at
the positions shown in Fig. 100.33. For each image, beams
within 64° of the center position are analyzed. Therefore, all
beams are viewed by two or more cameras, and error on beam
position may be calculated by comparing determinations
from multiple views. Application of the procedure described
above gives improved results, as evidenced by a reduction of
this error.
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Figure 100.33
Aitoff projection plot of XPHC positions. The black circles represent beam
positions. The red circles show the center position of each XPHC view,
labeled with the viewport name.

After correction for projection effects, beam parameters
may be measured with a high degree of accuracy. For any
single SG3 beam on OMEGA, the radius may be determined to
within 4%, ellipticity to within 4%, super-Gaussian power to
within 4%, and peak fluence to within 4%. For a single SG4
beam, the radius may be determined to within 3%, ellipticity to
within 2%, super-Gaussian power to within 6%, and peak
fluence to within 4%. Differences between measurement accu-
racies for SG3 and SG4 beams are due to departures from the
ideal beam shape.

This method has been used to determine the beam size, peak
fluence variations, and pointing accuracy for the full 60 OMEGA
beams when the beams are smoothed by 1-THz smoothing by
spectral dispersion (SSD) with polarization smoothing (PS),9

both with the original DPP�s (SG3) and with an expanded,
flatter beam shape resulting from a new set of DPP�s (SG4).10

The average beam shapes found from this analysis are η =
2.27±0.02 and r0 = 308±1 µm with ellipticity of 1.072±0.005
for the SG3 beams, and η = 3.66±0.03 and r0 = 380±1 µm
with ellipticity of 1.066±0.003 for the SG4 beams. These
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correspond to beam diameters of approximately 930 µm and
865 µm (diameter containing 95% of the energy) for the SG3
and SG4 DPP�s, respectively.

3. Beam Repointing
Beam-position deviations from the desired template are

determined from the final fits. The measured beam offsets are
used to compute movements of the final turning mirrors,
thereby correcting the pointing. Figure 100.34 shows the
results of beam offset determinations before and after repointing
(second pointing shot). The root-mean-square position error
has been reduced from 23 µm to 11 µm. This beam-repointing
method has been applied many times, and the minimum rms
position error achieved is 9 µm.

Conclusions
A method has been developed to accurately measure beam

position, shape, and relative intensity from CID-recorded
x-ray images of 4-mm-diam, Au-coated pointing targets irra-
diated with focused beams from the OMEGA laser. By taking
into account projection effects, conversion from UV to x rays,
and detection efficiency, this method is able to determine beam

position to within 7 µm, beam radius to within 3%, ellipticity
to within 2%, and relative intensity to within 4%.

Accurate characterization of beams is necessary to optimize
the uniformity of target illumination since displacements from
ideal beam positions and variations in beam shape and inten-
sity cannot be minimized unless they are first measured. This
analysis is currently being used on OMEGA to improve the
uniformity of target illumination by improving beam pointing.
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Introduction
Large, high-power laser systems are currently under construc-
tion; such systems include the National Ignition Facility (NIF)
at Lawrence Livermore National Laboratory (LLNL),1 the
LMJ laser at CEA in France, and the OMEGA EP at LLE.2

These new lasers will require large amounts of neodymium
phosphate laser glass, which is known to be sensitive to water.3

When improperly handled or exposed to too much humidity,
phosphate glass surfaces may cloud�a result of increased
surface roughness due to chemical reactions. Smooth surfaces
are required for such lasers (for example, a 2- to 10-Å-rms
roughness level is specified for the NIF1); rougher surfaces
cause scatter, which can result in intensity modulation in the
laser beam, leading to damage to downstream optics and
�(increased) fluence on the spatial-filter pinholes.�1 Transmis-
sion loss also causes output energy loss, significantly reducing
performance. Thus the chemical durability of the laser glass
used is of great importance to its fabrication, storage, cleaning,
and handling.

Cast Hoya LHG8 phosphate glass, which is made in small
individual batches, has been handled and used for over 25 years
at LLE in the OMEGA laser system. It was found that a 50/50
glycol and water mixture was required to cool the fine-ground
barrels of laser rods without erosion of the LHG8 composi-
tion,3,4 but no other chemical durability problems with the
polished faces of cast LHG8 rods and disks were encountered.
The new lasers will use phosphate glass manufactured by a
continuous melting process5 developed by LLNL for the NIF
laser. In addition to the LHG8 composition used in OMEGA,
a new phosphate glass composition, Schott LG770, will be
used in the NIF. Changes in manufacturing technique and
composition may affect chemical durability.

Previous work at LLNL6 has shown the continuously
melted LG770 to be less resistant to attack by water than the
continuously melted LHG8. The quality of the surface finish
(between grinding, inspection polishing, and optical finishing)
was found to affect dramatically the rate at which the glasses
weathered. Both compositions were shown to be sensitive to

Chemical Durability of Phosphate Laser Glasses Polished
with Pitch, Pads, or MRF

residual abrasives when they were allowed to dry on the sur-
face after polishing,6 which is a known effect on surfaces of
low-durability glass.7 The limited use of scrubbing with aque-
ous detergent solutions was specified for removing protective
coating residues from phosphate glass surfaces after storage.8

After finishing, three practical issues for preserving the
surface quality of phosphate glass are handling, storage, and
sensitivity to cleaning. This work focused on determining how
resistant each composition was to various levels of humidity;
whether or not the manufacturing method (casting versus
continuous melting) affected humidity resistance; what effect
the surface-finishing process had on resistance to humidity or
response to cleaning; the effect of periodic, gentle wiping
during storage; and the effect of aggressive aqueous cleaning
(of the sort typically used before installing optics into laser
systems) on both �good� surfaces and degraded ones.

Experimental Design
The following subsections summarize our general experi-

mental design. Samples of each glass type were processed
using three different finishing techniques: pitch polishing, pad
polishing, or magnetorheological finishing (MRF). Samples
were stored in chambers at four different controlled humidities
at 22°C for 14 weeks. Half of the samples underwent a gentle
weekly wiping during storage. A total of 48 samples with 80
prepared surfaces were monitored. The distribution of the
samples is given in Fig. 100.35, where sample ID�s are listed
in bold and sides prepared with different polishing protocols
are labeled as S1 and S2. For example, sample 13C denotes a
continuously melted LG770 part intended for storage at 38%
RH (relative humidity) that has undergone the gentle weekly
wiping. Surface S1 of the part had been pitch polished, while
surface S2 had been pad polished. Samples used to illustrate
trends discussed extensively in this article are highlighted in
Fig. 100.35 in gray. Surface microroughness analyses and
power spectral density analyses were performed, and the visual
appearance of each sample was monitored. After 14 weeks,
samples stored in high humidity underwent a thorough visual
and microscopic inspection before undergoing two aqueous



CHEMICAL DURABILITY OF PHOSPHATE LASER GLASSES POLISHED WITH PITCH, PADS, OR MRF

258 LLE Review, Volume 100

cleanings by technicians in the optics manufacturing facility at
LLE. Some of these high-humidity samples were cleaned with
water alone, and some with water and detergent. After each
cleaning, these samples were measured and inspected again.

1. Sample Preparation
Testing was performed on identically processed, handled,

and stored samples of cast LHG8 (designated C-LHG8), con-
tinuously melted LHG8 (designated CM-LHG8), and continu-
ously melted LG770 (designated CM-LG770). Samples were
nominally 25 mm × 25 mm × 5 mm. The samples of C-LHG8
came from in-house stock, and the samples of CM-LHG8 and
CM-LG770 came from LLNL. Samples of C-LHG8 and CM-
LHG8 underwent pitch polishing, rotational magneto-
rheological finishing (MRF), and raster MRF. MRF is a finish-
ing method that involves polishing a surface by moving it
through a ribbon of a magnetic fluid that contains abrasives.9

Samples of CM-LG770 underwent pitch polishing, pad pol-

ishing, rotational MRF, and raster MRF. Pitch polishing was
done in-house on a 36-in. continuous polishing (CP) machine,
with Gugolz #82 pitch, using an aqueous slurry containing
Cerox 1663 cerium oxide. Samples were cleaned with acetone
after pitch polishing. Pad polishing (on CM-LG770 only) was
done by an outside vendor in a double-sided process using
cerium oxide and pads. These parts were used �as-received.�
MRF using both rotational and raster modes of processing was
done in-house on a QED Technologies Q22-Y machine using
an experimental ZrO2-based MR fluid.10 For rotational MRF,
samples were polished by rotating the surfaces of the spindle-
mounted parts as they were moved through the magnetic
ribbon. For raster MRF, the parts were translated without
rotation through the ribbon in a raster fashion. MRF was
performed on previously pitch- or pad-polished surfaces, with
at least 0.2 µm of material uniformly removed. After MRF,
samples were wiped with water, followed by acetone.

Figure 100.35
Distribution of 48 phosphate glass samples for chemical durability tests (see text).
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2. Sample Handling and Storage
Four chambers were set up for the humidity testing. Each

chamber maintained a static noncirculating air environment
and was kept sealed except during removal and replacement of
samples. Temperature in the chambers remained between
21°C and 22°C. Humidities of 0%, 16%, 38%, and 75% (±1%)
RH were maintained in the chambers using desiccant (0% RH)
and saturated aqueous solutions of LiCl, NaI, and NaCl,
respectively. Temperature and humidity were monitored daily
using hygrometer/thermometer pens,11 which remained in the
sealed chambers.

Samples were mounted upright in these humidity chambers
in foam holders with the prepared surfaces exposed. They
remained in the chambers for 14 weeks and were removed only
for cleaning, measurement, and inspection. Samples were tran-
sported to and from the metrology lab in closed plastic boxes
and were handled with nitrile gloves. During cleaning, mea-
surement, and inspection, samples were exposed briefly to lab
humidity conditions of between 20% and 60% RH, with an av-
erage of 32% RH, and temperatures between 21°C and 22°C.

3. Sample Cleaning
A gentle drag�wipe method with HPLC-grade methanol

and lens tissue (Lens SX90 tissue from Berkshire) was chosen
as an initial �cleaning� protocol for all surfaces. Although not
a rigorous �cleaning� process, wiping was selected as being
most likely to preserve the quality of initial surfaces for the
ensuing humidity tests. Sample wiping consisted of a pair of
orthogonally oriented drag wipes per side. Half of the samples
underwent this procedure only once before being placed in the
humidity chambers; these samples were designated �not weekly
wiped� (NWW). The other half of the samples were wiped in
this way prior to being placed in the humidity chambers and
then wiped again every week for 13 weeks; these samples were
designated �weekly wiped� (WW).

A true aqueous cleaning method involving gentle hand
scrubbing was chosen as a more aggressive protocol, which
was performed at the conclusion of testing, but only on the
samples that had been stored in 75% RH. This protocol was
chosen after reviewing existing procedures for cleaning laser
glass surfaces.8 After 14 weeks of storage, half of the samples
from the 75%-RH chamber were cleaned with 18-Mohm de-
ionized (DI) water alone, and half were cleaned with DI water
and detergent (Micro-90 Microsoap). Each sample was held
under running DI water while being scrubbed with synthetic
nylon wipes (Miracle Wipes). Detergent was added to the
surfaces of some of the samples during this process. After

scrubbing, samples were rinsed in a DI water spray for 2 min
and then set upright in a laminar flow hood12 to dry. After
evaluation, the samples were stored in 0% RH. After 5 addi-
tional weeks, the aqueous cleaning procedure was repeated.
These cleaning methods are typical of what would be used on
optics going into laser systems.

4. Surface-Evaluation Protocols
Although scatter is the main concern for laser systems, no

simple, direct way to measure it on these samples was found in
this facility. Four easily performed methods for surface evalu-
ation were chosen: measurement of areal microroughness with
and without electronic filtering, power spectral density (PSD)
analysis, visual inspection, and microscopic inspection.

Areal microroughness measurements were made using a
Zygo NewView 100 white-light interferometer, with a 5×
Michelson objective.13 Areal peak-to-valley (p�v) and root-
mean-square (rms) values were obtained over areas of
1.41 mm × 1.05 mm. Measurements were made weekly on
samples in the 38%- and 75%-RH chambers, and bi-weekly on
samples in the 16%- and 0%-RH chambers for the first 10
weeks. Additional measurements were made on samples in the
75%-RH chamber at 13 weeks and after each aqueous cleaning
with and without detergent. An average of measurements from
five random sites in characteristic areas of the samples was
recorded. Uncharacteristic areas, the center, and the edges of
the substrates were avoided. Filtering was used on selected
data to observe features in specific spatial-frequency ranges
suggested by PSD analysis.

PSD analysis provided more-detailed information about
what kinds of structures were contributing to the surface
roughness. PSD data were gathered for selected surfaces from
the New View 10013 and plotted using in-house MATLAB
codes14 as power density (nm3) as a function of spatial fre-
quency (1/nm). With the 5× Michelson objective, information
was obtained for structures contributing to roughness at
spatial frequencies between ~1 × 10�4 1/nm and ~4 × 10�7

1/nm (corresponding to periodicities between ~10 µm and
~2.5 mm). Plotted data were compared to a typical specifica-
tion for NIF laser disks.15 Various types of visual inspection
were employed. General observations were routinely made
with the naked eye in fluorescent room light. Inspections with
a fiber-optic light source in a dark room were made after 4 and
11 weeks of storage. At 14 weeks, surfaces were inspected,
mapped, and described in writing before and after the first
aqueous cleaning with and without detergent. Digital photos of
the samples were taken in a darkened room with a flash before



CHEMICAL DURABILITY OF PHOSPHATE LASER GLASSES POLISHED WITH PITCH, PADS, OR MRF

260 LLE Review, Volume 100

and after the first (14 weeks) and second (19 weeks) aqueous
cleanings. Microscopic inspection was carried out using a
Nikon research-grade, white-light optical microscope before
and after the first aqueous cleaning. Surfaces were observed in
reflection using both bright-field and dark-field modes with
5×, 10×, 20×, and 50× objectives.

Results of Humidity Study
Very little change was seen on the majority of the surfaces

monitored. After 10 weeks of storage, no degradation was seen
on any of the samples stored at 38% RH, 16% RH, or 0% RH.
The experiment was ended for these samples. Within the 75%-
RH chamber, no degradation was seen on any of the samples
that underwent the gentle weekly wiping protocol, and no
degradation was seen on any of the samples of CM-LHG8
with or without wiping throughout the 14 weeks they were
stored at elevated humidity. The samples of NWW C-LHG8
in the 75%-RH chamber (samples 7A and 8A; refer to
Fig. 100.35) showed minor visible degradation, accompanied
by increased rms microroughness and elevated levels of
PSD, which was worse on the pitch-polished surface (surface
S1 of 7A) than on the MRF-polished ones (surfaces S1 of 8A
and S2 of 8A). Both of the samples of NWW CM-LG770
(samples 7C and 8C) in the 75%-RH chamber showed severe
degradation, confirming the high degree of humidity sensitiv-
ity for this composition.

Degradation on samples of NWW CM-LG770 (samples 7C
and 8C) first appeared in the form of large structures at low
spatial frequencies, increased rms microroughness, and el-
evated PSD levels. By 13 weeks of storage, structures had
developed at higher spatial frequencies, resulting in increased
rms and p�v microroughness and elevated PSD levels at high
spatial frequencies. The surfaces had also developed a grainy,
highly scattering appearance. Although the quality of the
initial surface finish did not affect the rate of degradation in
samples of NWW CM-LG770 at 75% RH, the various surface-
finishing processes appeared to influence how the degradation
formed, with different types of structures appearing on sur-
faces that had been polished differently.

The following four subsections concentrate exclusively on
the results observed for selected samples of all glass composi-
tions stored at 75% RH and not wiped weekly.

1. Changes in Areal Microroughness
The initial rms surface areal microroughness of the

phosphate glass samples varied from 0.6 nm to 2.2 nm as a
result of the different surface-finishing protocols. In general,

for all samples, the pad-polished surfaces were roughest, the
pitch-polished surfaces were smoothest, and the MRF-pro-
cessed surfaces fell somewhere in between. This did not
depend on glass type. Variations in microroughness were not
indicative of polishing process efficiency but were simply the
result of polishing conditions available at the time. An example
showing good environmental stability is given in Fig. 100.36
[(a) rms, (b) p�v] for NWW CM-LHG8 (samples 7B and 8B)
stored at 75% RH. All initial surface microroughness values
were below 1-nm rms, though differences in rms surface
microroughness were seen between surfaces polished with
either pitch (surface S1 of 7B) or MRF (surfaces S1 of 8B and
S2 of 8B), with the pitch-polished surfaces being the smooth-
est. Peak-to-valley values generally overlapped and fell in a
range between 10 nm and 30 nm. Microroughness levels
remained unchanged after 13 weeks of storage.
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Figure 100.36
Areal microroughness of NWW CM-LHG8 (samples 7B and 8B) surfaces
over 13 weeks of storage in 75% RH (lines to guide the eye). (a) Areal rms;
(b) areal p�v.

An example showing moderate environmental stability is
given in Fig. 100.37. No significant changes in either rms or
p�v roughness were observed on samples of NWW C-LHG8
(samples 7A and 8A) throughout the first 8 weeks of storage at
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75% RH. These samples showed increasing rms and p�v
microroughness beginning at week 9 and week 10, respec-
tively. Increases in microroughness continued through 13
weeks of storage [see Figs. 100.37(a) and 100.37(b)]. The
increases were much more dramatic for the pitch-polished
surface of sample 7A (rms: 3.9 nm±2.5 nm; p�v: 450 nm±
370 nm) than for the two MRF-polished surfaces of sample 8A.

An example of significant environmental instability is given
in Fig. 100.38. Both the rms and p�v roughness values of the
two samples of NWW CM-LG770 (samples 7C and 8C)
remained stable throughout the first 4 weeks of storage. Mea-
surable increases in rms microroughness on all four surfaces of
these samples were detected after 5 to 7 weeks of storage [see
Fig. 100.38(a)]. The rms roughness continued to increase on all
four surfaces of both samples of NWW CM-LG770 through

10 weeks. These increases in rms roughness were not accom-
panied by increases in p�v roughness [see Fig. 100.38(b)]. By
week 13, however, both rms and p�v roughness values had
increased dramatically (rms: 8 nm to 24 nm; p�v: 480 nm to
1090 nm). The standard deviations on the week-13 measure-
ments were very large (rms: ± >4.3 nm; p�v: ± >200 nm). There
was no direct correlation between the initial surface rms
roughness level and rate of degradation. In fact, the pad-
polished surface (surface 7C of S2), which was initially the
roughest, showed the smallest increase in rms roughness
values after 13 weeks. The raster MRF-processed surface
(surface 8C of S2) showed the greatest increase in rms rough-
ness. The magnitudes of all of the changes on the NWW
CM-LG770 surfaces were much greater than those detected
on surfaces of any of the LHG8 samples.

Figure 100.37
Areal microroughness of NWW C-LHG8 (samples 7A and 8A) surfaces
over 13 weeks of storage in 75% RH (lines to guide the eye). (a) Areal rms;
(b) areal p�v.

Figure 100.38
Areal microroughness of NWW CM-LG770 surfaces (samples 7C and 8C)
over 13 weeks of storage in 75% RH. (a) Areal rms; (b) areal p�v.
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2. Analyses of Power Spectral Density
As expected, since the area under a power spectral density

(PSD) curve is proportional to the square of the rms,16 initial
surface-rms-roughness differences were also reflected in PSD
data. Figure 100.39 gives PSD plots for initial surfaces of
NWW CM-LHG8 and NWW CM-LG770 (surfaces S1 of 7B,
S2 of 7C, S1 of 8B, and S2 of 8B). The pad-polished surface of
7C had the highest power-density levels (pad-polished sur-
faces were the only surfaces with power-density levels above
the NIF specification for laser disks15), while the pitch-pol-
ished surface of 7B had the lowest. The power-density levels
of the two MRF-polished surfaces of 8B were comparable to
the pitch-polished surface at high spatial frequencies and rose
to levels between the pitch-polished and pad-polished surfaces
at low spatial frequencies.

Figure 100.40 shows selected PSD plots for the pitch-
polished surface S1 of sample 7A of NWW C-LHG8 stored in
the 75%-RH chamber, which was initially well polished and
below the NIF reference level. The plot shows that power
density increased by two orders of magnitude over all spatial
frequencies after 13 weeks of storage. The other two surfaces
of NWW C-LHG8 (the rotationally MRF-processed surface
S1 of 8A and the raster MRF�processed surface S2 of 8A)
showed small increases in power density over 13 weeks.
Figure 100.41 shows results for the rotationally MRF-pro-
cessed surface only. Increases by less than 10× were observed
at spatial frequencies between 10�4 1/nm and 10�5 1/nm
(periodicities between 10 µm and 100 µm), with no changes

observed at lower spatial frequencies (longer periods). (Note:
PSD data in Figs. 100.40�100.42 after aggressive aqueous
cleaning are discussed in the Aqueous Cleaning Results�
section, p. 265.)

All four surfaces of the two samples of NWW CM-LG770
(7C and 8C) showed significant increases in levels of power
density between 5 weeks and 7 weeks. Figure 100.42 shows
selected PSD plots for the rotationally MRF-processed surface
S1 of 8C. At week 10 (not shown), power density at low spatial

Figure 100.40
Selected PSD data for a pitch-polished surface of NWW C-LHG8 (S1 of
7A) stored in 75% RH for 13 weeks.

Figure 100.39
PSD plot of different initial surface finishes of NWW
CM-LHG8 and NWW CM-LG770 before storage in
75% RH.
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frequencies (2 × 10�6 1/nm to 4 × 10�7 1/nm) had increased by
~15×, while at higher spatial frequencies the departure from
the initial condition was less. By week 13, power-density
levels at middle-to-high spatial frequencies had also increased
significantly, with a �bump� in the data around a spatial
frequency of 5 × 10�5 1/nm (corresponding to a periodicity of
20 µm; see Fig. 100.42).

Rising PSD levels on S1 of 8C (see Fig. 100.42) corre-
sponded to surface features observed with white-light inter-
ferometry. Increased power density at lower spatial frequen-
cies correlated with large surface features that are best de-
scribed as �mottling.� Figure 100.43 shows this mottling as
viewed with the NewView 100 using a low-pass filter
(333 µm). By week 13, small structures varying in size from
4 µm to 50 µm in diameter, as measured by optical microscopy,
had also developed on the surface. The size of the larger of
these structures (>10 µm) corresponds to the �bump� in the
PSD plot for week 13. Structures with sizes in the middle
spatial frequencies (1 × 10�5 1/nm to 4 × 10�6 1/nm) also
appeared by week 13. Figure 100.44 shows these structures
viewed on the white-light interferometer using a bandpass

Figure 100.41
Selected PSD data for a rotationally MRF-processed surface of NWW
C-LHG8 (S1 of 8A) stored in 75% RH for 13 weeks.

Figure 100.42
Selected PSD data for a rotationally MRF-processed surface of NWW
CM-LG770 (S1 of 8C) stored in 75% RH for 13 weeks.

Figure 100.44
NewView 100 grayscale image of structures at middle-range spatial fre-
quencies on rotationally MRF-processed NWW CM-LG770 (S1 of 8C),
stored in 75% RH for 13 weeks, viewed with a 100- to 250-µm bandpass filter.
1.41-mm × 1.05-mm areal view. p�v: 55.6 nm; rms: 3.51 nm.

Figure 100.43
NewView 100 grayscale image of structures at low spatial frequencies on
rotationally MRF-processed NWW CM-LG770 (S1 of 8C), stored in 75% RH
for 13 weeks, viewed with a 333-µm, low-pass filter. 1.41-mm × 1.05-mm
areal view. p�v: 18.4 nm; rms: 3.44 nm.
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filter (100 µm to 250 µm). The increased power-density
levels at middle-range spatial frequencies for week 13 (see
Fig. 100.42) show that they make a significant contribution to
increased rms roughness.

3. Visual Inspection
Visual inspection at 11 weeks and beyond agreed in general

with more quantitative optical measurements. The presence of
films, haziness, and graininess could be correlated to samples
that had shown increases in microroughness and PSD levels. In
some cases, visual inspection revealed differences among
parts that were not measurable with metrology instrumenta-
tion, presumably because the human eye is more sensitive to
scatter than the metrology instruments we used. Surfaces of
some of the MRF-processed parts looked better than those of
the pitch-polished and pad-polished ones, and surfaces on the
samples of CM-LHG8 looked better than surfaces on the
samples of C-LHG8. At the conclusion of 14 weeks of expo-
sure, there was considerable particulate contamination and a
�busy� appearance on many surfaces.

4. Microscopic Inspection
Microscopic inspection after 14 weeks of storage was use-

ful for evaluating significantly degraded surfaces prior to
aggressive cleaning and for observing structures with high
spatial frequencies that developed on the surfaces. These
structures varied in both size (4 µm to 50 µm in diameter) and
appearance from surface to surface. We attribute these varia-
tions to the different initial finishing processes used and any
residual contaminants unique to each finishing process that
may have been left on each surface. The pitch-polished surface
of NWW C-LHG8 (S1 of 7A) was covered in ran-domly
distributed, nominally round features that were 8 µm to 12 µm
in diameter, as seen in bright field mode using a 20× objective.
These features are shown in Fig. 100.45(a). The pitch-polished
surface of NWW CM-LG770 (S1 of 7C) was also covered in

nominally round features that were smaller (about 4 µm in
diameter) than those on the NWW C-LHG8 surface. The pad-
polished surface of NWW CM-LG770 (S2 of 7C) showed
oblong and elevated features that were ~4 µm wide and 8 µm
to 16 µm long. The MRF-processed surfaces of NWW CM-
LG770 (S1 of 8C and S2 of 8C) had asymmetrical, elevated
features between 10 µm and 40 µm in diameter that resembled
snowflakes. On the rotationally MRF-processed surface (S1 of
8C), these features were isolated from other defects, as shown
in Fig. 100.46. On the raster-polished surface (S2 of 8C), the
snowflake-like features appeared to surround some of the
numerous dark, round artifacts that covered the surface (see
Fig. 100.47). This finding suggests that the dark, round arti-
facts are defects (possibly residual contaminant from the
polishing process) that act as initiation sites for degradation, as
reported in previous work.1

COM90

~32 mm

Figure 100.46
Optical microscope image of rotationally MRF-processed NWW CM-
LG770 (S1 of 8C) after 14 weeks of storage at 75% RH, before cleaning,
viewed in bright field at 50×.

COM89

~80 mm ~80 mm

(a) (b)

Figure 100.45
Optical microscope images of pitch-polished
NWW C-LHG8 (S1 of 7A) at 14 weeks, before (a)
and after (b) aqueous cleaning, viewed in bright
field at 20×.
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Aqueous Cleaning Results for All Samples
Stored at 75% RH

More-aggressive cleaning protocols were employed at the
conclusion of the 14-week humidity test to determine how
readily degraded surfaces could be restored, to evaluate the
permanence of degradation observed, and to evaluate the
effects of aqueous cleaning on �good� surfaces. Because no
differences were observed between the results for samples
cleaned with DI water alone and those cleaned with DI water
and detergent, in the following discussion we do not differen-
tiate between the two aqueous cleaning protocols.

Initial aqueous cleaning visibly improved the appearance of
all WW and NWW surfaces by removing films and particu-
lates. All of the 4-µm to 50-µm structures observed micro-
scopically [see Figs. 100.45(a), 100.46, and 100.47) were re-
moved by a single cleaning. For NWW surfaces that exhibited
degradation, this single cleaning removed surface structures
that developed at high spatial frequencies, and it reduced the
number density of surface structures that developed at middle-
range spatial frequencies. It did not remove any of the low-
spatial-frequency structures that developed on some surfaces.

A second aqueous cleaning did not further improve, and in
some cases damaged, the surfaces. Both first and second
cleanings generated hazing (that was visible to the naked eye)
due to scratching (that was visible microscopically) on pitch-
polished and pad-polished surfaces of NWW and WW sam-
ples of all glass types [as shown for surface S1 of 7A in

Fig. 100.45(b)]. The microscopic scratches are believed to be
caused by subsurface damage from finishing and not by clean-
ing. During cleaning, these scratches become enlarged (along
with other defects) by water-induced corrosion of the glass
surface.7,17 Considerably less hazing and scratching were
observed on the MRF-processed surfaces. We attribute this
improved quality to the ability of MRF to both polish without
creating subsurface damage and to remove subsurface damage
from previous processing.18 These obvious visible changes
were only modestly supported by measured changes in areal
rms roughness and power-density levels, as discussed below.

Areal p�v microroughness was reduced to below initial
levels on WW surfaces of all glass types after one aqueous
cleaning. This finding indicates that the drag�wiping protocols
performed on the samples before the experiment began were
insufficient to rid the surfaces of debris remaining from the
various finishing processes. One application of the more-
aggressive aqueous cleaning process was sufficient to remove
most of this debris. After a second aqueous cleaning, areal
p�v values remained unchanged. NWW surfaces of C-LHG8
and CM-LHG8 behaved similarly, exhibiting areal p�v levels
reduced to below initial values after one aqueous cleaning, and
these remained unchanged after a second aqueous cleaning.
Cleaning was not as effective on NWW surfaces of CM-LG770.
After one aqueous cleaning, these surfaces exhibited p�v
values below those at 13 weeks, but still higher than initial.
After a second aqueous cleaning, areal p�v generally increased
on these surfaces.

Changes in rms microroughness for all NWW parts stored
at 75% RH are given in Table 100.I. After the first aqueous
cleaning, surfaces of CM-LHG8 were unchanged from what
they were at the beginning of the experiment. Most surfaces
of C-LHG8 and CM-LG770 samples showed significant
improvement from their degraded (week 13) states. Areal
roughness was reduced by 18% to 74%. All CM-LG770 sur-
faces were still much rougher than they had been at the
beginning of the experiment. A second cleaning did not further
reduce roughness. For seven out of ten surfaces, rms-rough-
ness levels increased.

Changes in the rms-microroughness values on NWW
samples after aqueous cleaning were reflected in the PSD data.
On the pitch-polished sample of NWW C-LHG8 (S1 of 7A),
two aqueous cleanings uniformly lowered power density over
all spatial frequencies; however, they did not return the surface
to its initial condition, as can be seen in Fig. 100.40. After two
aqueous cleanings, areal rms roughness and PSD levels were

COM91

~32 mm

Figure 100.47
Optical microscope image of raster MRF-processed NWW-LG770 (S2 of
8C) after 14 weeks of storage at 75% RH, before cleaning, viewed in bright
field at 50×.
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Table 100.I: Areal rms microroughness of NWW samples after aqueous cleaning. Percent changes in roughness
after each cleaning are noted.

NWW
rms (nm)

Initial
(week 0)

Final
(week 13)

After First Cleaning
(week 14)

After Second Cleaning
(week 19)

S1 of 7A (pitch) 0.63±0.15 3.89±2.50 1.02±0.12
(–74%)

1.75±0.94
(+72%)

S1 of 8A (rot MRF) 0.79±0.07 1.38±0.50 1.10±0.19
(–20%)

0.89±0.07
(–19%)

C-LHG8

S2 of 8A (rast MRF) 0.78±0.05 1.13±0.41 0.93±0.10
(–18%)

0.98±0.16
(+5%)

S1 of 7B (pitch) 0.72±0.04 0.70±0.01 0.70±0.01
(+0%)

0.78±0.01
(+11%)

S1 of 8B (rot MRF) 0.86±0.08 0.87±0.12 0.84±0.16
(–3%)

0.80±0.08
(–5%)

CM-LHG8

S2 of 8B (rast MRF) 0.89±0.03 0.82±0.05 0.80±0.02
(–2%)

0.92±0.14
(+15%)

S1 of 7C (pitch) 0.70±0.01 13.84±9.72 5.93±1.16
(–58%)

7.59±3.08
(+28%)

S2 of 7C (pad) 2.05±0.34 8.41±4.31 9.61±3.06
(+14%)

12.51±5.97
(+30%)

S1 of 8C (rot MRF) 0.91±0.08 12.21±6.43 9.87±3.24
(–19%)

16.68±13.21
(+69%)

CM-LG770

S2 of 8C (rast MRF) 1.46±0.11 24.26±21.95 13.51±5.00
(–44%)

10.01±2.30
(–26%)

returned to their initial conditions for the MRF-processed
surfaces of NWW C-LHG8 (S1 of 8A and S2 of 8A) (shown in
Fig. 100.41).

On samples of NWW CM-LG770, different spatial-fre-
quency regions were affected differently by aqueous cleaning.
PSD data for the rotationally MRF-processed surfaces of
NWW CM-LG770 (S1 of 8C) are shown in Fig. 100.42.
Structures at high- and middle-range spatial frequencies were
significantly reduced. Aqueous cleaning did not reduce struc-
tures at low spatial frequencies. Power density actually in-
creased at spatial frequencies between 3 × 10�6 1/nm and 4 ×
10�7 1/nm, which explains why rms-microroughness values
remained high.

Changes in rms microroughness for all WW parts stored at
75% RH are given in Table 100.II. After the first aqueous
cleaning, 6 of 10 surfaces were brought to a level equal to or
better than that measured at the beginning of the experiment.
All six of these surfaces had been processed with MRF. Most
of the MRF-processed surfaces continued to improve after a
second cleaning. Results were mixed for the surfaces that had
been pitch polished or pad polished.

Summary/Conclusions
No samples of LHG8 (cast/continuously melted) or LG770

(continuously melted) exhibited any change after 10 weeks of
exposure at 21°C to humidity at 38% RH or less. Changes were
seen on some of the samples stored in 75% RH at 21°C, and
several conclusions can be made regarding the sensitivity to
humidity and cleaning of well-polished (with rms micro-
roughness below 2 nm) LHG8 and LG770 surfaces exposed to
these conditions.

Among glass types:

1. Continuously melted LHG8 is more resistant to humidity-
induced degradation than cast LHG8. Continuously melted
LHG8 surfaces exhibit no degradation after 14 weeks of
exposure, while cast LHG8 surfaces exhibit little to moder-
ate degradation.

2. Continuously melted LG770 surfaces exhibit severe degra-
dation after 14 weeks of exposure, indicating that continu-
ously melted LG770 is much more sensitive to humidity
than either type of LHG8.
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Table 100.II: Areal rms microroughness of WW samples after aqueous cleaning. Percent changes in roughness
after each cleaning are noted.

WW
rms (nm)

Initial
(week 0)

Final
(week 13)

After First Cleaning
(week 14)

After Second Cleaning
(week 19)

S1 of 15A (pitch) 0.71±0.07 0.74±0.10 0.76±0.06
(+3%)

0.74±0.03
(–3%)

S1 of 16A (rot MRF) 0.84±0.15 0.90±0.25 0.73±0.04
(–19%)

0.72±0.05
(–1%)

C-LHG8

S2 of 16A (rast MRF) 0.84±0.07 1.02±0.32 0.82±0.08
(–20%)

0.76±0.07
(–7%)

S1 of 15B (pitch) 0.72±0.03 0.77±0.06 0.86±0.02
(+12%)

0.93±0.02
(+8%)

S1 of 16B (rot MRF) 0.89±0.05 1.05±0.12 0.81±0.04
(–23%)

0.79±0.09
(–2%)

CM-LHG8

S2 of 16B (rast MRF) 0.98±0.07 0.88±0.06 0.86±0.06
(–2%)

0.86±0.02
(+0%)

S1 of 15C (pitch) 0.72±0.03 0.76±0.07 0.98±0.08
(+29%)

1.18±0.18
(+22%)

S2 of 15C (pad) 1.56±0.11 1.34±0.09 1.72±0.20
(+28%)

1.66±0.05
(–3%)

S1 of 16C (rot MRF) 0.94±0.07 1.74±1.93 0.91±0.07
(–48%)

0.89±0.11
(–2%)

CM-LG770

S2 of 16C (rast MRF) 1.38±0.19 1.38±0.08 1.38±0.15
(+0%)

1.38±0.19
(+0%)

3. Aqueous cleaning can improve surfaces of cast LHG8 and
continuously melted LG770 after severe degradation by
humidity, but it cannot return them to their original condi-
tions. (Aqueous cleaning of degraded continuously melted
LG770 surfaces can significantly reduce structures at high-
and middle-range spatial frequencies, but it is not effective
at removing large structures at low spatial frequencies.)

For all glass types:

4. There is no clear correlation between initial finished surface
quality (among surfaces with better-than-2-nm-rms micro-
roughness) and quantifiable magnitude of degradation due
to humidity; however, different surface structures develop
on surfaces finished with different processes.

5. Gentle weekly drag wiping with methanol prevents humid-
ity-induced degradation.

6. A single aqueous cleaning is sufficient to remove debris
from polishing remaining on glass surfaces after gentle drag
wiping and storage for 14 weeks.

7. One or two aqueous cleanings can cause increased haze
from microscopic scratches on surfaces finished with pitch
or pads.

8. MRF processing ensures that at least two aqueous cleanings
can be performed to remove debris, without risk of increas-
ing surface haze from microscopic scratches. We attribute
this result to the low levels of subsurface damage remaining
on surfaces after MRF processing.
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Introduction
Since their discovery in the early 1990s by Iijima,1 carbon
nanotubes have become the focus of intense interest by a vast
number of scientists and engineers. The main reason behind
such wide-ranging attention lies in their unique electrical,2 me-
chanical,3 thermal,3 and optical properties.4 Furthermore, from
their size and structure, carbon nanotubes provide a unique
system for investigating one-dimensional quantum behavior.5

Although many detailed studies have focused on the elec-
tronic and mechanical properties of bundles and individual
single-walled carbon nanotubes (SWNT�s), there has been, to
date, no extensive spectral analysis of the properties of SWNT�s
via their vibrational spectrum on the single-tube level with a
spatial resolution of the order of 15 nm. Spectral analysis of
individual SWNT�s has been carried out in the past,6 but the
techniques used were limited by the inability of conventional
confocal microscopy to image and localize nanoscale features
with subwavelength resolution.7�9 Consequently, localized
features such as defects or dopants have not been resolved so
far. In the work reported here, high-resolution microscopy was
performed on individual SWNT�s to avoid averaging of the
Raman signal. Our unique ability to surpass this limit (i.e., sub-
diffraction-limited imaging) lies at the heart of our near-field
Raman technique.10

Raman spectroscopy is a powerful tool for studying the
chemical composition of matter since the energy range of
electronic transitions lies within the visible spectrum of elec-
tromagnetic radiation. This study focuses on the four main
first-order features of SWNT Raman scattering: the radial
breathing mode (RBM) (~100 to 300 cm�1), the Raman active
D band (~1300 cm�1), G band (~1594 cm�1), and G′ band
(~2600 cm�1).11�14

The Raman spectrum can be thought of as a unique chemi-
cal fingerprint from which to extract a wealth of information on
the electronic structure of SWNT�s. For example, the nanotube
diameter, chirality, and structure (n,m) [(n,m) defines the
atomic coordinates for the one-dimensional (1-D) unit cell of

Nanoscale Vibrational Analysis of Single-Walled Carbon Nanotubes

the nanotube] are associated with the frequency of the RBM;
metallic and semiconducting nanotubes can be distinguished
based on the shape of the G band (and RBM frequency); and the
D-band intensity indicates the presence of defects and other
disorder-induced effects.

By introducing a sharp gold tip (tip-enhanced Raman spec-
troscopy10,15�17) in the focus of a tightly focused laser beam,
the Raman excitation area can be localized to ~15 × 15 nm2.
The high spatial frequencies associated with this electromag-
netic field confinement allow us to record (near-field) Raman
images of SWNT�s with a spatial resolution of the order of 10
to 20 nm. Precise spectroscopic information can be extracted
as the tip is positioned along a SWNT of interest. In this way
unique vibrational maps can be built that show the spatial
variation of several Raman active modes along many different
SWNT�s. We believe that the ability to map spectral changes
along SWNT�s, with nanoscale precision, will lead to a greater
understanding of the fundamental properties of such materials
on the single-tube level.

Experimental Section
Our near-field Raman setup10 is based on an inverted

optical microscope with the addition of an x,y stage for raster-
scanning samples. Light from a He-Ne laser (633 nm, 50 to
200 µW) is reflected by means of a dichroic beam splitter and
then focused onto the surface of the sample using a high-
numerical-aperture objective (N.A. = 1.4).

Having obtained a tight focal spot at the sample surface, a
sharp, gold tip is then positioned into the focal region. Care is
taken to align the tip with one of the two longitudinal field
components in the focal plane.18 The gold tip is held at a
constant height of 1 nm by means of a shear-force detection
feedback mechanism19 with an rms noise of ~0.5 Å in the z
direction. Using the x,y stage to raster scan the sample, Raman-
scattered light is collected with the same objective and is
recorded using either a single-photon�counting avalanche
photodiode (APD) or a spectrograph with a charge-coupled
device (CCD) cooled to �124°C.
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SWNT�s were grown by the arc-discharge method3 and
purchased commercially. They were then dispersed in a solu-
tion of dichloroethane, sonicated in an ultrasonic bath, and spin
cast at 3000 rpm onto a glass cover slip. Our metal tips were
produced by electrochemically etching thin, gold wire in a
solution of hydrochloric acid (HCl) for ~30 s.

Results
The primary motivation of this study is to probe, with

nanoscale resolution, the main vibrational modes of spatially
isolated, individual SWNT�s; to relate spectral variations to the
tube structure (RBM); and to localize defects (D band) along
the tube axis.

Figure 100.48(a) shows a diffraction-limited, confocal
Raman image recorded by raster scanning a sample with a
single SWNT through the focused laser. The contrast in the
image results from integrating the Raman spectrum for each
image pixel over a narrow spectral range centered at ν =
2600 cm�1 (G′ band). Figure 100.48(b) shows the corres-
ponding near-field Raman image taken over the exact same
sample area. This image results from placing a sharp metal tip
(25-nm diameter) into the laser focus. The spatial resolution is
~14 nm [full width at half maximum (FWHM)] as shown by
the inset of Fig. 100.48(b).

Figure 100.48(c) shows the corresponding Raman-scatter-
ing spectrum for a certain nanotube position with and without
the tip present. The increase in Raman-scattering strength
demonstrates clearly the effect of surface-enhanced Raman
scattering (SERS). The SERS enhancement factor depends on
the ratio of the near-field and confocal interaction volumes.
Typical enhancement factors are in the range of 102 to 104

(Ref. 10).

In the next step, a sample area was located with single
nanotubes that show detectable signals for all four Raman
active bands. Figures 100.49(a)�100.49(d) show a series of
near-field spectral images of two individual SWNT�s corre-
sponding to the G, G′, D, and RBM Raman bands.

From these images one can clearly observe the spatial
variation in Raman-scattered light for all four Raman bands.
Both the G and G′ bands [Figs. 100.49(a) and 100.49(b)] show
a near-uniform-intensity profile along the nanotube in the
center of the image, as one might expect for a defect-free
SWNT. This observation is further strengthened by the weak
intensity of the disorder-induced D band [Fig. 100.49(c)]. The
most striking spectral feature is the localized scattering asso-
ciated with the RBM. Figure 100.49(d) illustrates that only
one nanotube, namely the SWNT in the center of the image, is

Figure 100.48
[(a) and (b)] Raman-scattering images of a single SWNT deposited on a glass coverslip. The contrast in the images reflects the local intensity of the Raman
G′ band: 2600 cm�1. (a) A confocal Raman image and (b) the corresponding near-field Raman image. The integration time was 10 ms per image pixel. The inset
in (b) shows a Gaussian fit to the line section shown (FWHM of 14 nm). The FWHM taken from (a) was ~275 nm. (c) Raman-scattering spectrum for a single
SWNT with (upper) and without (lower) a metal tip present. The graphs are offset for clarity.
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resonantly excited with our light source. The detected RBM
frequency was measured to be ~205 cm�1, indicating that we
observe a (14,1) nanotube. Using the relation νRBM = A/dt
+ B, (where A = 223.5 nm/cm and B = 12.5 cm�1),14 we cal-
culate the tube diameter to be 1.16±0.2 nm. Atomic force
microscopy (AFM) measurements confirm that it is indeed a
single nanotube, its diameter being measured topographically
to be ~1.3 nm±0.3 nm.

To understand the origin of these local variations, we first
discuss the resonance conditions associated with the different
Raman bands. The RBM resonance window is different com-
pared to the resonance windows for the G, G′, and D Raman
modes.7 The RBM is more likely to change in the presence of

nanotube defects, such as localized changes in the structure of
the nanotube lattice [changes in (n,m)], kinks, and intertube
junctions in addition to interactions with the glass substrate on
which the SWNT�s are dispersed. Any of these variations will
affect the van Hove transition energy Eii and detune the RBM
out of resonance. For the G, G′, and D Raman active bands
respectively, any small change in Eii is unlikely to manifest
itself in similarly dramatic spectral variations.

The dispersive G, G′, and D bands are discussed in terms of
a double resonance effect that relaxes the resonance condi-
tion.12 On the other hand, the RBM originates from a single
resonance process, resulting in a slightly narrower resonance
window.13 Since the resonance windows for the Raman active
G and G′ bands are broader in nature, dramatic spectral
changes are not as expected, as can be seen in Figs. 100.49(a)
and 100.49(b). However, as will be reported in a later publica-
tion, we have observed significant spectral variations, on the
single-tube level, in the G and G′ Raman bands for SWNT�s
that have been doped with elemental boron.20

Figure 100.49(c) reveals the presence of a small amount of
scattered light associated with the Raman D band centered at
1267 cm�1. In light of the weak signal associated with this
band, we relate such scattering to disorder-induced effects
within the tube lattice itself or the coupling to the supporting
substrate. In a related study on boron-doped tubes, we have
observed significant increases of D-band scattering, localized
with 20-nm resolution, along several different SWNT�s.20

In light of our work, it should be noted that recent experi-
ments on SWNT�s suspended from Si pillars have shown
Raman signals that are more intense when compared to
SWNT�s in contact with a silicon surface;21 however, no
localized spectral analysis has been reported so far for sus-
pended SWNT�s. The ability to perform such localized analy-
sis of suspended SWNT�s should provide a better understanding
of the effects of nanotube�surface interactions on the varia-
tions of the vibrational modes of SWNT�s.

Our observation and explanation of the RBM localization
are consistent with the results that we acquired for many
different tube structures (assigned from RBM frequency).
Figures 100.50(a)�100.50(e) show further evidence for local-
ized Raman scattering associated with the following Raman
active modes: namely, (a) the G band, (b) D band, (c) RBM,
(d) intermediate-frequency modes (IFM),13 and (e) M band.22

Figure 100.50(f) shows a three-dimensional AFM profile of
the nanotube studied.

U440
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(d)
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Figure 100.49
Near-field spectral images, upon laser excitation at 633 nm, for the Raman
active (a) G band, (b) G′ band, (c) D band, and (d) RBM. The images were
produced from the Raman-scattered light detected with a cooled CCD.
(Integration time: 210 ms per image pixel.) The most-striking feature is the
localization of the RBM associated with the vertically aligned SWNT.
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Once again localized spectral variations of the RBM are
observed. The RBM signal decreases dramatically in the pre-
sence of ~3-nm-high catalyst particles located at the tube�s
end. This observation is consistent with the idea that changes
in the tube structure can lead to a loss of resonance Raman-
scattering properties of SWNT�s. From Fig. 100.50(b) consid-
erable D-band scattering is also observed at the beginning of
the tube, where a small kink is present, and near the end with
the small catalyst particles. The vibrational modes shown in
Figs. 100.50(d) and 100.50(e) are recorded along a single

nanotube for the first time. The two bands are designated as an
intermediate frequency mode (IFM) and M band, respectively,
and are known from the literature.13,22 The M band is the sum
of the RBM and the G band, although it should be noted that the
M band also appears in the Raman spectrum of graphite. Our
calculations show that subtracting the frequency of the G band
from the M band gives 142 cm�1. This is consistent with the
measured value of the RBM frequency: 143 cm�1. From this
measured RBM frequency we assign a nanotube structure of
(23,1); i.e., (n,m) = (23,1). To the best of our knowledge, no
previous attempt has been made to understand why both the
IFM and M modes are localized similar to the observed spatial
variations of the RBM. We conclude that both the IFM and M
band are dependent on the tube structure (n,m) in the same
manner as the RBM. This claim is strengthened by the fact that
these bands are not always detectable for either SWNT bundles
or individual SWNT�s. Future work should provide more-
detailed insight into the spatial variation of these two bands and
any possible dependence on the tube diameter, i.e., (n,m).

For all near-field Raman images, a topographic image (not
shown in Figs. 100.48 and 100.49), acquired simultaneously,
provides a valuable crosscheck for the (n,m) assignments
based on the RBM frequency. All SWNT�s studied had their
diameters calculated from the spectral position of their (diam-
eter-dependent) RBM frequencies. The calculated value was
then compared with the corresponding AFM measurements to
confirm that they were, indeed, individual SWNT�s and not
small bundles. In addition, the same gold tip was used to
acquire all of the images shown.

Conclusion
In conclusion, using near-field Raman imaging and spec-

troscopy, several vibrational modes have been mapped along
spatially isolated, individual SWNT�s resting on a glass sub-
strate with 20-nm resolution. Our results demonstrate that
high-resolution microscopy is necessary to avoid averaging of
the Raman spectrum along individual SWNT�s. As such, our
results reveal the highly localized nature of the light scattering
associated with the RBM frequency from several different
SWNT�s. Such spectral features are ascribed to the sensitive
nature of the RBM resonance condition. Variations in the
RBM scattering are attributed to the surrounding environment
(nanotube�substrate interactions) and its effect on the nano-
tube structure (n,m) and hence transition energy Eii. Further-
more, little variation in intensity has been observed for both the
G and G′ Raman bands. Such small variations result from the
different resonance conditions for these bands in comparison
with the  resonance window of the RBM for SWNT�s. Finally,

Figure 100.50
[(a)�(e)] Near-field spectral images for different Raman bands. (f) A 3-D
topographical profile of the nanotube studied. Two bands previously unseen
in our SWNT studies are (d) an intermediate-frequency mode (IFM)13,23

and (e) the Raman active M mode.22 Again the presence of a spatially varying
RBM along the nanotube length is observed. The RBM, as well as the IFM
and M bands, decrease in strength near the attached ~3-nm particle(s), which
is presumably a residual Ni/Y catalyst particle left over from the growth
process.
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detectable Raman scattering associated with disorder-induced
effects has been observed; however, for many perfectly aligned
SWNT�s, little or no D-band intensity has been detected.
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Introduction
The motion and orientation of nonspherical particles sus-
pended in a host fluid and subjected to an alternating-current
(ac) electric field have been well studied theoretically. Because
the dielectric properties of the two phases of the suspension
differ, charge will start to accumulate at the particle�fluid
interface due to Maxwell�Wagner polarization. This charge
accumulation induces a dipole moment, which is acted on by
the electric field, causing the particle to reorient. Basic electro-
magnetic theory predicts that a particle in an electric field will
orient in the direction corresponding to the lowest energy so as
to minimize the potential energy of the system. Typically this
requires a dielectric nonspherical particle to align its longest
axis parallel to the external field.1 Because the minimum
energy orientation of the particle depends on the shape, the
dielectric properties of the host fluid and particle, and the
frequency of the ac field, it is possible that a particle will have
varying stable orientations at different frequencies. Schwartz
et al.2 described the orientation of particles in an ac electric
field and considered the conditions for particles with anisotro-
pic dielectric properties or with additional membranes or
layers, which is of particular use in the biological sciences.
Okagawa et al.3 derived similar equations for a uniform
dielectric particle but included the effect of shear flow on the
particle motion. Jones did further work in the field of particle
electromechanics, including phenomena such as electrophore-
sis and dielectrophoresis,4 and a comprehensive review of
electromechanical behavior of particles was written by Gimsa.5

In addition to conducting experiments with biological par-
ticles,6 Miller and Jones investigated highly dielectric par-
ticles, such as titanium dioxide.7 Bostwick and Labes also
performed similar experiments using platelets of crystalline
nafoxidine hydrochloride.8 In this article we report on the
orientation of highly dielectric polymer cholesteric liquid
crystal (PCLC) particles (flakes), suspended in a low-viscosity
host fluid. Though much of the theory on particle electro-
mechanics is well supported by experimental work in the
biological sciences, relatively little work has been done to

Polymer Cholesteric Liquid Crystal Flake Reorientation
in an Alternating-Current Electric Field

study the behavior of highly dielectric particles like PCLC
flakes, which have no inherent charge, a low dielectric con-
stant, and a negligible dielectric anisotropy.

PCLC Flakes
PCLC flakes were developed in the 1990s as an alternative

to both low-molar-mass cholesteric liquid crystals (LMMLC�s)
and PCLC thin films. Typical LMMLC molecules can be
switched with an electric field, which provides control over
their optical properties, but LMMLC�s tend to be temperature
sensitive and require confining substrates to retain liquid
crystalline order. Due to a relatively high glass transition point,
PCLC films are not temperature sensitive and can stand alone
without substrates. Despite this environmental stability and
the usefulness for passive applications, freestanding polymer
LC films cannot be manipulated in electric fields. PCLC flakes
have the potential to combine two important properties of
PCLC films and LMMLC�s: environmental stability and electro-
optic switching.9

PCLC flakes are formed by fracturing thin PCLC films into
randomly shaped particles of the order of tens to hundreds of
microns.10 More recently, techniques for processing uniformly
shaped flakes with replication methods such as soft litho-
graphy have been developed.11

An important and unique characteristic of PCLC flakes is
that they display selective reflection, a Bragg-like effect result-
ing from the �helical� molecular structure of PCLC�s aligned
in the Grandjean texture. Selective reflection causes light of a
specific wavelength and (circular) polarization to be reflected
from the flake surface. Thus, a large visual effect is created if
flakes are viewed off-axis or if they are tipped with respect to
normally incident light, whereby the wavelength of selective
reflection shifts toward shorter wavelengths and is also dimin-
ished. This optical effect provided the motivation for control-
ling the position, and thus the color and reflectivity, of a PCLC
flake using an electric field.12
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Theory
The response time for flake motion is determined by solving

the equation of motion for an ellipsoid, which includes the
electrostatic torque exerted on a polarized ellipsoid whose
rotation is opposed by a hydrodynamic (viscous) torque from
the surrounding host fluid. The mass moment of inertia is
neglected because viscosity, and not the flake�s inertia, domi-
nates the system. The inertial contribution is several orders of
magnitude smaller than contributions from the electrostatic
and hydrodynamic torques, i.e., the system is critically damped.

The electrostatic torque 
r
ΓE  is defined as the cross product

of the induced dipole moment 
r
p  and the applied electric field

r
Eo :

r r r
ΓE op E= × . (1)

Here we assume that the particle material has no permanent
dipole moment and that the applied electric field is uniform
over the flake dimensions. The electric field inside the particle
E+, to which the particle responds, varies with the rotation of
the ellipsoid and induces an effective polarization along each
ellipsoidal axis i:

P Ei p h i= −( ) +ε ε , (2)

where

E
E

Ai
h oi

h i ii h

+ =
+ −( )
ε

ε ε ε
, (3)

εp and εh are the dielectric permittivity of the particle and host
fluid, respectively, and Eoi is the applied electric field compo-
nent along the particle axis i. Calculations for an electrically
isotropic particle can be performed by considering ε11 = ε22 =
ε33 = εp. The ellipsoid is described by axes lengths ai, aj, and
ak, and a depolarization factor Ai must be defined along each
axis (where i, j, and k are indices ordered according to the right-
handed coordinate system):

A
a a a ds

s a s a s a s a
i

i j k

i i j k

=
+( ) +( ) +( ) +( )

⌠

⌡



∞

2 2 2 2 2

0

. (4)

The effective induced dipole moment along each particle axis
pi is

p a a a P a a a K Ei i j k i i j k h i oi= =
4

3

4

3

π π
ε , (5)

where we have defined the Clausius�Mosotti factor Ki along
each ellipsoidal axis as

K
A

i
p h

h i p h

=
−( )

+ −( )[ ]
ε ε

ε ε ε
. (6)

Since the dielectric particle and the surrounding medium
are not ideal dielectrics, energy dissipation mechanisms such
as conduction and dielectric relaxation require that a fre-
quency-dependent complex dielectric constant ε* be consid-
ered:

ε ω ε
σ
ω

* ,( ) = − i (7)

where ω is the electric field frequency and σ is the electric
conductivity. The definitions for Ki

*  and pi
*  remain un-

changed except that εp and εh become complex and frequency
dependent. Using Eqs. (1) and (5), we find the electrostatic
torque ΓEi along the particle axis i to be

ΓEi i j k h j k k j oj oka a a K K A A E E= −( )4

3

π
ε * * . (8)

It is important to note that the εh arising from the effective
induced dipole moment [Eq. (5)] is not complex because it is
not derived from Gauss�s law.� The hydrodynamic torque ΓHi
about particle axis i is defined as

Γ ΩHi i j k o
j k

j j k k
ia a a

a a

a A a A
= −

+( )
+( )

16

3

2 2

2 2

π
η , (9)

�See Jones4 (Appendix G) for a derivation of the induced effective moment
of a dielectric ellipsoid, which includes the electrostatic potential external to
the ellipsoid.
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where ηo is the absolute viscosity of the host fluid and Ωi is
the angular velocity about axis i. The hydrodynamic and
electrostatic torques about a specific axis are equated to give
the equation of motion for a rotating flake. The angular
velocity Ωi relative to its corresponding axis i is found to be

Ωi
h o j k k j oj ok

o

j j k k

j k

K K A A E E a A a A

a a
=

−( ) +( )
+( )

ε ε

η

* *

.
4

2 2

2 2
(10)

We first examine the two-dimensional implication of this
result. The two-dimensional coordinate system and reference
frame for the flake are defined in Fig.100.51, where θ is the
instantaneous angle between the flake�s surface normal and
the applied electric field.

G6475
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x, x′, a1

z
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y

q

Figure 100.51
The flake reference frame (primed axes) rotates with respect to the laboratory
(cell) reference frame (unprimed axes).

If we consider the case where the electric field Eo is applied
along the z axis and the flake rotates about axis a1 (x′), the
angular velocity about the flake axis is found to be

d

dt

K K A A E a A a A

a a

h o

o

θ

ε

η
θ θ

=

=
{ } −( ) +( )

+( )

Ω1

3 2 3 2
2

2
2

2 3
2

3

2
2

3
24

Re
sin cos .

* *

(11)

We retain the real component of the equation because only the
time-averaged term is significant in a heavily damped system
where the particle moves slowly compared to the applied
electric field. This equation is easily simplified and solved in
the form

d

dt

C

C
K K A A E a A a A

a a

o

o

θ
θ
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2
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2
2

3
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sin ,

Re
.

* *

where

=
h

(12)

Equation (12) can be integrated to obtain an equation for the
angle θ at any given time:

tan tan ,θ θ τ= o
te c (13)

where θo is the initial angle (position) of the flake and τc =
1/C is the time constant for flake relaxation. We can see that
for all τc > 0, as t → ∞ the angle θ → π/2 is a stable config-
uration. It is now possible to determine the response time of the
flake, or the time needed for θ to approach any final orienta-
tion, including θ ≈ 90°. The reorientation time from the initial
angle θo to the current angle θ is given by

t
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(14)

Equation (14) clearly shows that the flake reorientation time
should have an inverse quadratic dependence on the applied
electric field and a linear dependence on the fluid viscosity.
There must be a slight perturbation in the flake position (θo >
0°) in order for flake motion to commence.

A three-dimensional model that accounts for the coupling
between the components of angular velocity about each axis
was developed by Okagawa3 (see Fig. 100.52). Based on
Okagawa�s work, the time rate of change of each angle can be
found in terms of the components of angular velocity of the
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flake defined by Eq. (10), where

d

dt

d

dt

d

dt

θ
ψ ψ

ϕ
ψ ψ θ

ψ
ψ ψ θ

= +

= −( )

= − −( )

Ω Ω

Ω Ω

Ω Ω Ω

1 2

2 1

3 2 1

cos sin ,

cos sin cos ,

cos sin cot .

(15)

Allowing ψ = 0 eliminates the angle describing the spin of the
flake and simplifies the equations. We solved these equations
numerically, and the results validated the two-dimensional
analytic solution.
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Figure 100.52
Coordinate systems of the (unprimed) laboratory reference frame and the
(primed) ellipsoid reference frame. The z′ identifies the direction normal to
the surface of an oblate particle.

Experimental Procedure
Commercial polycyclosiloxane flakes,13 typically 6 µm

thick, with an arbitrary shape and a selective reflection peak at
λo = 520 nm (green), were sieved and dried to obtain batches
with sizes between 20 and 40 µm [Fig. 100.53(a)]. The PCLC
flakes were suspended in two host fluids: a silicone oil (Gelest,

DMS-T05) and propylene carbonate (PC) (Aldrich, 99.7%
HPLC grade). Though both fluids are transparent, chemically
compatible with the PCLC material, and of a comparable
density, their dielectric properties varied greatly. The silicone
oil had a low dielectric permittivity and was highly insulating
(εh ~ 3 εo, σh ~ 10�11 S/m), while the PC had a high dielectric
permittivity and was significantly more conductive (εh ~ 69 εo,
σh ~ 10�6 S/m). Test cells were constructed using pairs of
indium tin oxide (ITO)�coated glass substrates. A mixture of
soda lime glass spheres dispersed in a UV-curing epoxy was
applied in four corners of one substrate to set the cell gap.
Assembled cells were then filled with the flake/host fluid sus-
pension by capillary action and sealed with additional epoxy.

Figure 100.53
Dimensions of a typical irregularly shaped PCLC flake are depicted in (a).
Flakes lie approximately parallel to cell substrates when no electric field is
applied (b) and appear green due to selective reflection caused by the helical
molecular structure of cholesteric liquid crystals, as depicted by the enlarged
cross-sectional view of a flake. Flakes reorient with one long axis parallel to
the applied field (c). They appear dark since light is no longer reflected off
their flat surfaces.
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Basic observations were made using a Leitz Orthoplan
polarizing microscope. A Panasonic Digital 5100 camera with
a timer was used to record flake motion with a time resolution
of 100 ms. Data on subsecond flake motion were obtained by
detecting the light reflected from the rotating flake surface
using a Hamamatsu R905 photomultiplier tube (PMT) coupled
to the microscope ocular by means of a fiber optic mounted in
a precision fiber coupler. The PMT signal was displayed on one
channel of an HP 54520A oscilloscope and directly compared
with the field applied to the cell displayed on the second
channel. Flake motion was easily detected under near-normal
illumination through a 10× objective (N.A. = 0.2). Brightly
reflecting flakes lying in the plane defined by the substrates
[Fig. 100.53(b)] darkened substantially with only a few de-
grees of rotation [Fig. 100.53(c)] as they continue reorienting
to align parallel with the electric field.

Experimental Results and Discussion
The motion of PCLC flakes in a sinusoidal ac electric field

was investigated mainly in the propylene carbonate host sys-
tem because no motion was observed in the silicone oil host
system.* Reorienting PCLC flakes exhibited several charac-
teristics: Flakes consistently rotated about the longest axis, so
that the shorter major axis aligned parallel to the applied field
direction. Furthermore, flakes with larger aspect ratios (length
to width) reoriented more quickly than flakes of a comparable
size, but with a smaller aspect ratio. Once the driving field was
turned off, flakes returned to their initial position in the plane
of the cell. This approximate 90° relaxation required anywhere
from several seconds to several minutes to be completed. There
was also a gradual and approximately linear increase in re-
sponse time over the lifetime of the PCLC flake test device
during test periods of 2 days.

Both the electric-field frequency and magnitude affected
flake reorientation times. Flake motion was seen within a
specific frequency bandwidth (~10 Hz to 1 kHz), above and
below which flake reorientation did not occur (Fig. 100.54).
Motion for a typical flake was detected in fields as low as
5 mVrms/µm, but fields above 30 mVrms/µm were required for
flake reorientation to occur on a subsecond time scale. The
inverse quadratic dependence on the electric field was ob-
served clearly as the flake reorientation time was tested as a
function of applied voltage (Fig. 100.55).

From Eq. (14), it is clear that the measured inverse quadratic
dependence of the response time on the applied field supports
the theoretical model predictions of the previous section. The
dependence on the flake shape is more complicated, but a study

of seven specific PCLC flakes suspended in PC and observed
in a 10.4-mVrms/µm field at 50 Hz showed clearly that the
reorientation time decreases as the aspect ratio increases. This
shape-dependent behavior was also as predicted by the theo-
retical model (Fig. 100.56).

Figure 100.54
The characteristic time response of a representative PCLC flake as a function
of frequency at specific electric-field values. Lines are drawn to guide the
eye. Similar behavior was observed for dozens of individual flakes.

Figure 100.55
The average response time of several flakes exhibited an inverse quadratic
dependence on the applied voltage. The standard deviation of 10% is of the
order of the size of the data points. Data was collected at 50 Hz.
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Though many of the observations above were supported by
theory, two results were not supported by previous theoretical
work. For flakes with axes a1 > a2 > a3, we expected that the
flakes would align with their longest axis a1, parallel to the
electric field. Instead, we observed that the flakes consistently
aligned with the shorter major axis a2, parallel to the applied
electric field. Schwarz2 used the Clausius�Mosotti factor Ki,
which measures the energy of the ellipsoid when it is oriented
with its i axis parallel to the field, to predict the stable orien-
tation of the particle. He suggested that the axis with the
smallest Ki would align parallel to the applied field. Using the
following typical parameters we found that, for all frequen-
cies, K1 had the smallest value: εh ~ 69 εo; σh ~ 10�6 S/m; εp
~ 2.89 εo; σp < 10�11 S/m; a1 = 35 µm; a2 = 15 µm; and a3 =
5 µm. This result indicated that the longest axis a1 should align
with the electric field, which is contrary to our observations.

Jones produced a chart for determining the preferred axis
alignment based on a combination of signs of the torque terms
for each axis. In practice, only the sign of the real component
of the Clausius�Mosotti term K Kj k

* *( )  was considered because
it is proportional to the torque [Eq. (8)]. Considering only the
Clausius�Mosotti terms excludes the difference in depolar-
ization factors (Ak�Aj). This difference term can flip the sign
of the torque if Ak is less than Aj. We used the Jones chart,
initially considering just Re * *K Kj k{ } and then including

A A K Kk j j k−( ) { }Re ,* *  to predict which flake axis would align
with the electric field. Neither method produced results that
correspond with our observations.

To predict which particle axis would align parallel to the
electric field, we found it necessary to consider not only the
electric torque but also contributions of the viscous drag
(hydrodynamic torque), which become more important as the

lengths of the two major axes become more similar. One way
to include the effects of the viscous drag was to compare the
magnitude of the angular velocity components about each axis.
Assuming that the particle reorients about the axis with the
largest angular velocity component, and for the material pa-
rameters given above, we found that a flake lying nearly
parallel to the substrate will reorient about the longest axis a1,
so that the shorter of the two major axes, a2, aligns parallel to
the electric field, just as we had observed. This result will be
true unless the flake�s initial condition is already tilted largely
about the shorter axis a2.

The second result not supported by theoretical work arose
when we compared our model of flake reorientation times with
electric-field frequency. Initially we used the real part of the
Clausius�Mosotti factor in the electric torque term, and the
resultant theoretical model showed a weak frequency depen-
dence. The characteristic S shape of the theoretical curve
(Fig. 100.57, insert) shifted toward higher (lower) frequencies
when host fluids with a higher (lower) conductivity were
modeled. However, the model predictions using the S-shaped
curve agreed poorly with the experimental data. The data
showed a minimum reorientation time at a specific frequency
above and below which the reorientation times increased. The
model based on the real component of the Clausius�Mosotti
factor corresponded well only with the general order of mag-
nitude of the flake reorientation time (Fig. 100.57).

Because the frequency dependence of the reorientation time
data resembled the typical dispersion spectrum for the imagi-
nary part of the dielectric constant, we also explored using the
imaginary part of the Clausius�Mosotti factor in our model.
Use of the imaginary component produced a theoretical curve
with a U shape that agreed well with the shape of the experi-
mental data. However, the predicted response times were more
than an order of magnitude higher than those observed.

The imaginary component of the Clausius�Mosotti term is
typically used only in equations describing electro-rotation,
which is the continuous rotation of a particle in the presence of
a rotating electric field.4 When there is a rotating electric field,
it is necessary to consider the phase angle of Ki

*,  which
represents a (constant) phase lag between the applied electric
field and the induced moment. Physically, the induced dipole
lags behind the applied field by an angle related to the time
necessary for the dipole moment to form as charge builds up at
the particle�fluid interface. The angular velocity of the particle
will vary from the angular velocity of the rotating electric field,
and the particle will typically be rotating more slowly (due to

Figure 100.56
A correlation between response time and flake size and shape was observed.
Flakes with the largest aspect (length to width) ratio reorient the fastest.
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the viscous drag) than the surface charge on the particle that
produced the induced dipole.

Since the conditions for PCLC flake reorientation include a
linear electric field with which the induced dipole moment
eventually aligns, we cannot assume a constant phase between
these two vectors. However, the imaginary component also
helps quantify the time required to induce the dipole moment,
which might explain why using this term models the fre-
quency-dependent behavior of the flake reorientation time
so well.

The discrepancy between the predicted and observed reori-
entation times implies that either the viscosity of the host
fluid is much lower or the effective electric field (to which the
flake responds) is significantly larger than the applied electric
field. The viscosity of propylene carbonate is well known, so
it is possible that the effective electric field is larger. This
possibility would imply that perhaps another electric-field�
dependent term has not been considered in the expression for
the electric torque.

Summary
We have observed that flakes suspended in a moderately

conductive host fluid, such as propylene carbonate, reorient
about their longest axis to align the shorter major axis parallel
to the applied electric field. This observation was contrary to
most theories on particle reorientation, which predict that the
longest axis will align with the applied electric field. We
compared the components of the angular velocity about each
axis, which include important parameters such as particle
shape and host fluid viscosity, hypothesizing that the flake will
rotate about the axis with the largest angular-momentum
component. This approach was found to support our observa-
tions. Other standard characteristics of PCLC flake motion,
such as the inverse quadratic dependence on the electric field
and the tendency for longer, asymmetric flakes to reorient
faster, were theoretically predicted and agreed with our experi-
mental observations.

The frequency dependence of the flake reorientation time
was difficult to model because it is unclear whether the real or
the imaginary component of the Clausius�Mosotti term should

Figure 100.57
A comparison of experimental data and a theoretical model based on experimental parameters (Eo = 20 mV/µm; ηo = 2.9 cP; εh ~ 69 εo; εp ~ 2.89 εo;
σp < 10�12 S/cm) and estimated values (σh ~ 10�6 S/m; a1 = 35 µm; a2 = 15 µm; a3 = 5 µm). The open squares designate the theoretical values for comparison
with the experimental data at 200 Hz. The insert shows the frequency dependence of the model that utilized the real component of the Clasius�Mosotti term
on an expanded semi-log scale.
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be used. Using the real component, which is a widely accepted
approach, the model predicts reorientation times on the same
order of magnitude as the observed reorientation times; how-
ever, the frequency dependence does not match the experimen-
tal data. This discrepancy is partially resolved by using the
imaginary component in the model. The theoretical curve
based on the imaginary component shows a minimum reorien-
tation time at a specific electric-field frequency, which corre-
sponds well with experimental data. This alternate method also
predicts, however, reorientation times approximately an order
of magnitude higher than what we observed. Future research
will require investigating effects of electro-osmosis, double
layers, and rotating electric fields. Similar frequency-depen-
dent particle behavior has been observed when a rotating
electric field causes a particle to rotate. The particle rotation
results from a phase difference between the electric-field�
induced polarization and the rotating field, thereby requiring
theory to consider the imaginary component of the Clausius�
Mosotti term.14

The ability to reorient, or switch, PCLC flakes provides a
way to control their unique optical and polarizing properties
with an electric field. Electro-optic devices based on switching
PCLC flakes are useful in a broad class of applications in
information displays, optics, and photonics. A PCLC flake
device is of particular interest in the display industry (large-
area signs, automobile dashboards, heads-up displays, and
�electronic paper�) because it easily provides both color and
polarization without the use of filters and polarizers, which
reduce brightness and add to the production cost. Possible
applications in optics and photonics include switchable and
tunable optical retardation or modulation elements for polar-
ized light at any desired wavelength or bandwidth. It is also
possible to produce conformal PCLC flake coatings for use in
either decorative applications or military applications such as
camouflage, document security, anti-counterfeiting, and ob-
ject tagging and identification. Thus reorienting PCLC flakes
has an unlimited number of potential applications, many of
which have yet to be conceived.
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During the summer of 2004, 16 students from Rochester-area
high schools participated in the Laboratory for Laser Energet-
ics� Summer High School Research Program. The goal of this
program is to excite a group of high school students about
careers in the areas of science and technology by exposing
them to research in a state-of-the-art environment. Too often,
students are exposed to �research� only through classroom
laboratories, which have prescribed procedures and predict-
able results. In LLE�s summer program, the students experi-
ence many of the trials, tribulations, and rewards of scientific
research. By participating in research in a real environment,
the students often become more excited about careers in
science and technology. In addition, LLE gains from the
contributions of the many highly talented students who are
attracted to the program.

The students spent most of their time working on their
individual research projects with members of LLE�s tech-
nical staff. The projects were related to current research activi-
ties at LLE and covered a broad range of areas of interest
including laser optics modeling, analysis of OMEGA implo-
sion experiments, hydrodynamics modeling, cryogenic target
characterization, liquid crystal physics and chemistry, materi-
als science, the development and control of laser fusion diag-
nostics, and OMEGA EP laser system design and engineering
(see Table 100.III).

The students attended weekly seminars on technical topics
associated with LLE�s research. Topics this year included laser
physics, fusion, holographic optics, fiber optics, femtosecond
lasers and their applications, computer-controlled optics manu-
facturing, and global warming. The students also received

LLE�s Summer High School Research Program

safety training, learned how to give scientific presentations,
and were introduced to LLE�s resources, especially the compu-
tational facilities.

The program culminated on 25 August with the �High
School Student Summer Research Symposium,� at which the
students presented the results of their research to an audience
including parents, teachers, and LLE staff. The students� writ-
ten reports will be bound into a permanent record of their work
that can be cited in scientific publications. These reports are
available by contacting LLE.

One hundred and seventy-six high school students have now
participated in the program since it began in 1989. This year�s
students were selected from approximately 50 applicants.

At the symposium, LLE presented its eighth William D.
Ryan Inspirational Teacher Award to Mr. Claude Meyers, a
former physics teacher at Greece Arcadia High School. This
award is made to a teacher who motivated one of the partici-
pants in LLE�s Summer High School Research Program to
study in the areas of science, mathematics, or technology and
includes a $1000 cash prize. Teachers are nominated by alumni
of the summer program. Mr. Meyers was nominated by David
Bowen, a participant in the 2001 Summer Program. �Claude
Meyers impressed me as someone who was easily capable of
being a college professor, or even a serious, doctorate-carrying
researcher,� David writes in his nomination letter. According
to David, Mr. Meyers was an outstanding physics teacher with
a deep love and understanding of physics, who was able to
impart his students with excitement and respect for the prin-
ciples of physics.
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Table 100.III:  High School Students and Projects—Summer 2004.

Name High School Supervisor Project Title

Daniel Balonek Byron-Bergen HS D. Jacobs-Perkins Mechanical Characterization
of Cryogenic Targets

Gregory Balonek Byron-Bergen HS S. Craxton How Good Is the Bright-Ring
Characterization of Cryogenic
Target Uniformity?

Robert Balonek Byron-Bergen HS D. Lonobile Design and Fabrication of a Handheld,
Fiber Optic–Coupled, Coolant Water
Flow Detector Test Fixture

Bruce Brewington Fairport HS S. Craxton 3-D Characterization of Deuterium-Ice-
Layer Imperfections

Daniel Butler Brighton HS R. Boni Automated Focusing of the ROSS Streak
Tube Electron Optics

Jeremy Chang Penfield HS M. Guardalben Grating Compressor Modeling

Joseph Dudek Honeoye-Falls-Lima HS C. Stoeckl Hexapods and Multiple Coordinate
Systems

Laurie Graham Bloomfield HS S. Regan Experimental Investigation of Far Fields
on OMEGA

Jivan Kurinec Rush-Henrietta HS M. Bonino/
D. Harding

Material Properties of Spider Silk
at Cryogenic Temperatures

Jonathan Kyle Gates-Chili HS J. DePatie Two-State Motor Controller

Ted Lambropoulos Pittsford-Mendon HS J. Marozas Optimal Pinhole Loading via Beam
Apodization for OMEGA EP

Yekaterina Merkulova Penfield HS J. Delettrez Spatial Distribution of the Reflected
Laser Light at the Experimental
Chamber Wall

Arun Thakar Pittsford-Mendon HS R. Epstein Numerically Calculated Spherical
Rayleigh–Taylor Growth Rates

Glen Wagner Fairport HS T. Kosc/
K. Marshall

Computer Modeling of Polymer
Cholesteric Liquid Crystal Flake
Reorientation

Tina Wang Webster-Schroeder HS V. Smalyuk Modeling of X-Ray Emission in
Spherical Implosions on OMEGA

Ariel White East Irondequoit-Eastridge K. Marshall Photopatterning of Liquid Crystal
Alignment Cells
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The OMEGA Facility conducted a record number 1558 target
shots in FY04�a 13% increase over FY03�by operating
extended shifts during select weeks to accommodate user
demand (see Table 100.IV). Improvements to the Spherical
Cryogenic Target Handling System increased system reliabil-
ity and target positioning stability. More-complex planar cryo-
genic target assemblies were fielded including planar cryogenic
D2 cells for radiographic measurements of shock timing and
cryogenic hohlraums for energy coupling and symmetry stud-
ies. Highlights of these changes and other FY04 achievements
include the following:

� A total of 35 spherical and 35 planar cryogenic shots were
performed. Eight spherical cryogenic target shots were
conducted within one week in FY04, demonstrating in-
creased system reliability. The rigidity of the lower pylon
structure was improved, and electrically energized docking
clamps were installed to increase the stability of cryogenic
target alignment. This resulted in an approximately 2×
improvement in the target offset at shot time for a series of
20 spherical cryogenic target implosions during Q2 and Q3.

� An improved multichannel IR streak camera (IR3) was
installed and integrated into the OMEGA front end, enhanc-
ing pulse-shape measurement and prediction capability.
This camera measures the temporal input to each of the
three OMEGA driver lines, and its data are used in a system
performance model that predicts the OMEGA output tem-
poral pulse shape. The combination of the new streak
camera�s improved CCD camera, much shorter fiber signal
delivery system, and the improved channel distribution on
its photocathode resulted in a lower noise floor, higher
bandwidth, and reduced channel crosstalk. An entirely
recoded software user interface made it easy for the opera-
tors to use the streak camera. This new camera�s enhanced
performance was in large measure responsible for success-
fully fielding 80-ps, picket, low-adiabat pulse shapes used
for both the imprint growth measurements on foam targets1

and the cryogenic target implosion campaigns.

FY04 Laser Facility Report

� Improved amplifier-gain-measurement hardware and gain-
equalization procedures were implemented on OMEGA.
Precision gain matching of all the amplifiers within a stage
is crucial to obtaining on-target power balance objectives.
OMEGA�s harmonic energy diagnostic (HED) system was
extended to measure the output of the driver lines, enabling
simultaneous on-shot measurement of an amplifier stage�s
input and output energies. This provided absolute stage-
gain-measurement capability and allowed the stage gains
to be set to a predetermined value rather than just minimiz-
ing gain variance. This improved long-term stage-gain
stability (see Fig. 100.58) and dramatically reduced the
number of amplifiers that were being flagged for unneces-
sary maintenance. The more-efficient use of maintenance
resources has resulted in their concentration on the worst-
performing amplifiers.

� New target designs were also fielded to begin validation of
the polar-direct-drive ignition concept proposed for the
NIF. These included 40-beam, directly driven �Saturn� ring
targets and 40-beam, directly driven CH cells. These were
the first LLE experiments to combine symmetric illumina-
tion with radiographic diagnostics (backlighting).

� A new UV spectrometer was installed to measure the
spectrum of all 60 beams with 0.02 to 0.07 Å of spectral
resolution. The spectral data obtained from this instrument
provided insight into B-integral effects on OMEGA�s
beamlines. Online spectral-based FCC tuning capability is
planned for FY05.

� OMEGA conducted the first cryogenic gas hohlraum ex-
periments for LLNL.

REFERENCES

1. �August 2004 Progress Report on the Laboratory for Laser Ener-
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Rochester, Rochester, NY (2004).
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Table 100.IV:  The OMEGA target shot summary for FY04.

Laboratory
Planned Number
of Target Shots

Actual Number
of Target Shots

LLE 741 756

LLNL 405* 431

LANL 150* 168

SNL 20 31

NLUF 135 127

CEA 25 32

NRL 10 13

Total 1486 1558

LLE ISE 304

LLE SSP 127

LLE RTI 86

LLE DD 69

LLE LPI 60

LLE CRYO 35

LLE ASTRO 30

LLE DDI 24

LLE PB 21

LLE Total 756

  * 20 shots in collaboration.

Figure 100.58
Record of requested and actual on-target energy for OMEGA shots in October 2004.
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During FY04, 802 target shots were taken on OMEGA for
external users� experiments, accounting for 51.5% of the total
OMEGA shots produced this year. External users in FY04
included eight collaborative teams under the National Laser
Users� Facility (NLUF) program as well as collaborations led
by scientists from the Lawrence Livermore National Labora-
tory (LLNL), Los Alamos National Laboratory (LANL), Sandia
National Laboratory (SNL), Naval Research Laboratory (NRL),
and the Commissariat à l�Énergie Atomique (CEA) of France.

NLUF Program
FY04 was the second of a two-year period of performance

for the nine NLUF projects approved for FY03�FY04 funding
and OMEGA shot time. Eight of the nine NLUF campaigns
received a total of 127 shots on OMEGA in FY04.

The Department of Energy (DOE) issued solicitations in
FY04 for NLUF proposals for work to be carried out in FY05�
FY06. DOE raised the available NLUF funding to $1,000,000
for FY04 proposals to accommodate the high level of interest
in using OMEGA to carry out experiments of relevance to the
National Nuclear Security Agency (NNSA) Stockpile Stew-
ardship Program (SSP). NLUF participants use these funds to
carry out experiments on OMEGA (including graduate student
stipends, travel, supplies, etc.). The participants do not pay any
portion of the OMEGA operating costs since these costs are
funded directly by the DOE�LLE Cooperative Agreement.

A total of 16 NLUF proposals were submitted to DOE for
consideration for FY05�FY06 support and OMEGA shot
allocation. An independent DOE Technical Evaluation Panel
comprised of Dr. Tina Back (LLNL), Dr. Robert Turner
(LLNL), Dr. Steven Batha (LANL), Dr. Ramon Leeper (SNL),
and Prof. Ani Aprahamian (University of Notre Dame) re-
viewed the proposals on 15 June 2004 and recommended that
up to 8 of the 16 proposals receive DOE funding and 7 of the
8 teams be approved for shot time on OMEGA in FY05�FY06.
Table 100.V lists the successful proposals.

National Laser Users� Facility and External Users� Programs

FY04 NLUF Experiments
Programs carried out in FY04 by eight groups of NLUF

participants included the following OMEGA experiments:

Optical Mixing Controlled Simulated Scattering Instabilities
(OMC SSI): Generating Electron Plasma Waves and Ion-
Acoustic Waves to Suppress Backscattering Instabilities
Principal Investigator: B. B. Afeyan (Polymath Research, Inc.)

The goal of this experiment is to examine the suppression of
backscattering instabilities by the externally controlled gen-
eration of ion-acoustic-wave (IAW) or electron-plasma-wave
(EPW) turbulence. The experiments consist of using optical
mixing techniques to generate resonant waves in flowing
plasmas created by the explosion of target foils by the
OMEGA laser.

During FY04, experiments were conducted in which two
blue beams as well as a blue beam and a green beam were
crossed. Nineteen target shots were taken for this experiment
in September 2004 using three new high-intensity-interaction-
beam phase plates [known as continuous phase plates (CPP�s)]
designed by Sham Dixit of LLNL. They provided a near-1015

W/cm2 interaction-beam intensity for 1 ns with 500 J of blue-
beam energy. The same design was used for a green-beam CPP.
In addition, a polarization rotator was fielded on the probe
beams of the pump�probe experiments so as to discriminate
against processes that do not involve the ponderomotive force
generated by the beating of the pump and probe beams directly.
The results of these experiments will be described in future
publications. The principal conclusion of this six-year-long
effort with crossing blue�blue and blue�green beams on
OMEGA is that OMC SSI via IAW�s is a significant potential
tool for the suppression of stimulated Raman backscattering
SRBS in high-intensity laser�plasma interaction.



NATIONAL LASER USERS� FACILITY AND EXTERNAL USERS� PROGRAMS

LLE Review, Volume 100 287

Studies of Ion-Acoustic Waves (IAW�s) Under Direct-Drive
NIF Conditions
Principal Investigator: H. Baldis (University of California,
Davis)

Stimulated Brillouin scattering (SBS) is of concern to laser
fusion using the indirect-drive or direct-drive approach. Gen-
erally, it is believed that SBS is only a minor effect for direct-
drive inertial confinement implosion experiments, particularly
those currently conducted on OMEGA. However, scattered-
light spectra collected in these implosion experiments show
changes from the incident spectra that can arise only from non-
linear effects such as SBS. To extrapolate the present results to
future larger direct-drive laser fusion experiments, it is neces-
sary to understand the details of the present observations.

To gain better insight into the underlying processes, a
series of OMEGA shots was dedicated to measuring SBS in
planar geometry with 11 low-intensity beams producing a
plasma and one or two interaction beams at oblique incidence.

One of the interaction beams was beam 30 for which there is a
full-aperture backscattering station on OMEGA (FABS30).
Beam 30 was incident at ~42° to the target normal. The target
normal was pointed between the two interaction beams (beams
15 and 30). Thus the specular reflection from beam 15 was
also collected by FABS30. In addition, one expects SBS side-
scattering to be enhanced in the specular direction due to
possible self-seeding of SBS by the specular reflection at the
turning point of beam 15. There could be an additional
contribution to the light collected by FABS30 from a syner-
gistic interaction between beams 30 and 15 if they are pre-
sent simultaneously.

All of these conditions are also encountered in spherical
implosion experiments. In spherical implosion experiments,
however, many different angles of incidence are present simul-
taneously and may contribute differently depending on the
time during the laser pulse. This makes it difficult to unravel
the subtleties of the interaction processes, hence the choice of
the planar geometry for this series of experiments.

Table 100.V:  FY05–FY06 Proposals.

Principal Investigator Affiliation Proposal Title

J. Asay Washington State University Isentropic Compression Experiments
for Measuring EOS on OMEGA

H. Baldis University of California, Davis Laser–Plasma Interactions in High-Energy-
Density Plasmas

R.P. Drake University of Michigan Experimental Astrophysics
on the OMEGA Laser

R. Falcone University of California, Berkeley NLUF Proposal: Plasmon Density of States
in Dense Matter

R. Jeanloz University of California, Berkeley Recreating Planetary Core Conditions
on OMEGA

P. Hartigan Rice University Astrophysical Jets and HED Laboratory
Astrophysics

R. Mancini University of Nevada, Reno Three-Dimensional Study of the Spatial
Structure of Direct-Drive Implosion Cores
on OMEGA

R. Petrasso and C. K. Li Massachusetts Institute of
Technology

Implosion Dynamics and Symmetry
from Proton Imaging, Spectrometry,
and Temporal Measurements
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A typical purely sidescattered signal is shown in Fig. 100.59
for a 1-ns square pulse interaction beam at ~2 × 1014 W/cm2 in
beam 15 (beam 30 was not fired). Also shown in Fig. 100.59
for comparison is the input laser spectrum. We note that the
basic features of this time-resolved spectrum are the same as
for spherical implosions. The initial rapid blue shift reflects the
increasing plasma column traversed by the interaction beam as
the plasma is formed. This is followed by a return toward zero
overall spectral shift as the plasma column becomes stationary.
The important difference between the incident and reflected
spectra is in the shape of the spectrum late in time, which is
narrower with a peak on the red part of the spectrum, compared
to the incident spectrum shown as reference on the right side
of Fig. 100.59.

Experimental Astrophysics on the OMEGA Laser
Principal Investigator: R. P. Drake (University of Michigan)

This NLUF project is led by the University of Michigan
and involves collaborators from Lawrence Livermore Na-
tional Laboratory; the Laboratory for Laser Energetics; the
Universities of Arizona, Chicago, Princeton, and Stony Brook;
as well as École Polytechnique and CEA from France. It uses
OMEGA to study processes that are relevant to astrophysics,
with a specific focus on the unstable nonlinear hydrodynamics
that occurs when stars explode and on radiative shocks that
occur during stellar explosions and in many other contexts.
The experiments to study nonlinear hydrodynamics involved
continuing examination of the role of initial conditions on the
long-term nonlinear structure that develops after a blast wave
encounters an interface. Data were obtained with a controlled
variation of initial conditions and also to assess preheat levels.
The experiments to study radiative shocks involved measure-
ments of the change in shock velocity and structure with drive

conditions and work to apply an improved diagnostic (a backlit
pinhole) to obtain higher-resolution data.

Figure 100.60 shows a radiographic image from the radia-
tive shock experiments, obtained using an area backlighter at
13.5 ns after the drive beams are fired. The grid and a fiducial
feature establishing an absolute location are evident in the
lower part of Fig. 100.60. The wall of the tube can be seen near
the upper edge. The shock front is curved, and there are indi-

Figure 100.60
A radiographic image of collapsed radiative shock. This image is from an
experiment with a polyimide drive disk attached to a polyimide tube of
912-µm inner diameter, irradiated (with SSD) at 9.3 × 1014 W/cm2 onto a
720-µm laser spot. The illumination was by x rays from Ti produced by
overlapping six laser beams.

Figure 100.59
Stimulated Brillouin side scattering (a) from a
planar plasma for an interaction beam at oblique
(~42°) incidence at ~2 × 1014 W/cm2. The plasma
was simultaneously formed by 11 low-intensity
laser beams. The incident laser pulse shape is
shown as the dark line above the spectrum. A short
but representative time slice of the incident laser
spectrum is shown in (b). The vertical lineout
through the spectra is also shown for both incident
and reflected spectra.
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cations of a trailing layer of dense xenon along the wall of the
tube. The velocity and position of the center of the shock are
within 10% of the values obtained from relevant 1-D simula-
tions. The region of highest opacity is narrow, being 45 µm
thick in this case. The layer of xenon produced by a nonradia-
tive shock would be 140 to 220 µm thick at this location
(depending on the exact equation of state). Thus, it appears that
the density has increased another factor of 3 to 4 in conse-
quence of radiative losses, reaching a total of 34 times the
initial xenon density.

Recreating Planetary Core Conditions on OMEGA
Principal Investigator:  R. Jeanloz (University of California,
Berkeley)

During the past 18 months this team collected data on high-
pressure H2 and He fluids, combining diamond-anvil cells and
laser-produced shocks (Fig. 100.61) to measure the first off-
Hugoniot equation-of-state (EOS) data for both hydrogen
(Figs. 100.62�100.64) and helium (Fig. 100.65) and to mea-
sure the highest-pressure EOS data ever for fluid helium. The

Figure 100.61
(a) Diamond-cell schematic and (b) photograph of target holder with diamond cell.

Figure 100.62
Phase diagram of fluid hydrogen, with results from laser-shock measurements on precompressed samples (circles with error bars) and reverberating-shock
experiments (triangle with error bar) constraining the onset of conducting behavior with increasing pressure and temperature (dashed curve). The solid line
(dashed where extrapolated beyond the pressure range of experiments) represents the determination of the melting curve of hydrogen, and the green area is the
envelope of Hugoniot curves spanning the range from cryogenic hydrogen to hydrogen initially at 5 GPa
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transformation of high-pressure helium from an insulator to an
electronic conductor was observed [as documented by optical
properties (Fig. 100.66)], and it was discovered that there is a
correlation between the transition from insulating to conduct-
ing fluid phases of hydrogen and the proposed maximum in the
melt curve.

A summary of how the new equation-of-state, reflectance,
and temperature data impact our fundamental understanding
of hydrogen is shown in Fig. 100.62. The open symbols show
where, in T-P space, hydrogen is becoming electrically con-
ducting, ~1019e�/cc; the conductivity saturates at slightly high
pressure�temperature conditions, suggesting carrier concen-

Figure 100.63
(a) Sketch of precompressed target, (b) sample VISAR record from precompressed H2, and (c) example calculation for extracting pressure�density data. The
beauty of this technique is that we observe the shock velocity in the quartz and the He or H2 almost instantaneously, thus reducing much systematic and
random uncertainties.

Figure 100.64
Measurements of shock density and optical reflectivity (532 nm) versus pressure for precompressed H2.
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trations near 1023e�/cc. The line connecting the open symbols
is very close to the theoretically predicted plasma phase tran-
sition, which is interesting, since in materials (such as carbon)
that have a first-order liquid�liquid transition there is a maxi-
mum in the melt curve, as appears to be the case for hydrogen.

Finally, note that this line also points to the single solid-state
static experiment where conductivity is thought to be turning,
or as evidenced by optical absorption above 310 GPa at 300 K.
Each of these observations by itself is a notable result; all three
represent a significant discovery.

Figure 100.66
Shock reflectance at 532 nm as a function of
shock pressure for He, with the inset showing the
measured temperatures versus shock pressure for
both He and H2 data summarized in Figs. 100.64
and 100.65.

Figure 100.65
Pressure versus density shock-wave data
for precompressed helium.

U448

100

80

60

40

20

0
1 2 3 4 5 6

Relative density (r/r0)

Pr
es

su
re

 (
G

Pa
)

Fr
ee

 e
le

ct
ro

ns
 p

er
 m

ol
ec

ul
e

0.0

2.0

1.5

1.0

0.5

Shot 33488, He
P0 = 1.1 GPa

Shot 34836, He
P0 = 1.1 GPa

Shot 34833, He
P0 = 0.20 GPa

U449

0.00

0.02

0.04

0.06

0.08

0.10

0 20 40 60 80 100 120 140

Pressure (GPa)

R
ef

le
ct

iv
ity

0
40 80 1200

10,000

20,000

30,000

40,000 Hydrogen
Helium

Pressure (GPa)

Te
m

pe
ra

tu
re



NATIONAL LASER USERS� FACILITY AND EXTERNAL USERS� PROGRAMS

292 LLE Review, Volume 100

Experimental and Modeling Studies of 2-D Core Gradients
in OMEGA Implosions
Principal Investigator:  R. C. Mancini (University of Nevada,
Reno)

During FY04, time-resolved (gated, ∆t = 50 ps) x-ray
images of argon-doped implosion cores were recorded in
OMEGA indirect-drive shots, based on line emission from
Heβ, Lyα, and Lyβ line transitions in He- and H-like argon
ions, respectively. Images were obtained simultaneously along
two quasi-orthogonal directions [TIM2 and TIM3 line of sight
(LOS)] with two Multi-Monochromatic Imager (MMI-3) in-
struments that record on framing cameras. Analysis of these
image data permits the extraction of time-resolved information
on the spatial distribution of temperature, density, and mixing in
the implosion core. In turn, these results can be compared with
a previous analysis done using time-integrated image data.

Figure 100.67 shows simultaneous Heβ- and Lyβ-based
x-ray-gated images of the implosion core recorded in OMEGA
indirect-drive shot 36980 along the TIM2 LOS. These images
are integrated over a time interval of 50 ps, close to the peak
of x-ray emission. By implementing a generalized Abel inver-
sion procedure, spatial distributions of line emissivity can be
extracted from the data on several core slices perpendicular to
the hohlraum axis and characterized by a coordinate along this
axis. Analysis of these emissivity maps can be performed via
a multi-objective search and reconstruction method driven by
a genetic algorithm, and by an independent analytic method
where temperature is extracted from emissivity ratio maps and
density is subsequently determined from analysis of Heβ
and Lyβ emissivity maps. Figure 100.67 displays results for
electron temperature and density radial distributions in a core
slice through the hohlraum midplane. Additional information
on spatial mixing profiles can also be obtained by looking at
differences between relative intensity distributions in the data
and those predicted by spectral modeling. These differences
can be related to the amount of plastic mixed into the deuter-
ium fuel and play an important role in the determination of
the density profile. The temperature profile is relatively insen-
sitive to this effect. Figure 100.67 displays this information
in terms of γ, which is defined as the local ratio of plastic to
fuel densities.

Work is in progress to include quantitative data from Lyα
images and to compare analysis results obtained along quasi-
orthogonal LOS.

Figure 100.67
Simultaneous, time-resolved (gated, ∆t = 50 ps) x-ray images based on
argon Heβ (a) and Lyβ (b) line emission from OMEGA indirect-drive shot
36980. The hohlraum axis is along the horizontal direction. Radial spatial
distribution in the core�s midplane (perpendicular to the hohlraum axis) of
electron temperature (c) and density (d), and mixing of plastic into the fuel (e).
Analysis assumes an isobaric core.
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OMEGA Laser Studies of the Interaction of Supernova
Blast Waves with Interstellar Clouds
Principal Investigator: C. F. McKee (University of California,
Berkeley)

In the NLUF Astro experiment a planar shock is driven by
the OMEGA laser inside a cylindrical shock tube. The shock
passes by a sphere that is more dense than the surrounding
material (by about a factor of 9). The sphere material is
�crushed� and set in motion; it rolls up in a classical Kelvin�
Helmholz instability, then transitions to a fully 3-D flow
through a Widnall instability. This experiment has been a
pioneer in using backlit pinhole technology, and considerable
efforts were made to make this technique work reliably (e.g.,
using tilted pinhole substrates, �destroyer beams,� and target
alignment using small corner reticles). By November 2003 the
images could be obtained both reliably and with good signal-
to-noise quality. Shots on 20 November were aimed at study-
ing the shocked sphere material at late times (>60 ns after the
start of the experiment), something that had never been done
before. Experimental images (Fig. 100.68) showed sphere
material being extensively shredded at these times, and by
80 ns the sphere material had reached the detectability limits

for the very sensitive backlit pinhole technique, suggesting
that the material is in a turbulent state by this time.

The NLUF Astro experiment was awarded 15 shots (one
and a half shot-days) on OMEGA during FY2004. One half-
day of shots was carried out successfully on 20 November,
but a full day of shots planned for 15 April could not be taken
since other targets were given higher priority at LLNL�s target
fabrication facility.

Time Evolution of Capsule ρρρρρR and Proton Emission
Imaging of Core Structure
Principal Investigators:  R. D. Petrasso and C. K. Li (Plasma
Science and Fusion Center, MIT)

During FY04 penumbral proton imaging was used to study
the spatial distributions of D-D and D-3He reactions in im-
ploded D3He-filled capsules on OMEGA. The imaging was
performed with multiple cameras in which the recorder con-
sists of stacked sheets of CR-39 nuclear track detector sepa-
rated by ranging filters that result in the efficient detection of
14.7-MeV D3He protons on one sheet and 3-MeV DD protons
on another. The raw images were processed in two ways.

One approach was to assume that the emission distribution
is spherical and to reconstruct a radial burn profile to study how
the size of the burn region varies with capsule type and laser-
illumination parameters. Figure 100.69 shows some data com-

U451

Figure 100.68
Shocked sphere material 60 ns after the start of the experiment. Most of the
sphere material makes up the bell-shaped object in the upper half of the image
and has a volume more than 10 times larger than the original sphere (original
sphere diameter 120 µm). Even with the high signal-to-noise ratio of the
backlit pinhole technique, the sphere material is by this time quite diffuse; by
80 ns, it is no longer detectable. (The object in the lower half is a gold grid
used as a spatial fiducial; one side of the image is approximately 1150 µm.)

Figure 100.69
The sizes of the D3He burn regions in different types of implosions of D3He-
filled capsules (all capsules have 18-atm gas fills, and all laser pulses utilized
SG3 phase plates). The burn profiles are nearly Gaussian, and the size is
characterized by the radius at which the emissivity is down from the central
value by 1/e. The thicker-CH-shell capsules implode with a higher conver-
gence ratio than the thinner-SiO2-shell capsules, resulting in smaller burn
radii. The data point at 82 µm was obtained from an implosion with 23 kJ of
incident laser energy, while the other SiO2 data points had approximately
10 kJ of incident laser energy.
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paring capsules with thin glass shells to capsules with thick CH
shells. The thin-glass capsules clearly have a larger burn region
and indicate less radial convergence at burn time.

The other approach was to reconstruct two-dimensional
(2-D) images of the surface brightness of the capsule. There are
now three cameras on OMEGA that can be used to image
capsules from three orthogonal directions simultaneously for
symmetry studies. Data from each are then used to reconstruct
a 2-D map of surface brightness, and the three separate images
provide information about three-dimensional (3-D) burn asym-
metries. To study the relationship between illumination asym-
metry and burn asymmetry, an experiment was performed
recently with laser drive containing intentional P2 asymmetry.
Laser intensity was reduced at the two poles of a symmetry
axis, with the result that the capsule imploded with a prolate
(�sausage�-shaped) asymmetry. Figure 100.70 shows the re-
sultant burn asymmetry, measured with three orthogonally
oriented proton-emission imaging cameras; one camera viewed
the end of the sausage while the other two viewed the sides. A
substantial elongation of the emission region is seen, with a
ratio of about 3:1 between the long and short axes. The
direction of the elongation is coincident with the axis of the
illumination asymmetry. In addition, the data suggest that the
emission is peaked at the two ends of the region, resulting in a
�dumbbell�-like shape.

FY04 LLNL OMEGA Experimental Program
Lawrence Livermore National Laboratory (LLNL) con-

ducted 431 target shots on OMEGA in FY04. Approximately
half of the shots were for the High-Energy-Density Science
(HEDS) Program, and the other half were for inertial confine-
ment fusion (ICF) experiments. The ICF experiments are
summarized as follows:

A campaign was initiated to examine the effect on a capsule
of direct hydrodynamic pressure from the laser-heated fill gas
in gas-filled hohlraums. Initial results (Fig. 100.71) showed
that the backlit foamball surrogate gave good results at fill
pressures above and below those ultimately desired. (This
series will continue in FY05.) The interaction of a hohlraum
gas fill during the hydrodynamically unstable deceleration
phase was also measured; no substantial instability growth was
observed, even from deliberately pre-roughened hohlraum
surfaces (Fig. 100.72).

In the area of x-ray drive, experiments were continued with
hohlraums constructed of a mixture of materials (�cocktails�),
in an effort to optimize x-ray conversion efficiency, albedo,
and also laser�plasma coupling. Currently, it is believed that
the consistently lower-than-expected improvement in radia-
tion temperature for cocktail hohlraums is due to low-Z con-
taminants. Additional experiments were carried out to assess

Figure 100.70
The first images of D3He nuclear burn in an asymmetric implosion. These
three contour plots show nearly orthogonal views of the fusion burn region in
OMEGA implosions 35172 and 35173, recorded by three proton-emission
cameras operating simultaneously (data from the two implosions are summed).
The burn asymmetry had a prolate, or �sausage,� shape, resulting from
intentional asymmetry in the laser drive. The target capsules consisted of
20 atm of D3He in 17-µm-thick CH shells, and the laser pulse delivered
17.5 kJ of on-target energy in a 1-ns square pulse. The laser intensity was
lower than average in two directions 180° apart (on the TIM6�TIM4 axis),
and the fusion burn is elongated in those directions. In the image reconstruc-
tion, bandwidth limitation for reducing noise resulted in an effective point-
response function that is a Gaussian with ~20-µm radius; the dashed circle
thus indicates the approximate reconstruction resolution.
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the performance of lined or foam-filled hohlraums as alter-
nates to the gas-filled National Ignition Facility (NIF) hohlraum
point design. The early results are promising, showing radia-
tion temperatures constant to within 5% between types of
hohlraums and low levels of backscatter with smoothed beams
at 5 × 1014 W/cm2.

Laser�plasma�interaction studies were done on large-scale-
length plasmas created by preheating large gas-filled targets
with the main laser (Fig. 100.73). Various experiments, some

using a 2ω or 4ω probe beam, were conducted to obtain data on
stimulated Raman scattering (SRS), stimulated Brillouin scat-
tering (SBS), and beam propagation (Fig. 100.74) as functions
of beam-smoothing level. The results show reduced beam
spray and backscatter by using increased smoothing on a 2ω
probe beam. More crossing-beam power transfer experiments
(a form of Brillouin scattering of special interest to the NIF)
were performed as a function of polarization state (Fig. 100.75).
Thomson scattering was used frequently to measure the elec-
tron temperature of these plasmas, while backscattered light
(FABS) diagnostics monitored the amount of SBS or SRS. Still
other experiments demonstrated the ability to measure the
time-resolved spectrum of H- and He-like Ti (5-keV) x rays
scattered by free electrons in a hot plasma; careful fits to the
data yield temperature and density data (Fig. 100.76). Finally,
a hohlraum experiment was conducted to quantify the amount
of laser light that, at early times, is refracted from the hohlraum
wall directly onto the implosion capsule.

Continued systematic improvements were made in using
target-mounted pinholes to image implosion cores at moder-
ately high (>7-keV) energies. Asymmetric core images were
obtained at 87× magnification, demonstrating a method for
measuring higher-order (up to 6, possibly 8) mode structure in
the hohlraum drive (Fig. 100.77).

Figure 100.71
Backlit foam balls in CH (low-radiation)-gas�filled hohlraums are used to
measure the gas-capsule hydrodynamic coupling. (a) Time-gated x-ray-
backlit images of foam balls; (b) plot of foam-ball distortion versus time.

Figure 100.72
End-on view of an x-ray-backlit, gas-filled hohlraum shows wall motion and
stagnation, with no signs of increased mix due to surface roughness.
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New data were obtained on integrated hohlraum implosions
with deliberately roughened capsules (Fig. 100.77). These ex-
periments were performed with convergence ratios (CR�s) of
15 and provide a stringent test for modeling hydrodynamic
instabilities. These same experiments demonstrated a small
difference in drive asymmetry�which resulted in a degrada-
tion in neutron yield�if the presence or absence of polariza-
tion rotators was not accounted for in the laser pointing.

Ablator material studies, focusing on the Rayleigh�Taylor
growth factors, continued in FY04 on polyimide and bromi-
nated plastic (Fig. 100.78). The results confirmed greater-
than-expected RM growth for the thinner samples, but
as-predicted RT growth rates (Fig. 100.79). A new more-NIF-

like, pulse-shaped, 2-D, symmetric, gas-filled halfraum ex-
perimental platform was designed for August 2004 shots. A
first experiment was conducted to look at the effect of DT-fill
tubes on an imploded capsule, using a deposited bump on the
capsule as a surrogate for the fill tube.

Building on the work on hot hohlraums (see HEDS below),
several implosion experiments were conducted using smaller-
than-standard (3/4-size) hohlraums (Fig. 100.80). These repre-
sented the highest radiation-driven temperature implosions
shot on laser facilities, reaching 275 to 285 eV, and producing
symmetric cores. In some experiments DHe3 supplied by
LLE was used as the fuel; DHe3 fusion proton yields and
spectra were recorded and analyzed by MIT.

Figure 100.73
The LLNL laser�plasma interaction studies in FY04 used gas-bag targets to form large, well-characterized plasmas. The diagrams illustrate the target
configuration used in these experiments.
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Figure 100.74
Laser-beam smoothing effectively reduces SRS in the low-density-plasma region. (a) Streaked SRS spectrum for four different laser irradiation beam-smoothing
configurations. (b) Measured 2ω SRS scattered traction for the four different beam-smoothing configurations.

Figure 100.75
Crossed-beam experiments show energy transfer
under the proper plasma flow conditions.
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Figure 100.76
Compton-shifted scattered x rays are analyzed
to obtain the electron temperature. (a) experi-
mental configuration; (b) x-ray spectra from
0.2 g/cc-carbon foam at two different times
during the irradiation.

Figure 100.77
Neutron-yield degradation for implosions
with a convergence ratio (CR) of 15 as a
function of measured capsule-surface
roughness. Also shown is a high-magnifi-
cation x-ray image of an asymmetric im-
ploded core, obtained at 8 keV.
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In collaboration with the University of Nevada, Reno
(NLUF), multiple pinhole-imaged and spectrally dispersed
data were obtained from indirectly driven, Ar-doped fuel
implosions (Fig. 100.81).

Finally, several days of experiments were done in collabo-
ration with LANL and LLE, using direct-drive, DT-filled
targets, for the purpose of developing neutron diagnostics.

These relatively high-yield shots have indicated that signifi-
cant background will be present for any diagnostics or elec-
tronics that are neutron sensitive.

The other half of the LLNL shots were devoted to high-
energy-density-science (HEDS)�relevant experiments. These
are summarized as follows:

� Hot hohlraum experiments used hohlraums that were as
small as possible to create as-high-as-possible radiation en-
vironments. Measurements were made on effective radia-
tion temperature, high-energy (�suprathermal�) x rays, and
laser�target coupling.

� Equation-of-state (EOS) experiments continued on OMEGA
in FY04. These involved VISAR measurements of shock
propagation times in various materials. Other experiments
focused on creating and using an adiabatic (shockless) drive
(Fig. 100.82) to smoothly ramp up the pressure for EOS
measurements of solid (not melted) materials (Fig. 100.83).
Finally, experiments done in collaboration with an NLUF
investigator used gases that were precompressed in a dia-
mond anvil cell to explore equations of state relevant to the
giant planets.

� OMEGA shots were also used to explore various options for
obtaining x-ray point backlighters. It is expected this knowl-
edge will be used on future OMEGA and NIF shots.

Figure 100.78
FY04 OMEGA polyimide Rayleigh�Taylor experiments measured the
growth rate of hydrodynamic instabilities.

Figure 100.79
Plots of opacity versus time. The late-time data (~2 ns) show growth rates (slopes) consistent with the models, but a higher-than-expected growth during the
early-time RM growth.
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� A number of shots were devoted to studying alternative
approaches to the standard indirect-drive concept of a
simple hohlraum with a single-shell capsule. These in-
cluded �dynamic hohlraums,� where a high-Z gas is directly
driven and compressed and its resulting x rays are used to
drive a second, concentric implosion capsule; and �double
shells,� where the first driven shell collides with an inner
shell, resulting in implosion velocity multiplication.

� The radiation flow campaign continued in FY04, focusing
on x-ray propagation through low-density foams.

� A series of experiments were conducted to develop appro-
priate backlighter sources and detectors to measure the
opacity of warm materials. The results of this campaign are
expected to be used on experiments in FY05.

� LLNL continued a collaboration with LANL and AWE
(United Kingdom) on the �Jets� experiments, looking at
large-scale hydrodynamic features.

� Finally, shots onto gas-bag targets were conducted with
various mid- to high-Z gases, in connection with developing
x-ray sources (Fig. 100.84).

Figure 100.80
Low-convergence-ratio implosions in small, high-temperature hohlraums were used to confirm basic drive symmetry.

Figure 100.81
Geometry of spectrally dispersed imager used in NLUF experiments.
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Figure 100.82
Experimental target setup used to produce smoothly
increasing pressure drive for solid target physics.

Figure 100.83
RT results for solid vanadium
at three different pressures.

Figure 100.84
Ar-doped gas-bag targets used to measure conversion efficiency to x rays.
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FY04 LANL OMEGA Experimental Programs
Los Alamos National Laboratory (LANL) fielded a wide

range of direct-drive-implosion experiments in both spherical
and cylindrical geometries during FY04. The primary empha-
sis of these experiments was to measure mixing in convergent
geometries to understand basic hydrodynamic behavior that
will help validate our inertial confinement fusion (ICF) codes.
Direct measurements of the stability of grainy Be were per-
formed as part of the national effort to characterize ignition-
capsule ablator materials. Collaborations with LLNL, LLE,
and AWE are an important part of LANL�s program on the
OMEGA laser at LLE. The Astrophysical Jets experiment and
the development of the Burn-History diagnostic were contin-
ued with these collaborating institutions. LANL also fielded its
first experiments designed specifically as staging experiments
for future execution on the NIF. LANL conducted a total of 168
target shots on OMEGA in FY04.

Time-Dependent Mix:  The time-dependent evolution of
mix was measured by imploding D2-filled, plastic ICF cap-
sules. These capsules include a 0.1-µm-thick layer of tita-
nium-doped plastic on the inside surface as a spectroscopic
probe of the mix. Specifically, mixing of titanium into the D2
fuel greatly enhances the intensity of the hydrogen-like Ti α
line relative to the helium-like Ti α line because high tempera-
tures consistent with the imploded fuel core (>2.5 keV) are
required to populate the upper state of the hydrogen-like Ti α
line. Therefore, the time evolution of the intensity ratio of the
hydrogen-like Ti α line to the helium-like Ti α line is a strong
indicator of the amount and timing of shell material mixing
into the hot-core region of the fuel. The experimentally mea-
sured intensity ratio was up to 50% larger than that predicted
by the simulations. This intensity ratio suggests that more mix
is occurring in the center of the fuel region than that predicted
by the mix model used in the simulation. We cannot, however,
be certain of this because the simulations also predict lower
temperatures than those measured by neutron time-of-flight
data. The cause of the temperature discrepancy is still an open
question that is being investigated.

In addition to spectral line information from the titanium,
time-resolved spectroscopic measurements, data from x-ray
time-gated-imaging diagnostics and neutron-yield diagnostics
were also used as indicators of the level and timing of mix
occurring within the imploding capsules. The gated x-ray
images showed that even at the earliest time possible, near
when the reflected shock first reaches the ablator and about
150 ps before peak burn, the images are not limb-brightened,
but instead have a flat profile that later becomes centrally

peaked. This profile indicates substantial mix at a time when
other experiments have suggested little and backs up the
observations in the intensity ratio of the α lines. Unfortunately,
only a few images were obtained at times of interest near the
burn with the x-ray framing cameras. The images showed
indications useful for unique timing in future experiments
(such as the outward expansion of the shock after peak burn,
faint interference by gamma rays at peak burn, and the sudden
brightening when the reflected shock first reaches the
pusher layer).

Time-gated images (Fig. 100.85) show the full time history
of the implosion with an interstrip time of 700 ps. The first strip
shows the initial capsule size, the second strip shows the cap-
sule imploding, the third strip shows the effect of the neutron
emission at the implosion time, and the fourth strip shows an
outgoing shock after the implosion.
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Figure 100.85
Time-gated x-ray images of a single capsule experiment showing both
the implosion and explosion phases. Time runs from right to left and top
to bottom.

Double-Shell Implosions:  Imploding double-shell targets
may provide an alternative, noncryogenic path to ignition on
the NIF. Experiments are being pursued on OMEGA to under-
stand the hydrodynamics of these implosions and the possibil-
ity of scaling to NIF designs. One line of inquiry this year
measured the effect of foam structure on neutron yield. Carbon
resorcinol foam [C6H6O2], with cell sizes of a few nanometers,
was used instead of the normal plastic foam with micron-size
cells. Sixty beams with direct-drive symmetry imploded the
capsules. As predicted, the smaller pores gave a measurably
higher yield.
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In other experiments, the zero-order hydrodynamic motion
of the two shells was measured using a unique implosion
scheme. Forty OMEGA beams were pointed at calculated
offset distances from the center�not at the center of the cap-
sule. The other 20 beams created two 6.7-keV backlighter
sources to radiograph the shell locations. The use of a sulfur-
doped CH marker layer allowed measurement of the implo-
sion with good contrast. Four goals were attained: First, the
implosion hydrodynamics were measured by backlit imaging.
Radiography from two simultaneous directions was used to
image and measure the hydrodynamics of capsules that were
optically thin to the x rays from the backlighters at 6.7 keV.
Second, neutron yield and x-ray emission were used to mea-
sure the output from the thicker capsules with two different
foam compositions to assess the effect of foam cell sizes on the
implosion. The carbon resorcinol foam was found to increase
the yield, as in the 60-beam shots, but the early results indicate
little observable effect on the hydrodynamic behavior. Third,
investigations were carried out to find out whether a thin layer
of plastic overcoat would help separate the effect of absorption
at the seam of the outer capsule from the seam hydrodynamics.
However, the target quality was not good enough to allow the
observation of a measurable difference. Fourth, the radius
versus time of the sulfur marker layer was measured for the
implosion of Au-coated and uncoated targets to determine the
difference in the implosion due to the gold M-band x rays that
exist in some of the NIF-design ICF capsules. The results
were in good agreement with one-dimensional simulations
(Fig. 100.86) although little difference was observed between
the coated and uncoated targets.

Burn-History Diagnostic Development:  In collaboration
with LLNL, LANL continued to develop diagnostics that
record the temporal behavior of the fusion burn. Gamma rays
are a by-product of the deuterium�tritium (D-T) reaction.
Using our two Gas Cerenkov Detectors (GCD�s) (Fig. 100.87),
these gamma rays are converted to relativistic electrons that
emit Cerenkov radiation, which is then recorded. The proto-
type instrument, GCD1, records the emission using a photo-
multiplier tube and fast oscilloscope. The newer instrument,
GCD2, records the information with higher time resolution
using a streak camera.

During high-neutron-yield DT and deuterium�deuterium
(DD) experiments conducted by LLE, both the GCD�s and the
LLE Neutron Temporal Detector were successfully operated
simultaneously for the first time. Much cleaner and stronger
signals were obtained with the streaked GCD2 (Fig. 100.88).
These higher-quality signals allowed a GCD2 sweep rate of

10× for the gamma-burn signal. Quality GCD1 results were
also obtained for most implosions.

Figure 100.86
The temporal behavior of the outer and inner shells shows the momentum
transfer between the two shells at about 3 ns. One-dimensional simulations
are in good agreement with the measurements.

Figure 100.87
The GCD pressure cell and light-collecting optics are shown without the
streak camera recording system.
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The feasibility of simultaneously recording a fusion gamma
ray and fusion neutron signals using both the GCD1 and
GCD2 was also successfully demonstrated; this simultaneous
recording is an essential step in establishing the feasibility of
a dual-mode capability in a single diagnostic. This recording
was accomplished by placing either fused-silica glass or lead
glass behind the normal converter foil and producing a gas
Cerenkov signal and a glass Cerenkov signal on any given
implosion. The neutron-burn signal was strong enough to
allow a GCD2 sweep rate of 3×.

Beryllium Ablator Microstructure Stability (BAMS):  An
LANL goal is to deliver a specification for the microstructure
of ignition-capsule ablators to the National ICF Program. The
current focus is on beryllium�copper ablators, but other mate-
rials may be investigated as well.

LANL experiments make VISAR observations of ~1-Mbar
shock waves in beryllium�copper samples, DANTE measure-
ments of hohlraum temperature (verifying 6-ns-long compos-
ite pulses from OMEGA), x radiography of perturbations in
samples, and characterization of the spectra from aluminum
backlighters. In addition, LANL scientists also successfully
recorded backlit (�side-lit�) x radiographs of beryllium�cop-
per samples viewed from the side, allowing a determination of
the trajectory of the samples� motions. This permits one to
make inferences about the radiation drive accelerating the
samples, independent of the DANTE and VISAR data.

Another experimental series returned time-dependent data
of the emission spectra of aluminum backlighters typical of
those used in radiography of beryllium�copper samples. The
relative contribution of line and continuum radiation was
measured as a function of incident laser intensity to improve
the contrast in our radiographs of intentionally perturbed
samples and eventually in future radiographs of microstruc-
ture-perturbed samples.

Cylinder Implosion:  Significant progress was made toward
understanding the effect of convergence on shock-driven in-
stability growth [Richtmyer�Meshkov (RM) instability] and
initiated experiments that address variable acceleration
(Rayleigh�Taylor) instability growth. Both types of instability
can adversely affect ICF capsule implosions. High-quality
data were also acquired on re-shock of already developing mix
layers and defect�shell interactions. The primary effect of
convergence on the single-mode RM instability is to postpone
or suppress the growth of secondary instabilities resulting in an
extended period of linear growth, well beyond that expected
and observed in planar geometry.2 The linear growth for
several sinusoidal initial perturbations is shown in Fig. 100.89.
Approximate linear growth is observed for amplitude-over-
wavelength ratios as large as 4. The mechanism(s) responsible
for the observed behavior has not been identified; however,
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The time-resolved burn-history signal from a high-yield implosion demon-
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Figure 100.89
The growth of the mix layer width Wout for sinusoidal perturbations with an
initial amplitude of 2 µm varies with the wavelength of the perturbations.
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the apparent postponement of saturation is a dramatic example
of the effect of convergence. To date, comparisons with com-
putational (RAGE)3 results have yielded qualitative agree-
ment, but quantitative differences are still being addressed.
The transition to turbulent mixing for short-wavelength
(λ ≤ 2.5-µm), multimode perturbations was also identified.
Again, the apparent effect of convergence is to prolong linear
growth for extended periods rather than the power-law-growth
behavior observed in planar geometry. The short-wavelength
results are being used to verify and validate the BHR model4

in RAGE and to provide guidance in implementing crenula-
tive (convergence) effects in the BHR turbulence model.

Off-Hugoniot Stability:  The initial proof-of-principal ex-
periments for the Off-Hugoniot Stability project were con-
ducted this year. The goals of the integrated experiments were

to evaluate whether radiography provides sufficient resolu-
tion of interface locations and to demonstrate that sufficient
heating can be applied to generate hydrodynamic motion. The
wedge experiments were designed to characterize the tin pre-
heat source. Two experimental packages were employed: an
integrated target [Figs. 100.90(a) and 100.90(b)] and a wedge
target [Fig. 100.90(c)].

Both target types returned data that surpassed expectations.
Five shots using integrated targets successfully captured the
temporal expansion of the heated epoxy into the foam. Measure-
ments were made at 2, 3, 4, 6, and 8 ns after the heating drive
beams turned off. Figure 100.91(a) shows the epoxy layer at
3 ns with a final resolution between 15 and 20 µm, confirming
that the experimental design provides sufficient measurement
accuracy to meet the physics objectives of the campaign.

Figure 100.90
(a) The integrated target consists of a beryllium assembly, stuffed with epoxy and foam layers. A thin coating of tin is directly driven by 33 beams to produce
L-shell emission that heats the package. (b) The integrated target showing backlighter foil and view shield. (c) The wedge target measures the transmission of
tin L-shell emission through wedges of epoxy and beryllium and facilitates an accurate measure of the L-shell�emitted flux.
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Figure 100.91
(a) Radiograph of the epoxy layer 3 ns after the start of tin L-shell preheat. At
this time, only 60% of the epoxy is still near full density. (b) The flat-field
transmission of tin L-shell emission through the epoxy (left) and beryllium
(right) wedges.
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In addition to the success of the integrated experiments, the
wedge targets along with extensive spectroscopic measure-
ments were very effective at characterizing both the spectral
nature and conversion efficiency of the tin L-shell emission.
Figure 100.91(b) shows the tin L-shell transmission through
characterized epoxy and beryllium wedges. These data suggest
that about 2% to 5% of ultraviolet laser energy on target is
converted to the tin L shell.

Astrophysical Jets:  The jet project is a collaboration be-
tween LANL, AWE, and LLNL designed to verify and vali-
date turbulence models for astrophysical simulations in our
radiation-hydrodynamic codes. The jet target consists of a tita-
nium foil mounted to a washer. A low-density, 0.12-g/cm3,
resorcinol-formaldehyde (RF) foam is mounted to the rear side
of the titanium washer. The laser beams strike the titanium foil
and drive a titanium jet into the foam. The primary diagnostic
is x radiography of the titanium jet in the foam.

High-quality radiographs using new noise-mitigation tech-
niques were obtained. These measurements included placing a
4-µm-thick CH coating on the drive side of the titanium foil. In
addition, a large gold shield was mounted to the front of the
target that prevented x rays from the coronal plasma created by
irradiating the titanium foil from reaching the x-ray detector.
The background problems of the past were reduced with a new
�spot-backlighter� design of a small square (200 µm) of vana-
dium, surrounded by CH. The low-atomic-number (low-Z)
plasma that is created by the backlighter laser beams helps
contain the vanadium blowoff and reduces the spatial extent of
the high-energy background. The backlighter images the target
orthogonally to the direction of jet propagation.

The temporal evolution of the jet was captured at three
different times. The result from one of these times, 400 ns after
the laser drive, is shown in Fig. 100.92(a). There is a great level
of detail in the image. For example, refractive effects are
observed at the bow shock edge [Fig. 100.92(b)] and also
mixing between the titanium and the RF foam is apparent in
Fig. 100.92(c).

Hohlraum Filling:  Experiments on the NIF will use much
more energy to heat a hohlraum of approximately the same
size as an OMEGA hohlraum. An important constraint on the
NIF experiments is how long the material will have to evolve
before the hohlraum fills with gold from the wall of the
hohlraum itself. A short series of experiments determined the
amount of wall material influx in a hohlraum experiment

and the effect of mitigation techniques on the radiation tem-
perature achieved.5

It was found that coating the inner surface of the hohlraum
with a 0.5-µm-thick layer of parylene would inhibit the amount
of gold reaching the center of the hohlraum while decreasing
the radiation temperature by only about 10 eV. Further experi-
ments, however, showed that the number of hot electrons
produced via laser�plasma interactions increased tremendously
as measured by the level of hard x rays measured.

U475

10 14 18

16

20

24

Position (mm)

Po
si

tio
n 

(m
m

)

20 22 24 26
Position (mm)

1000 2000 600 1000 1400

100 20 30 40
0

10

20

30

40

Po
si

tio
n 

(m
m

)

1000

2000

3000

In
te

ns
ity

 (
PD

S)

Position (mm)

Intensity (PDS) Intensity (PDS)

(a)

(b) (c)

Figure 100.92
(a) Radiograph of the jet at 400 ns, magnified by a factor of 12. The jet stem
is well collimated. The base (or pedestal) of the jet shows signs of hydrody-
namic-instability growth. (b) Detail of the image showing the edge of the bow
shock. Refractive enhancement of the bow shock is seen. (c) Detail of the jet
stem showing the mixing between the titanium and the RF foam due to the
Kelvin�Helmoltz instability.
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Backlighter Yield Measurements:  The conversion effi-
ciency of laser light into x-ray energy from titanium- and zinc-
flat-disk targets was measured. These experiments were
accomplished in half-day increments due to the simplicity of
their configuration. Six drive beams illuminated the flat disks
from one side using 1-ns square pulses. The number of beams
and the focal-spot diameter were varied to produce orders-of-
magnitude changes in the laser-irradiance conditions. Mea-
surements were taken with framing cameras, streak cameras,
and static pinhole cameras; however, the primary diagnostic
was the Henway spectrometer [a time-integrated, x-ray-film�
based survey spectrometer (Fig. 100.93)]. Every shot pro-
duced high-quality data that are currently being analyzed to
determine the scaling of x-ray conversion efficiency as a func-
tion of laser irradiance. These results will be used to develop
and refine area and point-backlighter configurations for
OMEGA and future NIF experiments.
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FY04 SNL OMEGA PROGRAMS
SNL carried out 31 target shots on the OMEGA laser in

FY04 and also participated in several of the campaigns led by
other laboratories. The SNL-led campaigns included the
following:

Modification of a Laser Hohlraum Spectrum via a Mid-Z
Wall Liner:  A typical laser hohlraum has a radiation spectrum
that includes a significant component of non-Planckian, high-
energy photons (such as Au M-band x rays) that originate in
and near the hot, low-density coronal plasma in which the laser
light is absorbed and converted into x rays. These hard x rays
can have undesirable effects for an ICF application, such as
causing preheat ahead of the shock front in the ablator of an
indirect-drive capsule.6 One concept for tailoring the spec-
trum in a hohlraum is to employ a thin, mid-Z liner to supply
plasma for the x-ray conversion, with an underlying high-Z
wall for x-ray containment. In a recent series of laser hohlraum
experiments performed on OMEGA, this concept was demon-
strated by employing a thin (0.5-µm) Cu liner on the interior of
an Au-walled hohlraum to significantly soften the radiation
spectrum and yet retain the peak hohlraum temperature of a
standard Au hohlraum. As shown in Fig. 100.94(c) and
100.94(d), this successful result was evident in the data from
the DANTE array of K- and L-edge filtered x-ray photo-
cathodes.7 A 280-nm Streaked Optical Pyrometer8 was used
to confirm that the preheat ahead of the shock front in a
CH ablator was significantly reduced when using the Cu-
lined hohlraum, as compared to an ordinary hohlraum
[Fig. 100.94(b)].

The Effectiveness of Mid-Z Dopants in Reducing Preheat
in Indirect-Drive ICF Ablator Materials:  In previous work,6,9

we experimentally verified that mid-Z dopants can be used to
significantly reduce preheat and shock temperature in low-Z,
indirect-drive ICF ablator materials. The previous experi-
ments with Ge-doped CH ablators were done with dopant
concentrations of 2% (atomic) Ge. As shown in Fig. 100.95,
FY04 experiments have demonstrated that a significantly
lower dopant concentration (0.5% atomic Ge in CH) can also
be effective for reducing shock temperatures and preheat
levels in indirect-drive ablators.

Long-Pulse Au Hohlraum Wall Albedo Measurements:  In
previous work,10 measurements of absolute hohlraum wall
albedos for ignition foot drive temperatures were made for
pulse lengths of up to 1.5 ns. In FY04, we began work to extend
the albedo measurements to longer pulse lengths and achieved
albedo measurements for pulse lengths of ~3 ns. Two experi-
mental arrangements were used in the long-pulse albedo ex-
periments: a secondary hohlraum driven by x rays from a
single primary hohlraum [Fig. 100.96(a)], and a secondary
hohlraum driven by x rays from two primary hohlraums
[Fig. 100.96(b)]. The secondary hohraum temperature history
is shown in Fig. 100.97(a), and the new extension of the Au
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hohlraum wall albedo measurement is shown in Fig. 100.97(b).

Tests of a VISAR Time-Resolved Hohlraum Temperature
Measurement Technique:  In FY04, we began tests on a new
technique for time-resolved hohlraum temperature measure-
ment. The basic idea is to use VISAR11 to track the velocity of
a radiatively driven shock front in a quartz sample attached to
the wall of a hohlraum. The experimental arrangement for the
initial tests at OMEGA is depicted in Fig. 100.98. These initial

tests utilized both DANTE and an aluminum step witness plate
to confirm the drive temperature and were performed for
hohlraum temperatures in the range of 110 to 190 eV. As shown
in Fig. 100.99, the VISAR-measured shock velocity can be
used to track the hohlraum temperature history. For the hohl-
raum radiation temperature range of these experiments, the
empirical conversion Tr s= 21 7 0 57. .v  has been used, where Tr
is hohlraum temperature in eV and vs is shock velocity in
µm/ns. An important finding is that x-ray preheat presents a

Figure 100.94
Results from experiments to demonstrate the modification of a laser hohlraum spectrum by using a mid-Z wall liner (Cu).
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Figure 100.95
Results from experiments to demonstrate the effectiveness of mid-Z dopants
to reduce preheat.

Figure 100.96
Schematic of long-pulse albedo experiments. (a) Secondary hohlraum driven
with one primary hohlraum and (b) secondary hohlraum driven with two
primary hohlraums.
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Figure 100.98
Experimental arrangement for SNL VISAR time-resolved hohlraum temperature measurement experiments.

Figure 100.99
(a) VISAR velocity record and (b) resulting hohlraum temperature history from SNL experiment on OMEGA.

Figure 100.97
Temperature history of (a) secondary-hohlraum
temperature and (b) albedo measurement.
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significant limitation to this technique for hohlraum tempera-
tures above ~170 eV (as indicated in Fig. 100.98).

FY04 NRL Program Control of Laser Imprinting with
High-Z Thin-Layer Targets
Principal Investigator: A. Mostovych

As part of a collaborative effort with NRL, a series of 13
OMEGA target shots were taken to investigate the control of
laser imprinting.

The objectives of this experiment were to evaluate the
impact of laser imprint under conditions similar to ICF-like
reactor implosions and to test the effectiveness of controlling
imprint from a high-power glass laser with the use of thin,
high-Z-layer targets. In earlier work,12 on the Nike KrF laser
facility, it was demonstrated that thin, high-Z-layer targets are,
in fact, very effective in mitigating imprint. It was not clear,
however, if the differences between glass and KrF laser driv-
ers, such as ASE, wavelength, or imprint details, are important
and if the observed imprint mitigation had general validity
irrespective of the laser driver.

In this work, the OMEGA laser was configured to drive a
planar 30-µm CH target with multiple, full SSD beams. As is
needed for high-gain target implosions, the target was acceler-
ated on a low adiabat by compressing it with a single, low-
intensity (1012 W/cm2), early beam foot (~2 ns) and sub-
sequently accelerating it with three to five full-intensity beams
(~5 × 1013 W/cm2). The residual laser nonuniformities that
imprint the target in the compression phase are amplified by
RT growth in the acceleration phase and are measured in the
experiment by x-ray radiography. An example of the measured
RT amplified imprint is shown in Fig. 100.100. If the same
target is now coated with a thin layer of high-Z material
(250 Å of gold in this work), the foot pulse quickly ablates this
layer and creates a region of strong laser absorption that moves
with the ablating gold away from the target surface. At the point
of absorption, the gold becomes a strong soft-x-ray radiator
and drives target ablation farther from a standoff distance of
several hundred microns. The separation of the absorption and
ablation regions leads to a strong reduction in pressure non-
uniformities on the target surface, thus mitigating the role of
laser imprint. An example of this reduction is displayed in
Fig. 100.101. Initial measurements of the Rayleigh�Taylor
instability amplified imprint are displayed for targets with and
without the thin gold layer. A clear reduction for the layered
targets is observed. These results are in agreement with the
initial Nike measurements but do not show as large of an effect.

This is expected because thinner gold layers had to be used to
compensate for the shorter foot and thinner targets that could
be deployed on the OMEGA facility. The initial results indicate
that the control of imprint with high-Z-layer targets is a robust
effect, not sensitive to the type of laser driver. It is expected that

Figure 100.100
Typical mass nonuniformity of Rayleigh�Taylor amplified laser imprint at
3 ns into the main acceleration phase of a planar CH target.

Figure 100.101
Comparison of amplified imprint with and without a thin gold coating on the
ablation surface of the target. The thin, high-Z layer has a pronounced effect
in reducing the level of imprint by almost 50%.
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future near-term experiments will investigate the role of such
high-Z layers in spherical implosions.

FY04 CEA Program
A total of 32 target shots led by CEA (Commissariat à

l�Énergie Atomique, France) were carried out on OMEGA in
FY04. The corresponding four experimental campaigns
studied (a) laser�plasma interaction (LPI) in long-scale-
length plasmas relevant to NIF/LMJ indirect-drive conditions;
(b) irradiation symmetry and x-ray conversion efficiency in
empty gold hohlraums; (c) production and optimization of
multi-keV x-ray sources (performed on LLNL-owned shots);
and (d) hydrodynamic instabilities in planar geometry. A
summary of the LPI campaign is given in this section. The CEA
diagnostics team also pursues a strong activity in the area of
neutron detectors and neutron-induced effects on MJ-class
laser detectors in collaboration with LLE teams. LLE direct-
drive implosions provide a valuable neutron source for testing
new concepts in this field.

The Thomson-scattering configuration for probing elec-
tron-plasma waves stimulated by the Raman backscattering
instability (SRS) tested on OMEGA in FY03 was used in FY04
to study the SRS growth and saturation in gas-bag plasmas. As
a first step, space-resolved measurements of SRS activity were

performed along the interaction-beam propagation axis (z).
This is achieved by pointing the probe beam at different loca-
tions along the z axis (see Fig. 100.102). With a series of five
shots, we have been able to assess the SRS growth along the z
axis (see Fig. 100.103). These space-resolved measurements
evidence a completely different spatial SRS growth depending
on the time during the interaction pulse. At early time, when the
heaters are on, the SRS activity is saturated with a constant
level observed over more than 1 mm. Toward the end of the
interaction pulse, the SRS activity peaks sharply near the input
side of the interaction beam as expected from linear convective
amplification theory.
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2004), pp. 145–149.

G. H. Miller, “The National Ignition Facility: Experimental
Capability,” in Inertial Fusion Sciences and Applications
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The following presentations were made at the 87th OSA
Annual Meeting, Tucson, AZ, 5–9 October 2003:

S. G. Lukishova, A. W. Schmid, A. J. McNamara, R. W. Boyd,
and C. R. Stroud, “Efficient Room Temperature Single-Photon
Source: Single Dye Molecule Fluorescence in Photonic-Band-
Gap Cholesteric Liquid Crystal Host.”

J. R. Marciante, N. O. Farmiga, J. P. Kondis, and J. R.
Frederick, “Phase Effects of Secondary Reflections on the
Performance of Reflective Liquid-Crystal Cells.”

J. R. Marciante, N. O. Farmiga, H. T. Ta, J. I. Hirsh, and M. S.
Evans, “Optical Measurement of Depth and Duty Cycle for
Binary Diffraction Gratings with Sub-λ Features.”

J. R. Marciante and D. H. Raguin, “A New Class of High-
Efficiency, High-Dispersion Diffraction Gratings Based on
Total Internal Reflection.”

J. R. Marciante, D. H. Raguin, J. I. Hirsh, and E. T. Prince,
“Polarization-Insensitive High-Dispersion TIR Diffraction
Gratings.”

The following presentations were made at Education and Training
in Optics and Photonics, Tucson, AZ, 6–8 October 2003:

S. D. Jacobs and L. L. Gregg, “OSA Rochester Section Optics
Suitcase: A Forty-Minute Middle School Outreach Program
for the Cost of a Postage Stamp.”
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Séguin, J. A. Frenje, R. D. Petrasso, P. W. McKenty, F. J.
Marshall, V. Yu. Glebov, C. Stoeckl, G. J. Schmid, N. Izumi,
and P. Amendt, “Multifluid Interpretation Mixing in Directly
Driven Inertial Confinement Fusion Capsule Implosions,”
Phys. Plasmas 11, 2723 (2004).

Conference Presentations

D. C. Wilson, N. D. Delameter, G. D. Pollak, R. G. Watt, C. W.
Cranfill, W. S. Varnum, and P. Amendt, “Mixing in Double
Shell Capsules,” in Inertial Fusion Sciences and Applications
2003, edited by B. A. Hammel, D. D. Meyerhofer, J. Meyer-ter-
Vehn, and H. Azechi (American Nuclear Society, La Grange
Park, IL, 2004), pp. 121–125.
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“Optics Manufacturing Research Projects by Undergraduates
Who Happen to be Women.”

W. R. Donaldson, J. A. Marozas, R. S. Craxton, D. Jacobs-
Perkins, and M. Millecchia, “Spectroscopy of Broadband
Harmonic Generation,” LEOS 2003, Tucson, AZ, 26–30
October 2003.

The following presentations were made at the 45th Annual
Meeting of the APS Division of Plasma Physics, Albuquerque,
NM, 27–31 October 2003:

K. Anderson, R. Betti, and J. P. Knauer, “Adiabat Shaping by
Relaxation in Plastic and Cryogenic Shells for Experiments on
the OMEGA Laser.”

R. Betti and K. Anderson, “Laser-Induced Adiabat Shaping
by Relaxation.”

T. R. Boehly, D. G. Hicks, T. J. B. Collins, G. W. Collins, P. M.
Celliers, E. Vianello, D. D. Meyerhofer, R. C. Cauble,
W. Unites, D. Jacobs-Perkins, R. Earley, M. J. Bonino, W. J.
Armstrong, S. G. Noyes, D. Turner, D. Guy, S. Scarantino,
T. Lewis, F. A. Rister, and L. D. Lund, “Quartz Equation-of-
State (EOS) Measurements at the OMEGA Laser Facility.”
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M. Canavan, J. R. Rygg, J. A. Frenje, C. K. Li, F. H. Séguin,
R. D. Petrasso, S. W. Haan, S. P. Hatchett, J. A. Koch, O. L.
Landen, V. Yu. Glebov, D. D. Meyerhofer, and T. C. Sangster,
“The Utility of Knock-On D, T, and P for Diagnosing NIF
Implosions.”

T. J. B. Collins and S. Skupsky, “High-Gain Direct-Drive
Foam Target Designs for the National Ignition Facility.”

R. S. Craxton, “Hydrodynamic Simulations of Polar Direct
Drive on the NIF and LMJ Based on Three-Dimensional Ray
Tracing.”

J. DeCiantis, B. E. Schwartz, J. A. Frenje, F. H. Séguin,
S. Kurebayashi, C. K. Li, R. D. Petrasso, J. A. Delettrez, J. M.
Soures, V. Yu. Glebov, D. D. Meyerhofer, S. Roberts, T. C.
Sangster, and S. P. Hatchett, “Studying the Burn Region in ICF
Implosions with Proton-Emission Imaging.”

J. A. Delettrez, P. B. Radha, C. Stoeckl, S. Skupsky, and D. D.
Meyerhofer, “Simulation of Enhanced Neutron Production in
OMEGA EP Cryogenic Implosions.”

R. Epstein, F. J. Marshall, J. A. Delettrez, P. W. McKenty, P. B.
Radha, and V. A. Smalyuk, “Effects of Low-Order Irradiation
Nonuniformity on X-Ray Images of ICF Implosions Experi-
ments on OMEGA.”

J. A. Frenje, C. K. Li, F. H. Séguin, J. DeCiantis, J. R. Rygg,
S. Kurebayashi, B. E. Schwartz, R. D. Petrasso, J. A. Delettrez,
V. Yu. Glebov, D. D. Meyerhofer, T. C. Sangster, J. M. Soures,
and C. Stoeckl, “Measuring Shock-Coalescence Timing and
ρR Evolution of D3He Implosions at OMEGA” (invited).

J. A. Frenje, R. D. Petrasso, C. K. Li, F. H. Séguin, J. DeCiantis,
S. Kurebayashi, J. R. Rygg, B. E. Schwartz, J. A. Delettrez,
V. Yu. Glebov, D. D. Meyerhofer, T. C. Sangster, J. M. Soures,
S. P. Hatchett, S. W. Haan, G. J. Schmid, O. L. Landen,
N. Izumi, and D. Stelter, “A Magnetic Recoil Spectrometer
(MRS) for ρRfuel and Ti Measurements of Warm, Fizzle, and
Ignited Implosions on OMEGA and NIF.”

V. Yu. Glebov, C. Stoeckl, T. C. Sangster, P. B. Radha,
S. Roberts, S. Mott, S. Padalino, L. Baumgart, K. Voltz, H. M.
Jiang, S. P. Hatchett, M. J. Moran, S. Kurebayashi, F. H.
Séguin, and R. D. Petrasso, “Secondary Neutron Energy Spec-
tra Measurements with the 1020 Array on OMEGA.”

V. Yu. Glebov, C. Stoeckl, S. Roberts, T. C. Sangster, J. A.
Frenje, R. D. Petrasso, R. A. Lerche, and R. L. Griffith, “Proton
Temporal Diagnostic for ICF Experiments on OMEGA.”

V. N. Goncharov, T. R. Boehly, J. P. Knauer, V. A. Smalyuk,
S. P. Regan, O. V. Gotchev, P. W. McKenty, S. Skupsky, P. B.
Radha, and D. D. Meyerhofer, “Designing Shock-Timing and
Imprint Experiments for the Direct-Drive Inertial Confine-
ment Fusion Implosions.”

O. V. Gotchev, V. N. Goncharov, P. A. Jaanimagi, J. P. Knauer,
and D. D. Meyerhofer, “Streaked Imaging of Ablative
Richtmyer–Meshkov Growth in ICF Targets on OMEGA.”

L. Guazzotto and R. Betti, “High-β Tokamak Equilibria with
Poloidal Flows Exceeding the Poloidal Alfvén Velocity.”

J. P. Knauer, V. N. Goncharov, K. Anderson, R. Betti, V. Yu.
Glebov, F. J. Marshall, P. W. McKenty, P. B. Radha, S. P. Regan,
T. C. Sangster, C. Stoeckl, J. A. Frenje, C. K. Li, R. D. Petrasso,
and F. H. Séguin, “Direct-Drive ICF Implosions with Picket-
Fence Pulse Shapes.”

J. P. Knauer, S. Sublett, T. J. B. Collins, A. Frank, I. V.
Igumenshchev, D. D. Meyerhofer, A. Poludnenko, J. M.
Foster, P. A. Rosen, P. Keiter, B. H. Wilde, B. Blue, T. S. Perry,
H. F. Robey, A. M. Khokhlov, and R. P. Drake, “Development
of a Test Bed for Astrophysical Jet Hydrodynamics.”

S. Kurebayashi, F. H. Séguin, J. A. Frenje, C. K. Li, R. D. Petrasso,
J. R. Rygg, B. E. Schwartz, J. DeCiantis, V. Yu. Glebov, J. A.
Delettrez, T. C. Sangster, J. M. Soures, and S. P. Hatchett,
“Investigation of the Use of Secondary Protons and Neutrons for
Studying Fuel Areal Density in Imploded, D2-Filled Capsules.”

J. A. Marozas, P. B. Radha, T. J. B. Collins, P. W. McKenty, and
S. Skupsky, “Optimization of Low-Order Uniformity for Polar
Direct Drive on the National Ignition Facility (NIF).”

F. J. Marshall, J. A. Delettrez, R. Epstein, R. Forties, V. Yu.
Glebov, J. H. Kelly, T. J. Kessler, J. P. Knauer, P. W. McKenty,
S. P. Regan, V. A. Smalyuk, C. Stoeckl, J. A. Frenje, C. K. Li,
R. D. Petrasso, and F. H. Séguin, “Direct-Drive Implosions on
OMEGA with Optimized Illumination Uniformity.”

A. V. Maximov, J. Myatt, R. W. Short, W. Seka, and C. Stoeckl,
“Modeling of the Two-Plasmon-Decay Instability Driven by
Incoherent Laser Beams.”
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P. W. McKenty, T. C. Sangster, J. A. Delettrez, R. Epstein,
V. Yu. Glebov, D. R. Harding, J. P. Knauer, R. L. Keck, S. J.
Loucks, L. D. Lund, R. L. McCrory, F. J. Marshall, D. D.
Meyerhofer, S. F. B. Morse, S. P. Regan, P. B. Radha,
S. Roberts, W. Seka, S. Skupsky, V. A. Smalyuk, C. Sorce, J. M.
Soures, J. A. Frenje, C. K. Li, R. D. Petrasso, F. H. Séguin,
K. A. Fletcher, S. Padalino, C. Freeman, N. Izumi, J. A. Koch,
R. A. Lerche, M. J. Moran, T. W. Phillips, and G. J. Schmid,
“Direct-Drive Cryogenic Target Performance Issues on
OMEGA” (invited).

D. D. Meyerhofer, W. Seka, M. Alexander, R. S. Craxton,
M. D. Wittman, M. Pandina, L. S. Iwan, L. M. Elasky, D. R.
Harding, T. J. Kessler, R. L. Keck, L. D. Lund, D. Weiner,
A. Warrick, T. G. Brown, and C. Cotton, “Cryogenic Target
Characterization at LLE.”

J. Myatt, A. V. Maximov, R. W. Short, J. A. Delettrez, and
C. Stoeckl, “Intense Electron-Beam Transport in Dense Cryo-
genic DT Fast-Ignition Fusion Targets.”

R. D. Petrasso, J. R. Rygg, C. K. Li, F. H. Séguin, S. P. Hatchett,
V. Yu. Glebov, D. D. Meyerhofer, T. C. Sangster, and J. M.
Soures, “Experimental Studies of Time-Dependent Mix in
OMEGA Direct-Drive Implosions.”

S. P. Regan, H. Sawada, V. A. Smalyuk, V. N. Goncharov, J. A.
Delettrez, P. B. Radha, R. Epstein, F. J. Marshall, B. Yaakobi,
D. D. Meyerhofer, T. C. Sangster, and D. A. Haynes, Jr.,
“Diagnosing Shell Mix in Direct-Drive with Time-Resolved
X-Ray Spectroscopy.”

J. R. Rygg, F. H. Séguin, C. K. Li, J. A. Frenje, R. D. Petrasso,
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