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Upper Left: A variety of targets were fielded on the OMEGA
laser system in FY00. The photograph shows one of the target
shots during an NLUF laboratory astrophysics campaign to pro-
duce and diagnose aradiative precursor shock. The experiment,
led by the University of Michigan, was a collaboration of 22
co-principal investigators from 11 institutions.

Lower Left: Mark Romanofsky, senior manufacturing engineer,
Thomas Lewis, senior technical associate, and Frederick Rister,
senior manufacturing engineer, install a new ten-inch manipula-
tor (TIM). The TIM isadiagnostic shuttle system that is used to
position avariety of diagnosticsinthe OMEGA target chamber.
Therearesix TIM’son OMEGA.
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Upper Right: This photograph was taken during the first cryogenic
capsule implosion using the new OMEGA Cryogenic Target Handling
System (CTHS). The primary purpose of this shot was to test the
integrated CTHS subsystems using a deuterium-filled capsule.

Center: Tominimizethe support structure massand providearelatively
stiff support for cryogenic targets, the capsule is suspended by three
0.5-um-thick spider silk strandsin the “ C”-shaped mount shown in this
photograph.

Lower Right: Charles Kellogg, senior laboratory engineer, adjusts
the alignment of the new beam diagnostics station instaled in the
OMEGA Target Bay.
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Executive Summary

Thefiscal year ending September 2000 (FY 00) concluded the
thirdyear of thecooperativeagreement (DE-FC03-92SF19460)
five-year renewal withtheU. S. Department of Energy (DOE).
This report summarizes research at the Laboratory for Laser
Energetics (LLE), the operation of the National Laser Users
Facility (NLUF), and programs involving education of high
school, undergraduate, and graduate students during the year.

Progressin Laser Fusion

A major goal of the Laboratory for Laser Energeticsis to
develop the direct-drive approach to inertial fusion for an
ignition and gain demonstration on the National Ignition
Facility (NIF) currently under construction at the Lawrence
Livermore National Laboratory (LLNL). This challenging
goal requires precision laser diagnostics and controls, a cryo-
genictarget handling system, sophisticated experimental diag-
nostics, robust theoretical and computational modeling, and
the development of new laser and optical technologies.

At LLE the stability of direct-drive NIF capsules has been
studied, and the conditions under which direct-drive NIF
capsules ignite are being examined. A numerical study
(pp. 1-5) usestwo-dimensional hydrodynamic simulationsin
conjunction with a model that includes the various mecha-
nisms that can influence target performance. Laser non-
uniformities and the inner-surface roughness of the DT icein
direct-drive cryogenic capsules have been identified as the
principal seeds of theinstabilities that can potentially quench
ignition. We believe that a target gain greater than 10 can be
achievedfor arealisticinner-surfaceiceroughnesswhen beam
smoothing with 2-D smoothing by spectral dispersion (SSD)
and a bandwidth greater than 0.5 THz is used. Another set of
two-dimensional calculations(pp. 181-190) demonstrateshow
variouscontributorsto implosion disruption (laser imprinting,
power imbalance, and target roughness) affect target perfor-
mance and final gain for NIF target designs.

Two-dimensiona hydrodynamic simulations in conjunc-

tionwith astability analysismodel to study the performance of
OMEGA cryogenic capsulesshow that thesetargetsare energy
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scaled from the NIF ignition designs and have similar 1-D
behavior and stability properties. Thissimilarity will facilitate
the extrapolation of cryogenic target studies on OMEGA to
ignition targets on the NIF.

A novel technique for laser-imprint reduction in OMEGA
cryogenic capsules (pp. 56—62) shows considerable promise.
Laser nonuniformities can imprint a target with a“seed” that
can cause debilitating hydrodynamic instabilities. Using the
two-dimensional hydrodynamics code ORCHID, investiga-
tions show that an initial spike in the laser pulse can reduce
laser imprint by about afactor of 2 for typical target configu-
rationsand especially for the nonuniformity modesconsidered
most dangerousfor target performance. Further, thismodifica-
tion to the laser pulse need not significantly degrade target
performance and isaccompanied by only amodest decreasein
the one-dimensional neutron yield.

A judicious choice of materials and target dimensions
allows oneto infer the amount of fast-electron preheat due to
laser irradiation on OMEGA. Significant fast-electron preheat
can substantially decrease the effectiveness of a direct-drive
implosion. Beginning on p. 63, we report on an experiment in
planar geometry. The results from this measurement will be
used as areference point to determine fast-electron preheat in
ignition-relevant direct-drive spherical targets.

Experimental measurements of target irradiation non-
uniformity in the absence of SSD have indicated |ower-than-
expected | evel sof nonuniformity. Shotswithout SSD are base-
linemeasurementsfor OMEGA; consequently, modelingthese
shots provides a more complete understanding of the target
irradiation nonuniformity. Beginning on p. 78, we report on
comparisonsof numerical simulationsof laser smoothing with
measurements. The intensity-dependent phase accumulations
by the OMEGA laser (B-integral) isidentified as the mecha-
nism for the observed smoothing. We found that we can
successfully model these B-integral -rel ated smoothing mecha-
nisms and find them to be relatively minor compared to the
dominant smoothing effect of SSD.
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Measurements (pp. 173-180) of the effect of beam
smoothing and pul se shape on imprinting show reduced levels
of imprint with the higher beam smoothing afforded by
1-THz SSD.

An investigation of the laser prepulse levels on OMEGA
(pp. 30-36) has helped to establish a contrast criterion for
direct-drive implosions. Control of laser prepulses can be
critical since high-intensity prepul ses can potentially compro-
mise the aluminum layer and cause unwanted laser damage to
direct-drive targets. While OMEGA intermittently produces
measurable prepulses, the prepulse level is not expected to
significantly degrade target performance.

We report on the results of a series of direct-drive implo-
sions of gas-fusion-fuel—filled plastic shells performed on the
OMEGA laser system. The experiments include those per-
formed with 1-THz SSD and high-quality power balance
(pp. 191-198).

OMEGA time-integrated x-ray diagnostics have been con-
verted to el ectronic readout using direct-detection x-ray cam-
eras [charge-injection devices (CID’s)]. Pinhole and x-ray
microscope images are shown along with inferred calibration
measurements of the CID cameras (pp. 119-123). Currently,
the same cameras are being used to obtain x-ray spectrain a
TIM-based spectrometer, extending their use to all time-
integrated imaging and spectroscopic x-ray instruments used
on OMEGA.

The spatial structure of the temperature and density of
target-shell plasmas at peak compression (stagnation) has
been investigated experimentally (pp. 124-129). This is ac-
complished by examining the energy dependence of the x-ray
emission using narrow-band x-ray filters and the known ab-
sorption properties of the shell dopant (Ti). A technique to
measure the positional dependence of x-ray self-absorption
with filtered x-ray framing cameras (pp. 204—213) shows how
compressed shell nonuniformities can be measured by care-
fully modeling the imaging system.

The physics and instrumentation used to obtain and inter-
pret secondary D-3He proton spectra from current gas-filled-
target experiments and future cryogenic-target experiments
(pp. 130-141) is presented in some detail. Through a novel
extension of existing charged-particle detection techniques
with track detectors, we now havethe ability to obtain second-
ary proton spectra with increased sensitivity. We have also

Vi

found that we can measure the secondary neutron yield (DT
neutron yield from D,-filled targets) using current-mode de-
tectors (pp. 199-203). The current-mode detectors can be
configured to survey amuch larger dynamicrangethan single-
event neutron counters.

Collaborative experiments on OMEGA have continued
between LLE and Los Alamos National Laboratory (LANL)
onindirect-drivecapsuleimplosionsintetrahedral hohlraums.
These hohlraums are particularly well suited to the OMEGA
target chamber geometry and have been shown to provide an
extremely uniformradiation drive. A principal tool used inthis
investigation is a three-dimensiona (3-D) view-factor code
including a time-dependent radiation-transport model in the
hohlraum wall and a perturbation treatment of a near-spheri-
cally symmetric hydrodynamic implosion of the capsule
(pp. 90-106). Simulations of x-ray images of the imploded
core with a 3-D x-ray postprocessor show close agreement
with experiment on several quantitiesincludingradiationdrive
temperatures, fusion yields, and core deformation.

Cryogenic Target Technology

Thisyear we measured theinitial performance of the high-
pressure deuterium- and tritium-filling portion of the Cryo-
genic Target Handling System (pp. 6-11). Thick-walled plastic
targets have been successfully pressurized with deuterium to
the required levels by this high-pressure filling system. Ad-
equate control of the various factors influencing the filling
process has been demonstrated, indicating that even thin-
walled plastic targets (such asthose required by the cryogenic
target designs for OMEGA) can be successfully filled to the
required high pressure.

Thetarget detection and shroud pull-sequencing aspects of
cryogenictarget operationson OM EGA aredetailed beginning
on p. 21. The newly designed Cryogenic Target Detection
Systemisbased on existing el ements of OM EGA controlsand
provides the necessary sequencing, safety features, and flex-
ibility toallow for theevolution of cryogenictarget operations.

A numerica study of the principal sources of target
nonuniformities for a cryogenic target when placed in the
layering sphereis summarized beginning on p. 12. Deviations
from idealized symmetry in the capsule-wall thickness, the
displacement of the capsule relative to the center of the
layering sphere, and the existence of temperature gradientson
the layering sphere’s inner surface can result in temperature
gradients across the cryogenic target. Thisin turn affects the
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uniformity of the cryogenic fuel layer. Calculations of the
temperature profilein thesetargetswill be used to guidetarget
fabrication and layering.

Lasersand Optical Materials Technology

Dyes for aliquid crystal-based interferometer to be used
on OMEGA for more-accurate wavefront characterization
(pp. 37—47) have been identified. Using state-of-the-art com-
putational chemistry toolswehave demonstrated the effective-
nessof modelingin guiding experimental searchesfor new dye
compounds. Thework also haspotential for other liquid crystal
devicesused in optical communicationsand sensor protection.
In other work on interferometry, we have compared the utility
of anovel liquid crystal—-based, point-diffraction interferom-
eter (LCPDI) with the commercial standard phase-shifting
interferometer and conclude that the LCPDI is a viable low-
cost alternative (pp. 142—156).

Ongoing experimental and theoretical work relating to
holographic grating design and fabrication has resulted in
high-diffraction-efficiency, high-wavefront-quality gratings
used onthe OMEGA laser primarily for laser-beam smoothing
and spectroscopy (pp. 71-77). For the high-optical-quality
gratings required on OMEGA, itiscritical to control environ-
mental factors including humidity, thermal gradients, and air
turbulence during grating fabrication. Future work will in-
volveimproved modeling of these gratings and further experi-
mental investigations.

Knowledge of the hardness of abrasive particlesisakey to
understanding the mechanisms of material removal in polish-
ing optical glass. Measurements of the nanohardness of mag-
neticand nonmagnetic parti clesusedinthemagnetorheol ogical
finishing (MRF) process are discussed beginning on p. 107.
The nanoindentation technique allowsfor the characterization
of mechanical properties of small abrasive particles, whichis
not possible through traditional microhardness measurement
methods. With abrasiveparticlecharacterization now possible,
subsequent experiments with different combinations of abra-
sive particles can provide information regarding removal
mechanismsin MRF. Additional detailsabout the mechanisms
of glass polishing using the MRF technique currently being
studied in the Center for Optics Manufacturing (COM) begin
on p. 157. Material-removal experiments show that the nano-
hardness of carbonyl iron (Cl) is important in MRF with
nonaqueous MR fluids with no nonmagnetic abrasives, but is
relatively unimportant in aqueous MR fluids and/or when
nonmagnetic abrasives are present.
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Laser Facility Report

OMEGA operationsduring FY 00 (p. 216) yielded atotal of
1153 target shots, including 284 shots for LLNL, 131 for
LANL, 11 for Sandia National Laboratory (SNL), 11 for the
French Commissariat & I’ Energie Atomique (CEA), and 124
for the National Laser Users Facility (NLUF). The principal
achievementsinclude activation and testing of the full suite of
cryogenictarget handling system equi pment, improvementsto
the single-beam uniformity using 1-THz SSD, and significant
improvements in the beam-to-beam power fluctuations. This
progressreguired theinstallation of 60 distributed polarization
rotators, a modification to the harmonic conversion cells to
accommaodate increased bandwidth, and improvementsto the
SSD equipment.

National Laser Users' Facility

During FY 00, external use of OMEGA increased by 12%
over theprior fiscal year, accounting for 50% of thetotal target
shots. The seven NLUF experimental campaigns are summa-
rized beginning on p. 217. Shots conducted during the year for
the National Laboratories, nuclear weapons effects testing,
and the CEA programs are summarized beginning on p. 222.
LLNL usageincluded measurements of x-ray conversion effi-
ciency, experiments on “cocktail” hohlraums, NIF laser beam
“foot” symmetry measurements, high-convergenceimplosions,
shock timing, ablator burnthrough, convergent ablator
burnthrough, planar Rayleigh-Taylor experiments, experi-
ments on pushered shells, hydrodynamic experiments, and
other radiation drive experiments. The LANL campaigns ex-
amined thebehavior of double-shell targets, direct-drivecylin-
drical experiments, backlighter studies, high-convergence
implosions, Rayleigh-Taylor instability studies, and high-
yield shots for neutron diagnostics. LANL also supported
additional campaignsat OMEGA: SNL WBS3 ablator charac-
terization, NLUF laser—plasmainstability research, jet experi-
ments in collaboration with the United Kingdom’s Atomic
Weapons Establishment, and transient x-ray diffraction mate-
rialswork. The French CEA activitiesincluded time-resolved
broadband x-ray spectroscopic studies, x-ray conversion ex-
periments, and neutron imaging of an imploding DT target.

Education at LLE

Astheonly major university participant intheNational ICF
Program, education continues to be an important mission for
the Laboratory. Graduate students are using the world's most
powerful ultraviolet laser for fusion research on OMEGA,
making significant contributionsto LLE’sresearch activities.
Fourteenfaculty fromfivedepartmentscollaboratewith LLE’'s

vii
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scientists and engineers. Presently 55 graduate students are
pursuing Ph.D. degrees at the Laboratory. The research in-
cludes theoretical and experimental plasma physics, high-
energy-density plasma physics, x-ray and atomic physics,
nuclear fusion, ultrafast optoelectronics, high-power-laser
development and applications, nonlinear optics, optical mate-
rials and optical fabrications technology, and target fabrica-
tion. Technol ogical devel opmentsfromongoing Ph.D. research
will continue to play an important role on OMEGA.

One hundred forty-one University of Rochester students
have earned Ph.D. degrees at LLE since its founding. An
additional 70 graduate students and 21 postdoctoral positions
fromother universitieswerefunded by NLUF grants. Themost
recent University of Rochester Ph.D. graduatesand their thesis
titlesare
Brian J. Buerke Accurate Measurement of Tunneling
lonization Rates of Atoms in a High-
Intensity Laser Field
Jan L. Chaloupka Observation of Electron Trapping in
an Intense Laser Beam

Selena Chan Porous Slicon Multilayer Structures:
From Interference Filters to Light-
Emitting Devices to Biosensors

Faiz Dahmani Laser-Driven Mechanical Fracturein

Fused Slica
Andres C. Gaeris The Simulated Brillouin Scattering
During the Interaction of Picosecond
Laser Pulses with Moderate-Scale-
Length Plasmas

Characterization of Time- and Fre-
guency-Varying Optoelectronic
Microwave Slicon Switches

Kenton A. Green

Fabrication, Characterization, and
Integration of Oxide Passivated
Nano-crystalline Slicon Light-Emit-
ting Devices

Karl D. Hirschman

viii

Generation and Measurement of
High-Contrast, Ultrashort Intense
Laser Pulses

Oleg A. Konoplev

John M. Larkin Optical and Photodynamic Proper-
ties of the Higher-Lying States of

Rose Bengal

Precise Measurements of Electron
Initial Conditions for Tunneling lon-
ization in an Intense, Elliptically Po-
larized Laser Field

Stuart J. McNaught

Han Pu Properties of Multiple-Component
Bose-Einstein Condensate

James P. Shaffer Heteronuclear and Homonuclear
Ultracold Optical Collisions Involv-
ing Na and Cs: Parts| and Il

Aric B. Shorey Mechanisms of Material Removal in

Magnetorheological Finishing (MRF)
of Glass
Leon J. Waxer Quantum State Measurement for
Molecules

Approximately 55 University of Rochester undergraduate
students participated in work or research projectsat LLE this
past year. Student projects include operational maintenance
of the OMEGA laser system, work in the materials and
optical-thin-film coating laboratories, programming, image
processing, and diagnostic development. This is a unique
opportunity for students, many of whom will go on to pursue
ahigher degree in the areain which they gained experience at
the Laboratory.

LLE continues to run a Summer High School Student
Research Program (pp. 214-215), where this year 13 high
school juniors spent eight weeks performing individual re-
search projects. Each student is individually supervised by a
staff scientist or an engineer. At the conclusion of the program,
the students make final oral and written presentations on their
work. The reports are published as an LLE report.
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In 2000, LLE presented itsfourth William D. Ryan Inspira-
tional Teacher Award to Mr. James Shannon of Pittsford—
Mendon High School. Alumni of our Summer High School
Student Research Program were asked to nominate teachers
who had a major role in sparking their interest in science,
mathematics, and/or technology. Thisaward, whichincludesa
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$1000 cash prize, was presented at the High School Student
Summer Research Symposium. Mr. Shannon, achemistry teacher,
was nominated by three dumni of the Research Program:
Mr. Chen-Lin Lee (1994 participant), Mr. Steven Costello
(1998 participant), and Ms. Ledlie Lai (1998 participant).

Robert L. McCrory
Director






Sability Analysis of Directly Driven NIF Capsules

Introduction

In inertial confinement fusion (ICF), a spherical shell filled
with a DT-gas mixture is compressed to high densities and
temperaturesto achieveignition conditions.! Degradationfrom
spherical symmetry during theimplosion, however, limitsthe
achievablecompressionratiosand could quenchtheignition of
the target. The main source of such asymmetry is hydrody-
namic instabilities [such as Rayleigh-Taylor (RT)2 and Bell—
Plesset (BP)3 instabilities] seeded by both irradiation non-
uniformities and target-fabrication imperfections. We have
developed an analytical model to study stability of the direct-
drive cryogenic NIF targets. The drive pulse for such targets
consists of two distinct temporal regions (stages): the low-
intensity (afew 1013 W/cm?) “foot” and the main drive (up to
morethan 1015W/cm?). During thefirst stage, thelaser energy
isabsorbed by the outermost layer of thetarget, heating up the
shell material and launching a heat wave toward the pellet
center. Material behind the heat front expands outwardly,
creating an ablation pressure that inducesthefirst shock wave
propagating through the shell. Since the laser intensity in the
first stage is constant in time and the equilibrium pressure
behind the shock is uniform, the ablation front travels at
constant velocity. In the absence of accel eration, the perturba-
tions at the ablation front could grow due to the velocity and
accel eration perturbationsimposed by thel aser-intensity modu-
lations (“laser imprint”) and surface roughness [Richtmyer—
Meshkov (RM)# instability]. When the first shock breakout
occurs at the rear surface of the DT ice, the pulse ramps up to
the drive region (second or accel eration stage), launching the
second shock. At thistime, the ablation front startsto acceler-
ate, creating conditionsfor the RT instability that magnify the
perturbations seeded during the first stage. If the perturbation
amplitude becomes too large during the shell acceleration,
the shell breaks up and fails to reach ignition conditions. The
shell integrity can be quantified by the “integrity factor”
defined as Y = A, /AR, where A =+/20 isthe mix ampli-
tude (bubble amplitude), AR is the shell thickness, and o is
the rms sum of the modes. The shell remainsintact during the
implosionif theintegrity factorislessthan unity for all time. At
the end of the laser pulse, the shell startsto coast inward with
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a constant velocity until the pressure of the DT-gas mixture
becomes high enough to slow down the shell compression
(beginning of the decel eration phase). During the deceleration
phasetheinner DT-icesurfaceis RT unstable. The growth due
to this instability limits the compression ratios and increases
the thermal conduction losses, reducing the total energy gain.
Results from 2-D ORCHID® simulations show that the gain
reduction depends on the mode spectrum at the end of the
acceleration stage. In this article we estimate the integrity
factor during the accel eration phase and cal cul ate the spectral
distribution of the modes by using the results of the devel oped
model and 2-D ORCHID simulations.

Seeding of RT Instability: Laser Imprint, Ablative RM
Instability, and “ Feedout”

As mentioned earlier, at the beginning of implosion, the
ablation pressure launches a shock wave toward the target
center. The surface roughness (due to the target fabrication
imperfections) and also modulations in the laser intensity
deform the shock front and generate perturbed velocity and
acceleration fields inside the compressed region. During the
shock transit time, the ablation front travels with a constant
velocity, and thefront perturbationscould grow duetoimposed
velocity and acceleration perturbations.

1. Laser Imprint

Nonuniformitiesin the laser intensity cause different parts
of thebeamto ablateshell material at different rates, generating
anablation-pressuremodul ation along theablationfront. Since
the shock speed scales as a square root of the shock strength,
stronger shocks launched at the peak of ablation pressure
propagate faster than shockslaunched at the pressure valleys.
Thedifferencein the shock speeds distortsthe shock front and
createsaperturbedvel ocity fieldinsidethecompressedregion.
A velocity perturbation at the ablation front, in turn, leadsto a
linear-in-time front distortion growth n ~ t. Then, a rippled
shock generates a lateral mass flow that leads to a pressure
deficiency intheconvex part (which protrudesthemostintothe
uncompressed shell) and a pressure excessin the concave part
of the shock front. This creates a pressure gradient that accel-



SraABILITY ANALYS 'S OF DiRecTLY DRIVEN NIF CaPSULES

eratesfluid elements, leading to an additional growth 7 ~t2.1n
| CF, however, several physical processes significantly reduce
the imprint growth. First, asthe heat front propagates into the
cold portion of the target, material heats up and expands
outwardly, creating a hot plasma corona. Thus, a finite zone
(conduction zone) of hot plasma exists between the energy
absorption region and the ablation front. Any pressure pertur-
bationsinside such azone are reduced by the thermal conduc-
tion. The simplest theory® (“cloudy day effect”) predicts that
the pressure perturbations decay exponentially away from the
critical surface p ~ e, thus, nonuniformitiesin the ablation
pressurearereduced by afactor of ePc, where D.isadistance
between the absorption region and the ablation front, and k is
the wave number corresponding to a specific mode of non-
uniformity. An additional reduction in the imprint growth is
due to the mass ablation. The main stabilizing mechanism
produced by ablation is the dynamic overpressure or “rocket
effect.” "8 As a result, the imprint amplitude 7;p, Which is
defined asthe amplitude of the ablation-front ripple cal cul ated
at the shock breakout time, takes the following form:®

Mimp___ 0.4|—Af7(e_A° —e?ha cosAb|)

AR /1g)

o2ba

Ap

g \VARNE i
+ 9+0.8-C nAy +niM (1
EJ o UES' bl v 1

where dl|istheintensity modulation, | jistheaverageintensity,

F7 =C§ / (VaVbI +ch)=

Dy =2(1/A)Vy/cs
Apy =2(1/A)VaVy /cs,

Aistheshell’sin-flight aspect ratio, V, and Vy, arethe ablation
and blow-off velocities, respectively, V. isthe velocity of the
critical surface with respect to the ablation front, and cgisthe
sound speed of the compressed material. Theterm /™ isdue
to the vorticity convection from the shock front.

Using the analytical model of the RT instability (described
later in the Acceleration Phase section), it isfound that laser
imprint alone can break up the shell during target acceleration
and this can quench ignition; thus, an additional reduction in

imprint amplitude is critical for a successful implosion. A
significantimprovementinthebeamuniformity hasbeenmade
inrecent yearshy introducing smoothing by spectral dispersion
(SSD)0 and induced spatial incoherence (1S1)1! smoothing
techniques. To account for theintensity variationin arealistic
laser pulse, SSD is modeled using the 2-D hydrocode OR-
CHID, wheretheintensity nonuniformities have been reduced
by thefactor . /t. /(t. +4t) Thisgivesonaverageareductionin
rms of |aser nonuniformity o= t; /ta,q 0, Where the coher-
encetimeistaken to be

to =[Avsin(ks/2)

Av is the bandwidth, t,,q is the averaging time, and dis the
speckle size. The result of 2-D ORCHID simulations (mode
spectrum dueto imprint (thin solid line) at the beginning of the
acceleration phase) of the “all-DT” NIF target designl? is
plotted in Fig. 81.1. Thisresult will be used later as an initial
condition for the RT model.
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Figure 81.1
Mode spectrum at the beginning of the acceleration phase.

2. Outer-Surface Roughness

Whentheouter surfaceof thetargetisdistorted, theablation
pressurelaunchesarippl e shock at thebeginning of implosion.
The ripple shock, as discussed in the previous subsection,
generates a lateral flow that leads to a perturbed pressure
gradient and theperturbation growth. Thetheory describingthe
perturbation evolution at the corrugated ablation front driven
by uniform laser irradiation has been described in Ref. 7. The
theory showsthat in the presence of ablation, the front pertur-
bations oscillate in time with a damped amplitude. The main
stabilizing mechanisms are the rocket effect and the vorticity
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convectionfromtheablationfront. Cal cul ations’ show that the
perturbation amplitude at the beginning of the acceleration
phase normalized to theinitial amplitude ng(l) can be written
as

ns (PARD

o))~ "Heg B

0.8c _
+§‘—SsinAb| —[0.1+r7v(0)] coshy, %e ZAa, 2
B VaVol B

wherethevorticity term n,,(t) isdefinedinRef. 7. Using Eq. (2)
and taking the initial spectrum ng(l) from Ref. 12 (assuming
surface finish of 840 A), the mode spectrum due to a finite
outer-surface finishis plotted in Fig. 81.1 (dashed line).

3. Inner-Surface Roughness (Feedout)

An additional seed of the RT instability is due to the rear-
surface roughness that feeds out by the rarefaction wave
generated at the first shock breakout time.13 The shock front
first reaches the perturbation valleys, generating ararefaction
wavethat startsto propagate toward the ablation front with the
sound speed. By the time the shock reaches the perturbation
peaks, the rarefaction wave originated at the perturbation
valley has moved a finite distance, distorting the rarefaction
wavefront. Thepeaksand valleysof therarefactionwavetravel
at the sound speed, keeping the ripple amplitude constant. As
the rarefaction wave breaks out of the shell, the ablation front
starts to accelerate. Since the rarefaction front is distorted,
however, thereisadelay inaccel erating theablation front at the
peaks and valleys. Because of such a delay, a finite velocity
perturbationimprintsat theablationfront, generatingaseedfor
the RT instability. An additional seed (perturbation accelera-
tionfield) iscreated by the massdifference under the perturba-
tionvalleysand peaks. A ccordingto cal cul ations, 13 thefeedout
amplitude, nf-°, takes the following form:

f.o. A
n— _006A 415 \/_A, ©
A | |

where\ istheinitial rear-surface spectrum. Figure81.1 shows
mode spectrum dueto feedout at the beginning of acceleration
phase (thick solid line), assuming A ~ 172 (Ref. 14) and initial
total rms of the rear-surface modes o, = 3 um.
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Acceleration Phase

During the shell acceleration, the pressure and density
gradients at the ablation front have opposite directions, creat-
ingaconditionfor theRT instability. Inaddition, because of the
spherical convergence, the inner surface is subject to the BP
instability. The RT and BP instabilities amplify the perturba-
tions seeded during the first stage of the implosion.

Since the implosion of spherical shellsisintrinsicaly un-
steady (shell density, ablationvel ocity, and accel eration change
in time), steady-equilibrium models cannot be used to study
perturbation evolution, and a model for unsteady equilibria
must be developed. Thefull system of conservation equations,
however, istoo difficult to be solved analytically. One of the
simplificationsthat makethe problem analytically tractableis
anidealization of theabl ationfront asasurfaceof discontinuity
[“sharp-boundary model” (SBM)]. The accuracy of such a
model is compromised only when the mode wavelength is
shorter than the abl ation-front thickness L. For ablators with
small Froude numbers, such as CH or Be[the Froude number
is defined as V2 /(gLo), where g is acceleration], Lo = 0.1 to
1 um; hence, for modes with the largest growth factors (the
most damaging modes: 80 < | < 300), the conditionkLy<1is
satisfied during the accel eration stage (assuming the minimum
shell radius is 500 pm). The density-gradient stabilization,
neverthel ess, canbeincludedinsimplified fashion by reducing
theabl ation-front accel eration by afactor (1 +1L,/R)~1, where
Ly, isthe minimum density-gradient scale length and Ris the
shell radius. For ablation fronts with large Froude numbers,
such as cryogenic DT, the unstable spectrum consists of only
long-wavelength modes; thus, the SBM isvalidinthiscasefor
all unstable modes. The model yields coupled differential
equations describing the evolution of the outer and inner
surfaces. The coefficients of these equations are functions of
the ablation and theinner DT-iceinterfacetrajectoriesand the
ablation velocity that can be calculated using 1-D numerical
simulations. Toaccount for thenonlinear saturation, 3-D Haan's
model1® is applied after the mode amplitude reaches the
saturation level (1) = 2R/12. Theaccuracy of the developed RT
model has been tested against 2-D ORCHID and FCl216
simulations. For the most damaging modes, the prediction of
the model isin good agreement with the numerical results.

The model shows that the shell remains intact during the
implosion (the integrity factor is less than unity) if the laser
nonuniformities are smoothed by 2-D SSD with the laser
bandwidth larger than 0.3 THz, the outer-surface finish not
exceeding 0.1 ym, and the inner-surface finish g, < 8 um
(assuming 4 ~ 172). As shown in the next section, however,
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the restriction on the minimum target gain imposes more
stringent requirements for the irradiation uniformity and the
surfacefinish.

Target Gain

Astheshell acceleratesinward, abl ation-front perturbations
grow due to the RT instability and feed through the shell
approximately as 1; (1) = ng(1)(n /ra)I , where n;(1) and nq(l)
arethel-componentsof theinner- and abl ation-surfaceampli-
tudes, respectively, and r; and r 5 are the inner- and ablation-
surface radii. During the coasting and decel eration stages, the
“feedthrough” grows, reducing the target compression ratio
and limiting the ignition gain. To study the gain-reduction
dependence on the mode spectrum, a series of 2-D ORCHID
multimode simulations have been performed for an a = 3
cryogenic NIF target designl? with the distorted inner DT-ice
interface. The initial power spectrum is taken in the form
o) =00/I A (Ref. 14), where gg and 3 are the normalization
constants. Since the spectrum of the inner-surface perturba-
tions at the end of acceleration phase is heavily weighted
toward the low mode numbers, the simulations have been
performed for modes 2 < | < 50 with the range of 8 and total
rms0to 1.5 and 0.5to 12 um, respectively. Thetarget gainis
found to be afunction of

5':\ 0060_310 +U§_1_0,

where g2, and 02, are rms nonuniformity of the modes
below and higher than! =10. g iscal culated by usingtheinner-
surface spectrum at the end of the acceleration phase. The
simulation results are summarized in Fig. 81.2, where target
gain is plotted versus @ . Next, to take into account the laser
imprint and surface roughness, the model described in the
Acceleration Phase section is applied to the a = 3 cryogenic
NIF target design using the initial conditions derived in the
Seeding of RT Instability section. Then, using both the de-
rived mode spectrum and theresult of Fig. 81.2, thetarget gain
isplottedinFig. 81.3asafunction of rear-DT-ice-surfacefinish
and thelaser bandwidth, assumingtheinitial outer-surfacerms
of 840 A. Figure81.3 showsthat theyield reductionislessthan
50% with respect to 1-D cal culationsif theinner-surfacefinish
does not exceed 1.5 um and the laser nonuniformities are
smoothed by 1-THz, 2-D SSD.

Summary

An analytical model has been presented to study perturba-
tion evolution at the ablation and inner surfaces of theimplod-
ing shell. The model describes the ablative Rayleigh-Taylor

and Bell-Plesset instabilities. The initial conditions for the
model are determined by using existing theories of laser im-
print, ablative Richtmyer—Meshkov instability, and feedout,
and by performing a series of 2-D ORCHID simulations. The
model and simulations showed that the direct-drive cryogenic
a =3 NIF capsulesremain intact during theimplosion and the
target gainisexpectedtobelarger than 10if laser nonuniformities
are smoothed by 2-D SSD with the bandwidth Av > 0.5 THz
and inner-surface rms <1.5 um.

0 (um)

TC5137

Figure 81.2
Plot of target gain G versus o .
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Figure 81.3

Plot of target gain versus initial rear-surface finish and laser bandwidth.
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I nitial Performance of the High-Pressure DT-Filling Portion
of the Cryogenic Target Handling System

Cryogenic targets for the OMEGA laser are polymer shells of
~1-mm diameter and 1- to 5-um wall thickness that require
internal D, or DT solid layers of ~100-um thickness. Targets
containing D, may aso be doped with gaseous He? to aid in
diagnosing theimpl osion using the charged-particle spectrom-
eter. To achieve the required inner ice layer, shells are first
permeated to apressure of ~1000 atm at room temperature and
then cooled to ~25°K. A slow, controlled pressure ramp to
avoid buckling of thetarget and asl ow, controlled temperature
ramp to 25°K are required to successfully fill targets. The
thinnest-walled shells, which are of the greatest interest, have
buckling pressures <0.1 atm, which imposes arequirement of
considerable precision in controlling the pressure differential
across the shell wall during the pressurization and cooldown.
LLE has constructed a system that successfully fills thick-
walled targets and demonstrates the capabilities necessary to
fill thin-walled targets.

System Description

The pressurization portion of the Cryogenic Target Han-
dling System achieves compression in two stages (as seenin
Fig. 81.4): (1) by slowly heating the cryogenically concen-
trated D, or DT and (2) by using adiaphragm compressor. The
process begins with valves V1, V3, and V6 open, al other
valves closed, and the targets evacuated. The condensation
tube (volume 12.0 cmd) is cooled to ~10°K,, and the contents
(~0.3mole) of the D, or DT vessel are condensed into it; then
valvesV4 and V5 areopened, providing apath for gasto reach
the permeation cell, which contains four targets at room tem-
perature. Next, valveV1isclosed and V2 isopened, allowing
asmall quantity of He3 to flow to the targets. A pressure of
~0.03 atm of He3 added at this point will produce a 5% con-
centration of He? in the gaseous D, in the center of atarget at
thetriple point, 18.7°K. To start thefirst stage of compression,
valveV 3isclosed, and the condensation tubeis slowly heated

0t Fill/transfer cryostat
1500 at;
<1 atm 0 to 190 atm 500 atm
~ -
e e ™ Permeation cell
% '{;:rl Pl % @ with four targets
L V3 Metering V>
valve
[EX V2 Condensation tube
- Pneumatically
D , ‘f Diaphragm actuated valve
2 @ }.’ ZE compressor
T H % Motorized valve
To be Cryocooler
Pressure
replaced @ transducer
with DT
on U bed Oil svri
11 Syringe 6 Pressure vessel
T1471a pump

Figure 81.4

Abbreviated diagram of the pressurization portion of the system. The parts omitted include burst discs, limit switches, solenoid valves, and controllers.
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until the pressure in the targets reaches ~150 atm (190 atm
maximum). The second stage of compression is achieved by
closingvalveV5andslowly driving thediaphragm compressor
tothefinal pressure, typically 1000 atm (1500 atm maximum).
This compressor has a flexible metal diaphragm with up to
30.9 cm? of gason one sideand hydraulic oil onthe other. The
oil is compressed by a syringe pump, which uses a piston
(area = 1.60 cm?, stroke = 24.3 cm) linked by a gear train
(126 turns/cm) to a stepper motor (1000 steps per turn).
Although pressuretransducersarelocatedin both stagesand on
the permeation cell, system control depends primarily on the
transducer P2—ahighly accurate(*0.14 atm) Bourdontube—
in the second stage.

After thetargets have reached the maximum pressure, they
areslowly cooled to <25°K beforethe D, or DT external tothe
targetsis pumped out of the permeation cell. For thick-walled
targets, thecoolingisdonewithvalveV 6 closed. Cooling must
be done slowly enough that the cooled portion of the pressur-
ization system remainsisothermal, avoiding temperature gra-
dients that could produce a pressure differential across the
target wall, causing the target to burst or buckle. Thin-walled
targets, becausethey areweaker, requirean alternativecooling
strategy:* Valve V6 is left open, and the compression equip-
ment is run in reverse to lower the pressure as the targets are
cooled, keeping the measured external pressure very close to
the calculated internal pressure. Oncethetargetsare cooled to
<25°K, the vapor pressure of D, or DT is <2 atm, and the gas
external tothetargets can be pumped out of the permeation cell
without risk of bursting thetargets. Thispumping isdonewith
valve V7 open; it continues (possibly for several hours) until
the residual quantity of gas in the permeation cell will be
manageable when the cell is unsealed and thisresidual gasis
released into the cryostat.

*If valve V6 could be located inside the cryostat and cooled along with the
permeation cell so that all portions of the pressurized volume remained
isothermal, the pressures internal and external to the target would be nearly
equal throughout the cooling process. (A small excess pressure would still
ariseinternal to the target because the thermal contraction of a polymer shell
exceeds that of the metal permeation cell.) Such acryogenically compatible
valveisnot available. If valve V6 is closed prior to the cooldown, the small
volume in the room-temperature plumbing (~0.3 cm3, compared to 5.0 cm3
of cooled volume) generates a pressure external to thetarget. Thisis because
gas in the room-temperature portion is less dense than the cooled gas. The
external pressure generated by this density difference is sufficient to cause
thin-walled targets (wall thickness <5 um) to buckle. Successin cooling thin-
walled targets with valve V6 open and the compression equipment running
in reverse requires accurate determination of the target temperature and
calculation of the corresponding internal pressure. Since thin-walled targets
are much stronger against bursting than against buckling, the best strategy is
to keep the external pressure slightly below the calculated internal pressure.
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Thesystemiscontrolled by aprogrammablelogic controller
(PLC), which islinked to aworkstation with a graphical user
interface (GUI). All valves and motors in the system are
controlled by the PLC, which also monitors all pressures,
temperatures, and the status of limit switches. The pressuriza-
tion ramp is managed by control loops that include the high-
accuracy pressure transducer, the condensation tube ther-
mometer and heater, and the motor driving the oil syringe
pump. These loops are executed and maintained by “C” pro-
gramsresiding in the PLC. The GUI software allows the user
to monitor, log, and view data from the target-fill processin
real-time. It also allows modification of the fill rate and
parameters of the control loops. There are several hard-wired
safeguards, such as limit switches that prevent excess piston
travel in the syringe pump.

All system partsthat will contain =1 atm of DT have been
provided with secondary vacuum containment, with aglovebox
providingtertiary containment. Thissecondary containmentis
divided into four chambers. Helium gas at ~0.5 atm will be
circulated through three of these chambers with a circulation
pump, while the fourth chamber is kept evacuated to insulate
the condensationtube. Thedivisionsof the secondary contain-
ment system areshownin Fig. 81.5. A modifiedion gaugewill
detect tritium |leakagewith aresol ution of ~10 mCi/m3at 1 atm
and ~150 mCi/m3 at <1 Torr. If alow-level tritium leak is
detected, the tritium-contaminated helium will be pumped to
thetritiumrecovery system, evacuating thecontaminated cham-
ber. High-level leakage will be routed with the circulation
pump to a local uranium bed, which will absorb the DT.
Volumesinthe secondary containment chambers are sufficient
to containtheentire DT inventory of 0.34 mole (10* Ci) below
1 atm at room temperature.

Target Filling

Four targets are filled simultaneously. Each target is sup-
ported by three submicron strands of spider silk® as shownin
Fig. 81.6. The spider silk is stretched across a beryllium wire
frame, which is formed into a shape that avoids the OMEGA
laser beams, and coated with a uniform, conformal layer of
0.1 um of parylene, which fastensthe silk to the shell. The Be
frameis attached to a boron fiber, which isin turn attached to
anAl base. Thismounting method ishighly robust at cryogenic
temperatures. Thefour targetsare placedin acontoured copper
holder, as shown in Fig. 81.6. The copper holder acts to
improvethetemperature uniformity insidethe permeation cell
and also provides a space filler to minimize the volume. With
thisholder insidethe seal ed permeation cell, thecooled volume
is5.0cm3. Reducing thegap between the copper holder and the
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Cryogenic target supported with spider silk, and a holder for four targets
(only one of thefour cavitiesis shown); also see p. 21, Fig. 81.21, thisissue.

target support elementscoul d reducethisvolume, whichwould
reducethe percentage of the DT inventory required tofill aset
of targets (currently 82%). The tighter tolerances, however,
wouldincreasethedifficulty of removingtargetsfor transport,
and a higher target attrition rate might be expected.

Filling thin-walled targetswill take from 8 to 60 h, depend-
ing on the specifications of thetargets. To fill them as quickly
aspossible, the pressureisincreased at auniformrate such that
the external pressure exceeds the internal pressure by an
amount AP, which is less than the buckling pressure:2

8E  wrf

D

wherew =wall thickness, D =diameter, E =Young’'smodulus,
and u = Poisson’s ratio. For plasma polymer shells3 this
formulawas confirmed experimentally at L L E by pressurizing
shellsof variouswall thicknessesin the 1- to 10-um range and
measuring their buckling pressures. To compare the data to
Eq. (1), thevalueof Eusedwas2.1 GPa, obtained by measuring
the expansion of several plasmapolymer shellsduetointernal
pressure. Thevalue of uused was 0.35 (the valuefor polysty-
rene, a glassy polymer with somewhat similar properties to
plasmapolymer). Thepermeationtimeconstant for anideal gas
isgiven by
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where p = permeability, R = gas constant, and T = absolute
temperature. Since D, at high pressure is less dense than an
ideal gas (62% of theideal gasdensity for 1000 atm at 294°K),
alarger time constant is expected at high pressure, suggesting
that a cautious rate of pressure rise should be used. For a
uniform rate of pressure rise, the pressure differential across
the shell wall is proportional to the permeation time constant
after atimet >> 1:

dP
AP=1—.
at ©)

Combining Egs. (1), (2), and (3), the maximum pressurization
rateis proportional to wall thickness/(diameter)3:

dP _ AP < 48EpRT  w.

S WD @

For a plasma polymer shell withw =1 ymand D = 1 mm, the
buckling pressureis 0.1 atm, 7= 10 s, and filling to 1000 atm
at room temperature requires more than 30 h. Thefilling time
may be reduced by filling at an elevated temperature.

System Performance

Several thick-walledtargetshavesurvivedfillingwithD, to
a pressure of 1000 atm. In the first test, two mounted targets
with 1-mm diameter and wall thicknesses of 10 umand 20 um
werefilled to 1000 atm over an 8-h period, left under pressure
for 3 days, and then depressurized over an 8-h period. After
removing the targets from the permeation cell, microscopic
examination indicated no damageto the targets or the mounts.
Inthesecondtest asimilar pair of plasmapolymer targetsalong
with a polyimide target were pressurized and then slowly
cooledto 20°K. The permeation cell wasthen unsealed, andthe
targets were viewed at 20°K through a fiber-optic borescope.
Thetargetswereseentobeintact. Oneof thetargetswaspicked
up with the robot arm and deposited on the tip of the moving
cryostat, where the target was warmed. A sudden spike in
pressure of the expected magnitude indicated that it had ex-
ploded, asexpected, and that it had retained al the D, fromthe
filling process.

The performance of the two compression stagesis studied
by comparing experimental data to the D, equation of state.
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This comparison requires knowledge of the volume of each
part of the system. The volume of each part is determined by
connecting to a known volume and observing the pressure
changewhen gasflowsto or from the volume being measured.
A 24-term equation developed by NIST# gives pressure as a
function of density for D, above the critical point (38.3°K),
using termsup to the seventh power of density and sixth power
of temperature. At temperatures below the critical point, satu-
rated vapor pressures® are used. It is difficult to predict pres-
sure and density accurately in the region of the critical point
(and down to the point where the liquid phase begins), and it
isplannedto rely on datataken with the pressurization appara-
tusitself.

Performance of the condensation tube for pressure genera-
tionisshown in Fig. 81.7. The data are taken by condensing
0.123 moles of D, (determined by measuring the change in
pressure in the D, supply reservoir and converting to moles
with the equation of state), and then raising the temperature of
the condensation tube slowly enough to assure isothermal
conditions in the tube (the tube, made of stainless steel, isin
good contact on all sideswith copper of high thermal conduc-
tivity). The 0.123 moles are distributed between the 12.0-cm3
cooled volume and the 5.32-cm?3 volume (tubing, burst disc,
and valves) at room temperature. A good match is obtained
between measured data points and the expected pressure,
calculated with the NIST equation of state.
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Figure 81.7

The pressure in the condensation tube (measured points) is accurately
characterized by the D2 equation of state above 38°K (used to compute the
solid line).
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Analyzing the performance of the diaphragm compressor
reguires knowledge of the oil compressibility. The manufac-
turer of the compressor® supplies compressibility datafor the
oil,” which arefit by the equation

C(P) = by (P/1 atm) — b, (P/1 atm)?, (5)

whereb; =5.30 x 1072, b, = 6.4 x 1079, and C(P) is defined
asthefractional reductioninoil volumefromitsuncompressed
value at pressure P. The expected pressure is obtained by first
computing the D, molar density,

~ M
“Vo-[AZ-Vi T(P))’

P (6)

where M isthe number of moles, Vyistheinitia volume, Ais
the areaof thepiston, zisthedistance of pistontravel, and V;,
istheuncompressed volumeof oil. Thepressureval uesentered
inthisequation are obtained by expressing the experimentally
measured pressuredataasacontinuousfunctionof z. TheNIST
equation of state is then used to convert density to pressure.
Figure 81.8 shows good agreement between measured and
calculated pressure. The fitting parameter adjusted to obtain
agreement between measured and calculated pressures is
Vi =113.5cms3, which cannot easily bemeasured. In addition,
b,=4.2 x 10~ provided amuch better fit at high pressuresthan
the manufacturer’sdata. For thisanalysis, it has been assumed
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Figure 81.8

Pressure versus piston positionisaccurately characterized by the D2 equation
of state and oil compressibility data. Error bars for the measured points are
too small to see. The maximum difference between measured and computed
pressures is 8 atm for the whole data set, 2 atm at pressures <500 atm, and
0.1 atm at pressures <160 atm.

that the oil pressure and gas pressure are the same, and that the
extra component of oil pressure required to deform the dia-
phragmisnegligible.

To pressurize targets, a temperature versus time profileis
calculated for the condensation tube, using vapor pressure
data, and the equation of state. This calculated profileis used
to program atemperature controller, which usesaPID loop to
control the temperature. An exampl e of a successful tempera-
ture profile and the resulting uniform rate of pressureriseis
showninFig. 81.9. Thedifferencein pressure betweenthefirst
and second stagesisduetothemeteringvalve, fully openinthis
case. The ramp that was obtained would be suitable for ashell
with a 3-um-thick wall and a 1-mm diameter, but the method
should work equally well to generate a pressure ramp suitable
for a shell with a 1-um wall. Hidden in these data are small
departures from a constant rate of pressure rise, which should
be correctable by adjusting the temperature profile with mea-
sured data near the critical point. This procedure’s successin
generating aconstant rate of pressureriseoffersan opportunity
to eliminate the metering valve. There is strong incentive to
eliminate this valve because of stem-seal leakage. Leakage
through this valve stem was detected by pressurizing the
system with He and was not eliminated by replacing the
O-ring. Thestemisseal ed by asingle O-ring, which appearsnot
tobesufficiently constrained. Evenif constraintsonthe O-ring
were improved, leakage would be expected when the valve
stem is moved.
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Figure 81.9

A uniform rate of pressure rise is produced by applying a calculated
temperature profile to the condensation tube.
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To generate the high-pressure portion of the pressure ramp,
avalveisclosed to isolate the diaphragm compressor from the
condensationtube. Thepiston of thesyringepumpisthengiven
an initial velocity, and a simple algorithm is applied to the
resulting rate of pressure rise to adjust the piston velocity to
match the desired rate of pressurerise. Theresult is shown in
Fig. 81.10, which shows a pressure ramp suitable for a shell
witha5-pumwall thickness. Upon magnification of thepressure
versus time data in Fig. 81.10, the pressure is found to be
increasing smoothly at all times, with small variationsin slope
dueto the control algorithm. No obstacle isfound to the use of
amuchslower rate of pressurerise, whichwould besuitablefor
filling shellswith 1-um wall thickness.
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Figure 81.10
A constant rate of pressureriseis produced by controlling the piston position
with a simple algorithm.

The pressurization system has proven robust, with all
indications that it will be able to fill shells with the thinnest
walls. Three additional observations contributeto thisconclu-
sion. Thesmallest motionincrement of themotor drivingtheoil
syringe pump corresponds to 0.002 atm at a pressure of
1000 atm, and less at lower pressures, much less than the
0.1-atm buckling pressure of shellswith 1-umwall thickness.
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When the motor direction is reversed, as will be necessary
when cooling thin-walled shells, there is one turn of backlash
inthemechanical system, but no observable pressuredrop that
could threaten shell survival. Finaly, it appears that the low
rate of temperature rise required for the condensation tube
(~0.2°K/min at 40°K) is achievable by applying a slowly
increasing power level ~12 W. To demonstrate the capacity to
fill thin-walled shells, aseries of increasingly slower pressure
ramps will be used to fill successively thinner walled shells,
followed by depressurization ramps and examination of the
shells. Thefinal and most difficult stepwill betoagainfill such
targets and reduce the external pressure while cooling the
targets by running the pressurization apparatus in reverse.
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Modeling the Temperature and | ce-Thickness Profiles
Within OM EGA Cryogenic Targets

Introduction

Cryogenic targets for direct-drive experiments on OMEGA
reguire a 100-um-thick layer of solid hydrogen isotopes (DT
or D,) uniformly distributed around theinside of athin-walled
(2 um), 1-mm-diam polymer capsule. Thisuniformity isachieved
by maintaining the capsule in a uniform and stable thermal
environment where the inner and outer ice surfaces are each
positioned along a single isotherm. The hydrogen fuel is
layered!=3 in the following sequence: the capsule is perme-
ation-filled with gaseous DT or D,; the gas is cooled to the
liquid phase, then gradually cooled through the triple point;
polycrystalline DT or D, solid expands from a single nucle-
ationsite. Heat provided during cooling through thetriplepoint
is needed to sublime the hydrogen ice from regions where the
ice isthickest and redeposit it where ice is thinnest to form a
uniformly thick layer. For solid DT thisenergy is provided by
the radioactive decay of a triton atom, which produces an
electron with amean energy of 4.6 keV and provides 12 uW of
uniformbulk heatinginan OMEGA target. D, layersrequirean
external source of heat, whichisprovided by an IR light source
operating at the strongest vibrational—rotational absorption
frequency of the D, lattice (3.2 cm™).

The alowed deviation of the inner ice layer from a com-
pletely smooth symmetrical geometry islessthan 1-umrmsfor
all spherical Legendre modes ¢ < 50.4 This demanding speci-
fication requires a diagnostic technique that is capable of
measuring how accurately the capsule is positioned along the
isothermswithin the layering sphere. The only availabletech-
nique with the requisite sensitivity istheinterferometric tech-
nique used to measure the smoothness of the ice layer.> The
uniformity and smoothness of the ice are the best measures of
the thermal environment in the layering sphere. Since the
interferometric technique is also in development, additional
information is needed to understand the thermal environment
present inthelayering sphereto allow ustoiteratethelayering
and characterizing devel opment process. Thisinformation can
be obtained only by numerical simulation and is needed to
define the initial layering conditions. As experimental data
becomes available, the theoretical model can be refined.
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This work is an initial endeavor to develop a numerical
model of thethermal conditionsof acryogenictargetinsidethe
layering sphere. The layering sphere is a spherical cavity
containing two sets of orthogonal windows for viewing and a
hole for inserting and removing the target. The temperature
gradients within the ice are calculated for specific conditions
and nonuniformitiesinsidethelayering sphere. Thisallowsthe
pressure inside the capsule and the ice thickness to be calcu-
lated from the measurabl e temperature on the layering sphere.
Thenumerical simulationsare validated against analytic solu-
tions where possible. The sensitivity of theice layer’s unifor-
mity to the effects of three principal nonuniformities are
calculated: (1) misalignment of the capsule from the center of
the layering sphere; (2) variability in the uniformity of the
capsule wall thickness; and (3) temperature gradients on the
internal surfaceof thelayering sphere. Knowing themagnitude
of these effects will guide our target fabrication and cryo-
engineering research priorities.

A commercialy available computational fluid dynamics
(CFD) code FLUENT® isused to model the cryogenic target in
the layering sphere. This code employs an advanced variable-
sizemesh generati on mechanismthat providesmaximum com-
putational resolution where it is most needed. FLUENT also
possesses two properties that are required for more sophisti-
cated modeling: (1) it allows mass transport to be calcul ated
concurrently with thermal calculations, and (2) it has the
provisionto model condensation, anintegral component of the
layering process.

Two-dimensional (2-D) axisymmetric models of the envi-
ronment, which included the layering sphere, exchange gas,
target capsule, and DT-icelayer, wereusedfor thecal cul ations.
The models were created with GAMBIT (Fluent, Inc.) geom-
etry/mesh generation software, the companion program to
FLUENT. For these initial calculations, the target mount,
layering sphere windows, and target-extraction hole were not
included in the models. The geometry of the environment,
along with the meshing scheme, is shown in Figs. 81.11 and
81.12. A finer mesh was used in the ice and capsule, where
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greater temperature resol ution wasrequired, whileagradually
coarser mesh was used in the exchange gas extending to the
layering sphere’s inside surface. The cell size in the ice was
10 x 10 um?, and the complete environment totaled over
15,000 cells.

Thelayering sphere had aninsidediameter of 25.4mm. The
capsule, which was centered in the layering sphere (unless
decentered for modeling purposes), had an outside diameter of
950 umandawall thicknessof 2 um. TheDT icewasa100-um-
thick layer on the inside of the capsule. The geometry was
considered symmetric about the vertical axis; therefore, only
half the overall geometry was modeled. A 50-mTorr helium
exchange gas was placed in the layering sphere to allow heat
conduction between the target and the layering sphere.

With this model the dimensions (thickness) of the capsule
and ice could be readily changed, simulating capsule non-
uniformities and DT layering, respectively. Also, the target’s
position within the layering sphere could be changed easily.
Thisflexibility allowed many situationsto bemodeled, and the
steady-state ice-thickness profile was calculated iteratively.

Target in
layering ——>1]
sphere’s center

interior surface

T1496a

Figure 81.11

Axisymmetric 2-D geometry/mesh of the target capsule, DT ice, helium
exchange gas, and layering sphere’s interior surface used in the CFD
simulation. The inside diameter of the layering sphere is 25.4 mm, and the
outside diameter of the capsule is 950 um.

MODELING THE TEMPERATURE AND | CE- THICKNESS ProFILES WITHIN OMEGA CRYOGENIC TARGETS

The temperature-dependent properties of the materials in
the model were used at 18.5 to 20 K whenever possible. The
properties of the capsule material—polyimide (Kapton)—
weretaken from literature and product specifications supplied
from DuPont. These are listed in Table 81.1.

Tofirst order, auniformand stablethermal environment will
produce auniform hydrogen fuel layer if a perfectly spherical
capsule with auniformly thick wall is positioned at the center
of an isothermal layering sphere. In actual operation, devia-
tionsfromideality exist, whichwill affect theuniformity of the
ice. Thefollowingthreemodel sweregeneratedto cal culatethe
magnitude of thesedeviationsfromideality onthe steady-state
temperature and ice-thickness profiles.

Case 1. Misalignment of the Target from the Center of the
Layering Sphere.

Thetarget can be moved within the layering sphereusing a
four-axismotion controller (x, y, z, 8) with an absol ute encoder
defining its position. The primary goal isto make fine adjust-
mentsto position thetarget at the center of the target chamber
for the implosion. Generically, it is known that centering the

T1496b

Figure 81.12
Close-up view of the geometry/mesh of the capsule and DT ice used in the
CFD simulation. The DT iceis 100 um thick, and the capsuleis 2 um thick.
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Table 81.1: Properties of the materials used in the CFD simulation.

Solid DT” Polyimide (K apton)8.2 Helium at 50 mTorrl0
Thermal conductivity k (W/m K) 0.35 0.05 0.0227
Heat capacity C, (Jkg K) 2720 130 5600
Density p (kg/m?3) 257.6 1500 0.0002
Heat-generation rate Q (W/m3) 51000 0 0

uniform target in the layering sphere is critical to achieve a
uniform ice layer; however, the sensitivity of the target’s
position in the uniformity layering sphere to the ice is not
known. Whenthecenter of thetarget doesnot coincidewiththe
center of the layering sphere, the side of the capsule farthest
fromthelayering sphere’ssurfacewill bewarmer thantheside
closest to thelayering sphere. (Thecooler wallsof thelayering
sphere act as a heat sink for the heat-generating target.) This
resultsin anonisothermal inner-ice-surfacetemperatureand a
consequent thinning of theicefromthewarmer side. At steady-
state conditions an ice-thickness nonuniformity is created.

Case 2: Capsule-Wall-ThicknessNonuniformities.

Direct-drivetarget capsul eshavebeen produced withahigh
degreeof uniformity indimensionandthickness. X Thecurrent
method of measuring the variability in the wall thickness is
white-lightinterferometry and hasan accuracy of oneinterfero-
metric fringe~0.3 um. This case studiesthe effect of acapsule
nonuniformity, which istoo small to be measured, on the ice
thickness. (If it is found to be significant, a more accurate
method will have to be used to select quality capsules.) These
nonuniformitiesin the capsule wall can lead to thermal gradi-
ents in the ice as thinner areas in the wall offer less thermal
resistance to heat loss to the exchange gas than do thick ones.
As research continues on engineering precise uniform cap-
sules, the effects that nonuniformly thick capsules have on
cryogenic layers must be calculated.

Case 3: Temperature Gradients on the Inner Surface of the
Layering Sphere.

During calculations for Cases 1 and 2, it was assumed that
thelayering spherewasisothermal; that premisewill beinves-
tigated here. In this case, the effects that a temperature non-
uniformity over 12% of thelayering sphere’sinner surfacewill
produce in the target at the center of the layering sphere were
calculated. The source of theheat |oad could be (1) alocalized,
small thermal short to an adjacent shroud along an instrumen-
tation sensor or the optical fiber used for IR layering and/or
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(2) heating on the windows during IR layering and target
viewing, and from external radiation. Depending on the mag-
nitude of the temperature nonuniformity, polar and azimuthal
temperature gradients may develop in the ice. The effects of
these heat sources must be identified by cal culations so they
can be minimized by engineering.

Themost obviousinitial concern—heating caused by room-
temperature radiation—is not expected to be a significant
contributing factor: radiation will be absorbed in the windows
(BK glass) of the first stage of the cryocooler, which are at
45K. Lessthan 0.4% of thelightistransmitted by these 1-mm-
thick glasswindows. (Re-radiationfromthesewindowsat 45K
throughthelayering sphere’ ssapphirewindowswascal cul ated
to heat the target by less than 20 nW, which is negligible.)

TheTarget Viewing System (TVS) isused toilluminateand
view thetarget when it is positioned in the center of the target
chamber. Absorption of thisradiation in the sapphirewindows
isacontributor to anonuniform layering-sphere temperature.
Thesourceisfilteredto 532 nmwith abandwidth of 40 nm, and
the heat load islocalized around the windows. Because of the
excellent thermal conductivity of the copper layering sphere,
that areaisexpected to haveatemperaturenonuniformity of the
order of 1 mK. (If theillumination sourceisunfiltered, the heat
absorbed in the sapphire window is ~40 mW.)

A nonisothermal layering-sphere surface will transmit its
effects into the surrounding helium exchange gas, which will
produce an uneven heat load on the capsule. The nonuniform
capsuleenvironmentwill resultinashiftinthetargetisotherms
to create a nonuniform cryogenic-fuel layer.

Solution Procedure

Separate model swere devel oped to determine the sensitiv-
ity of the smoothness of the DT ice to deviations from ideal
boundary conditionsthat may beexpectedinactual operations.
Thiswas done to identify those parameters that most affected
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thelayer’s smoothness. Only heat transfer viaconduction was
modeled: the pressure of the helium exchange gas (50 mTorr)
istoo low for convection to contribute to heat flow, and the
small temperature gradi entsbetweenthe capsuleandthelayer-
ing sphere preclude a significant radiation effect. (A more
complicated refinement to beadded | ater will incorporate mass
transfer and the presence of helium inside the capsul e into the
model. Thiswill allow the dynamics and time dependency of
the layering process to be determined. These capabilities will
be needed to complement the experimental observations.)

An iterative procedure was used to calculate the final ice
profile. Initially, theice was defined asauniformly thick layer
inside the capsule to calculate the heat generation and the
temperature gradient over the ice thickness. Next, a new
boundary conditionwasestablishedtointroduceaperturbation
of interest, and the resultant temperature profilein theice was
calculated. Theice'svoid was offset, with the void remaining
spherical, to alter theicethicknessand to simulatethelayering
process. (The solid, which has atemperature-dependent vapor
pressure, sublimesand diffusesfromthewarmer surfacestothe
colder surfaces, where it condenses). The simulation was
repeated with the adjusted i ce geometry, and new temperature
profiles were calculated. The process was repeated until the
temperature difference on the internal surface of the ice was
minimized. At thisapproximately uniformicetemperaturethe
net transfer of DT would be approximately zero. This conver-
gent configuration was the best approximation of the steady-
stateice profile that can be achieved with aspherical void for
the prescribed boundary condition.

Resultsand Discussion
1. Analytical Solutions

An initial, idealized model was created to determine the
temperatureprofileof auniform spherical icelayer. Thismodel
was used for two reasons: (1) to determine the thermal param-
eter space expectedinsidethetarget layering sphere, and (2) to
compare the numerical solution to the analytical result to
ensure the model was functioning correctly. The model con-
sisted of auniform 100-um DT-ice layer inside a 2-um-thick
polyimide capsule with the temperature of the outer layer of
the ice constant at 19.5 K (the defined boundary condition).
The DT was self-heated with a volumetric heating rate of
51,000 W/m3 (about 12 /W per target). The numerical simula-
tion calculated the steady-state inner ice temperature to be
19.50065 K. Thus, aradial temperature difference of 650 uK
existed between theinner and outer ice surfaces. Thetempera-
ture profileis shown in Fig. 81.13. Thisresult compared well
with thefollowing analytical result.
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The steady-state governing equation’? of a spherical shell
with heat generation is

2
Ed—(rT) +

:0, 1
rdr2 M

=~ |0

where r is the radius, T is the temperature, Q is the heat
generation, and k is the thermal conductivity. The boundary
conditionsare (1) theinner surface, r =R;, isat T; and the outer
surface, r = R isat T,; (2) no heat transfers from the solid to
the gas (assuming negligible thermal conductivity and heat
generation in the gas). The solution is given by
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Thiscalcul ation assumes spherical symmetry, i.e., uniformice
thicknessand heat transfer solely intheradial direction. Using
the dimensions of theice, Ry =473 ym and R; = 373 um, and
the thermal conductivity k = 0.35 W/m K, the temperature
difference between the inner and outer surfaces (T; — T,) was
630 UK. This result agrees within 3% of the numerical solu-
tion, validating the mesh resolution and sensitivity of the
numerical approach.

A second model was created to determine the temperature
profiles from pole to pole along the outside surface of a
nonuniformly thick DT-icelayer. If theiceisuniform, thereis
no pole-to-poletemperature differencebbecausetheheat loadis

® o °
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Figure 81.13

Radial temperature profile of auniformly 100-um-thick DT-ice layer inside
an OMEGA cryo target. The outside ice surface was fixed at 19.5 K. The
volumetric heating rate of DT was 51,000 W/m3,
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symmetric. When thickness variations exist, heat can flow in
the tangential direction, leading to a nonisothermal inner ice
surface. To model nonuniformities, a 100-um-thick ice layer
wasconstructedwitha2.0-um ¢ =1 nonuniformity. Themodel
withdimensionsisshowninFig. 81.14. Theisothermal bound-
ary condition on the inner surface of the ice was 19.5 K, with
all other thermal and material propertiesof DT the sameasthe
previous model. The CFD simulation predicted atemperature
difference (AT, = 12 uK) along the outer surface of theice.

T Dimensions are in um,
not to scale

T1505

Figure 81.14

A nominal 100-um-thick icelayer with 2-um ¢ = 1 nonuniformity used inthe
CFD simulation to determine the pole-to-pole temperature difference in
nonuniformly thick DT ice.

For the analytical solution, Eq. (2) wasrearranged and two
calculations were performed. Each calculation gave the tem-
perature of the outer ice surface for a given thickness. The
equations were solved by using the inner-surface boundary
condition:

¢ 210He o a0l 1T
'_6kéR° 5_1 %J'
_}952_ 31l
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where the indices “1” and “2” on the radii and temperatures
indicatetwo different locations. By solving the equationswith
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real radii and properties(showninFig. 81.14) and allowingthe
indices 1 and 2 to refer to the north and south poles, respec-
tively, the temperature difference along the outer ice surface
(ATp=Tp1~Top) Was 14 uK. Thisresult agreeswithin 17% of
the numerical solution above.

2. Numerical Simulations

The two models above determined the thermal parameter
spaceand compared well withtheanal ytical solutions. Thenext
task wasto cal culate the effects of realistic perturbationsto the
system on the DT-ice temperature and thickness profiles. For
these more complicated situations, no simple analytical solu-
tion existed against which to compare; instead, the numerical
models were used to predict the profiles.

Case 1. Misalignment of the target from the center of the
layering sphere.

In this model the target was shifted from the center of the
layering sphere as shown in Fig. 81.15. Thefigure depictsthe
centers of the target and layering sphere offset by
1 mm, about one target diameter. The interior surface of the
layering sphereisisothermal at 19.2 K (the prescribed bound-
ary condition). The capsuleand DT ice wereinitially uniform
2 umand 100 um thick, respectively. The cal culated tempera-
tureprofilesinthe DT iceand vapor spaceprior tolayering are
showninFig. 81.16. Sincethe bottom of thetarget wasfarthest
away from the colder layering sphere, it had the relatively
warmer inner ice surface. The pole-to-pol etemperature differ-
ence along theinner ice surface caused by the target misalign-
ment of 1 mm was 85.5 K.

1-mm

offset ¥__|
from A —

center T

A4

T

Layering sphere at a
constant temperature
T1500a

Figure 81.15
Axisymmetric model of atarget offset from the center of thelayering sphere.
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The next step of the simulation was to determine the ex-
pected shift in ice thickness caused by the temperature differ-
ence on the inner surface. Since the bottom part of the target
waswarmer, the temperature-dependent vapor pressureof DT
above the ice was greater than where the ice was colder. The
resulting pressure gradient would create a net masstransfer of
DT tothecolder, upper half of thetarget whereit condenseson
theice surface. Thisreducestheice thickness at the bottom of
the capsule and increases it at the top. The semi-circle that
represented the inner ice surface was shifted downward to
represent the thinning of thelower layer and thickening of the
upper layer of DT. Following the iterative solution procedure
described previoudly, the ice's void was manually varied to
simulate layering, and the simulation was repeated until the
pole-to-pole temperature difference along the ice surface was
approximately zero. This occurred when the total ice ¢ = 1
nonuniformity was 1.1 um. (The ice thicknesses at the north
and south poleswere 100.55 ym and 99.45 um, respectively.)

The simulation was repeated for different values of the
misalignment of the target from the layering sphere’s center.
The inner ice pole-to-pole temperature differences before
redistribution caused by different target offsets are listed in
Table81.11. Thecorresponding £ = 1 nonuniformitiesintheDT
layer resulting from the offsets are displayed in Fig. 81.17.
Using the ¢ = 1 mode for these analyses is a reasonable
compromise asit isthe dominant contribution to the total rms
roughness* and makes the calculation tractable. Clearly, in
actual operationthechangeinicethicknesswould beobserved
in additional modes of the power spectrum (¢ > 1); however, at

19.5531254
. 19.5529633
19.5528011
19.5526371
19.5524750
19.5523129
19.5521507
19.5519886

19.5518246
I 19.5516624

19.5515003

AT=
85.5 uK

T1500b

Figure 81.16

Temperature profilesin the DT ice and vapor space for atarget offset from
the center of the layering sphere by 1 mm. The pole-to-pole temperature
difference on the inner ice surface was 85.5 pK.
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present, modeling these additional modesis beyond the scope
of thisarticle.

Case 2: Capsule ¢ =1 nonuniformities.

Thecapsuleitself can producetemperaturenonuniformities
intheiceif thewall isnot uniformly thick becausethecapsule's
thermal conductivity is much less than that of the ice. The
effects of these small perturbationsrequired an adaption to the
model. Tomodel the sensitivity of nonuniformitiesof theorder
of tenths of microns, the scale of the area under investigation
was reduced to include only the target capsule and the DT ice
and vapor space. This removed the exchange gas and layering
sphere from the calculations. Instead, an isothermal boundary
condition on the outer capsule surface at a temperature of
19.5K wasused in al simulations.

Table 81.11: Pole-to-pole temperature difference on the inner
DT-ice layer before redistribution for various
offsets of the target from the center of the
layering sphere.

Offset from center Temperature differenceinice
(km) (LK)
0 0.0
500 -52.0
1000 -85.5
1500 -190.0
2.
3 8 | | | o
5 24r .
i
S 20t -
£~ 16 .
% \EE 1 2 — —
£ ' ¢
E 0.8 ° 7
g 04 7
&= 0.0® ! ! !
0 400 800 1200 1600

1501 Target offset from center (um)

Figure 81.17
Total ice { = 1 nonuniformity inanominal 100-um-thick icelayer for various
offsets of the target from the center of the layering sphere.
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An example case is shown in Figs. 81.18-81.20. The cap-
sule (nominal thickness 2 um) was model ed to be nonuniform
by shifting the semicircle representing the outer shell surface
upward by 0.15 um to create a total ¢ = 1 nonuniformity of
0.3 um. A uniform 100-um DT-icelayer was placed inside the
nonuniform capsule; the complete geometry is shown in
Fig. 81.18. Since there was a greater thermal resistance at the
north pole than the south pole due to the thicker capsule wall,

373

473 —>|
474.85

T1502a

Figure 81.18
A 0.3-um nonuniformity (¢ = 1) in the target-capsul e thickness. Theice was
100 pum thick. Figures are not to scale.
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Figure 81.19

Temperature distribution along the inner surface of the ice (0° at target
equator, 90° at north pole, —90° at south pole). A pole-to-pole temperature
difference occurs as a result of the ¢ = 1 nonuniformity (capsule thickness
nonuniformity).

theicewasrelatively warmer at the north pole. The calcul ated
pole-to-pole temperature variation (~25 uK) along the inner
ice surface is shown in Fig. 81.19. Using the iterative solu-
tion procedure, theicethicknesswas shifted to simulatelayer-
ing (by moving the ice's free surface) until the temperature
gradient between the poles reached zero. Thisresult is shown
inFig.81.20, whereatotal 1.86-pmice (=1 nonuniformity was
calculated. (The ice thicknesses at the north and south poles
were 99.07 um and 100.93 um, respectively.) The results of
simulation recreating other capsule ¢ = 1 nonuniformities are
listed in Table 81.111.

Case 3: Temperature gradients on the inner surface of the
layering sphere.

In the model for this investigation, the temperature was
raised by a fixed amount on an area covering 12% of the
layering sphere. Theremainder of thelayering spherewasheld
at 19.2K. Thissimulated the effect that al ocalized heat |oad on
thelayering spherehasonatarget. Thecapsuleand DT icewere
initially uniform 2 um and 100 um thick, respectively. The
resultant effects on the ice temperature and distribution were
calculated for atarget centered in the layering sphere.

The presence of helium exchange gas allowed temperature
perturbationsonthelayering spheretotransmit tothetarget and
create an uneven heat load. Naturally, the side of the capsule
closer totheheat sourcewaswarmer thantheoppositeside. The
DT icethinned from the warmer side and redistributed on the
cooler side, until the free DT surface was isothermal. The

T1502¢

Figure 81.20

The ice's void was shifted until zero temperature difference occurred
between the poles. This was considered to be the final ice-thickness profile.
Figures are not to scale.
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resultsarelisted in Table 81.1V. A 10-mK nonuniformity over
12% of the layering sphere caused a ~0.5-um ice ¢ = 1 non-
uniformity. A temperature gradient along the layering sphere
greater than 10 mK must be present to changetheicethickness
by asignificant amount.

Summary

The temperature field within the cryogenic target is influ-
enced by many factors, including the presence of exchange
gases, target alignment within the layering sphere, target cap-
sule thickness uniformity, temperature gradients on the layer-
ing sphere, in-situtarget characterization methods, and external
radiation. This temperature field determines the thickness
uniformity of the DT-ice layer.

Thetemperature profile and ice ¢ = 1 nonuniformity of the
target within the OMEGA cryogenic target positioner were
calculated using a thermal model in CFD simulations. The

MODELING THE TEMPERATURE AND | CE- THICKNESS ProFILES WITHIN OMEGA CRYOGENIC TARGETS

work isolated the effect of discrete factors that affect the
uniformity of the ice thickness and determined a first-order
sensitivity of theice smoothnessto the effect: (1) variationsin
target alignment in the layering sphere, (2) capsul e-thickness
uniformity, and (3) temperature uniformity on the layering
sphere. Theresultantice-thicknessprofileswerecal culated for
these various boundary and initial conditions.

For a target misalignment from the center of the layering
sphere by 1 mm, the expected ice ¢ = 1 nonuniformity is
~1.0 um. For a capsule ¢ = 1 nonuniformity of 0.1 umin a
nominal 2-um-thick shell, theexpectedice ¢ = 1 nonuniformity
is0.6 um. A temperaturegradient along theinner surfaceof the
layering sphere greater than 10 mK must be present to change
the ice thickness more than 0.5 um. Results from this study
determine which variables have the greatest effect on the ice
smoothness to guide target fabrication, layering, and cryo-
engineering priorities.

Table 8LI1I:  Pole-to-pole temperature difference before redistribution and resultant , = 1 nonuniformity

for different capsule , = 1 nonuniformities.

Capsule-wall nonuniformity Pole-to-pol e temperature difference Resultant ice-thickness
(1=1) inice before redistribution nonuniformity (, = 1)
(k) (1K) (k)
0.1 9.5 0.6
(1.95t0 2.05) (99.7 t0 100.3)
0.3 24.5 1.86
(1.85t0 2.15) (99.07 to 100.93)
0.6 525 3.72
(1.7t0 2.3 (98.14 t0 101.86)

For an OMEGA cryo target (2-4m capsule wall, 950-um OD, 100-um ice layer)

Table 8L.1V: Pole-to-pole temperature difference before redistribution and resultant ice , = 1 nonuniformity
for temperature gradients over 12% of the area of the layering sphere.

Temperature gradient over 12%
of layer sphere area

Pole-to-pol e temperature gradient in
ice before redistribution

Resultant ice-thickness
nonuniformity (, = 1)

(MK) (LK) (pm)
5 15.4 0.34
10 28.7 0.54
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Target Detection and Shroud Pull Sequencing
for Cryogenic-Target Operations on the OMEGA System

Introduction

The long-term plan for the upgraded OMEGA laser system
includes continued improvements in beam quality, beam-to-
beam energy and power balance, and theincremental addition
of several beam-smoothing techniques. Incorporating the ca-
pability to shoot “cryogenic” targets is also part of the plan.
Integration and activation of the Cryogenic Target Handling
Systemisin progressasof thiswriting. Thisarticleintroduces
the elements of cryogenic-target operations and details the
technique that will ensure correct and safe sequencing of
cryogenic shots.

1. Cryogenic Operations

A cryogenic target is a ~1-mm-diameter spherical shell
that isprocessed at very low temperatures and delivered to the
target chamber with thefuel frozen asalayer of “ice” approxi-
mately 100 um thick on the inside surface of the shell. These
targets can contain significantly more fuel than the normal,
room-temperature, gas-filled targets. Figure 81.21 illustrates
how cryogenic targets are suspended by spider’s silk from a
beryllium “C” mount (see description in the Target Filling
section, p. 7, thisissue).

Figure81.22 showsthe equipment installedinthe OMEGA
target areato allow cryogenictargetsto be positioned and shot.
The lower pylon, supported by the target chamber (TC),
extends downward from the center of the TC and through the
Target Bay floor; this lower pylon is basically a cylindrical
vacuum vessel fitted with akinematic dock insideitsupper end
and an isolation valve and flange at its lower end. The upper
pylon extends from above the center of the TC, through a
bellowsjoint at thetop of the TC; it is supported by the bridge
structurethat spansthe Target Bay. Thelinear induction motor
and shroud retractor, which are housed within the upper pylon,
areusedtoremoveathermal shroudthat protectsthetarget until
shot time,

Figure 81.23 shows the elements at the center of the TCin

moredetail. Thetargetishousedinamovingcryostat (M C) that
isplaced at the center of the TC by thelower pylon equipment.
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Theposition of thetarget can be checked and adj usted using the
standard OMEGA Target Viewing System and the positioner
built into the MC. The OMEGA system may then be charged
and sequenced to shoot thetarget. The charging and countdown
take approximately 3 min. In the last second, the shroud
retractor iscommanded to pull the upper shroud upward, away
from thetarget, so that it is clear of the beams before the laser
pulse arrives.

Cryogenic targets are produced by permeating deuterium
or deuterium/tritium fuel into the shell at pressures of up to
2000 atm and then cooling the assembly to below 20°K. The

G3970

Figure 81.21

Cryogenic targets utilize a “C” mount configuration that minimizes the
mass in the vicinity of the target and does not obscure any of the 60
OMEGA beams.
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M C maintainsacold environment around thetarget whileitis
moved from the permeation site, completes its preparation
cycle, and is moved to the center of the target chamber. Fig-
ure 81.24(a) shows the base of the MC; Fig. 81.24(b) shows
the components that make up the upper shroud. The inner,
middle, and outer shrouds are joined to form a single upper-
shroud assembly that can movein avertical direction over the
target and mate with the lower shrouds on the base. In this
configuration, the target is centered in the “layering sphere,”
whichisametal cylinder with aninternal spherical cavity that
iscontrolledto providethelow-temperature, spatially uniform
radiation environment that promotes formation of a smooth,
concentricicelayer. Windowsinthelayering sphere, themiddle
shroud, and the outer shroud allow the target to be viewed along

Transport and
insertion equipment

Figure 81.22

The major equipment items recently installed in the OMEGA target areato
facilitate cryogenic target shots include transport and insertion equipment
beneath the target chamber, upper and lower pylons, and astructural bridge.

two axesby the Target Viewing System (TV'S), whichisused to
position objects in the OMEGA target chamber.

The MC transport cart mounts all of the cooling, vacuum,
and control equipment required to maintain the MC at the
required low-temperature, high-vacuum condition. A major
featureof thetransport cartisan evacuated umbilical spool that
managestheel ectrical andfluidlinesthat connect theM Ctothe
equipment onthecart. Figure81.25 showsthetransport cart. In
thisview, thecryostat islocated bel ow thelarge gatevalvenear
the top of the cylindrical vacuum vessel (left of center). The
entiretransport cart ismounted on apneumatic bearing system
that allows operatorsto push it from place to place within the
facility. A total of five transport carts are planned.

Shroud
retractor
Viewing port
\
Upper Moving
Shroud Cryostat

G4942

Figure 81.23

Thecryogenictarget ishoused inamoving cryostat (MC) that is placed at the
center of the target chamber. The MC includes thermal shrouds that isolate
the target from the room-temperature target chamber environment. The
shroud retractor removes the upper shroud just prior to the shot.
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Target
assembly

Lower
shrouds

4-axis
positioner

Cryo-
cooler

T1461&1462

Figure 81.25

The moving cryostat transport cart carries the moving cryostat and its
cooling, vacuum, and control equipment. It is moved around the facility on
a pneumatic bearing system.
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Outer

shroud
Figure 81.24
Parts of the moving cryostat: (a) The base
includes atarget positioner, a cooler, and the
lower protectiveshrouds; (b) theupper shroud
isathree-layer assembly. Thelayering-sphere

Middle element that immediately surrounds the tar-

shroud get provides a spatialy uniform radiation
environment that determines the properties
of theice.

Layering

sphere

Inner

shroud

T1463
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Figure 81.26 showsthelower pylon, in the room below the
target chamber, withthetransport cart dockedtoit. Thevertical
cylinder in the foreground is an evacuated “chain locker.”
Whenthe systemisready, theisolation gateval vesare opened,
and the M Cisdriven to the center of thetarget chamber by the
action of the chain being driven out of the locker and along
guide rails inside the transport cart and lower pylon vacuum
vessels. When it arrives at the center of thetarget chamber, the
M C mateswith the kinematic dock built into the lower surface
of the top of the lower pylon and is clamped into place. This
places the layering sphere and target within approximately
100 pm at the convergence of the laser beams.

The linear induction motor (LIM) in the upper pylon can
then be operated to lower the shroud retractor from above to
engage the upper shroud and prepare it for removal (this
configuration is shown in Fig. 81.23). The shooting sequence
includes commanding the removal of the upper shroud so that
itisclear of thebeamsbeforethepul searrives, assuring that the
targetisintact andin place, and preventing thelaser pulsefrom
propagating if a problem is detected. The details of this final
sequencing, detection, and shot authorization process are per-
formed by the cryogenic target detection equi pment described
inthisarticle.

G4943

Figure 81.26

For an OMEGA shot, the transport cart is positioned under the lower pylon
and connected to it. A compression chain system is used to drive the moving
cryostat upward into the target chamber.
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2. Cryogenic Target Detector

Because the beam ports on OMEGA's target chamber are
arranged in opposing pairs, energy propagated forward in one
beamline can pass through the chamber and propagate in the
backward direction on the opposing beamtrain. Thisfeatureis
exploited routinely in alignment procedures that use low-
energy laser beams. High-value optics can be seriously dam-
aged, however, if even afraction of the high-energy shot pulse
isallowed to passthetarget and enter the opposing focuslens.
“Target existence detectors’ have been put into place to help
prevent this from happening. The automatic imaging target
existence detector (Al TED)—a system used on noncryogenic
target shots—protects against the situation where a properly
aligned target moves or falls out of position late in the shot
cycle. Thecryogenic target detector (CTD) performsthe same
functionsin the altered circumstances dictated by cryogenic-
target operations. (The Target Viewing System cannot be used
for target detection in either case because its lenses extend
well into the target chamber and are protected from flash and
debris by rugged shutters. Because these shutters require ap-
proximately 10 sto close, they are closed and verified prior to
charging the laser system.)

AITED isdesigned to deal with targetsof any shape (planar
or spherical) positioned at any | ocation near thetarget chamber’s
center. It features asingle video camerato view abacklighted
image of the target using an arrangement of lenses mounted
outside the target chamber. Since it functions by processing
videoframesat 30 Hz, AITED isuseful until about 30 msprior
to the shot. After the last pre-shot frame has been acquired, a
fast shutter closes to protect the camera from the flash of the
target event. The presence of the shroud and the sub-frame-rate
timing of eventsprevent theuse of AITED for cryogenic shots.

TheCTD usesapair of apertured photodiodestoanalyzethe
intensity of signals provided by dedicated laser illuminators.
This technique can provide detection arbitrarily close to the
shot, butitislimitedto spherical targetspositioned at thecenter
of the target chamber. As the design concept for the CTD
developed, it was extended to include the precision timing of
the shroud-retraction (or pulling) event.

Both target detectors prevent the high-energy pulse from
propagating by interrupting the 5-Hz signal that triggers the
power conditioning unitsfor theregenerativeamplifiersat the
beginning of the laser system. The pulse that then propagates
to the power amplifier stages is too low in energy to be
amplified to normal levelsintheremainder of thesystem. Asa
result, essentially no energy reaches the target, and damage
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dueto energy passing through the center of the target chamber
is prevented.

Discussion
The Cryogenic Target Detection (CTD) System has been
designed to meet the following requirements:

a. Synchronize the pulling of the shroud to the laser shot.

» Ensurethat theshroudisclear of all thebeamsbeforethe
energy arrives at the center of the target chamber.

» Minimizethetimethat thetarget is exposed to the target
chamber’ s thermal radiation environment (goal: 50 ms,
max).

» Ensurethat the shot occurs before the vibration caused
by stopping the shroud at thetop of itstravel candisturb
thetarget.

b. Prevent propagation of the high-energy pulseif the target
isnot in place at the center of the target chamber.
* Initiate detection when the shroud has cleared thetarget.
» Continue to monitor as close as possible to shot time.

c. Prevent propagation of the high-energy pulseif the target

isdisplaced or if shroud retraction deviates from nominal.

» Accommodate 700- to 1100-um-diam spherical targets
at the center of the target chamber.

» Detect displacement of the target from the center of the
target chamber.

» Detect early or late exposure of the target.

» Detect failure of the shroud to clear the beams.

d. Provide operability and testability features compatible

with OMEGA operations.

» Provide consistent user interface look and feel.

» Allow operator input of setup parameters.

» Detect and display errors.

» Implement correct responsesto shot-cycle system states
including “ stand-down” and “ abort.”

 Includetest modesand signal outputstofacilitateinstal-
lation, readiness checks, and trouble shooting.

» Providereduced functionality with oneaxisinoperative.

e. Fall tothe“safe” triggers-are-interrupted mode.

The major elements of the CTD include a set of detectors
installed onthetarget chamber; arateinterrupt module (RIM),
whichislocated in the Driver Electronics Room (DER) below
the Laser Bay; and user interface software, which creates a
display inthe Control Room. Theseareshown schematicallyin
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Fig.81.27. The CTD usestwo orthogonal optical detectorsthat
aresimilar tothe TVS. These elements are co-located with the
corresponding TV S equipment on the target chamber but view
along dlightly different axes and operate independently. Be-
cause the CTD viewing axes are blocked by the edge of the
viewing port in the outer shroud of the M C, target detectionis
not possible until the shroud has been pulled clear of thetarget
late in the shot sequence.

The RIM isapackage of electronicsthat is mounted in the
same rack as the primary driver-timing equipment. A dedi-
cated RS-485 serial link relays signals between the detector
packages and the rate interrupt module (RIM). In addition to
those associated with the detectors and illuminators these
includethethree shown connecting to the upper pylon controls
inFig. 81.27. The RIM also receivesthe T-10 and T-0timing
marks and the three 5-Hz rates that it controls from the Hard-
wareTiming System equipment inthe DER. TheRIM commu-
nicates, viaastandard RS-232 serial link, withaSunworkstation
that contains the video frame grabber used by AITED. CTD
operator interface software running on that computer provides
the Graphical User Interface that is displayed on the laser
drivers workstation in the Control Room.

1. CTD Hluminators

Each CTD illuminator consistsof asmall diodelaser witha
collimating optical system and afast-acting shutter. Thelasers
are turned on and off by a general-purpose control software
item that allows the lasers to be operated manually, as needed
for checkout, and automatically cued by shot-cycle software
messages. The fast shutter is controlled (like the AITED
camerashutter) by the hardwaretiming system and adedicated
controller. It closes 1 to 5 ms before every shot to prevent the
flash from damaging theilluminator laser optics and re-opens
automatically after the shot. A photodiode mounted in the
illuminator opticsprovidesasignal totheRIM toindicatewhen
the laser ison, regardless of the position of the shutter.

2. Detector Packages

The CTD optics focus the illuminator laser beam into the
detector package, through amanually adjustable aperture, and
onto a photodiode mounted within the TV S enclosure on the
oppositesideof thetarget chamber. Thissystemisset up sothat
three distinct levels of illumination can be detected:

(@ No light means that the illuminator is either not on or

is shuttered or that the MC shroud is blocking the line
of sight.
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Figure 81.27

Therateinterrupt module (RIM) isthe heart of the Cryogenic Target Detection (CTD) System. It receives signalsfrom detectorsin thetarget chamber, controls
the triggers to the driver preamplifiers, and communicates with the Control Room operators.

(b) Amediumlevel meansthat theshroudisclear of thetarget
and the target isin place.

(c) Ahigherlevel meansthat the shroud isclear but thetarget
isout of place.

The “low” and “high” threshold settings that make this
discrimination are set by the operator and passed to the detec-
tors for implementation. Each detector uses a Microchip
PICMicro8-bit RISC microcontroller runningat 16 MHz. This
microcontroller includeson-board 8-bit anal og-to-digital con-
verters that transduce the photodiode signal. 1/O bits on the
PICMicro’sare used to sensetheilluminator statusand handle
the signalsto and from the upper pylon. The detector packages
also include RS-485 transceivers. The RS-485 standard uses
differential signals that allow greater noise immunity, higher
speed, and greater cablelengthsthantheRS-232 standardwire.
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3. Rate Interrupt Module (RIM)

The RIM developed for cryogenic operations replaces the
unit that was installed for AITED and is also built around the
PICMicro microcontroller. Thefirmware running on this chip
has separate AITED and CTD operating modes. The mode is
determined by whether the AITED or the CTD software is
running on the Sun computer. In the AITED mode, the RIM
functionsthesameaspreviousversionsof theRIM. IntheCTD
mode, the RIM implementsthe cryogenic target requirements.
In both modes the code coordinates the activities of the RIM,
including communi cationwiththe Sun, and control of the5-Hz
flashlamp triggers. Final control of the flashlamp triggersis
provided by opto-isolators rather than the relays used in the
previous versions of the RIM. This approach provides im-
proved reliability and switching speed. The closed-to-open
signal switching time of the rate interrupt opto-isolators has
been measured as approximately 500 ns.
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The overall shroud-retraction sequence must be repeatable
within =1 ms. Thisallocationincludesthe pull trigger” signal
that originatesinthe RIM andisrelayed over the RS-485tothe
Y detector package, whereit isoutput asavoltage level to the
LIM controller in the upper pylon. The performance of the
CTD elementswas assessed in LLE’s Electronics Shop using
the actual components connected by cables of representative
lengths. Theresult of 20 trialsisthat the “pull trigger” can be
timed and generated in the RIM, transmitted to the detector
package, and output with an average latency of 128.8 usand a
rms (“jitter”) of 2.6 us—well within the required limits.

4. CTD Operator Interface (CTDOIF)

The CTD operator interface software was developed using
X/Motif Designer 5 andisdesigned to rununder Solarisonthe
AITED Sunworkstationto makeuseof thededicated serial link
to the RIM. The Graphical User Interfaceis displayed on the
laser drivers workstation in the Control Room. Figure 81.28
illustrates the windows that are presented to the operator. The
main window provides the functions for normal shot-to-shot
operation of the CTD, which includes monitoring the status of

(a) Main window (b) Setup window
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Figure 81.28

The CTD operator interface windows (a) arm the system, enable/disable the
solid-state relays, and monitor status; (b) choose axes to be armed and set
detection thresholds and timing values.
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the RIM and arming the system for a shot. In particular, the
status of theilluminators and the resulting signal levels at the
detectorsareportrayed. The setup window allowsthe operator
to review and change the selection of axes that will be armed
andthevaluesof theRIM parameters. Whenrevised valuesare
appliedtotheRIM, they areautomatically savedtotheOMEGA
database. The selection of one axis or both will depend on the
statusof the CTD hardware. Variationsintarget size or opacity
may necessitate adj ustment of thethreshold values. Thetiming
parameterswill beafunction of theaccel eration profilethat the
LIM/shroud puller iscommanded to follow. It isexpected that
oncethe correct set-up values have been established, they will
seldom be changed.

Thecommunicationlink betweenthe Ratelnterrupt Module
and the Operator Interface is monitored by both elements. If
communication is lost after the system has been armed for a
shot, theRIM will interrupt thedriver triggers. It will also abort
the shroud pull if it is not too late. The OIF supports the
executive-level intercommunication protocol that is used to
coordinate shots. This ensures that the CTD is operated when
necessary and that the operators are aware of any problems. It
also allows the CTD to participate correctly in system-wide
aborts or stand-downs.

5. Operating Sequence

Figure 81.29 illustrates the events in the cryogenic shot
sequence. After the MC has been inserted and the target has
been positioned and verified by the Experimental System
operator using the Target Viewing System, the laser driver
operator will verify that the CTD isset up correctly and “arm”
it for the shot. In the armed state, the CTD will act in response
to the events it can sense. When the CTD is not armed, the
information is simply displayed to the operator.

When theentire OMEGA system isready, the power ampli-
fiersarecharged over aperiod of about 2.5 min. After charging
iscomplete, the precision timing sequence startsat T-20 s. At
about T-10 s (exact timing to be determined during system
activation), the pylon controller element of the Cryogenic
Target Handling System initiates a “pre-pull” activity that
prepares the shroud for removal. The RIM receivesthe “LIM
armed” signal when this is complete. Meanwhile, at exactly
T-10 s, the RIM computer starts a “pull timer” that counts
downtothetimeat whichthepull trigger signal must beoutput.
Since the shroud takes about 470 msto clear the target after it
istriggered, thepull timer will runfor about 9.5s. Whenthepull
timer expires, the RIM logic checksto ensurethat it is prudent
toinitiatetheretraction sequence. AsisindicatedinFig. 81.29,
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the pull trigger will not be output if a system-wide abort is
underway or if the pre-pull did not complete successfully (as
indicated by “LIM armed”) or if the CTD illuminator(s) for the
axes that are armed is(are) not on at this point. (The separate
functionthat control stheilluminatorsiscued by theexecutive-
level intercommunication protocol.) In addition to inhibiting
the pull trigger, these contingencieswill cause the opto-isola-
tors to be disabled, interrupting the driver pulse.

After the pull trigger has been output, the RIM logic waits
until theshroud should beclear (thisistimed by the* activation
timer”). Figure 81.30isaplot of the shroud trajectory that has
been the baseline for the system design. The actual optimum
trajectory is currently being developed on the basis of the
operating performanceof theLIM anditscontrols. Thebaseline
features an initial constant-velocity pull that separates the
upper shroud from the lower shroud. This is followed by
acceleration at 2.5 g until after the time of the shot. The LIM
will then decel erate the shroud to a stop at the upper end of its
travel (this part of the trgjectory is not shown in the plot). In
Fig. 81.30, note that the shot must occur in the 4-ms window
between the shroud clearing the beams (at 0.484 s) and theend
of the 50-ms exposure limit (at 0.488 s). These timing values

depicted in Fig. 81.30 are aso reflected in Fig. 81.29. (The
critical timing parameters used by the CTD can be easily
adjusted to accommaodate any retraction trajectory that can be
executed by the LIM.)

The shroud will clear the CTD lines of sight at the point on
the trajectory marked “ Target is exposed...”. Thiswill allow
the light from the illuminators to reach the detectors and will
causethelower threshol dsto beexceeded. Theactivationtimer
will be set for the latest time that this can occur and still have
asuccessful shot. If this“slow pull” limit isexceeded, the RIM
will disable the opto-isolators to abort the driver pulse. This
prevents shooting with the shroud in a position where it will
intercept some of the high-energy laser beams. The “fast pull
tolerance” [see Fig. 81.28(b)] will be set to represent the
earliest time at which the shroud can clear the target and still
allow asuccessful shot. If theilluminators are detected before
the activation timer is below the fast pull tolerance, the driver
pulse will be interrupted because the target could be exposed
long enough to explode before the shot (the 50-ms exposure
limit). Inanextremefast pull case, vibrationsresultingfromthe
shroud puller decel eration could reach thetarget and disturb it
prior to the shot.
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Figure 81.29

The nominal timeline for a cryogenic-target shot illustrates the increasingly precise timing of events orchestrated by the CTD system.
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If thetarget isin placewhenthe shroud clearsthe CTD lines
of sight, thedetector signalswill be abovethelower thresholds
but will not exceed theupper thresholds. Thisisthe* TARGET”
situation on the operator displaysand withinthe CTD logic. If
the armed axes are in this condition, the shot and monitoring
can continue until the illuminator fast shutters close a few
milliseconds before T = 0. At that point, the signals will drop
back below the lower threshold. The detection logic is then
disabled. While the detection logic is active, the driver pulse
will be aborted if the detector signalsindicate that thetarget is
not present or that the illuminators have failed.

The “shroud clear” signal is derived from a photosensor
attachedtotheLIM structure. Itindicatesthat theshroudisnear
the point at which it is out of the beam paths. This signal is
monitored by the CTD to deal with the contingency that the
shroud retractor slows down or stops after a successful initial
retraction. A T-0 signal is provided to the RIM primarily asa
meansfor disarming thetarget detector after theshot (sothat an
abortisnotinitiated when thetarget disappearsduetotheshot).
ThisT-0signal will be delayed by thetiming system so that it
occursascloseaspossibleprior tothearrival of thedriver PFN
triggers. If the “shroud clear” signal is received before the

TARGET DETECTION AND SHROUD PuLL SEQUENCING FOR CRYOGENIC- TARGET OPERATIONS ON THE OMEGA SysteEM

T-0signal, theshot can continue. If “ shroud clear” hasnot been
received when T-0 arrives, the opto-isolatorswill bedisabled.

The RIM will count the time interval between the “ shroud
clear” and T—-0 and report it to the OIF for review by the
operator. Thesevalueswill also belogged to the database asan
indication of the shroud puller’s performance.

Conclusion

Cryogenic target detection (CTD) is a critical part of the
functional integration of the Cryogenic Target Handling Sys-
tem into OMEGA. The newly designed CTD is based on
existing elementsof the OMEGA controlsand will providethe
necessary sequencing and safety features. The CTD setup
features sufficient flexibility for the evolution of the detail s of
cryogenic operations and target physics research.
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The baseline shroud-removal trajectory features constant velocity separation of the shrouds followed by constant acceleration until after the shot.
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The Effect of Optical Prepulse on Direct-Drive I nertial
Confinement Fusion Target Performance

Introduction

In direct-drive inertial confinement fusion (ICF), laser light
directly irradiates a capsule with a pulse of less than 10-ns
duration. Laser ablation of material from the capsule surface
produces extreme pressure that drives the implosion of the
thermonuclear fuel. Ignition target designs!— require a tem-
poral pulse shapetailored to produce two or more converging
shocksthat coalesceintheimploding core. Ideally, theimplo-
sion occurs without premature heating of the shell or the fuel
contained within because preheat reduces the impl osion effi-
ciency. Sincel CFtargetsareinherently Rayleigh-Taylor (RT)
unstable, itisparticularly important todirect-drivel CFthat the
target perturbations produced by irradiation nonuniformities’
are minimized. Another method to ameliorate the effects of
this instability is to enhance ablative stabilization® by judi-
ciously preheating the shell with shocks produced by therise
of thedrivepul se. Successful | CFimplosionsthereforerequire
precisecontrol of thetemporal shapeof thedriveintensity and
minimal perturbations of the shell by that drive.

Typicaly drive pulses start with a low-intensity (~2%)
“foot,” several nanosecondsbeforethepeak driveoccurs. This
foot is essential for producing the correct isentrope of the
imploding target, i.e.,, one with sufficient heating to help
stabilize the target but not high enough to greatly reduce its
hydrodynamic efficiency. The simulations typically assume
perfect optical contrast (i.e., no prepulses before the drive
pulse begins). ICF lasers have high gain and experience
significant saturation around the peak of the pulse; thus, low-
level noisein thedriver can readily produce prepulses. Since
hydrodynamic target simulations generally cannot correctly
model the effects of prepulses at less than 107> of the peak
power, the specifications for optical contrast must be deter-
mined experimentally using target performance.

Impl osion experiments*®and theoretical cal culations® car-
ried out using 1054-nm lasers generally found that prepulse
levels had to be kept eight to nine orders of magnitude below
the peak power to obtain maximum performance (neutron
yield). Corresponding optical measurement techniques’-8were
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also developed at that time. Since then | CF lasers and targets
have changed significantly, but no new reliable experimental
data exists on the effect of prepulses on target performance.
Today, direct-drive targets are usually coated with a thin
(=1000-A) Al layer that retains the hydrogen isotopes in the
gaseousfuel and preventstarget damagecaused by filamentation
of laser light inside the target shell prior to plasma forma-
tion.%10 Thislayer can be compromised easily by low-energy
optical prepulses. Most modern ICF lasers are frequency-
tripled (351-nm) Nd:glass lasers that benefit greatly from the
prepulse suppression afforded by the frequency conversion.
Recently Eltonetal .11 suggested that prepul sesonthe OMEGA
laser system12 might be higher than expected, prompting the
implementation of acontrast-monitoring system on OMEGA.
Thiswork presents the measured prepulse levelson OMEGA
and a contrast criterion for OMEGA direct-drive implosions.
Similar contrast criteriawill apply to direct-drive experiments
on the National Ignition Facility (NIF).13

Inthisarticleseveral techniquesfor characterizing prepul ses
on OMEGA and their effect on target performance (i.e., neu-
tron yield) are presented. The results indicate that the upper
limit for the allowable prepul se on target is~0.1 Jcm? at peak
intensities of =108 W/cm?2. This translates to an intensity
contrast of ~107 between the allowable prepul se and the peak
of themainlaser pulse. Thislimitismost relevant for Al-coated
targets. The allowable prepulse may be higher for uncoated
targetsif such targets should prove viable in the future.

Optical Diagnosticsand Their Interpretation

Optical contrast on OMEGA is measured at two places:
(1) aUV contrast station located after thefrequency converters
and just ahead of the target chamber, and (2) an IR contrast
stationat theinput totheamplifier chain, ahead of thefirst beam
splitter on OMEGA. In both cases, the full beam aperture is
sampled. The contrast is measured using fast vacuum photo-
diodes (Hamamatsu, R1328U-01-S-1 and R1328U-02-S-20)
and high-speed oscilloscopes (TEK 7250 or IN7101). A sche-
matic layout of the UV contrast stationisshownin Fig. 81.31.
Anair breakdownregionisincludedinthedesignto protect the
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diodes against damaging fluences during the main pulse. The
prepul se monitorsare calibrated with removabl efilters. These
filters allow the main laser pulse to be fully measured on
calibration shotsthat aretypically performed daily. Removing
these filters accesses the low-intensity prepul se region within
20 ns before the main laser pulse. The calibration filters have
an optical density (OD) of 5.3 inthe UV (2.9 in the IR), and,
when removed, the detection threshold is typically around 8
orders of magnitude below the peak UV power (~5to 6 orders
of magnitudebel ow thel R peak power). Extensive precautions
havebeentakentoblock stray light from affecting themeasure-
ments, including thespatial -filter apertureshowninFig. 81.31.
The temporal resolution of this system is better than 200 ps.

Typica prepulse records for a full-power OMEGA laser
pulse are shown as the lower two curves in Fig. 81.32. The
respective calibration curveswith filtersinserted are shownin
the upper portion of this figure. (Note that their peaks are
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normalized to 1.) An IR prepulse (or prepulses) can be seen
rising to ~10~% of the peak IR power within~1 nsof thearrival
of themain pulse(thesteepriseat t=0). Thecorresponding UV
power is <1077 of the peak UV power. The difference in
contrast level betweenthe IR and UV pulsesresultsfrom both
the unsaturated gain in the IR system and the nonlinear fre-
guency conversion. [Low-power prepul ses experience small-
signa conversion (I uv 01 |3R , Whereastheconversionisalmost
linear with the intensity near the peak of the pulse.] From
simulations and experiments we have found that the prepulse
contrast ratio obeys a heuristic relationship of Cyjy, = (Cir)2,
where C = Ppea/Pprepuise (the subscripts refer to the peak and
prepulse powers). This relationship is born out in the results
shown in Fig. 81.32, where the UV prepulse level is mostly
below the noise limit, i.e., flat portions of the trace. (The flat
linesfort>0arethesaturated diodesignals.) The UV prepulse
(Pprepulse < 1077 Ppeak) Within the last nanosecond before the
onset of themain pulseisvery closeto the detection threshol d.

Permanent
filters

Figure 81.31

Schematic layout of the UV contrast moni-
tor station. To protect the photodiode the
confocal lens pair breaks down the air
L2 when the high-intensity laser pulse ar-
rives. Theremovablefilter pack isinserted
for calibration of the prepulse monitor.

Figure 81.32

Contrast monitor traces for the UV at the output and the IR at the input to
OMEGA. The thin traces on top show the calibration traces with the main
pulses on scale and normalized. Thethick lower traces are taken without the
calibrationfilter (see Fig. 81.31) and permit prepul se monitoring to acontrast
of 10-8fromthe peak in the UV (10-6 from the peak inthe IR). No prepulses
are seen above the noise for timest < -2 ns.
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Theprepulsewithin 1 nsof themain pulseoriginatesin either
the regenerative amplifier (regen) or the pulse-shaping system
beforetheregen. Such prepul sesareonly marginally affected by
the Pockels cells following the regen. The genera shape and
position of these prepul ses are reproducibl e although the inten-
sity fluctuates, particularly in the UV. These observationsrule
out regenamplified stimulated emission (A SE), leaving spurious
intracavity reflections within the regen or imperfectionsin the
laser pulse injected into the regen as likely sources. The exact
prepulse sourceis still under investigation.

A large number of OMEGA shots have been examined for
UV prepulses; it was found that none had a prepulse in excess
of 1078 of the peak pulsewithin thetimewindow of -17 nsand
-1 ns prior to the main pulse. Within the last nanosecond the
contrast degrades but the prepulse level typically does not
exceed 1076 of the main pulse (the corresponding cumulative
time-integral of the intensity or the fluenceis about 0.2 Jcm?
in the prepulse) and in most cases remains at or below 1077,

Apart from UV prepulses, additional prepulses on target
could be due to IR and green laser light left over from the
frequency-conversion process. In each of OMEGA's 60
beams, thefrequency convertersarefollowed by twodielectric
multilayer mirrors, each with nearly 100% reflectivity at
351 nm and average reflectivities of ~6% in the IR and ~10%
inthegreen. Theresidual green energy isalwaysmuch smaller
(1%-5%) than either the UV or IR energies and can therefore
be neglected. The IR intensity on target is reduced by afactor
of ~280 because of the IR transmission of the UV mirrors. The
chromatic shift of the OMEGA lenses produces IR spots of
~15-mm diameter in the target plane. Since the random phase
plates!* produceaUV focal spot withaFWHM of 0.5 mmand
do not measurably affect the IR spot size, the IR on-target
intensity is reduced by an additional factor of 900 because of
thischromatic defocusing. Sincethereisno IR prepul se moni-
tor at thelaser output, we must estimate the | R output prepulse
fromthemeasured UV prepul se. Assuming small-signal, third-
harmonic conversion efficiency for the IR prepulse [Pg out =
(Puv,ou) V3], wefind that the IR on-target prepul se contrast is
approximately Cig on-target = ~900 X 280 x (Cyy)¥3, which
is~8 x 107, when the UV contrast is ~3 x 107 as obtained
from Fig. 81.32. Making the pessimistic assumption of 50%
third-harmonic conversion efficiency for the main pulse, we
find that the IR energy prepulse on target is ~1/3 of the UV
prepul se energy.

An independent estimate of the IR on-target prepul se level
(or contrast) can be obtained from the IR input prepulse
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monitor, theten-fold deterioration of the IR contrast dueto the
gain saturation in the amplifiers, and the small-signal UV
conversion efficiency. Since the IR output energy can be as
high as the UV energy (depending on pulse shape and dura-
tion), onecan obtainan upper limitfor thel R prepul seintensity
on target as || on-target, prepuise < [10/(900 X 280 X C|R input]
X lyv,pesk on-target =~ (4 x 107/ Cir) X lUV,pesk on-target-
For Cir input = 1.5 % 10%(Fig. 81.32) theupper estimatefor the
IR prepulse is || on-target,prepuise < 1078 lUV,peak on-target:
which is still well below the corresponding measured UV
prepulselevel =5 x 10~8inFig. 81.32. Thetwo estimatesof the
on-target IR prepulse level (shot 17936, Fig. 81.32) liewithin
afactor of ~4, consistent with the accuracy of these estimates.

Threshold Experiments

The thin Al coatings (0.1 um) applied to all imploding
targetson OMEGA are particularly susceptibleto damage due
to prepul ses. To determineif prepul ses had any effect on these
layers, their integrity (reflectivity) was optically probed from
t = 15 ns up to the arrival of the main pulse (t = 0). The
experimental configuration for those measurements is shown
schematically in Fig. 81.33. An Al-coated flat CH target was
irradiatedwith oneor six beamssymmetrically arranged around
the target and at ~20° with respect to the target normal (see
Fig. 81.33). The Al coating was also used as one mirror of an
interferometer whose fringeswere temporally resolved with a
streak camera.* The interferometer was illuminated with a
10-ns, second-harmonic pulse (532 nm) of aNd:YAG laser.

OMEGA
UV beams
Optical

streak Interferometer [« / A

camera /7 U
A

Interference
filter

Light reflected
from the Al coating1
/

2
=

532-nm, 10-ns

Al barrier 1
optical probe arvict “ayet

(0.1 um)

E10247

Figure 81.33

Schematic experimental setup for measuring the integrity of thin Al surface
layersprior to irradiation with one or six OMEGA laser beams. The Al layer
on thetarget acts as one end mirror for theinterferometer. The target and the
fringes areimaged onto astreak camerato monitor theintegrity (reflectivity)
of the Al. An interference filter, which protects the streak camera against
excessive stray light, is required for high fringe contrast.

*This instrument [the active shock breakout (ASBO) instrument] was
developed and installed on OMEGA by the Lawrence Livermore
National Laboratory.
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Figure 81.34 shows streaked interferometer imagesfor two
shotswithAl-coated (0.1 um) plastictargets(20 um) irradiated
with 1-nssquare-top UV pulsescontaining 90 J(topimage) and
2.7 kJ (lower image). The OM EGA beamswere outfitted with
phase plates!* that produce a spot size (FWHM) of 0.5 mm.
Smoothing by spectral dispersion (SSD) wasnot used; OM EGA
was operated with narrow bandwidth. The probe beam for the
interferometer was timed primarily to determine if early
prepulses (t = —10 ns) were present, as suggested by Elton
etal.1! Thebeam energiesfor shot 16882 produced anintensity
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Figure 81.34

Streaked interferometer fringes for two different irradiation conditions.
Upper image: A low-energy shot shows interference fringes leading right up
to the start of the main laser pulse. The signal to the right of t = 0 is due to
plasma self-emission. Lower image: A high-energy shot under OMEGA
implosion conditions (I ~ 1015 W/cm?2). The two traces are the measured UV
prepulse intensity on target and the cumulative fluence on target for shot
16882. The absence of fringesin the lower part of the lower image indicates
complete disruption of the Al layer at fluences =1 Jcm?2.
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of 8 x 101 W/cm? on target, which is similar to that used for
spherical implosion shots. (Theseintensitiesareaveraged over
the envelope of the beam; the actual peak intensities in the
speckles can be 4 to 5 times higher.1%) Shot 16881 (Fig. 81.34,
top image) was alow-energy shot to test the instrument under
conditionswhereany prepulses(if present) wereexpectedtobe
below the damage threshold for the Al coating; no change in
reflectivity was observed. (Notethat the streak cameratrigger
was adjusted between the two shotsin Fig. 81.34, explaining
thelack of early datafor shot 16881. Furthermore, theinterfer-
ometer illumination beam came ~1 ns earlier in shot 16882
compared to shot 16881.)

AsseeninFig. 81.34, the streaked interferometer image of
shot 16882 shows no evidence of an early (-16 ns<t<-2ns)
prepul se affecting the Al surface. There isalso no evidence of
aprepulse in the corresponding UV diode trace for that shot.
The latter, which was normalized to the peak UV intensity on
target, is plotted in the graph directly below the image. The
cumulativetimeintegral (i.e., fluence) is shown in the bottom
trace. This level of prepulse is higher than typical OMEGA
performance but isuseful becauseit allowed the measurement
of theeffectsaprepulsehasontheAl layer. Theinterferometer
fringes completely disappear once the cumulative prepulse
fluence reaches ~1 Jem? (t = -1 ns in Fig. 81.34), corre-
sponding to a prepulse intensity of ~2 x 109 W/cm?. Fig-
ure 81.34 also shows that the fringe contrast degrades well
before the fringes disappear completely. It is likely that the
disruption of the Al surface is not spatially uniform, and one
expectsagradual decreaseinfringevisibility astheAl layeris
destroyed. Unfortunately theimagesin Fig. 81.34 donot allow
a precise evaluation of the prepul se fluence or the intensity at
which the disruption of the Al layer begins. These measure-
mentsare theref ore supplemented with othersto determinethe
effect prepul seshave on target damage and target performance
(see below).

Aluminum-Barrier-Layer Damage Threshold

Measurements of the UV breakdown threshold6 of thin
barrier layers coated on plastic targets were carried out on
LLE’s tabletop terawatt laser system.1’ To provide relevant
interaction conditions, the output from the 1-um-wavel ength,
Nd:glass laser system was frequency tripled to 351 nm and
focused onto the targets with a 60-cm-focal-length lens
(f number ~9) after passing through a binary distributed phase
plate.14 In these experiments, the first minimum in the Airy
pattern had a 380-um diameter, and the characteristic speckle
sizewas~3 um. The experimentswere carried out with 1.4-ps
and 40-ps Gaussian laser pul ses.
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Thetarget disruption (surfacebreakdown) wasmeasured by
achangeintransmissionthroughthetarget asafunctionof laser
fluence. Anexampl eof theresultsisshowninFig. 81.35, where
the transmission as afunction of laser fluence is shown for a
15-um-thick parylene target coated with 0.02 um of Al. The
transmission was normalized to the transmission of the optical
system in the absence of a target. The data show that the
transmission begins to decrease when the fluence exceeds
~0.1 Jem? (defined as the damage fluence). The transmission
data for both the 1.4- and 40-ps pulses were found to be
indistinguishable, confirming that laser fluence, rather than
intensity (factor of ~30 difference), determinesthe breakdown
threshold. Other metal coatings show similar behavior.

Microscopic inspection of targets exposed to single shots
showed damage to the plastic (CH) substrate at twice the
threshold for observable changesin transmission.
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Figure 81.35

The UV transmission as a function of laser fluence for a 15-um-thick
parylenetarget coated with 0.02 um of Al. The transmission beginsto decay
at fluence levels above 0.1 Jcm?2.

Target Performance

The effect of prepul ses on capsule implosions was investi-
gated with a series of 17 OMEGA implosions. Theimploding
capsules were of nearly identical diameter (896 to 908 um)
andwall thickness(19.6t020.5 um) andwerefilledwith 10atm
of D,. Their shells consisted of an outside CH layer ranging in
thickness from 14 to 19.6 ym with an inner CH layer doped
with 1% Si with a thickness ranging from 0 to 8.8 um. All
capsules were coated with 0.1 um of Al. Two pul se shapes of
3-nsoverall duration were used in these shots; one had afoot
of 1 nsat the half peak intensity while the other had a similar
foot at 1/8 of the peak. SSD beam smoothing was used on all
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shots. The on-target UV energy ranged from 17 to 19.5 kJfor
these experiments.

The prepul se monitor was used to characterize the prepul se
power on these shots. The fluence was determined from the
cumulative integral of that power. A scintillator-photomulti-
plier detector at adistance of 3 mfrom target center measured
the DD neutron yield on these shots.

To characterize the neutron yield performance for these
experiments the yields for each pul se shape and target combi-
nation were normalized to the highest neutron yield shot with
that combination. InFig. 81.36thesenormalized neutronyields
are plotted as a function of the measured prepul se fluence. In
general, target shots with lower prepulse levels outperform
thosewith higher prepulselevels. Fromthislimited set of data
it appears that prepulse fluence levels in excess of 0.2 Jcm?
causeareduction of theneutronyield by afactor of 2compared
to shots with lower prepulselevels.
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Figure 81.36
Normalized neutron yield as a function of prepulse fluence level (Jcm?)
indicates degraded target performancefor prepul sefluencesabove 0.2 Jcm?2.

Discussion

Thiswork quantifiestheon-targetirradiation contrast of the
OMEGA laser and establishes an acceptabl e prepul se fluence
criterion for high-performance ICF implosions. Of primary
concern was the assertion!! that, 5 to 10 ns prior to the main
laser pulse, OMEGA produces prepul ses that |ead to plasmas
with electron temperatures exceeding 100 eV. A prepulse
monitor subsequently installed on OMEGA indicates that no
prepul ses have been observed between 20 nsand ~2 nsbefore
the arrival of the main pulse; however, in the final 1to 2 ns
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before the main laser pulse, OMEGA occasionally produces a
prepul se that can affect target performance.

The photodiodes that monitor the prepul se contrast in both
the initial IR and final UV portions of the system are cross
calibrated to the main |l aser pulse. The corresponding prepulse
sensitivities are 1076 and 1078 below the main pulse intensity.
Experiments that optically probe the integrity of thin Al coat-
ings using interferometry demonstrate that the 0.1-um Al
layersare completely destroyed by prepulsefluencesin excess
of 1 Jcm?. Independent transmission measurementson plastic
targets with 0.02-um Al layers (Fig. 81.35) indicate that the
transmission through these Al layersis altered when the inci-
dent fluence exceeds 0.1 to 0.2 Jcm?2. Damage to the plastic
substrate was typically observed, however, at two times
higher fluences.

Theneutronyieldsof implodingtargets(Fig. 81.36) indicate
that prepulse fluences of =0.2 Jcm? measurably affect
and decrease target performance. This prepulse “threshold”
fluenceisconsistent with that necessary to changethetransmis-
sionthroughthinAl layers(Fig. 81.35). Thisthreshold fluence
issignificantly lower than that required to completely destroy
thefringecontrast of theinterferometer experimentstesting the
integrity of theAl layer (Fig. 81.34). Theinterferometer experi-
mentsshow decreased contrast, however, well beforethefringe
visibility disappearscompletely. Thusthetransmission experi-
ments and the interferometer experiments support each other
and areconsistent with thetarget performancedata. We conjec-
ture that the small-scale perturbations in the Al surface layer
likely serve as seed for the RT instability during the ablation
phase of theimplosion. These perturbations are thusamplified
to levels that affect the symmetry of the implosion and thus
reduce the neutron yield.

Conclusions

The contrast monitors for the OMEGA laser system are
capable of sensing UV prepulses that are =1078 of the main
laser pulse. Our observationsindicatethat theprepulselevel is
bel ow the detection threshold of 1078 of the main pulse for all
shots up to ~2 ns before the onset of the main pulse. During
the last 1 or 2 ns before the main pulse, OMEGA intermit-
tently produces prepulses up to 1078 of the main-pulse inten-
sity (with afluence ~0.2 Jcm?). The source of this problemis
under investigation.

Optical probe experiments using interferometry show that

the thin Al layers on the target surface maintain measurable
fringe visibility until the prepulse fluence reaches ~1 Jcm?,
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which is attained when the prepulse reaches ~2 x 1076 of the
peak laser power. These findings are consistent with indepen-
dent transmission measurements on thin (0.02-um) Al layers
that exhibit decreased transmission at fluences exceeding 0.1
or 0.2 Jem?2. Imploding targets also have decreased neutron
yieldsfor prepulsefluencesexceeding 0.1 or 0.2 Jem?. Thisis
believedto betheresult of small-scal e perturbationscreated by
laser damage in the target surface.

Fromthe experimentsreported herewe concludethat preci-
sion | CF experimentson OMEGA require that the cumulative
prepul sefluences be kept below 0.2 Jem? corresponding to an
optical intensity contrast =107 on OMEGA. Prepulse require-
mentsfor NIF direct-drivetargets are expected to be similar to
these requirementsif Al barrier layers are necessary.
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Design and Synthesis of Near-Infrared Absorbing Dyesfor the
Liquid Crystal Point-Diffraction Interferometer (LCPDI)

Introduction

Although considerable progress in achieving the goals of
ICF has been made in recent years, considerable work still
remains in improving direct-drive laser systems to the point
wherefuel ignition can occur. Because of difficultiesin manu-
facturing large-aperture optical elementssuch asthoseusedin
OMEGA, these optics can add aberrations to each laser beam
that can result in wavefront errorsin the incident beams. Such
wavefront errorscan manifest themselvesin unequal illumina-
tion of the target, which in turn reduces the uniformity of the
energy being delivered by the laser. Although numerous diag-
nostic instruments are used on OMEGA to analyze beam-
uniformity problems, a more effective method of measuring
wavefront aberrations than is currently available is required.
Shearinginterferometery iscurrently usedtoanalyze OM EGA
beamlines, but the method suffers from (1) an inability to
perform gradient measurements in more than two directions;
(2) alow sensitivity to high-order phase errors; and (3) low
spatial resolution. One approach taken to avoid these difficul -
tiesistouseapoint-diffractioninterferometric setupthatrelies
on aliquid crystal (LC) electro-optical device asthe primary
modulation element. The fundamental design of this liquid
crystal point-diffractioninterferometer (LCPDI), asfirstintro-
duced by Mercer and Creath,12issimilar to that of the general
PDI design. Inthe LCPDI, however, an LC layer replacesthe
semitransparent filter of the conventional design, and the point
used for diffraction (i.e., creation of the reference beam) isa
microsphere embedded in theliquid crystal layer (Fig. 81.37).
The incident beam is focused on the area of the cell that
contains the microsphere, and optical interference occurs be-
tween the portions of the beam that pass through the glass
microsphere and the liquid crystal fluid.

Phase shifting isaccomplished by applying avoltageto the
LC device, which undergoes a change in birefringence with
applied voltage. A distinct advantage of the LCPDI is its
common-path nature, i.e., both object and reference beams
follow the same path as opposed to two different paths asin
interferometerssuchastheMach—Zehnder. Thisattributemakes
the LCPDI less sensitive to environmental disturbances such
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as mechanical vibration, temperature fluctuations, and air
turbulence. Itisalsoinherently phase shifting, allowing higher
spatial sampling and generally more accurate wavefront char-
acterization than other interferometric techniques. Thesingle-
path design also requires fewer optical elements than the
Mach—Zehnder, thereby reducing size and cost of the instru-
ment. Mercer, Rashidnia, and Creath® have shown that for
operation in the visible region the LCPDI is significantly
more robust when compared with a phase-shifting Mach—
Zehnder interferometer.3

Because the imaged area of the LCPDI device is substan-
tially larger than the cross-sectional area of the microsphere,
the portion of the beam that passes through the L C fluid must
be attenuated to obtain sufficient contrast to analyze output
images. In practice, thisattenuation has been accomplished by
addinga“guest” dyetotheL Cfluid “host” material usedinthe
device. The LC host material is a commercial nematic LC

Aberrated Voltage source  Object
wavefront beam
)
——)
LCPDI
Convex lens Reference
G4944 beam

Figure 81.37

Schematic diagram of the liquid crystal point-diffraction interferometer
(LCPDI). Thelaser beamisfocused onto an areaof theliquid crystal electro-
optic device containing a glass or plastic sphere in the LC fluid gap. The
portion of the beam passing through the microsphere functions as the
reference arm of the interferometer. Application of an electric field to the
birefringent LC material produces controlled molecular reorientation
with subsequent generation of interference fringes. (Microsphere not drawn
to scale.)
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mixture of cyanobiphenyl and cyanoterphenyl components
(Merck E7), which possesses a relatively high birefringence
and positive dielectric anisotropy (Fig. 81.38).

For successful device operation, the guest dye must meet a
number of important criteria:

 astrong absorbance maximum at or near the wavelength of
incident laser radiation;

 highsolubility intheliquid crystal host to maximizecontrast
and avoid long-term precipitation;

» excellent chemical and thermal stability; and

» low impact on the long-range molecular ordering in the
LC host.

Two additional properties that would be highly desirable in
dyesintended for LCPDI devicesare (1) alow or nonexistent
dichroism of the absorption band of interest so as to assure a
constant attenuation with applied electricfield, and (2) aliquid
crystallinephasetoallow larger amountsof thedyeto beadded
without degrading theinherent molecular ordering of the host.

Although hundreds of dyes for visible-region LCPDI de-
vices are commercially available, the selection of available
dyes for the near IR is considerably more limited, and only a
small subset of these absorb at the required 1054-nm wave-

lengthfor operationinOMEGA. A further complicationisthat
nearly all of these commercially available near-IR dyes are
ionic or highly polar and, as such, show poor solubility in
hydrocarbon-likeliquid crystal hosts (0.01 to 0.05 wt%). One
suchexampleof thistypeof dyeisshowninFig. 81.39. Thelow
solubility of these dyes essentially limits them to a maximum
blocking extinction, or optical density (OD), inthe LC host of
<0.1, which is two decades less than required for producing
acceptablefringe contrast for diagnostic purposes. Thelack of
asuitable near-IR dye candidate with sufficient LC host solu-
bility dictated that a new dye or series of dyes be synthesized
for the LCPDI device to meet its design goals.

Dye Selection and Design

The dye systems that were chosen for study are based on
zerovalent transition metal dithiolenecomplexes,*>whichare
known to exhibit strong absorbance bands in the 600- to
1500-nm region of the spectrum and to be soluble in nonpolar
organic solvents, depending on the dye’s molecular structure.
Our investigations focused on compounds using nickel asthe
central transition element (Fig. 81.40). Nickel dithiolenesare
of special interest for this application because of their high
solubility (up to 10 wt%) in liquid crystalline hosts® and
because the dyes themselves can possess liquid crystalline
properties if appropriate terminal functional groups are se-
lected.57 The latter is a distinct advantage because it would
allow higher concentrations of the dye to be added to the
liquid crystallinehost without substantially reducingitsdegree
of order.

Figure 81.38

Composition of Merck E7, a high-birefringence nematic LC
mixture with positive dielectric anisotropy used asthe active
host medium for the LCPDI device.

Figure 81.39

Molecular structure of acommercially available laser dye Q-switch 5 (Exciton, Inc). Because of
their ionic and highly polar nature, nearly all laser dyes exhibit poor solubility in hydrocarbon-
like liquid crystal host materials such as E7.
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The strong near-infrared absorbance maxima observed in
the nickel dithiolenesis afunction of both extensive electron
delocalizationwithinthedithiolenering systemandinteraction
of this delocalized system with available d-orbitals on the

X X X=H Ph=()
S\ /S Ph
QNi Q where
X X SR 0C,H,, . |
G4947 N(CHj3),
Figure 81.40

The molecular structure of transition metal dithiolenes with nickel as the
central metal. The physical properties of the complex are determined by the
nature of the terminal functional groups, designated as X, in the figure.

DESIGN AND SYNTHES'S OF NEAR-INFRARED ABSORBING DYES

central metal .8 This interaction can be depicted both graphi-
cally and mathematically by usingthelinear combination of the
atomic orbital-molecular orbital (LCAO-MO) theory. Here
the atomic orbitals of the individual atoms are combined to
form a series of lower-energy “bonding” and higher-energy
“anti-bonding” molecular orbitals. Absorption of photons of
sufficient energy resultsin promotion of electrons from occu-
pied (bonding) molecular orbitals to unoccupied (anti-bond-
ing) molecular orbitals. Thelowest-energy transition, and thus
the one that occurs at the longest wavel ength, occurs between
thehighest occupied mol ecular orbital (HOM O) and thel owest
unoccupied molecular orbital (LUMO) and is referred to as
the bandgap. ThisHOMO/LUM O transitionisresponsiblefor
the strong near-IR absorption in the nickel ditholenes.48 Fig-
ures 81.41 and 81.42 show ground-state €lectronic-charge-
distribution maps and HOMO/LUMO electron-density-

Figure 81.41
Ground-state charge-distribution map of the nickel dithiolene core. The shaded
areas indicate electron-rich areas in the molecule.

G4948

(a)
Highest Occupied Molecular Orbital (HOMO)

(b)
Lowest Unoccupied Molecular Orbital (LUMO)

G4949

Figure 81.42

Electron-density probability maps of HOMO (left) and the LUMO (right) for the nickel dithiolene core.
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probability maps, respectively, over the nickel dithiolene core
asgenerated by Spartan 5.0 computational chemistry software
(Wavefunction, Inc.). The energy levelsin electron volts for
each molecular orbital can also be represented graphically,
as shown in Fig. 81.43 for the nickel dithiolene core of
Fig. 81.41. The nature of the functional groups attached to the
nickel dithiolene core hasalarge effect on both the position of
the electronic absorbance maximum and the solubility of the
dye in the host matrix. Figure 81.44 compares the spectro-
scopic and solubility properties of two para-substituted nickel
dithiolenesthat have been previously studied in liquid crystal
host systems.®

Because the above two compounds represented nearly the
sum total of literature data on the behavior of near-IR dyesin
L C hosts, we chose to use these materials as the basis of our
design and synthesis efforts. Our goa was to test different
combinations of functional groups on the nickel dithiolene
core, both empirically and computationally, to observe their
effect on both solubility and optical absorbance. Tothisend, we
initiated the synthesis of a series of materials based on com-
pound (@) in Fig. 81.44 with terminal alkyl and alkoxy groups

Lowest unoccupied
molecular orbital

Highest occupied
molecular orbital

G4950

(a)
Amax = 1064 nm
Solubility in Merck E7 = 0.05 wt%

for initial studies of solubility and spectroscopic propertiesin
the E7 LC host. In a paralel effort, we attempted to use
computational chemistry methods to aid in predicting the
appropriate functional group combinations that would yield
materialswith the desired solubility and spectroscopic param-
eters. These calculations were performed using the computa-
tional chemistry software packages Spartan 5.0 for molecular
geometry optimization and Jaguar 3.5 (Schrddinger, Inc.) for
solubility calculations.

Structural energy minimization calculations using
semiempirical methods were undertaken using Spartan 5.0
prior to conducting the solubility cal cul ationsto ensurethat the
structural geometry of the compounds under evaluation wasin
its lowest-energy conformation. We chose the semiempirical
approach becauseit can accurately predict equilibrium geom-
etry using much less computing resources than ab initio and
density functional methods and, when proper parameters for
transition metal sare applied, can al so takeinto account contri-
butions from bonding to d-orbitals. All calculations were
conducted using a DEC AlphaServer running the Digital
UNIX operating system.

Figure 81.43

Energy levels for bonding (HOMO) and antibonding (LUMO) molecular
orbitals in the nickel dithiolene core shown in Fig. 81.41. The energy
difference between the HOMO and LUMO is termed the bandgap and
determines the portion of the spectrum (UV, visible, or near IR) where the
electronic absorbance bands are observed.

(b)

A =861 nm

max

Solubility in Merck E7 =5 to 10 wt%

H

(H;C),N @

N(CHj), C4Hy

©
Q,

S S
ONMO
S S

Figure 81.44
S\ /S H Effect of molecular structure on
ONi O solubility and spectroscopic
H S/ S properties of two substituted

nickel dithiolenes.

C,H,

G4951
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The solubility of agiven solutein asolvent can be approxi-
mated by calculating its solvation energy and comparing this
valuewiththebonding, or “reorganization,” energy. Thesolva-
tion energy AGg,, is defined in Eq. (1) as?

AGgyy = AGgec +AGqqy +AGyig
+AGj, +AGip +AGqher (1

where AGg,, = solvation energy, AGqq. = €lectrostatic
solute-solvent interaction, AG.,, = energy to form a solute
shaped cavity, AGgg, = London and van der Waals inter-
actions, AG,;i, = changein vibrational energy dueto damping,
AG,jp, = conversion of rotations and translations to librations,
and AGgher = solvent enthalpic and entropic structure (PV
term, etc.).

Although Spartan 5.0 has the ability to conduct geometry
optimization in solution, it is not capable of dealing with
d-orbitals in the solvation calculations. Because the meta
d-orbitals play an extremely important rolein determining the
properties of the nickel dithiolenes, they must be taken into
account in these calculations in order to obtain valid results.
For these solubility calculationsweinstead opted to use Jaguar
3.5, a UNIX-based modeling package that does have this
capability. Usingthediel ectric constant, mol ecular weight, and
density of the solvent, Jaguar determines a “probe radius’
parameter that is used to calculate the solvation energy.10

Solvated molecular systemsaretreated by Jaguar by means
of a self-consistent reaction field method using its own Pois-
son—Boltzmann solver. The Poisson—Boltzman equation
[Eq. (2)] setsthe sum of the internal and external potentials
equal to zero, allowing the programto solvefor the elementsof
the solvation energy according to the three-dimensional grid
mapped out by the equation using thefinite difference method:

DC3(r) Oglr) - ex®sinh[{r)] +4 m B (r)/KTE( $=0, (2)

where e =dielectric constant, = proton charge, k=Boltzman’s
constant, T = absolute temperature, pf = fixed charge density,
¢(r) = dimensionless electrostatic potential in units of kT/q,
r = position vector, and k2 = 1/A2 = 81m2l/kT, where A
= Debye length, and | = ionic strength of the bulk solution.
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Because currently available software is incapable of con-
ducting these calculations in solvent systems that are either
(1) anisotropic in their physical properties or (2) mixtures of
compounds, a direct calculation of dye solubility in the E7
nematic host mixture was not feasible. Our approach was
instead to use single-component, isotropic solvents with mo-
lecular structures similar to that of the componentsin the E7
host so asto establish qualitative sol ubility trendswith changes
interminal functional groups. Cyclohexane(acommonorganic
solvent) and Merck CB-15 (an isotropic chiral cyanobiphenyl
compound structurally similar to the components of E7) were
chosen as the solvent host media for the calculations
(Fig. 81.45). Onedifficulty encountered early in the solubility
calculationswasthat the probe radius cal cul ation assumesthat
the solvent host molecules are rigid and spherical. Although
cyclohexane nicely fitsthisdescription (Fig. 81.45), CB-15is
a relatively long, cigar-shaped molecule and as such has a
substantially larger probe radiusvalue (3.647 A, as calcul ated
by Jaguar). Unfortunately, current limitations in the Jaguar
software package restrict the maximum probe radius for the
solvent host to avalue of <3.1 A, and we found it necessary to
artificially limit the probe radius value for CB-15t0 2.8 A in
order for the cal culationsto proceed. Therequired reductionin
probe radius has a minimal impact on the calculation, as the
dielectric constant isthe parameter that has the greatest influ-
ence on the calcul ated result. Table 81.V showsthe calcul ated
solvation energies obtained for compounds containing the
nickel dithiolene core with a selected group of terminal func-
tional groups as solutesin cyclohexane and CB-15. The value
AGgy, canbeused asaqualitativeindicator of general solubil-
ity of the dye solutes in the same host, with alarger positive
value generally indicating a greater solubility in the solvent
host matrix. As shown in Table 81.V, the calculated AGgy,,
valuesimply that sulfur-containing substituentsareexpected to
provideasubstantial enhancementinsolubility, withthegreat-
est enhancement expected for alkylthio (-SR) terminal groups
bonded directly to the nickel dithiolene core.

Dye Synthesis

The synthesis of the nickel dithiolene dyes and their pre-
cursors were conducted using literature methods'2=1> with
some modifications. The structural identity of synthesized
products was verified using UV-visible-near-IR spectropho-
tometry, Fourier transform infrared (FTIR) spectrometry, and
nuclear magnetic resonance (NMR) spectrometry. Product
purity was assessed by high-performanceliquid chromatogra-
phy (HPLC) and, for crystalline products, by melting point
via hot-stage polarizing microscopy. Phase transitions were
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NC

G4952

Figure 81.45

The solvent hosts used for the solubility calculations: (a) cyclohexane and (b) Merck CB-15. A space-filling graphical model of each solvent host is shown
at the top of the figure, with the chemical structure drawn below. Note that the hydrogen atoms have been omitted in the structural formulas for clarity. The
asterisk in the CB-15 structure indicates the presence of an asymmetric (chiral) carbon.

characterized by both differential scanning calorimetry (DSC)
and hot-stage polarizing microscopy.

For materialswith terminal substituents containing phenyl
groups(-PhR and -PhOR), we used themethod of Ohtaet al.,12
as shown in Fig. 81.46. Compounds with terminal alkylthio
substituents(-SR) weresynthesized based on methodsreported
by Wainwright and Underhill,23 N. Svenstrup et al.,1* and
A. Charlton et al.,»®> which are shown in Fig. 81.47. Our
modifications to the original published procedures afforded

Table81.V: Results of solvation energy calculations on nickel
dithiolene cores with various terminal functional
groups in cyclohexane and CB-15 using Jaguar.
A larger positive value indicates a greater
solubility in the host matrix.

X s S X AGsolv AGsolv
ONO Cyclohexane | Merck CB-15

X s S X (kcal/mole) (kcal/mole)

X = SCgH17 6.9435 ~7.6725

X = SCoHys 6.2764 ~7.7164

X =SCyHg 3.9248 =7.7190

X =PhCyHg 3.2985 -14.4373

X = PhN(CHy), 0.0812 -17.4080

X = PhOCgH g 5.2212 -21.6724

X =PhOC,4Hg 0.9780 —21.6950
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substantial improvements in yields of pure product in most
cases. Table 81.VI givesthe physical properties and yields of
dyes synthesized by these two methods.

Solubility Studies

Prior to generation of a suitable mixture for use in the
L CPDI device, thesolubility limitsof sel ected nickel dithiolene
dyes in three host systems (cyclohexane, Merck CB-15, and
Merck E7) were determined by means of a time-based sedi-
mentation experiment. Samples of each dye chosen for study
were prepared in the three host materials at select concentra-
tions between 0.3 wt% to 1 wt%. Each dye was dissolved into
2ml of each host by heating the host/dyemixtureto an elevated
temperature (40°C for cyclohexane and 100°C for CB-15 and
E7) and stirring for several hours. Upon cooling, each sasmple
was filtered through a 0.45-um Teflon membrane filter to
remove any insoluble material. All samples were checked
periodically, both visually and by microscopic inspection at
100x magnification, for evidence of dye precipitation. For
samples that showed precipitation at 0.3%, new mixtures at
lower concentrationswere prepared until astable dye concen-
tration was achieved. The results are shown in Table 81.VII,
along with the AGg,, values previously calculated from
Table 81.VI. Because such a large number of mixtures were
required in the sedimentation experiment and only limited
guantities of each dye were available, we were unable to
determine an absolute upper solubility limit for each dye
mixture combination. Experiments are currently underway to
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more accurately determine the absolute solubility limit using
only one supersaturated mixture for each dye/host pair by
employing near-IR spectroscopic techniques.

A review of Tables 81.V| and 81.VII shows that there are
substantial differencesnot only inthe solubility of each dyein
thedifferent hostsbut alsoin the position of its A, asthehost
matrix is changed. In general, a 20- to 47-nm bathochromic

(red) shiftisobserved for these dyesintheanisotropic, ordered
LC host as compared to an isotropic host such as acetone or
cyclohexane.® With regard to sol ubility, theexperimental solu-
bility datafor thenickel dithiolenesin cyclohexaneand CB-15
shows a substantial improvement in solubility when terminal
-PhOR substituents are replaced with -SR groups, as was
predicted by the computational modeling. This trend is also
observed, but to a somewhat lesser degree, in the anisotropic

Table81.VI:  Properties of the substituted nickel dithiolenes synthesized for study as dye “guest” dopants
for the LCPDI.
Termina Yield Melting point Amax: 8cetone Purity
Group (%) (°C) (nm) %
Observed | Literature
-PhC4Hq 51 N.R. 228.3-230.6 870 994
-PhOC,4Hq 60 59 246.3-248.7 910 94.0
-PhOCgH g 53 57 184.3-189.1 912 90.0
-SC4Hq 68 15 101 1002 99.3
-SCgHq4 64 15 95-98 1002 98.8
-SCgH13 27 20 68.5-71.1 1002 98.1
-SC;Hy5 41 27 815 1002 99.2
-SCgH47 56 31 73 1002 99.3
-SCgH1g 29 30 80.4-81.2 1002 98.9
-SCygH2q 11 25 69.4-70.3 1002 96.5

N.R. = not reported

Table81.VIlI:  Comparison of calculated solvation energies and experimentally determined solubility limits of nickel dithiolene
dyesin three host systems. For some dye mixture combinations, an absolute upper solubility limit has not been
determined due to limited dye quantities.

Terminal Amax INE7 Cyclohexane CB-15 Merck E7
(X) group (nm)
Solubility limit AGgy Solubility limit AGgy Solubility limit
(Wt%) (kcal/mole) (Wt%) (kcal/mole) (Wt%)
-SCgH47 1020 =0.5% 6.9435 =1.0% —7.6725 =0.5%
-SC/H45 1020 =0.5% 6.2764 =1.0% —7.7164 =0.5%
-SCyHqg 1020 =0.5% 3.9248 =1.0% —=7.7190 =0.5%
-PhC4Hq 910 =0.05% 3.2985 =0.5% —-14.4373 =0.3%
-PhN(CH5), 1056 <0.5% 0.0812 =0.5% —17.4080 <0.1%
-PhOCgH g 970 =0.025% 5.2212 =0.3% -21.6724 <0.3%
-PhOC,Hq 970 <0.001% 0.9780 =0.3% —21.6950 =0.3%

VoA A

= substantial precipitation at indicated value
= marginal precipitation at indicated value
= no precipitation at indicated value; actual upper solubility limit not determined
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E7 LC host mixture intended for use in the LCPDI. The -SR
materialswill provide alarger blocking extinction at the same
solution concentrationthanwill their -PhOR counterpartssince
the Aax Of the-SR compoundsin E7is 70 to 110 nm closer to
the 1054-nm operational wavelength of OMEGA than is the
Amax Of the -PhOR substituted materials. The commercial dye
with -PhN(CH3), substituents, although its A5 iS closest to
1054 nm and is nearly as soluble as the other dyes in cyclo-
hexane and CB-15, displaysthe lowest solubility of the group
inthe E7 host.

Becauseno singledyehassufficient solubility inthe E7 host
to achievetherequired OD of 1.81t0 2, it became necessary to
use amixture of several dyesto increasethetotal dye concen-
tration past the general solubility limit of 0.3%—0.5% for each
dye component.

LCPDI Guest-Host Mixtures

M ulticomponent mixturesof variousdyesfrom Table81.VII
were formulated and evaluated for their performance charac-
teristicswithregardto optical absorbance capability and stabil -
ityintheE7 host LCfluid. Table81.V1II givesthecomposition
of these mixtures. The dye mixtureswere prepared inthe same
manner as described earlier in the solubility experiments.
LCPDI test cellswereassembled from glass substratesbearing
a500-A, transparent, conductive indium tin oxide (1TO) coat-
ing. The ITO surfaces were spin coated with a polyimide
alignment coating, which, after baking and buffing, served as
analignmentlayer for theguest—host L C mixture. Glassspheres
(25-um diam) were deposited onto the coated, buffed surface
of one substrate, and a second coated, buffed substrate was
placed on top of the sphereswith itsrub direction anti-parallel

to the bottom substrate to define a 25-pum gap. The substrates
were bonded together using Master Bond UV 15-7TK1A UV
curableepoxy, and the cellswerefilled withthe LCPDI guest—
host mixture by capillary action. Absorbance spectra of the
devicesweredetermined using aPerkin-Elmer Lambda9 UV-
VIS-NIR spectrophotometer with theincident beam polarized
paralel to the cell alignment axis. Figure 81.48 compares the
optical properties of the three mixtures. As is evident from
Fig. 81.48, themixturecontaining six -SR substituted dyesand
one commercial -PhN(CH3), dye achieves the desired OD
regquirements for the LCPDI.

2.0 | |
1.8 + - - - PhOR mixture <1054 nm
16 L 0.5%, 25-um path 10D=1.79
| e SR mixture o | b
2 14 0.9%, 25-um path | /
2 12+ . N
3 “7-dye” mix {
= 1O0F 1.9%, 25-um path/ ; -
2 08 / 4]
o H 5
C 06 b
0.4 - -
J ———— e _
el N |
600 800 1000
Ga0ss Wavelength (nm)
Figure 81.48

Optical-density data on three guest-host dye mixtures for the LCPDI. The
measurements were made with the cell alignment axis parallel to the polar-
ized incident beam of the spectrophotometer.

Table81.VIIl:  Composition of three dye mixtures formulated
for optical density (OD) evaluation in LCPDI test célls.

-PhOR mix -SR mix “7-dye” mix
-PhOC4Hq 0.25% | -SC4Hqg 0.3% -SC4Hg 0.3%
-PhOCgHq | 0.25% | -SC;Hqg 0.3% -SCsHy; 0.3%
Total 0.5% -SCgH47 0.3% -SC;H45 0.3%

Total 0.9% -SCgH47 0.3%
-SCgH1g 0.3%
-SCioHo1 0.3%
-PhN(CH3), | 0.1%
Total 1.9%
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To date, there has been no evidence of crystallization or
phase separation of dye components in this mixture after
storage periods of several months, either in the bulk mixtures
or in fabricated devices. In most-recent developments, a dye
mixture containing anew nickel dithiolene compoundthatisa
liquid at roomtemperatureasan eighth dyecomponentisbeing
evaluated in an LCPDI device for its performance in the near
IR. Devices containing this new mixture have displayed OD
values of 2.77 and 1.85 for a 25-um and 15-um path length,
respectively. The substantial improvement in OD afforded by
this new compound now opens the possibility of fabricating
thinner LCPDI devices that will exhibit improved contrast,
reduced scattering losses, and faster electro-optic temporal
response over previous-generation, near-1R devices.

Summary

The LCPDI device has exceptional potential for use in
OMEGA duetoanumber of important attributes. Itsinherently
phase-shifting nature allows higher spatial sampling and gen-
erally more-accurate wavefront characterization than other
interferometric techniques, while the single-path design re-
quires fewer optical elements than other types of interferom-
eters, thereby reducing sizeand cost requirements. Thecompact
and “solid-state” nature of the device provides additional
benefits in the form of reduced sensitivity to environmental
disturbances such as mechanical vibration, temperature fluc-
tuations, and air turbulence. The largest single obstacle to
deployment of theLCPDI in OMEGA hasbeentheavailahility
of anear-IR dye with sufficient LC host solubility; chemical,
thermal, and optical stability; and electronic absorbance prop-
erties to produce devices capable of sufficient contrast for
output image analysis. Here, we have shown that, through
selection of appropriate functional groups, zerovalent transi-
tionmetal dithiolenescanbedesigned and synthesized that will
allow the LCPDI to realize its design goals for deployment
in OMEGA.

Although present computational chemistry methods and
software are somewhat limited in scope for organometallic
compounds, they can still provide useful qualitative guidance
in the design and development of new dye compounds with
solubility and optical absorbance requirements tailored to a
specific host material. Using this approach, we demonstrated
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both theoretically and experimentally that sulfur-containing
alkyl terminal groups are superior to alkoxy, alkylphenyl, and
alkoxypheny! substituents both in enhancing the solubility of
thenickel dithiolenecoreinthe host mediumandin optimizing
the location of the dye A5 for maximum absorbance effi-
ciency. Employing amixture of dyesrather than just asingle-
dye substance was shown to have two benefits: (1) a larger
overall host dye concentration allows construction of thinner
LCPDI devices with better performance characteristics, and
(2) thermodynamic stability of the guest—host mixtureis sub-
stantially enhanced since the relatively low concentration of
each dye component reducestherisk of long-term dye precipi-
tation from the host.

In addition to the pending evaluation of the capabilities of
current near-IR LCPDI devices, experiments are also under-
way to more accurately determine the solubility limit of the
dyes by spectroscopic techniques and to further refine the dye
mixture composition so as to achieve additional gainsin OD
without sacrificing mixture stability. Our recent modeling
effortshavegenerated alibrary of over 40 new transition metal
dithiolene compounds that await further synthesis efforts to
evaluatetheir potential asdyecandidatesfor theLCPDI aswell
asfor other near-IR L C device applicationsin optical commu-
nications and sensor protection.
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OMEGA Cryogenic Target Designs

The achievement of high-density implosions using ignition-
relevant pulse shapes and cryogenic targets on OMEGA isan
important milestone on the path to attaining direct-drive igni-
tion at the National Ignition Facility (NIF). The OMEGA
Cryogenic Target Handling System is undergoing final tests
and will soon be commissioned for D, implosion experiments.
Cryogenictargetshaveal so been designed for thissystemwith
the primary criterion of being hydrodynamically equivalent to
the ignition capsule designs. In this context, the constraints
placed on OMEGA cryogenic target designs include similar
peak shell velocities, hot-spot convergence, in-flight aspect
ratio, and stability properties asthe NIF designs. NIF designs
have been discussed previously in Ref 1. In this article, we
report onthe cryogenic OMEGA target design and compareits
physical behavior with the a = 3 ignition NIF design.

The basis for the OMEGA designs is the NIF direct-drive
a = 3ignition design, which consists of a340-um DT-icelayer
encased in a thin (<3-um) plastic capsule of 1.69-mm outer
radius. One-dimensional hydrodynamic scaling arguments?
can then be used to guide the design of OMEGA cryogenic
targets. The laser energy (E) required to contributeto agiven
plasma thermal energy scales roughly as the radius of the
capsule(R) accordingto E~R3. TheNIFisdesignedto provide

1.5 MJ of energy; OMEGA is capable of delivering 30 kJ.
Thus, theradius of an OMEGA capsulewill be approximately
0.3 times the NIF design (see Fig. 82.1).

Figure 82.2 shows the power history for the NIF and
OMEGA pulses. The NIF laser pulse irradiating the ignition
design is a 9.25-ns shaped pulse consisting of a 10-TW,
4.25-ns foot rising to a 450-TW pulse for 2.5 ns. The
corresponding laser pulse for the OMEGA design is deter-
mined by noting that the time (t) or duration of the laser pulse
scales as the confinement time and is roughly proportional
to the radius of the target; therefore? t ~ R. The scaling of the
peak power (P) in the laser pulse can be obtained from the
energy and time scaling; therefore,2 P ~ R2. Consequently, the
length of the laser pulse shrinks from 9.25 nsin the a = 3
ignition target design to 2.5 ns for the OMEGA cryogenic
target design. The peak power using P ~ R? then scales to
32 TW. Processesother than hydrodynamics, such asradiation,
thermal transport, and thermonuclear burn, do not scalein a
simple manner between the ignition designs and the OMEGA
cryogenic designs. We will show, however, that these energy-
scaled targets possess similar 1-D behavior and instability
growth as the ignition designs, thus meeting the requirement
of hydrodynamic equivalence.

NIF: 1.5 MJ
1.69 mm
OMEGA: 30 kJ
0.46 mm 1.35mm
0.36 mm
Figure 82.1

TC5126
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The NIF and OMEGA capsule designs. Theradius of the OMEGA designis
approximately 0.3 times that of the NIF design.
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Power ~ radius?; time ~ radius
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TCs127 Time (ns)
Figure 82.2

The NIF and OMEGA pul se shapes.

The timing of two shocks is critical to determining the
overall performance of the direct-driveignition target design.
The two distinct shocks in this design are launched into the
target at thestart of thelaser pulseand duringitsrisetothemain
driveintensity. The position of the shocks in the target can be
calculated from the radial logarithmic derivative of the pres-
sure. Figure 82.3 isacontour map of this quantity [d(InP)/dr]
as a function of the Lagrangian coordinate and time for the
ignition and the OM EGA design. Time hasbeen normalized to
theincident laser energy, witht = 1.0 corresponding to the end
of thelaser pulse. Thisnormalization will allow usto compare
thetwo designsat the same stage of theimplosion. The darker,
more-intense regions represent a larger gradient in pressure
and thus capture the position of the shocks. The OMEGA
design shows similar shock-timing behavior as that of the
ignition designfor thefirst shock. The second shock, however,
arrivesdlightly laterinthe OMEGA designthanintheignition
designinnormalizedtimeunits. Thisisaconsequenceof lower
laser-energy absorption in the OMEGA design. Absorptionin
direct-drive designs is primarily via inverse bremsstrahlung,
which depends on the density scale length. The NIF designs
typically have scale lengths that are 2 to 3 times longer than
OMEGA, whichleadsto an absorptionfractionfor theignition
design of 60% on the NIF and 40% on OMEGA.

At the time the first shock breaks out of the rear of theice
surface, ararefaction wave travels back through the ice layer
in the outward direction. This rarefaction wave results in a
decreasing density gradient intheinward radial direction. The
second shock, which is caused by the rise of the main pulse,
then travels through this decreasing density gradient. This
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serves to increase the adiabat (a) of the ice layer. Since the
second shock in the OMEGA design arrives later (in normal-
ized time units) than in the NIF design, the rear ice surface
decompresses more than in the ignition design. Consequently,
the OMEGA design has a slightly higher adiabat (a = 3.2)
than the ignition design (a = 3).

The adiabat of the implosion is defined as the ratio of the
pressure of the cold fuel to the Fermi degenerate pressure and
isan important figure of merit for the overall performance of
target designs. Lower adiabat implosions have higher one-
dimensional performance since less laser energy is needed to
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Figure 82.3

Shock propagation as shown by a contour map of the logarithmic derivative
of the pressure as a function of normalized time and L agrangian coordinate
for (a) theNIF and (b) the OMEGA designs. Timehasbeen normalized to the
incident laser energy, with t = 1.0 corresponding to the end of thelaser pulse.
Thisallowsthetwo designsto becompared at the same stage of theimplosion.
The darker shading indicates alarger pressure gradient and thus captures the
position of the shocks. The OM EGA design showssimilar timing for thefirst
shock but a delayed second shock compared to the NIF design.
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compress a cold fuel than awarm fuel. The ablation velocity,
however, depends directly on the adiabat (~a3°); thus, the
Rayleigh—Taylor (RT) growth rates decrease with the adiabat.
Higher adiabat implosions, therefore, are more stable to the
acceleration-phase RT instability. To ensure similar perfor-
mance between the NIF and OMEGA cryogenic capsules, the
cold fuel layer should have similar adiabats. Plotting the
pressure-density trajectory of the Lagrangian cellsused inthe
simulation will show the adiabatic history of target designs.
Figure 82.4 is such a plot for both the NIF design and the
OMEGA design; also shownisthe a = 3 adiabat line (dashed).
The NIF design obviously accesses a larger portion of phase
space than the OMEGA design. Only the extremely com-
pressed and high-density regionisinaccessibleby the OMEGA
design. Table 82.1, which lists other key one-dimensional
parameters, indicates that the OMEGA and NIF designs have
similar peak shell velocities, hot-spot convergenceratios, and
in-flight aspect ratios. To compareanigniting and non-igniting
target, we have defined the hot spot as the ratio of the initial
outer radiusto the radius that contains 90% of theyield at the
time of peak neutron production when propagating burn has
been switched off.

Implosion efficiency can be quantified in two ways: The
hydrodynamic efficiency is defined as the ratio of the kinetic
energy of the imploding target to the absorbed energy. The
coupling efficiency is defined as the ratio of the kinetic
energy of the imploding target to the incident energy.
Although OMEGA has a similar hydrodynamic efficiency to
the NIF, the reduced absorption fraction leads to a lower
coupling efficiency.

Pressure (Mbar)

Pressure (Mbar)

1005 o 0 2 3
10 101 10 10! 10 10

Density (g/cm3)

TC5327

Figure 82.4

The density-pressure trajectories for each Lagrangian cell used in the simu-
lations of (a) NIF and (b) OMEGA designs. Also shown (dashed line) isthe
o = 3 adiabat line.

Table82.I:  Comparison of one-dimensional parameters between the NIF and OMEGA
cryogenic target designs.
NIF OMEGA

Absorption fraction 60% 40%
Hydrodynamic efficiency 11.0% 11.5%
Coupling efficiency 7% 4.5%
Peak shell velocity (cmy/s) 4.0 x 107 3.7 x 107
Hot-spot convergence ratio 28 20
In-flight aspect ratio 60 50
Peak areal density (mg/cm?) 1200 300
Neutron-averaged ion temperature (keV) 30 4
Neutron yield 2.5 x 1019 1.8 x 1014
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TheNIFdesignisexpectedto havedifferent plasmaphysics
issues compared to the OMEGA design. The density and
velocity scalelengthsat thetenth- and quarter-critical surfaces
primarily determine the intensity threshold for plasmainsta-
bilities such as stimulated Raman scattering (SRS), stimulated
Brillouin scattering (SBS), and two-plasmon decay (TPD).
These instabilities in the ablating plasma can significantly
influencelaser absorption, theoccurrenceof hot electrons, and
therefore the performance of the target. By comparing the
actual intensity tothe plasmainstability threshol ds, the suscep-
tibility of the designs to plasmainstabilities can be assessed.
Thequarter- and tenth-critical surfaceshavesimilar intensities
inboth cases, whichisnot surprising sincethelaser power was
scaled with the square of the radius of the pellet; the peak
intensity asaresult of overlapped beamsat the quarter-critical
surfaceis 1.0 x 101°W/cm? and 6.0 x 1014 W/cm? at the tenth-
critical surface for both designs. For the NIF the total over-
lapped intensity is well above the SBS threshold after about
6 ns; while the single-cluster intensity is comparable to the
threshold. Theintensity isalwaysbelow the SRSthreshold. As
mentioned, OMEGA has shorter scale lengths than the NIF
designs. During the riseto the peak of the laser pulsethe scale
length at the tenth-critical surface in the NIF design rapidly
increases to approximately 800 um™ and is typically three
times larger than the OMEGA design. Therefore, we would
expect the OMEGA design to be less susceptible to SRS and
SBS than the NIF design. However, both designs are well
above threshold for the TPD instability. The NIF design also
hasalarger volumethan OM EGA for thenonlinearly saturated
state of the TPD instability to generate hot electrons. Separate
experimentshavebeen conducted at L L Eto study theseplasma
physics issues. In these experiments, NIF-scale-length plas-
mashavebeen generated using alaser pulsesimilarinintensity
to the NIF pulse. Results to date3 of the high-intensity drive
portion of the NIF pulse show little evidence of SRS, suggest-
ing that thisinstability will have an insignificant effect on the
performance of the ignition design.

Hydrodynamic instabilities are the second source of devia-
tions from one-dimensional hydrodynamic simulations. The
RT instability can degrade target performance by breaking the
spherical symmetry of theimplosion. The RT instability occurs
twice during theimplosion: at the outer ablation surface asthe
shell accelerates inward and at the hot spot—main fuel layer
interface asthe capsul edecel erates at the end of theimplosion.
Four sources of nonuniformity primarily seed the RT instabil-
ity: (1) laser imprinting, (2) outside capsule finish, (3) drive
asymmetry, and (4) inner-DT-ice roughness. An important
component of the OMEGA campaignwill beto experimentally
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determine the maximum allowable levels of these sources of
nonuniformities for the NIF laser and direct-drive ignition
targets. OM EGA cryogenic targets must, therefore, have simi-
lar stability properties to the NIF designs to ensure that the
extrapolation of these results to NIF targets will be valid.

Imprint levels are expected to be smaller on OMEGA than
on the NIF. The level of laser imprint in both the NIF and
OMEGA direct-drive targets can be quantified in terms of the
imprint efficiency, which is defined as the ratio of the ampli-
tude of the ablation surface nonuniformity to the percent of
laser nonuniformity. We determine this quantity using two-
dimensional (2-D) ORCHID simulations, each with a single-
mode laser nonuniformity, for NIF and OMEGA designs.
These ORCHID simulations included the following laser-
smoothing techniques: (1) aphase-plate spectrum appropriate
to the spot size, (2) a polarization-smoothing wedge, and
(3) 2-D smoothing by spectral dispersion (SSD) at two UV
bandwidths (0.5 THz;,, and 1 THz,,). We find good agree-
ment between theimprint efficiency cal culated from ORCHID
and that obtained from the analytic theory of Goncharov.*
Using thisanalytic theory and ORCHI D simulations, themode
spectrumduetoimprint for theNIFand OMEGA designsat the
start of the acceleration phaseisshowninFig. 82.5. IntheNIF
design, the laser has imprinted a surface nonuniformity equal
to Oyms = 480 A (in modes ¢ < 1000). OMEGA has a corre-
sponding imprinted nonuniformity of o, =290 A. The cusps
observed in the mode spectrum are a consequence of dynamic
overpressure? that causestheimprinted modeto oscillate with
a period proportiona to the wavelength of the mode. The
accel eration phase begins when the rarefaction wave from the
rear surface reaches the ablation surface; therefore, the time
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Figure 82.5

Modal spectrum of the surface amplitude due to imprint from a 1-THzyy
2-D SSD smoothed laser for the NIF and OMEGA designs at the start of the
acceleration phase.
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when this phase begins is roughly proportional to the shell
thickness. Thecuspsintheimprint spectrumwill consequently
occur for wavelengths that are at a minimum when the accel-
eration phase begins. For the NIF design, the period of oscil-
lation isthreetimes that of the OMEGA design; however, the
accel eration phase begins approximately threetimeslater than
the OMEGA design, so the cusps occur at the same part of the
¢-mode spectrum for both designs. Scaling arguments can be
invoked to determine the relation between imprint levels on
OMEGA and NIF targets. Since the laser energy deposited at
the critical surface is thermally conducted to the ablation
surface, significant reductionsin the level of imprint-induced
nonuniformities can be obtained by thermal smoothing over
this stand-off distance. Dimensional considerations suggest
that imprint levelsshould vary askD. (wherek isthe perturba-
tion wave number and D, is the distance between the energy
absorption regionandtheablation surface). Imprint essentially
ends when the laser decouples from the target, i.e., when kD,
~1; therefore, alonger wavelength should imprint lessthan a
shorter wavelength. A given ¢ mode on OMEGA has awave-
length that is approximately one-third of the same ¢/ mode on
the NIF direct-drive target. Thus a single beam on OMEGA
will imprint one-third as much as on the NIF for the same ¢
mode. However, since NIF has approximately four times the
number of overlapped beams, imprint for OMEGA designwill
be two-thirds that of the NIF design.

Next, we study the evolution of the shell during the accel-
eration phase of the implosion. The OMEGA designs have an
overdense shell thickness that is approximately one-third the
NIF-shell thickness, wherethe shell thicknessisdefined asthe
distance between the 1/e points of the maximum density. If the
two designs have the same initia seed and RT e-foldings
during the acceleration phase, the OMEGA design’s mix-
width region will be a greater percentage of the overdense
shell. Figure 82.6 shows the results of an instability post-

processor to 1-D hydrocode LILAC simulations. This post-
processor uses a self-consistent model® to study the evolution
of perturbationsat the ablation front and the back surface of an
accelerated spherical shell. The model includes the ablative
Richtmyer—Meshkov (RM),6 RT, and Bell-Plesset (BP) insta-
bilities, and 3-D Haan saturation.” The model consists of two
differential equations (describing the ablation- and inner-
surface perturbations) obtained by solving the linearized con-
servation equations in the DT gas, the shell, and the blowoff
plasma regions. The seeds for the nonuniformity processor
were (1) theimprint caused by 1-THz;,, 2-D SSD; (2) an outer
capsuleroughnessof 840 A (inan /-mode spectrumtaken from
Weber8); and (3) an inner-ice-surface roughness of 2 um[with
a spectrum of the form o ~ /715 (Ref. 9)]. Figure 82.6 shows
theoverdenseshell thicknessandthemix widthfor theNIFand
OMEGA designs. Both designssurvivetheaccel eration phase,
i.e., themix widthislessthantheshell width; however, theNIF
mix width is approximately 30% of the overdense shell,
whereasthe OMEGA design’s mix width isamost 90% of the
shell thickness. Thus the OMEGA design has a lower safety
factor for survival through the acceleration phasethanthea =3
NIF design for agiven level of laser and target nonuniformity.

During the implosion the outer-surface perturbation feeds
through to the inner surface, which can then grow viathe RT
instability during the deceleration phase. The feedthrough for
agiven ¢ mode scales approximately as kD, where D isthe
overdenseshell thickness. Sincetheincreasein shell thickness
for the NIF target is compensated for by the smaller wave-
length for the same ¢ mode, the NIF and OMEGA designsare
predicted to have similar amounts of feedthrough. Figure 82.7
showsthe mode spectrum at theinner surface of the DT icefor
both designs at the onset of the deceleration phase. The mode
spectrum is heavily weighted toward the low ¢ mode of the
spectrum, with most of the power contained below ¢ ~ 20. The
higher level of imprintintheNIF design comparedto OMEGA

OMEGA

NIF
80 ———————1—

Thickness (um)
5
Thickness (um)

Figure 82.6

The overdense shell thickness and mix width for
the NIF design and the OMEGA design during the
acceleration phase. In both cases the overdense
shell thicknessislarger than the mix width, which
impliesthat both designswill survivethe accelera-
tion phase.
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hasledto ahigher amount of feedthrough in therangeat which
imprint dominates (10 < ¢ < 100). For low ¢ modes (¢ < 10),
wheretheeffect of theinner ice surfaceis dominant, the mode
amplitudes are comparablein both cases. Theinstability post-
processor cannot self-consistently determine the degradation
in target yield for a given initial nonuniformity level. We
therefore use a limited number of ORCHID simulations to
determine the effect of these levels of inner-ice distortions at
the start of the deceleration phase (predicted by the instability
postprocessor) on the overall target performance.
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Figure 82.7
The mode spectrum of the NIF (solid line) and OMEGA (dashed line)
designs at the onset of the deceleration phase.

The ORCHID simulations are initialized at the start of the
laser pulsewith perturbationson therear inner icesurfaceonly
(the outer surface and laser are assumed to be perfect). Aswe
have seen above, most of the power on the rear surface at the
onset of deceleration isconcentrated inthelow-/-mode part of
the spectrum, sothe ORCHI D cal culations contain only modes
up to ¢ =50 (in contrast, the postprocessor calculations take
into account modes up to ¢ = 1000). Variousinitial spectra of
the form o ~¢ P were simulated to take into account the four
seed terms.? The ORCHID calculations simulate the implo-
sion through peak compression and burn. The spectra at the
start of the deceleration phase obtained from the ORCHID
simulations are compared to the spectra obtained from the
instability postprocessor. Thiscomparisonisusedtorelatethe
postprocessor analysis to the full 2-D ORCHID simulations
and obtain the yield for a given level of laser and target
nonuniformity. It has been shown previously® that the a = 3

NIF target gain can be written as afunction of &, where
52 = 2 2 .
0° =006 07 19+ 07510,

02 10 and 02, arethe rms nonuniformity of modes below
and above 10, respectively. Theinstability postprocessor gives
o at the onset of the deceleration phase for different initial
conditions (laser imprint and surface roughness.) By compar-
ing theamplitude and mode spectrumitispossibletorelatethe
reductionintarget performancefor agiveninitial nonuniformity.
For the a = 3 NIF design theinstability analysiswith aninitial
1 um of inner ice nonuniformity, 840-A outer surface rough-
ness, and 1-THzy,, 2-D SSD illumination, theresulting @ is
1.3 um.Aswehave already seen, the OMEGA designimprints
lessthat the NIF design. Power balance and inner-ice-surface
roughnessarelikely to besimilar for both laser configurations.
We use the same characterization of the nonuniformity in the
deceleration phase for the non-igniting OMEGA target to
obtain the neutron yield as afunction of . For the OMEGA
design the instability analysiswith the sameinitial conditions
asthe NIF capsuleleadsto a & of 0.9 um. Figure 82.8 shows
the normalized (to 1-D) yield asafunction of the deceleration
nonuniformity parameter . The OMEGA design hasalarger
reductioninyield for agivenlevel of G thanthe NIF design.
Thiscanbeattributed to the OM EGA design’ssmaller hot-spot
radius compared to that of the NIF design, which makes the
OMEGA hot spot more easily disrupted by the penetration of
cold spikes from the main fuel layer. For the same initial
conditions, however, the value of @ is different between the
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Figure 82.8

The yield, normalized to the 1-D result, as a function of &, the total
nonuniformity at the start of the deceleration phase.
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two designs. For the case outlined above, the NIF hasa & of
1.3 um, which leadsto areductionto 60% of 1-D yield (giving
again of 28), whereasthe OMEGA designhasa & of 0.9 um
for the same conditions, which leadsto ayield of 30% of 1-D.

Thisarticle has described the current target designs for the
soon-to-be-commissioned OMEGA Cryogenic Target Han-
dling System. These designsare energy scaled from thedirect-
drive ignition designs for the NIF with a mgor goa of
experimentally studying the various sources of nonuniformity
and their influence on target performance. The OMEGA and
the NIF designshave been shown to have similar 1-D behavior
and stability properties, which will facilitate the extrapolation
of the cryogenic target studieson OMEGA to NIF targets. The
smaller hot spot in the OMEGA design implies, however, that
OMEGA cryogenictargetswill be more sensitiveto instability
growth than the NIF direct-driveignition targets. Our stability
analyses are consistent with this observation and predict that
with1-THz,, 2-D SSD, and 1 ym of inner-ice-surfacerough-
ness we should obtain approximately 30% of the 1-D yield
from the OMEGA cryogenic targets. Using the same analysis
toolsand similar target and laser uniformity levels, we predict
that the a =3 direct-driveignition design will giveagain of 28
on the NIF, areduction to 60% of the 1-D yield.
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I mprint Reduction Using an I ntensity Spike
in OMEGA Cryogenic Targets

Theprimary obstacleto the successful implosion of aninertial
confinement fusion target is hydrodynamic instability, which
can causethetarget todisintegrateand prevent it fromreaching
the high densities and temperatures required for ignition. The
imploding target is primarily subject to the Rayleigh—-Taylor
(RT) instability, seeded by surface nonuniformity and by laser
illumination nonuniformity, which can imprint itself on the
target surface. Efforts to reduce laser imprint have employed
primarily smoothing mechanisms such as smoothing by spec-
tral dispersion (SSD),! distributed polarization rotators
(DPR’s),2 and distributed phase plates (DPP’s).3 We present
here a novel technique to further reduce imprint in OMEGA
cryogenic (cryo) targetsby arelatively simple modification to
the standard pul se shape.

Asreported elsewherein thisvolume (p. 49), the base-line
OMEGA cryogenic targets consist of a shell of deuterium—
tritium (DT) ice surrounding a DT vapor region. For target
fabrication, the DT ice must be surrounded by athin (1-4 um)
layer of plastic (CH) or polyimide. This layer increases,
however, the amount of imprint by introducing an additional
period of RT growth near the start of the laser pulse.* Fig-
ure 82.9 showsthe growth of laser imprint (i.e., theamplitude
n of the outer-surface modulation) for aDT shell coated with
3 um of CH, compared with theimprint that would result from
apure-DT shell. For this example, the target was illuminated
with a 5% laser nonuniformity and a 50-pm nonuniformity
wavelength. (To isolate the effect of laser nonuniformity, an
initially smooth target surface was used in these simulations.)
The qualitative features of the imprint are the same for both
cases shown in Fig. 82.9. Initialy, theimprint growth, which
isroughly linear in time, results from the nonuniform shock,
whichislaunched at the onset of laser irradiation. Theimprint
amplitude reaches a peak, representing the first quarter-cycle
of the oscillations caused by dynamic overpressure. (For
some wavelengths of nonuniformity, half the period of oscil-
lationislessthanthefoot-pul seduration, and theouter-surface
amplitude reverses phase.) The amplitude grows exponen-
tially, after about 1.5 ns, asthewhol e shell beginsto accelerate
and RT growth setsin. During the drive pulse, the target with
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the 3-um CH shell hasanimprint amplitude about twicethat of
the pure-DT shell. Theincrease in amplitude isinitiated very
early in the imprint process (within the first few hundred
picoseconds for OMEGA targets), when ajump in the ampli-
tudeis produced by a brief acceleration of the CH shell, with
resulting RT growth. The novel technique presented here
significantly reduces this jump in amplitude and thereby re-
duces the imprint for the CH shell to approximately the level
of the pure-DT shell.

The mechanism that produces the early, brief acceleration
of the CH shell isillustrated in Fig. 82.10 by three plots of the
density asafunction of radius, at successivetimesearly inthe
simulation. The onset of irradiation sends a shock into the CH
layer. When the shock reaches the interface between the DT
and the CH, afaster shock is sent into the less-dense DT, and
ararefaction wave (RW) returns to the outer surface through
the CH layer. The RW acceleratesthe CH, whiledecreasing its
pressure and density. While the outer surfaceis accel erated by
the RW, it is subject to the RT instability.
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Figure 82.9

The amplitude of outer-surface modulations due to imprint, for an initially
smooth target, driven by illumination with a 5%, 50-pm nonuniformity. The
solid curverepresentsatarget with a3-um CH layer surroundinga72-um DT
ice shell, while the dashed curve represents 84 um of DT, which gives the
same total shell mass.
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As the RW moves through the CH, it lowers the pressure
from the post-shock CH pressure to the post-shock DT pres-
sure; however, the laser irradiation imposes a pressure at the
outer surface given by the ablation pressure. As aresult, after
the RW has crossed the outer surface, aweak adjustment shock
is sent back into the target, which increasesits pressure to the
ablation pressure. This second shock is launched first at the
trough of the surface perturbation, then later at the peak. This
discrepancy in the time for the shock to be launched causes a
decrease in the rate of amplitude growth .

The early-time growth due to the RW acceleration has the
standard RT scaling and isgreater for shorter wavelengths. For
a given spherical harmonic with mode number ¢, the corre-
sponding wavelength for an OMEGA target is approximately
three times smaller than for a NIF target, and as a result, the
early-time growth is greater.

We have found a relatively simple way to reduce the
increased imprint caused by the CH overcoat: By introducing
a brief, high-intensity spike at the start of the foot pulse (see
Fig. 82.11), theeffects of the early-time accel eration of the CH
shell canbedrastically reduced. Figure82.12 showsthedegree
of imprint (given by the outer-surface modulation amplitude)
for identical targets, which have pulses with and without this
intensity spike, for a 50-um illumination perturbation. The
spike, whichis50 psinduration and hasan intensity ratio with

IMPRINT REDUCTION USING AN INTENSITY SPIKE IN OMEGA CRYOGENIC TARGETS

the foot of 6:1, reduces the imprint by ~2 at this wavelength.
Asseen, targetsirradiated with aninitial intensity spike expe-
rienceashorter period of early RT growth, which beginsearlier
in time, than those irradiated by the standard pulse. As a
result, the RT growth starts with alower amplitude and termi-
nates earlier.

The intensity spike launches a stronger shock than the
canonical foot-pulse shock. This results in a larger shock
velocity, agreater amount of compression, and athinner post-
shock CH layer. Thus, the shock reachesthe CH-DT interface
earlier, and the rarefaction wave returns more quickly because
of the thinner post-shock CH layer. (A stronger shock also
leads to a greater post-shock temperature and higher sound
speed, sothat the RW travel smore quickly.) Thisdecreasesnot
only the arrival time of therarefaction wave but also its extent
since the width of the RW growslinearly intime. Asshownin
Appendix A, the duration of the RT growth due to the RW is
proportional to d/(écy), whered isthewidth of the CH layer, &
is the amount of shock compression, and cg is the post-shock
sound speed. Asthisdependence suggests, both of thesefactors
lead to less early-time RT growth and less imprint.

For OMEGA cryo targets, the most-unstable modes are
commonly taken to have spherical -harmonic mode numbersin
the range 20 < ¢ < 75 (corresponding to illumination
nonuniformity wavelengths of 40 ym = A = 140 pym). RT

Figure 82.10

Thedensity profile at the outer edge of thetarget shell isshown
at three consecutive times early in the implosion. Panel (a)

S

shows the propagation of the foot-pul se shock through the thin
outer CH layer. Panel (b) shows the return of the rarefaction
wave from the CH/DT interface through the shocked CH to the
outer surface of thetarget. Panel (c) showsthedensity whilethe
rarefaction wave is accelerating the outer surface to the post-

shock speed of the shocked DT. The CH layer is shown with a
solid line, and the DT ice is represented by a dotted line.
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IMPRINT ReDUCTION USING AN INTENSITY SPikE IN OMEGA CRYOGENIC TARGETS

growthisgreater for shorter wavelengths. Figure 82.13 shows
pairs of simulations, with (solid) and without (dashed) the
intensity spike, for twowavel engths, demonstrating thiswave-
length dependence.

A direct measure of themagnitude of imprint wassuggested
in Ref. 5 by Weber et al. They evaluate the degree of imprint
by calculating, for agiven illumination nonuniformity of wave
number k, the equivalent surface finish g(k), defined as the
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Figure 82.11

The pulse shape of an OMEGA cryogenic target, with (dotted) and without
(solid) theinitial intensity spike.
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Figure 82.12

The amplitude n of the outer-surface modulation is shown for a 50-um-
wavelengthillumination perturbation, for targetsusing a3-pm overcoat layer
of CH. The simulation using the standard cryo laser pulse is shown by a
dashed line, while the simulation that used an initial intensity spikeisshown
by a solid line. The spike reduces the imprint by a factor of ~2 at this
wavelength. The early-time behavior is shown in the inset.

magnitude of initial surface nonuniformity nNg,tace(kit = 0)
necessary, in the absence of illumination nonuniformity, to
produce the same outer-surface modulation amplitude
Neurface(K:t) during the drive pulse:

£(k)Er’iant(k’t)

n k,t =0). (1)
nsurface(k’t) surface( )

Figure 82.14 showsthe equivalent surface finish asafunction
of mode number ¢ for simulations with and without the inten-
sity spike, compared with that of an all-DT target with the
standard pulse. In al cases (except for the short-wavelength,
all-DT simulations, not shown inthefigure), the spikereduces
imprint. The equivalent surfacefinish was computed using the
growth formula of Betti et al.,® where the ablation velocity,
density scalelength, and accel eration were taken from the all-
DT, no-spikesimulation, with coefficientsa=0.94and 3=2.6
during DT ablationand a=1.0and f=1.7 during CH ablation.
We have also found that the thicker the outer CH layer, the
greater the imprint reduction. The reduction in equivalent
surface finish is large enough that even atarget with a 3-um
outer CH layer hasthe sameequivalent surfacefinishasanall-
DT target. Thisis also shown in Table 82.11, which lists the
equivalent surface finish, averaged over mode number ¢, for a
range of CH-layer thicknesses.
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Figure 82.13

The outer-surface modul ation amplitude 7, for an initially smooth target, for
a range of illumination nonuniformity wavelengths A. Simulations are of
targets with a 3-um outer layer of CH. Pulses with (without) the intensity
spike are shown with solid (dashed) lines.
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The initial intensity spike reduces imprint primarily by
reducing theearly-time RT growthresulting fromthe CH layer
that overcoats the DT shell. Even for a single-layer target,
however, the period of increased intensity further reduces
imprint by increasing thesize of the plasmaatmospherearound
the target. The laser energy is deposited primarily outside the
critical surface in the target’s corona, where the plasma fre-
guency equals the laser light's frequency. This energy is
conducted thermally to the ablation surface. Modeling the
conduction zone has shown that the pressure perturbation
decreases exponentialy with distance from the critical sur-
face,’ so

Pa/Pa ~ (IN/I) eXp(_kac).

where D, is the distance between the critical and ablation
surfaces, or smoothing distance, p, is the ablation pressure,
P, isits modulation amplitude, | is the laser intensity, [ its
modulation amplitude, and f is of order unity. The smoothing
distanceincreaseslinearly intime, so D, ~ V.t, where V isthe
velocity of the critical surface with respect to the ablation
surface. Greater laser intensity resultsin amore rapid growth
of the conduction zone and alarger V. Analytical modeling of
the conduction zone® shows a scaling of D, ~ 143, Once
kD, ~ 1, at the decoupling time, the laser nonuniformities are
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Figure 82.14

The equivalent surface finish for a series of mode numbers ¢, for simulations
with a3-um outer CH layer, with and without an initial intensity spike, and
for apure-DT target without an intensity spike.
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decoupled from the target surface, and the ablation pressureis
essentially uniform.

Because the degree of thermal smoothing is greater for
higher laser intensities, the initial intensity spike also reduces
imprint by increasing the smoothing distance. A series of
simulations were performed for different wavelengths, with
and without an intensity spike, of atarget consisting of a shell
of 84 um of DT ice. This shell width was chosen so the total
shell masswould be comparabl eto that of thesimulationswith
Table82.11: The approximate reduction factor in equivalent
surface finish, averaged over mode number ¢,
<&legike™y, is shown for various thicknesses d (in
um) of the outer CH layer. Also shown is
<&gike/ DT>/, the approximate average over mode
number of the ratio of equivalent surface finish for a
simulation with an intensity spike and d microns of
CH, to that of an all-DT target, without the intensity

spike.

d (um) <Egpike/ €D
0 12 2.40

17 0.80

19 1.00

27 0.76

<él gspi ke>£

WIN [~
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Figure 82.15

The ablation pressure nonuniformity p,/p, and dimensionless smoothing
distance kD¢ for simulations with (solid) and without (dashed) an initial
intensity spike. For these simulations, A =50 pum. The smoothing distanceis
taken to be the distance from the ablation surface to the critical surface. The
curvesshowing p,/p, havebeen smoothed numerically to reduce the noise
due to finite simulation resolution.
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a3-um CH layer, which have 72 um of DT. Consider first the
simulationwith A =50 um: Fromtheslopeof n(t) inFig. 82.15,
which shows the ablation pressure nonuniformity p,/p, and
dimensionless smoothing distance kD for simulations with
(solid) and without (dashed) an initial intensity spike, we see
that for the standard pulse shape, V; ~ 35 um ns™1 (ignoring
the zero-time offset). This means that the decoupling time t,
~ 230 ps. Figure 82.15 also shows that, for t = t.,, the ablation
pressure nonuniformity P, /p, has decreased to its asymp-
totic foot-pulse value of ~0.4%. By contrast, the simulation
(represented by the solid line) with the spike has adecoupling
velocity, during the first 100 ps, of V. = 90 um ns™1, and a
correspondingly smaller decoupling time and ablation-pres-
sure nonuniformity. In this case, the decoupling speed V.
decreases at t ~ 100 ps because of the decrease in the laser
intensity. The outer-surface modul ation amplitudeisshownin
Fig. 82.16 (solid curvesfor pul seshapesincluding theintensity
spike). As described above, n initially grows linearly. For
example, the 50-um simulation without the spike has a per-
turbed shock speed of Vg =0.7um ns™t, which produces a
linear growthrateof n = 0.52um ns™! (seeAppendixA). This
is comparable to the growth rate shown in Fig. 82.16.
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The amplitude of the outer-surface modulation for various illumination
nonuniformity wavelengths, for targets without a CH overcoat. Dashed
curvesrepresent the standard OM EGA cryogenic pul se shape, whilethesolid
curves represent pulses with an initial intensity spike.

To facilitate modeling, an intensity spike with asharp rise
and fall was used for the simulations described above. A
realistic pulsewill haveafiniteriseandfall time. Replacingthe
square spike profile with a Gaussian profile preserves the
essential features and imprint reduction described above: For
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A =50 um, and a 5% laser nonuniformity amplitude, the
equivalent surface finish for a 50-ps, 180-TW cm™2 spike is
0.0032 um, while for a 50-ps FWHM Gaussian spike with a
peak intensity of 200 TW cm™2 (which delivers roughly the
same energy), it is0.003 um. (Thisisto be compared with an
equivalent surface finish of 0.007 pm without the intensity
spike.) For a longer, less-intense spike of 100 ps and
120 TW cm™2, the equivalent surface finish is 0.00055 um,
while for a 100-ps FWHM Gaussian spike with a peak inten-
sity of 140 TW cm™2, it is0.001 um.

The performance of an OMEGA target is reflected by the
neutron yield Y that it produces. For an OMEGA cryo target,
the drive-pulse shock must be launched sufficiently after the
weaker foot-pul se shock so that they break out of themain fuel
layer at about the same time. A change in theinitial intensity
changesthe shock speed, potentially altering the shock timing.
Thefractional neutronyield (relativeto theyield with no spike)
for arange of intensity spike durations (dt) and intensities (1)
isshown in Fig. 82.17. Asthis figure shows, the greater the |
or dt, thelower theyield. However, becausethefoot pulsedoes
not maintain the intensity used in the spike, the shock is
unsupported and, after the duration of the spike, evolvesinto
adecaying N-wave.® Thetruemeasureof thedisruption caused
by the spikeistheenergy it deliverstothetarget, | dt, asshown
by the contours of constant Y in Fig. 82.17. Based on the 1-D
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Figure 82.17

Neutronyield asafraction of theyield with nointensity spike, plottedinterms
of the spikeduration dt and intensity I. A spikeintensity of lessthan thefoot-
pulse intensity, or duration of zero, indicates that the spike is absent.
Operating on the 80% contour line will reduceimprint by about afactor of 2.
Much of thereduction inyield can be recovered by shortening the foot pul se.
Yields were calculated with LILAC.
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simulations, theyield Y(I, dt) isof the same order asthat of the
canonical cryo target for awide range of spike intensities and
durations. In addition, because | dt << lsogt dtfoer, the fuel
adiabat a and the RT growth factor are not significantly
changed by the spike. The main effect of the intensity spikeis
to alter the shock timing. For the example of a 100-ps spike
with twice the foot-pulse intensity (i.e., 60 TW cm™2), the
imprint reduction is approximately a factor of 2 and the
decrease in 1-D yield is only 20%. Much of the reduction in
yield shown in Fig. 82.17 may be recovered by slightly short-
ening the duration of the foot pulse.

In summary, the presence of an initial intensity spike at the
start of the foot pulse in an OMEGA cryogenic target reduces
imprint by about afactor of 2 for typical target configurations.
This imprint reduction comes at the cost of only a modest
decrease in yield, most of which can be recovered by a small
reductionin pulselength. Furthermore, thisreductioninimprint
occurs for those wavelengths of illumination nonuniformity
considered to be the most dangerous for target performance.
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Appendix A: Rarefaction-Wave Rayleigh—Taylor Growth

The RT growth due to the early-time RW accel eration was
first discussed in the context of feedout by Betti et al.10 A
simple estimate of the early-time RT growth for NIF targets
was performed by Goncharov et al.1! using scaling laws. In
this appendix we approximate the period of RT growth dueto
the RW return from the DT/CH interface in OMEGA cryo
targets. As discussed above, when the foot shock reaches the
interface betweenthe CH and the DT ice, it behavesasif it has
reached a contact discontinuity. At this point it proceeds as a
stronger shock into the DT and sends a rarefaction wave
outward toward the outer surface, communicating the new
post-shock conditions. Whenthe RW crossesthe outer surface,
it is accelerated to the post-shock speed of the DT.

This process is shown in Fig. 82.18, an r—t diagram for a
simulation with a72-um shell of DT ice, surrounded by 3 um
of CH, and the standard OMEGA cryo pulse shape (see
Fig. 82.11). (This DT-shell width was chosen so the shell
would have the same total mass as that of the all-DT simula-
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tions.) The duration of the RT growth may be estimated as
follows: the RW is launched from the point (rq, tg), where
ro = Ry—d (d = 3 um being the width of the CH layer) and
to = ro/Vs (Vs being the shock speed). The outer edge of the RW
travel sat the post-CH-shock sound speed, whiletheinner edge
travelswith avelocity of vy, givenin Ref. 9 as

VRw = —Cs +% [(y +1)V —(y—1)u]. (A1)

Here V is the post-DT-shock speed, yis the ratio of specific
heats, and u = (1-&1) v, is the post-shock speed, where € is
the degree of shock compression and a strong shock is as-
sumed. The intersection (rq, t1) of the ablation front, which
travels at speed u, and the outer edge of the RW waveisgiven

by

r =R —d(1-&)(1+& M), (A2)
d
t=—(1+&Mcy), A3
1 Vs( ¢ CH) (A3)
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An r—t diagram for an OMEGA cryo simulation with a 50-ym illumination
perturbation, and atarget shell composed of 72 umof DT iceand 3 um of CH.
Shock and interface trajectories are shown as functions of thetimet and the
distance Ro—r from theinitial outer radius Rg. Note that, when the foot-pulse
shock reachesthe DT/CH interface, the shock speed increasesand aforward-
swept rarefaction wave (shaded region) is launched. Because the post-DT-
shock pressure is not equal to the ablation pressure, a second adjustment
shock is sent into the shell. Shocks are represented by dashed lines, and the
CH/DT interface by a dashed—dotted line.
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M easurement of Preheat dueto Fast Electronsin Laser Implosions

Introduction

Fast el ectrons due to the two-plasmon-decay (2PD) instability
have been measured in previous laser-interaction experi-
ments.12 The main impact of these electrons in laser-fusion
experiments is the possible preheat that can reduce the
implosion’s effectiveness. The preheat caused by these elec-
tronsis studied by measuring the K a line emission from high-
Z layers in a flat-target geometry on the OMEGAS3 laser
system. The Ka emission is directly related to the preheat
level ;45 for sufficiently high fast-electron temperatures (T; o)
therelationship between the K a intensity and the preheat level
isindependent of T;,y. The preheat dueto fast electronsin UV
laserirradiationisrelatively small andisusually masked by the
preheat due to radiation. To overcome this problem, a target
containing titanium (Ti) and vanadium (V) layers was de-
signed so that when irradiated from the Ti side, most of the
Ti-Ka is excited by radiation, whereas most of the V-Ka is
excited by the fast electrons. As seen below, the thick Ti and
V layers required for the Ka measurement precluded con-
ducting this experiment in spherical geometry. We show,
however, that such measurements can be used as a reference
point for hard x-ray continuum detectors, which can then be
used to determinethe preheat in undoped spherical targets. The
Ka measurements can conveniently be used as a reference
point because in the case of x-ray continuum measurements
Tiae Must be known to determine the preheat level even at
high temperatures.

e

Flat-Target Experimental Configuration
Theconfiguration for theflat-target experiment isshownin
Fig. 82.19. Ten OMEGA beams of 1-ns square pulse duration
and 4.85-kJ total energy are overlapped to yield a target
irradiance of 1.5 x 1015 W/cm?2. This value exceedstheirradi-
ance in spherical implosion experiments on OMEGA, thus
providing an upper limit on preheat in future experiments. The
target consists of two main layers: 5-pum-thick titanium and
40-um-thick vanadium. The 20-um-thick CH overcoat pre-
cludes any direct laser irradiation or heating of either metal,
thus restricting laser interaction with the metals to preheat
only. Indeed, theonly linesseeninthe measured spectraarethe
Ti- and V-K a lines. Two time-integrating x-ray spectrometers
observe the spectrum emitted from the front side and the back
side of the target. The purpose of the two-layer target is to
ensure that most of the V-K a lineis excited by fast electrons,
not radiation. The Ti layer is thick enough to strongly absorb
radiation above the Ti-K edge, thus minimizing the radiative
excitation of Ka in the vanadium. To further increase the
emission of the V-Ka line due to fast electrons, the V-layer
thickness should be made about equal to the range of fast
electrons. Analysisof theK a lineintensitiesindicates, as seen
below, a fast-electron temperature exceeding ~50 keV. The
range in vanadium can be well approximated® by the relation
R(g/cm?) = 9.4 x 1076 ES/3, where E is the electron energy in
keV. Thustherange of the fast electronsin vanadium isafew
tens of microns. The (1/e) attenuation length of the V-Ka line

Figure 82.19
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Experimental configuration for measuring fast-electron preheat.
Tenincident laser beams are absorbed in the CH layer. Radiation
excitesthe Ti-K a line, but most of it is absorbed before reaching
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the vanadium layer. On the other hand, fast electrons can pen-
etrate the vanadium layer and excite the V-Ka line.
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in vanadium, however, is ~18 um; thus the vanadium layer
should not be significantly thicker than ~18 um, hence the
choice of ~40 um. Vanadium was chosen becausethe K a lines
of Ti and V are close enough to be simultaneously observed
in the spectrum. Also, the back-layer material should havethe
higher Z of the two; otherwise, radiation of energy between
the Ti-K edge (4.96 keV) and the V-K edge (5.46 keV) will be
transmitted through thefront layer and will strongly contribute
to Ka emission in the back layer, contrary to the main goal of
the experiment. Two crystal spectrometersviewed the emitted
spectrum from the front and back of the target. The crystal in
the front spectrometer was Ge(1,1,1); the one in the back
wasADP(1,0,1).

Figure 82.20 shows the observed spectra from the front
side and the back side of the target for shot 18167. Ka lines of
Ti and V are seen, as well as the continuum emitted from the
interactionregionintheCH coating. Theabsoluteenergy inthe
Ka lines, which isrequired to determine preheat, is based on
the following calibrations: (a) for the Ge crystal, acalibration
performed at LLE’ that agrees very well with the Darwin—
Prins model,8 (b) for the ADP crystal, two consistent calibra-
tions, 219 and (c) for the DEF film, published calibration,! for
which the film processing procedure was closely followed
here. It should be further noted that both crystal calibrations
change very little over the energy range of primary interest
here, ~4.5 to 5 keV. The target is viewed through a 25-um-
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Time-integrated spectra emitted from the front and back of the target shown
in Fig. 82.19. The measured line-intensity ratios are used to prove that the
intensity of the V-Ka line (observed from the back) is mostly due to fast
electrons.

wide dlit, which provides a one-dimensional image of the
target at each wavelength, from which the space-integrated
emission iscomputed. The space-integrated emissionislarger
than the measured emission by approximately the factor
d/ d(1+ M‘l) , where D is the FWHM of the emission
region, d is the dit width, and M is the magnification. The
following three sectionsdeal withtheanalysisof theflat-target
experimental results.

Analysis of Ka Emission

To analyze the measured Ka lines we first calculate their
excitation due to radiation alone. We use the measured con-
tinuum intensity (Fig. 82.20) that is emitted by the laser-
interaction region in the CH and transport it through the Ti
and V layers (absorption in the CH is negligibly small). Only
radiation above the Ti-K edge (4.96 keV) must be included to
calculate the excitation of either Ka line. Using the known
opacity of cold Ti or V per unit areal density, T(E), we solvethe
radiation transport equation for the spectral intensity 1(x,E)
into 2rrsolid angle:

di (x,E)/dx = -1(E) pl (X, E), (1)

fromwhichthelocal emissionof Ti-K aiscal culated according
to

I(Ti-Ka) = E(Ka)wk (Ti)

of |(x E){1-exp[-1(Ti) o]} dE/E,  (2)
Ex

and likewise for the V layer. Here awy = 0.22 is the fluores-
cence yield12 of Ti, and E(Ka) = 4.508 keV is the photon
energy of the Ti-Ka ling; for V, w = 0.25 and E(Ka)
= 4.952 keV. Using the normal density of the metal (p) is
justified sincein planegeometry theareal density pAx doesnot
change when compression or expansion takes place. Also,
shock arrival for most of the vanadium occurs after the laser
pul se; thus, the preheating hasbeen compl eted. The cold-metal
opacity can be used since, as shown below, the degree of
ionization duetothepreheatissmall (onaverage, two el ectrons
per atom). Also, when removing the outer (M-shell) electrons,
the K edge shifts very dlightly to higher energies, but the
absorption cross section at a given photon energy changes
insignificantly.1® The resulting spatial profiles of Ka emis-
sion, plotted in Fig. 82.21, show that some radiation survives
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absorption in the titanium and excites V-Ka near the V—Ti
interface. The contribution of the observed Ka linesisfinally
obtained by performing aradiation transport cal culation of the
Ka lineinboth directions (exiting the target on the Ti sideand
on the V side, respectively). We now show that the results of
thesecal cul ationsdisagreewiththeexperiment, indicating that
radiation alone cannot explain the measured intensity ratios,
without the inclusion of fast-electron excitation of Ka. For
these considerations we use only line-intensity ratios, so the
conclusion isindependent of the accuracy in absolute calibra-
tion. Table 82.111 compares the measured Ka line-intensity
ratios with the prediction of the radiative model, where front
designates observation on the Ti (or laser side) and back
designates observation on the V side of the target. The first
measured ratio, V (back)/Ti (front), is much higher than pre-
dicted by the radiative model because fast electrons increase
the V-Ka intensity more than that of the Ti-Ka intensity
(because of the larger thickness of the former). Also, fast
electrons excite V-K a throughout the vanadium layer rather
than only near the V—Ti interface, thusreducing its attenuation
when exiting on the V side. The same combination of effects
explains the disagreement of the second ratio, V (back)/Ti
(back). Thethird ratio, V (back)/V (front), is sensitive only to
the spatial distribution of V-Ka emission rather than to its
origin. The disagreement in this case indicates that the V-Ka
lineisemitted deeper into the vanadium and thusis attenuated
less toward the back side, indicating again the contribution
from long-range fast electrons.
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Figure 82.21

Calculated spatial profiles of Ka line emissions due only to radiation in the
target of Fig. 82.19. The measured radiation from the interaction region
(Fig. 82.20) was used as input.
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Table 82.111: Comparison of radiative-model predictions and

measurements.
Ka-Line-Intensity | Radiative-Model | Measurements
Ratios Predictions (Shot 18167)
V (back)/Ti (front) 0.05 ~0.7
V (back)/Ti (back) 0.37 >>1
V (back)/V (front) 0.25 ~5

We next analyze quantitatively the contribution of fast
electronsto the Ka line emission and show that the V-K a line
viewed from the back is indeed excited mostly by fast elec-
trons. We assume that the energies of fast electrons have a
Maxwellian distribution (this assumption is based on 2-D
simulations of the two-plasmon-decay instabilityl4); the tem-
perature and total energy of the fast electrons are considered
free parameters in the calculation. A multigroup transport
simulation of the electrons streaming through the Ti and V
layers is performed, using the Bethe-Bloch slowing-down
formulal®

(~dE/dX) = (2me*N, Z/Eo) In(116 Eo/(E})).  (3)

where N, isthe atomic density, Eythe energy of the projectile
electron, and (E;) the effective ionization energy. (E) is
determined by fitting Eq. (3) to experiments!® using beam
interaction with foil targets. For Ti, (E;) ~215eV, and for V,
(E;) ~220eV. Thevalidity of using thisformulais discussed
inAppendix A. The production of Ka is calculated by therate

dE(Ka)/dx =0k (E,)(0/Ma)wk (Ti)Ek , (4)

where the cross section is given by’
Ok :(ne4/EVEK)ZKbKIn(CKE\//EK)’ (5)

where E,, isthe photon energy, p isthe mass density, M, isthe
atomic mass, Zy isthe number of electronsin the K shell, and
by and ¢ are constants that change slowly with Z. By fitting
Eq. (5) to detailed calculations, b and ¢k have been deter-
mined for a wide range of elements. Even though Eg. (5) is
nonrelativistic, thefitting was donefor electron energies up to
~30timesthe K-edge energy, or ~160 keV. Having determined
thus the spatial distribution of Ka line emission due to elec-
trons, we transport the line intensity in both directions (as
above) to calculate the contribution to the observed Ka lines.
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We finally add up the contributions from radiation and fast
electrons and compare the calcul ated and measured K o lines.
As noted above, the calculated contribution of electrons de-
pends on two free parameters (their temperature and total
energy), whereas the contribution of radiation is calculated
directly from the observed spectrum.

Figure 82.22 shows the results of the calculations for the
ratioV (back)/Ti (front) as afunction of the assumed electron
temperature. The parameter for each curve is related to the
assumed total energy in fast electrons. It is expressed as the
fractional contribution of fast electrons to the V-Ka (back)
emissionintensity. Theexperimental valueof theV-K a (back)/
Ti-Ka (front) ratio, 0.7£0.1, is shown as a gray band in
Fig. 82.22. The line marked 0.0 corresponds to removing the
fast-electron component, whereasthe curve marked 1.0 corre-
sponds to removing the radiation component. In the limit of
very high fast-electron temperatures (where the production of
Ka lines by fast electronsis uniform over the target volume)
thelatter curve approachesthevalue~2.3. Thisissmaller than
the ratio 8 of V and Ti thicknesses because of the larger
attenuation of the back-emergent V-K a line as compared with
the front-emergent Ti-Ka line. At low temperatures the elec-
trons barely penetrate the Ti layer, and the V-Ka line drops
sharply. Comparing the curves in Fig. 82.22 with the experi-
mental value indicates that the electron temperature is higher

than ~50 keV. For lower electron temperatures the V-K o line
cannot be excited appreciably, and any excitation will beclose
to the Ti—V interface and be severely attenuated toward the
back. Additional determinations of the fast-electron tempera-
ture will be described in the following sections. The primary
conclusion from Fig. 82.22 isthat almost all of theintensity of
the V-Ka line (viewed from the back) is due to electron
excitation. This observable will now be used to estimate the
preheat due to fast electrons.

Determination of Electron Preheat from
Ka M easurements

In this section wediscussthe determination of preheat level
by fast electrons, using the Ka emission from the vanadium
layer; preheat level as determined by hard x-ray emission will
bethe subj ect of the subsequent section. By dividing Eq. (3) by
Eq. (4) we obtain theratio of preheat to electron production of
Ka lines. The result for V is shown as the curve marked
analytic in Fig. 82.23. This curvetacitly assumes that the fast
electrons are mono-energetic and the target is much thinner
than the attenuation length. To remove these assumptions, we
used the multigroup transport simulation described above to
calculate the attenuation and K a production of a Maxwellian
distribution of electronsmoving through the actual target used
in this experiment. This calculation accounts for the distor-
tion of the original Maxwellian distribution during transport
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Calculated and measured ratio of V-Ka observed from the back to Ti-Ka
observed from the front of the target due to both radiation and fast electrons.
The parameter for each curveisthe fraction of the V-Ka line that is excited
by el ectrons. Comparison with the experimental valueof thisratio showsthat
(a) theV-Ka lineis excited almost exclusively by fast electrons, and (b) the
temperature of fast electronsis =50 keV.

Determination of preheat from themeasured V-K a intensity (after correction
for transport, using Fig. 82.24). Theanalytic curveistheratio of therelevant
rates per cm propagation, while the numeric curveistheresult of multigroup
calculation for an initially Maxwellian distribution transported through the
target of Fig. 82.19; for the latter case the abscissa values refer to the
temperature of the fast electrons.
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through the foil. The ratio of the space-integrated preheat and
Ka production is shown by the curve marked numeric in
Fig. 82.23; the abscissa for this curve is now the temperature
rather than the energy of thefast electrons. The numeric curve
is higher than the analytic curve because the slowing-down
gradually bringsthe electronsto energies where the preheat is
more effective. Finally, by multiplying the measured Ka
energy (in absolute magnitude) by the appropriate value of the
numeric curve, the preheat energy deposited in the target can
be determined. Asseenin Fig. 82.23, T;, heed not be known
accuratelyto determinethepreheat, aslong asitishigher than
~50 keV; Fig. 82.22 indicates that this was indeed the case
here. It should be noted that the Ka intensity for this curve
referstothetotal local emission of K a, which must be deduced
from the observed K a. The relation between the two depends
on the spatial distribution of Ka, which in turn depends on
Tiast- AlSO, theKaintensity for thiscurverefersto thefraction
of Ka that is excited solely by electrons.

Starting with the 15-mJ observed energy of V-Ka (back),
we estimate the total local V-Ka emission. In Fig. 82.24 we
show the relationship between the two as a function of Tiag.
For Tiaq higher than ~50keV theratiois~0.35, yielding 39 mJ
for the total emission of V-Ka. From Fig. 82.23 this corre-
spondsto apreheat intheV of ~12 J. For the total Ti—V target
the preheat is~14 J (an increase of approximately the ratio of
thicknesses 45 um/40 um); thus the preheat energy is about
0.3% of the incident laser energy.

0.40 T T T

0.35 -

0.30

0.25 |-

0.20

0.15 |-

V-Ka emergent/total V-Ka emitted

0.10 . . :
0 50 100 150 200

Electron temperature (keV)

E10221

Figure 82.24

Calculated ratio of V-K a energy emergent from the back of the target to the
total volume emission of V-Ka. The former quantity is the one measured,
whereas the latter is used to derive the preheat.
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Determination of Electron Preheat from Hard
X-Ray Measurements

In undoped targets, with no emission of Ka lines, preheat
levels can be determined by measuring the spectrum of hard
x-ray continuum. We show here that the spectrum-integrated
x-ray continuum isdirectly related to the preheat deposited in
the target, with no need to know the trajectories of the fast
electrons in and around the target or the energy lost to the
acceleration of ions. The loss rate due to bremsstrahlung is
given by the Heitler relativistic formulal®

(-dE/dx), 4 = NaZ2a (ez/mcz)z(E0 + mcz)

x{4 In[Z(EO +mc2)/rnc2] —4/% . (6)

where N, istheatomic density, a isthefine-structure constant,
and Ej is the energy of the projectile electron. It should be
noted that, unlike for the collision loss rate, the relativistic
formula yields considerably higher values than the classical
formula (by a factor of ~2 at 100 keV). Dividing Eq. (3) by
Eq. (6) gives the ratio of preheat energy to radiation energy,
shown by the curve marked analytic in Fig. 82.25. Asin the
equivalent case of Ka energy (Fig. 82.23) we use a multi-
group electron transport calculation applied to the target in
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Determination of preheat from the spectrum-integrated hard x-ray emission.
Theanalytic curveistheratio of therelevant rates per cm propagation, while
the numeric curve is the result of multigroup calculation for an initialy
Maxwellian distribution transported through the target of Fig. 82.19; for the
latter case the abscissa values refer to the temperature of the fast electrons.
The curve marked x-ray tubeis the inverse of the empirical x-ray efficiency
of avanadium x-ray tube of an applied voltage E.
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Fig. 82.19. The electrons are assumed to have a Maxwellian
distribution of energies (rather than the same energy); the
attenuation and distortion of the distribution during transport
through the thick target are accounted for, and the ratio of
space-integrated preheat and radiationiscal culated. Theresult
ismarked numericinFig. 82.25, andfor thiscurvethe abscissa
designates the temperature rather than the energy of the fast
electrons. Asin Fig. 82.23, the numeric curve is higher than
theanalytic curve; thisissimply dueto therise of thecurvesin
Fig. 82.25 for lower energies.

We can gain additional confidence in the curves in
Fig. 82.25 by comparing them with the efficiency data of an
x-ray tube with a vanadium anode. The input power that
accelerates the electrons in the tube is converted mainly to
heating the anode (equivalent to preheat in our case), with a
fraction converted to x rays, mostly continuum. The power of
X-ray continuum emissionisgiven byl P=K (2) x Zx | x V2,
where V and | are the accelerating voltage and the tube
current, respectively, and K depends weakly on Z. Thus, the
ratio of preheat toradiationis € = [Z xV xK (Z)] ! Forvana-
dium, theempirical valuel9of Kis~1.1x 10~8keV 1, resulting
in the curve marked x-ray tube in Fig. 82.25 (V isthe electron
energy). Good agreement with the theoretical curvesis seen.
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Appendix A: Slowing-Down Formulasfor Partly
lonized Vanadium

The Bethe-Bloch slowing-down equation [Eq. (3)] applies
to charged particlesinteracting with a cold, un-ionized target.
In our case the vanadium layer isheated by fast electrons (and
also by a shock wave) and is partly ionized. We examine here
thereguired modificationsto Eq. (3). Westart by estimating the
degree of ionization in the vanadium, based on the total target
preheat energy estimated above. The total preheat derived
from the Ka lines was 14 J. Dividing this energy by the
preheated volume (given by the product of the focal-spot area
and the target thickness), we derive a preheat per atom of E,
~100 eV. We estimate the temperature and average ionization
consistent with E, by solving the Saha equations of vanadium
charge states and calculating E; and (Z) from

68

Ea =(3/2)[(2) +1] KT, + 3 7 N2Ei (2),
(A1)

(2)=%2ZN,,

where Nz istherelative population and E;(Z) isthe ionization
energy of charge state Z. For any chosen value of the mass
density p we find the N, and T, values that satisfy two
conditions: (a) the cal culated value of E; from Eq. (A1) equals
100 eV and (b) the value of (Z) calculated from Eq. (A1)
agreeswith NoM,/p (M,istheatom mass). Thereisaunique
solution consistent with both p and E,. For mass densitiesin
therange of 0.1to 10timesthe solid density of V, theresulting
temperature varies from 18 to 43 eV and (Z) variesfrom 1.4
to 2.6; therefore, only about 10% of theV and Ti electronsare
ionized, whereas the rest remain bound. In calculating the
slowing-down of the projectile electrons we must add the
contributions of the bound el ectrons and the plasma (as shown
below, the two are not totally independent). In justifying the
approximations adopted below, we shall assume as typical
parameter values an electron projectile energy of 50 keV
moving through a solid-density vanadium plasma of tempera-
ture T, = 30 eV. Equation (3) plus the equations in this
Appendix are valid for electrons that are fast but not highly
relativistic. This means that the projectile electron velocity v
must be much higher than a typical electron velocity in the
medium but the relativistic quantity y should not be much
greater than 1. For a 50-keV-projectile electron, the velocity
Vo = 0.98 x 1010 cm/s and y ~ 1.1. For our case, the fully
relativistic formula[Eg. (3) in Ref. 15] differsvery little from
Eq. (3) above; evenat an electron projectileof 250 keV thetwo
differ by only 1.5%. On the other hand, v is much larger than
the thermal electron velocity in the medium (~4 x 108 cm/s)
and larger than the Fermi velocity

(3r2Ng)" /(r/m) ~ 2 x 108 cnys.

The slowing-down of electrons due to a plasma can be
dividedintotwo contributions: binary collisionsand collective
collisions (i.e., excitation of plasma waves). In the kinetic
formulations of the problem the division between the two
regimes is marked by an impact parameter that is smaller or
larger than the Debye length Lp. In the continuum (or dielec-
tric) formulations of the problem the division is marked by a
density-modulation wave number k that is larger or smaller
than kp = 1/Lp. The effect of plasmaionsis negligible for the
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high projectile velocities considered here.20 The addition of
the two electron collision terms for high projectile velocities
yields?0

(~dE/dX); o = (278* Negree/Eo) IN(152Eq /1), (A2)

where w3 = 4 77e%Ng free /M. It should benoted that the Debye
length has cancelled out. This is because the argument of the
logarithminthebinary-collisiontermis(Lp/1.47 byin), Where
b is the impact parameter, whereas in the collective-collision
termitis (1.123 vo/ aplp), wherevgisthe projectile velocity;
thus, by adding the two terms, the Debye length cancels out.
Thisisanindicationthat theresultisindependent of thedegree
of degeneracy, whichwasal so shown directly by Maynard and
Deutsch.?! For small degeneracy and high projectile velocity
(vg>>vg) thelogarithmin Eq. (A2) isthefirsttermin aseries
expansion where the second term is given by

(kTe/EF)[|3/2(a)/|J/2(a)] (VF/VO)Za (A3)

I35(a) and 145(a) being the Fermi integrals. For our case
(KTe/ EF)[ l32(@)/12(a)| ~ 1 but (ve/vg)?~1.5x 1073, mak-
ingthecorrectionnegligible. LikewiseYan et al.22 have shown
that when calculating the slowing-down for vg/vg >> 1, the
following effectscan beneglected: el ectrondegeneracy, strongly
coupled plasma [in which case the random phase approxima-
tionimpliedinEq. (A2)isinvalid], and projectilecallisions. In
the derivation of Eq. (A3) the substitution by, = #/mvy was
made. Thisisthe quantum limit (derived from the uncertainty
principle) andistherelevant onefor our casesinceitisafactor
of ~58 larger than the classical limit given by by, =e2/mv3.

Before adding the relative contributions of free and bound
electrons to the projectile slowing-down we modify Eq. (3)
because of the Coulomb screening of the bound electrons by
the free electrons.23 In the derivation of Eq. (3) the maximum
impact parameter isgivenby byg, ~ /vy /(E), where (E) is
the averageionization energy; however, for our typical values
bmax ~2.5 A, whereas the Debye length (calculated using
Nireo) is ~1.5 A. Therefore, we have to replace by, by Lp,
and Eq. (3) then becomes

(~dE/0X) g = (2716% Na Z/E)

x In

(2Eo KT,)? /hwp] Y
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Here ay, isgivenagainintermsof the density of freeelectrons.
It should be noted that the polarization of the vanadium ions
by the projectile electrons and its effect on the slowing-down
are significant only for y>> 1 and can beignored here.20 The
total slowing-down is given by the sum of Egs. (A2) and
(A4). For thetypical conditions considered here the logarithm
in Eqg. (A2) equals ~8.2, and the logarithm in Eq. (A4) equals
~4.5. Since only ~10% of the V electrons are free, the former
must be multiplied by 0.1, yielding ~0.8. Finally, the sum
4.5 + 0.8 = 5.3 should be compared with the value of the
logarithm in Eq. (3), which was used above to calculate the
preheat, namely ~5.4. Therefore, the modified slowing-down
formulationyieldsresultsthat are essentially the sameasthose
of Eg. (3), so the modifications to Eqg. (3) can be neglected.
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Holographic Transmission Gratingsfor Spectral Dispersion

Introduction

Over the last 12 years, holographic transmission diffraction
gratings have been employed within solid-state laser systems
to provide angular spectral dispersion (ASD) for laser beam
smoothing. The dispersive property of diffraction gratings
provides aversatile meansto control the spatial and temporal
characteristics of high-bandwidth laser light. Recent research
has shown that hol ographic transmission gratings can possess
not only high diffraction efficiency and high damagethreshold
but also high wavefront quality.

In general, spatial or temporal information that is encoded
onto apropagating laser beam can betransferred betweentime
and space by means of the lateral time delay associated with a
grating'sASD. At LLE, theASD fromagratingisusedto carry
out laser beam smoothing involving broadband laser opera-
tion.1 At other laser-fusion facilities, holographic diffraction
gratingsare being devel oped for broadband frequency conver-
sion to achieve ultra-uniform levels of irradiation uniformity
on solid-state laser systems. In addition, several novel pulse
compression, pulse expansion, and pulse shaping schemes,
involving highly dispersive holographic gratings, have been
extensively developed at many laboratories, including LLE.

Thisarticlereviewsthelatest resultsfrom our experimental
research in holographic-grating fabrication. The performance
of recently fabricated holographic gratings is described in
terms of diffraction efficiency and wavefront quality. In addi-
tion, several important applications of the holographic trans-
mission grating, such aslaser beam smoothing onthe OMEGA
laser system, are reviewed.

Theoretical Modeling

A periodic thickness variation, or surface relief, formed
along one dimension of a photosensitive material, such as
photoresist, can deflect an incident laser beam by way of
diffraction, asshowninFig. 82.26. A periodic refractive-index
variation within a flat film of material can also act as a
diffraction grating. Photorefractive polymers have recently
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been modulated to form efficient gratings; however, this will
be the subject of a future article. The type of holographic
transmission grating that is based on surface relief of atrans-
parent material diffracts light according to the same diffrac-
tion-grating equation as pertains to the volume holograms,
reflection gratings, and conventionally ruled gratings. The
grating equation

d[sjn(ed)—sin(a,)] =mA (1)

is used to calculate the angle of diffraction (6y) for a wave-
length A when the angle of incidence (8) of the laser beam
and the groove spacing d of the grating are given. This
calculation can be performed for any order of diffraction m;
however, only thefirst order of diffractionisimportant for the
majority of applications.

TheASD of thegrating isdefined astherate of changeof the
diffraction angle with respect to change in wavelength. The
ASD is a measure of the angular spreading of the spectral
components of light and is calculated using Eq. (2):

I = my/d [dos(6y). )

When used in the symmetric-angle configuration, theangle
of theincident laser beam is equal to the angle of the primary
diffracted beam, i.e., (64) = —(8), wherethe anglesare defined
with respect to the plane of the photoresist layer. For this
symmetric case, where the lateral magnification between the
input beam and the output beam is unity, and mrepresentsthe
first order of diffraction, the expressions for the grating equa-
tion and angular dispersion become

2d[Sin(6) = A 3)

and

I = 2[fan(6)/4, (4)

71



HoLoGRAPHIC TRANSMISSION GRATINGS FOR SPECTRAL DISPERSION

respectively. These fundamental grating equations are used to
design optical systems with adesired amount of ASD.

An optimum grating design couples as much light as pos-
sibleto the diffracted laser beam. Figure 82.26 also showsthe
various pathsthat can be taken by an incident laser beam. The
energy coupled to all additional beam paths is minimized to
obtain the highest possible diffraction efficiency, defined as
the ratio of the powers of the primary diffracted beam to the
incident laser beam. However, even small amounts of energy
recirculating within the substrate can cause undesirable tem-
poral modulation. In practice, the grating substrate contains a
wedgebetweenthefirst and second surfacesto prevent second-
ary beams from propagating coincident with the primary
diffracted laser beam.

The diffraction characteristics of the gratings, shown in
Fig. 82.26, have been the subject of much research. Severa
rigorous electromagnetic theories,? each based on Maxwell’s
equationswith appropriate boundary conditions, are available
to calculate the performance of a diffraction grating. Numeri-
cal solutions have been obtained for gratings of arbitrary
profiles by the integral-equation and differential-equation
methods. The integral method? is capable of treating both
metallic and dielectric gratingsand is often used to benchmark
further progress in grating modeling. It has been used with

limited success, however, in modeling deep multilayered grat-
ings that approach a height-to-width ratio near 2 to 1.

Previously, the differential method involved either an or-
thogonal -mode expansion or a coupl ed-wave expansion, each
containing a large system of equations that were difficult to
manage computationally. An improved differential method,
however, involving a nonorthogonal coordinate system, was
shown to accurately model deep, multilayered, metal and/or
dielectric gratings.* Most recently, major enhancements were
made to this method to allow transmitted orders as well as
reflected orders.®

The modeling results shown in this article were obtained
withacodebased ontheintegral method. Sinceour experimen-
tal results have sometimes exceeded the predicted values for
diffraction efficiency fromthiscode, aswill be addressed | ater
in this article, an alternate code based on the more recent
differential method will be examined in the near future.

Grating Fabrication

Thefabrication of holographicdiffractiongratingsinvolves
an interferometric exposure of a photosensitive material
called photoresist. The holographic interferometer, shown in
Fig. 82.27, consists of a laser source, beam-conditioning
optics, and two beamlines that intersect at the final recording
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laser beam

Transmitted
beam

/(

Surface relief

photoresist)

Figure 82.26
A holographic transmission grating, patterned in pho-

toresist, consists of a periodic thickness variation, or
surfacerelief, along onedimension of amaterial. When
used in the symmetric-angle configuration, the angle
of theincident laser beam is equal to the angle of the
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primary diffracted beam, with respect to the plane of
the photoresist layer. The energy coupled to all addi-
tional beam paths is minimized to obtain the highest-
possible diffraction efficiency, defined as the ratio of
the powers of the primary diffracted beam to the
incident laser beam.

TE(*S)
polarization

Grating
retroreflection
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plane. It is used to produce highly visible and stable interfer-
ence fringes. The laser source is a Spectra-Physics argon-ion
laser equipped with an intracavity etalon, narrow-band cavity
mirrors, and electronic feedback control to maintain beam
power, beam centering, and a single longitudinal mode at the
A =364-nm spectral line. Prior to being split into two separate
beam paths, the laser beam israster scanned over the entrance
pupils of the two arms of the interferometer. As shown in
Fig. 82.28, rotation of a glass cylinder causes a displacement
of an incident laser beam without a corresponding change to
the laser beam propagation direction. The irradiance at every

Scanner
A ::::'::: Holographic
b interferometer
Argon-ionf -
laser | | [
1!
N Y
[ A
ok f
Power | |1 [
supply | 1 [
Pk
|
il
Cooling _: A | Recording plane
system |
SandJ
Isolation Optical
I table
ogs Concrete
slab
E10348
Figure 82.27

The holographic system consists of a laser source, a laser scanner, and an
interferometer with two beamlines that intersect at the final recording plane.
It produces high-contrast interference fringes. Fringe stability is achieved
through a vibration isolation system containing a 2-ft-thick, 8-ft x 16-ft
optical table, pneumatically floating on six legs and supported by a2-ft-thick
concreteslab, all resting on afoundation of dry sand. Thelaser power supply
and cooling system, the laser resonator and scanner, and the holographic
interferometer arelocated in three separate roomsto minimizethetransfer of
vibrations, heat, and atmospheric turbulence.
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point within the clear apertureisthe superposition of an array
of supergaussian beams, resulting in two-dimensional unifor-
mity. This displacement scanning technique increases the
exposure uniformity far beyond that of the laser beam itself.”
With careful chemical processing, fringe exposure results in
deep grooves over the entire clear aperture of the grating.

After exiting thelaser scanner, thelaser beamissplit sothat
the two arms of the interferometer impose equal amounts of
increased path length to an incident beam when the beam is
angularly deviated prior to the split. Thisisthe same criterion
that was established for the Michel son interferometer,8 which
used an incoherent white-light source. This principle is ex-
tended to coherent laser light to achieve stable interference
fringesduring two-dimensional scanning of thelaser beam. To
further ensurefringe stability, a2-ft x 8-ft x 16-ft optical table
is pneumatically isolated from building vibrations by six
pressurized support legs located on a 2-ft-thick concrete slab.
This support system rests on a 3-ft mound of dry sand. To
isolate the system from sources of acoustic energy, thermal
energy, and air turbulence, the interferometer is located in a
“room within a room” environment. Furthermore, the laser
power supply and cooling system, the laser resonator and
scanner, and the holographic interferometer are located in
three separate rooms to minimize the transfer of vibrations,
heat, and air turbulence.

In practice, however, it has been found that the holographic
system performsoptimally only after theroomair conditioning
has been shut down for between 5 to 20 h, depending on the
time of the year. The exact timeinterval appearsto depend on
therelationship between thetemperature of the ground and the
temperature of theair supplied by the building’sair-condition-
ing system. Fringevisibility iscontinuously monitored prior to
a series of holographic exposures. The fringe contrast must
remain stablefor aperiod of timeexceeding theactual duration
of the scan. Otherwise, changesin contrast will map directly to
low-efficiency regions of the diffraction grating. Extensive
testing has reveal ed that the success or failure of holographic-
grating fabrication does not generally depend on the extent of
nearby building or ground activity.

A scanning electron microscope (SEM) is used to char-
acterize the surface relief of the holographic gratings. The
size and shape of the grooves are shown in Fig. 82.29. In
Fig. 82.29(a), close-up examination of the photoresist surface-
relief grating shows a groove shape corresponding to 80%
diffraction efficiency, where efficiency is defined as the ratio
of the diffracted to incident laser power. Although the surface-
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relief profile is not strictly sinusoidal, the etched volume is
only slightly larger thantheremaining photoresist volume. The
SEM in Fig. 82.29(b) shows that the etched volume is much
wider than the remaining photoresist volume for adiffraction
grating exhibiting over 95% efficiency. The crests of the
grooves are straight and rigid when fabricated in controlled
laboratory conditions. The SEM in Fig. 82.29(c) reveals the
problem associated with uncontrolled humidity in the vicinity
of grating fabrication. Inthe presence of an excessively humid

environment, thin walls of photoresist are deformed by capil-
lary attraction from water accumulated within the grooves. It
hasbeen observed that groove deformation isaccompanied by
anincreased amount of scatter when probed by abeam of laser
light. This is because a distribution of groove deformations
acts as a diffuser, scattering light over a broad angular spec-
trum. Although the mechanical fragility of photoresist struc-
tures has long been known, this representsthe first timethat a
specific groovedef ormati on hasbeen associated with the onset
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Figure 82.28

Laser-beam scanning is used to increase the time-integrated irradiation uniformity at the recording plane. (a) A tilted glass cylinder displaces an incident laser
beam without angular deflection. (b) The laser beam is raster scanned over the entrance pupils of the two arms of the interferometer. (c) The recording-plane
irradiance is the superposition of an array of supergaussian beams. The resulting irradiance is substantially more uniform than the laser beam itself.
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Figure 82.29

The scanning electron microscope (SEM) provides close-up examination of photoresist gratings. Figure 82.29(a) shows the groove profile corresponding to
80% diffraction efficiency, where efficiency is defined as the ratio of the diffracted to incident laser power. Figure 82.29(b) shows that the etched volumeis
much wider than the remaining photoresist volumefor adiffraction grating exhibiting over 95% efficiency. Thecrestsof thegroovesare straight and rigid when
fabricated in controlled laboratory conditions. The SEM of Fig. 82.29(c) reveals the problem associated with uncontrolled humidity in the vicinity of grating
fabrication. Thin walls of photoresist are deformed by capillary attraction from water accumulated within the grooves. Groove deformation is accompanied by
an increased amount of laser light scatter.
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of scatter loss. As a result of this understanding, careful
washing and drying procedures are used to fabricate super-
sinusoidal groove shapes.

Grating Performance

Holographic transmission gratings possess deep grooves
that, when properly shaped, result in near-unity diffraction
efficiency for a wide range of groove spacing. Within the
holography laboratory at LLE, transmission gratings have
been designed and fabricated for useat three different symmet-
ric angles. At the symmetric angle, the incident and diffracted
beams have equal angles with respect to the normal to the
grating. Theoretical calculations of the diffraction efficiency,
shown in Fig. 82.30, predict that performance decreases for
gratings with larger groove spacing, i.e., asmaller symmetric
angle. Experimental resultsfor thesethreedifferent symmetric
angles indicate, however, that diffraction efficiency can be
maintained at alevel higher than theintegral-equation method
predicts. Experimental results for symmetric angles (groove
spacings) of 31.7° (1.00 um), 46° (0.73 pm), and 49.5°
(0.69 um) show that high diffraction efficiency ispossible over
this entire range of angles.

Theoretical and experimental results show that a super-
sinusoidal phase grating can exhibit high efficiency. Asshown
in Fig. 82.31, the diffraction efficiency of a super-sinusoidal
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phase grating decreases slowly and monotonically as it is
detuned in angle. This curve represents a grating designed for
a symmetric angle of 46°; however, similar performance is
obtained for awide range of angles. Asshownin Fig. 82.32, it
hasbeen observed that hol ographic gratingswith larger groove
spacing, such asthe 31.7° grating, exhibit an efficiency profile
that dropsrapidly at several specificangleswhen detunedfrom
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Theoretical and experimental results show that the diffraction efficiency of
atypical surface-relief transmission grating decreases slowly and monotoni-
cally asitisdetunedinangleabout the peak efficiency, wheretheincident and
diffracted angles are equal. The curves represent a grating designed for a
symmetric angle equaling 46°; however, similar performanceis obtained for
awide range of angles.
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Holographic transmission gratings possess deep groovesthat, when properly
shaped, result in near-unity diffraction efficiency for awide range of groove
spacing. Theoretical calculations of the diffraction efficiency predict that
performance decreases for gratings with a symmetric angle decreasing
toward 30°. Experimental results for symmetric angles (groove spacings) of
31.7° (1.00 um), 46° (0.73 um), and 49.5° (0.69 um) show that diffraction
efficiency can be maintained over this whole range of angles.

Holographic gratings with larger groove spacing, such as the 31.7° grating,
exhibit an efficiency profilethat rapidly dropsat several specific angleswhen
detuned from the symmetric angle. Except for these narrow regionsin angle,
the measured diffraction efficiency exceeds theoretical predictions. It is
observed that the thickness of the photoresist affectsthe extent to which laser
light travel swithin the photoresi st wavegui de bef ore being coupled out along
the m = -1 diffraction order.
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the symmetric angle. Except for these narrow regionsin angle,
the measured efficiency exceeds theoretical predictions. A
preliminary investigation of thiseffect reveal ed that the thick-
ness of the photoresist affects the extent to which laser light
propagates down the photoresist waveguide before being
coupled out along the first diffraction order. This waveguide-
coupling phenomenon has been correlated to the rapid effi-
ciency drop at specific angles. Additional experimental
investigation is needed to determine the maximum photoresist
thickness allowed before waveguide modes can exist. It has
been experimentally determined that efficient use of the 31.7°
grating within the OMEGA laser system requires that an
alignment error of less than 10 min of arc be maintained
between the laser beam and the grating.

Gratings used within the OMEGA laser must possess high
optical quality, including both high phase-front quality and
minimum phase noise. Hol ographic phase-front errors, dueto
optical aberrationswithin theinterferometer, can be measured
by analyzing interferograms from both the diffracted beam
(minus one order) and the transmitted beam (zero order),
individually. The wavefront quality of the diffracted beam,
however, is what is important for most applications. Better
than one-tenth wave performance is achieved over the clear
aperture of a grating used for the OMEGA laser system, as
shown in Fig. 82.33(a). Cross sections of the wavefront error
areshownin Fig. 82.33(b). Thiserror originates from the two
telescopes within the interferometer. The differencein curva
ture between the two cross sections indicates the presence of
astigmatism, the aberration which causes the tangential (hori-
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zontal) and sagittal (vertical) planes to focus at different
planes. In practice, interferometer alignment is repeated until
themeasured wavefront error isminimized. | naddition, small-
scale imperfections are reduced by using high-quality optics
and coatings within the interferometer, and by carrying
out the photoresist deposition in a well-maintained clean-
room laboratory.

Laser Applications

The primary applications of holographic diffraction grat-
ings at LLE involve laser-beam smoothing and spectroscopy.
Several sets of gratings, with angular dispersions of between
120 to 220 prad per angstrom, are now available for one of
OMEGA's driver lines for the purpose of laser beam smooth-
ing. Also, high-resolution spectrometers, composed of one or
more holographic gratings, are used to characterize the modu-
lation index of phase modulatorsfor broadband beam smooth-
ing. In addition, it is possible that two large-aperture gratings,
usedin serieswith afocusing lens, can provide sufficient ASD
tofully resolvetheindividual linestructurefromasinusoidally
driven modulator. It isimportant to note that by having holo-
graphic gratingsincorporated into the driver line of OMEGA,
each of the OMEGA beamlinesisapotential spectrometer for
diagnosis of the laser bandwidth.

A wide variety of additional applications exist for high-
efficiency, high-damage-threshold, holographic diffraction
gratings. For example, holographic gratings can be used to
carry out broadband frequency conversion to achieve ultra-
uniform levels of irradiation uniformity on solid-state laser
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Figure 82.33

(a) Better than one-tenth wave performance is achieved over the clear aperture of a31.7° grating used in the OMEGA laser system. (b) Cross sections of the
wavefront indicate that the largest low-frequency aberration is astigmatism. This error originates from the two telescopes within the interferometer. High-
quality optics and mounts can provide similar wavefront quality for large-aperture gratings.
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systems. In addition, several novel pulse-compression and
pul se-expansion schemesincludehol ographic gratingsintheir
optical design. Advanced pul se-shaping schemesalso involve
highly dispersive holographic gratings, which provide com-
pactness, high damage threshold, and high diffraction effi-
ciency. Holographic transmission gratings are used within
compact spectrometers, fiber-optic couplers, laser scanners,
and various semiconductor lasers. Additional applications of
high-power, high-dispersion transmission gratings involve
their function as a spectral filter. These gratings provide
excellent Fourier-blocking capability for small-signal-gain
detection and for the suppression of amplified stimulated
emission in amplifier chains. It is anticipated that many new
applications will be found for holographic transmission grat-
ings when the gratings become more widely available.

Conclusion

Holographic transmission gratings that possess high dif-
fraction efficiency, high wavefront quality, and high damage
threshold have been designed, fabricated, and characterized
for use within high-power, solid-state laser systems. Hologra-
phy research has resulted in diffraction gratings that exhibit
near-unity efficiency over awide range of groove spacing. A
novel interferometric technique that incorporates laser beam
scanning is now routinely used to obtain uniform grating
irradiation while maintaining stable, high-contrast, interfer-
ence fringes. Over 100 gratings, covering a wide range of
groove spacing, have been manufactured with this interfero-
metric exposure technique. Several sets of gratings, with
different amounts of angular dispersion, are available for one
of the driver lines of the OMEGA laser. Numerous applica-
tions exist for these high-efficiency, high-damage-threshold
holographic gratings. Laser beam smoothing and spectro-
scopic techniques, many of which have been invented and
developed at LLE, incorporatethese gratings. High-efficiency
and high-wavefront-quality gratings are now in use within the
beam-smoothing driver line of the OMEGA laser system. The
current research thrust involves an experimental and theoreti-
cal investigation of the gratings that exhibit diffraction effi-
ciency that exceeds code predictions and also exhibit wave-
guide coupling of laser light.
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L aser Beam Smoothing Caused
by the Small-Spatial-Scale B-Integral

Introduction

Target irradiation uniformity is an important aspect of the
direct-drive approach to inertial confinement fusion (ICF),12
where the capsule is directly irradiated by a symmetrically
arranged cluster of high-intensity, ultraviolet (UV) |aser beams.
Nonuniformity in laser irradiation seeds the Rayleigh—Taylor
hydrodynamicinstability, which consequently degradestarget
performance.3# Various techniques are employed on the
OMEGA>|aser toimprovetheon-target irradiation uniformity
to reduce laser imprint: two-dimensional smoothing by spec-
tral dispersion (2-D SSD),%8 distributed phase plates
(DPP’s),%10 polarization smoothing (DPR’s),>1112 and mul-
tiple-beam overlap. A complete understanding of the laser
focal-spot dynamics is essential to ICF performance, and it
provides valuable feedback as a laser diagnostic tool. In
Ref. 13, the smoothing rate of 2-D SSD on OMEGA was
investigated both experimentally and numerically. Excellent
agreement between the experimental results and the corre-
sponding simulationswasfound for all 2-D SSD casesand for
low-energy shotswithout applied frequency modulation (FM)
(i.e., without SSD). Laser beam smoothing of high-power
glasslasers caused by small-spatial-scale and whol e-beam B-
integral effects with DPP'sand no applied FM isexamined in
thisarticle.

In the absence of externally applied FM, the beam can
acquire bandwidth because of the time-dependent B-integral
(Ref. 14, p. 385) acquired in the laser chain. The phase
difference between awave traveling in a vacuum and awave
propagating a distance L in a nonlinear medium in the z
direction can be expressed as

where Aq is the vacuum wavelength, ng is the linear index of
refraction, and B is the intensity dependent phase given by

L

= 2rr[yl(z)dz,
0

(pB(Z)_T
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where yis the nonlinear constant of the medium and 1(2) is
theintensity (compare Ref. 15). Inthe event that the B-integral
is nonuniform in space and time, it will cause the speckle
pattern produced by the DPP to move in the target plane,
similar to the effect of SSD. In the absence of a smoothing
mechanism such as SSD, the nonuniformity of the measured
far fieldswith DPP'sisexpected to have an rmsval ue of 100%,
reflecting the high contrast of the speckle pattern produced by
the presumed coherent illumination of the DPP. Experimental
far-field measurements, however, acquired on OMEGA with
theultraviol et-equival ent-target-plane (UV ETP) diagnostic of
high-energy shots without applied FM yielded smoothed far
fieldswith overall nonuniformity ranging from 62% to 88%.13
The nonuniformity decreases approximately linearly with in-
creasing averageintensity. Theamount of smoothing provided
by B-integral effects alone is not sufficient for direct-drive
ICF.” However, shots without applied FM are base-line mea-
surements for the high-intensity SSD shots and are therefore
studied in this article.

The dominant smoothing mechanism in pulses without
externally applied FM is attributed to the small-spatial-scale
B-integral variation, which possessessufficient temporal band-
width and beam divergenceto affect OM EGA target spherical-
harmonic modes as small as ¢ ~ 40 or wavelengths as long
8S Amode ~ 80 um (¢ modes are related to wavelength by
0=27T/Aoge Wherer =0.5mmisthetarget radius). Thesmall-
spatial-scale B-integral resultsfrom intensity nonuniformities
asthelaser beam propagatesthrough anonlinear medium, such
asamplifier glass, and produces amplitude and phase modul a-
tionsin the beam (see Ref. 14, p. 381). This effect introduces
time-dependent phase variations across the beam, which re-
sults in some smoothing of the speckle structure when the
beam, without externally applied FM, passes through a DPP
and is focused onto the target. The whole-beam B-integral
affects smoothing to a smaller degree and is produced as the
whole beam self-focuses (see Ref. 14, p. 380). The RAINBOW
code (compare Ref. 15, p. 229) calculates the whole-beam
B-integral for the pul se shapes used on OMEGA asafunction
of radius and time. It is shown later in the Laser Beam
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Smoothing section that the whole-beam B-integral produces
only asmall portion of the observed smoothing because of its
small temporal bandwidth coupled to the fact that itsimposed
laser divergence does not change substantially over time. Asa
result, the spatiotemporal evolution of the whole-beam B-
integral is not sufficient to cause rapid movement of the
speckle pattern in the far field. The whole-beam B-integral
changesthe on-target focal -spot diameter and shape by asmall
amount.

The transverse spatial-intensity profile of the near field
evolves slowly intime from a center-peaked beam to an edge-
peaked beam as aresult of gain saturation effects. The highest
far-field spatial frequenciesproduced by coherentillumination
of the DPP are caused by theinterference from the outer edges
of the beam. Consequently, as the effective beam radius in-
creases in time, the energy in the highest spatial frequencies
increases. The effective radius of the fluence accurately yields
the overall high-frequency cutoff.

ThecodeWaasikwa' * was devel oped to simul atethe planar,
time-integrated far fields produced by the OMEGA laser,
which allows a direct comparison of the calculations to the
images acquired by the UVETP diagnostic. Waasikwa' is a
general-purpose simulation program that has the capability to
model far fields under a variety of near-field conditions:
arbitrary spatial envelopes that possess an arbitrary temporal
envelope at any transverse point; whole-beam and small-
spatial-scale B-integral near-field phase; 2-D SSD; arbitrary
static phase aberrations; DPR’s; theinherent bandpass charac-
teristic of frequency conversion; and multiple-beam overlap.
Waasikwa’' utilizesthecontinuousDPPemployed on OMEGA.
Inaddition, it can beconfiguredto runwithinashared-memory
model as a multiprocessing task on aparallel machine such as
the SGI Origin 2000.16

Thefollowingsectionsdescribefar-fieldsimulationand analy-
gs, experimentd results, simulation results, and conclusions.

Far-Field Simulation and Analysis
Waasikwa' calculates the far-field fluence using

F(XfvKff)E L{Se Lee (e, yie ) i, (1)
dLFJ)raIion

* AnAnishinaabeword meaning “ polishesit” asinsmoothing arough surface.
Resource: J. Nicholsand E. Nyholm, eds. Ojibwewi-ikidowinan and Ojibwe
Word Resource Book, Occasional Publications in Minnesota Anthropol ogy,
No. 7 (Minnesota Archaelogical Society, St. Paul, MN, 1979).
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where Ig (X5, Vi, t) represents the instantaneous far-field
intensity. The evolution of the far-field intensity is calculated
by taking the modulus squared of a two-dimensional spatial
Fourier transform of the UV near field (compare Goodman,
Ref. 17, p. 83),

Lt (Xer e 1)

where E(x,y,t) representsthe complex-valued UV electricfield
strengthinthe near field and (x,y) and (X, Y¢r) arethenear- and
far-field coordinate systems, respectively; Ay, = 351 nmisthe
UV vacuumwavelength; and fo = 180 cmisthefocal length of
the OMEGA focusing lens. The spatiotemporal evolution of
the complex-valued UV electric field can be expressed as

E(xy,t) = Eg(x, y't)eirps(x.y,t) o ®re(xy) 3

where Eg(x,y,t) defines the electric field envelope of the
pulsed beam; @s(X,y,t) represents the combined phase contri-
butions of the whole-beam and small-spatial-scal e intensity-
dependent B-integral; and ¢hpp(X,y) is the static DPP phase-
plate contribution whose mapping to the far field depends on
itsdesign. During OM EGA laser shots, the near fieldsof the 1-
to 3-ns square pulses evolve from a center-peaked to an edge-
peaked spatial-intensity profile. The near field of a 100-ps
pulse, however, remains center peaked for the duration of the
pulse. The spatiotemporal evolutionsof both the Gaussian and
square pulses are calculated with RAINBOW and are used as
inputstotheWaasikwa' simulations. The equivalent near-field
radius and pulse width are useful for calculating the average
intensity and are defined as (see discussion of equivalent
widthsin Ref. 18, p. 148)

1 (o]
feg = F0) g Foe (r)dr (4)
and
o = — [ P(t)dt (5)
=B _Im ’
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respectively, where the near-field fluence is defined by
2
For (1) = [ | Eo(r,0)["ct,
Ot

the near-field power is defined by
P(t) = 2n | r|Eo(r.t) |2dr,
0

and the pulse centroid is given by

[ tP(t)dt
te="5——

[ P(t)dt .

—00

It has been assumed that, for these calculations, the beam
profile is azimuthally symmetric so that the spatial energy
centroid is always located at r = 0. The equivalent widths
permit acomparison of the shorter, 100-ps pulses (which have
a center-peaked beam profile and a Gaussian pulse shape) to
the longer pulses (which are, on the average, nearly squarein
space and time).

The 2-D power spectral density (2-D power spectrum or
simply the 2-D psd) is derived from either the measured or
simulated far-field fluences by taking the modulus squared of
the 2-D spatial Fourier transform, namely,

PSD (kxff ! kyff )

F (s, st )e_i (s e dxgrdyse| ,  (6)
Ofar field

where F(X, Ys) represents the far-field fluence as defined by
Eq. (1), (%, Vis) isthefar-field coordinatesystem, and (kxff Ky, )
is the far field's spatial-frequency coordinate system. The
azimuthal sum at each radial wave number of the 2-D power
spectrum defines the 1-D power spectral density (1-D power
spectrum or simply the 1-D psd) and is given by

psd (k) = §PSD (ko Ky, ) ir 6, (7)
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where the transformation into polar coordinatesis defined as

kit = \Kg, 2 +ky 2 and tan@=k, /k, . The single-beam

Yit Vs
irradiation nonuniformity o, isdefined asthe square root of

the ratio of the speckle power [e.g., the high frequencies
ks = 0.04 (rad/um) at the OMEGA target plane or ¢ modes
with ¢ = 20] tothe envel ope power of thefar-field spot [i.e., the
low frequencies ki < 0.04 (rad/um)]. The envelope/speckle
dividing-line wave number of 0.04 (rad/um) represents the
lowest spatial frequency that is smoothed by 2-D SSD, as
discussed in Ref. 13. A finite entrance pupil imposes alimita-
tion on the spatial-frequency bandwidth of an optical system
(comparetheintensity-impul seresponse or point-spread func-
tion of a diffraction-limited system with a circular exit-pupil
function in Ref. 17, p. 110). On OMEGA, the highest spatial
frequency of the laser speckle (or interference pattern) is
limited by the finite diameter of the serrated apodizer, regard-
lessof thebeam profile. The OM EGA entrance pupil isdefined
by the diameter of the serrated aperture, which islocated near
the end of the laser driver section on OMEGA. The entrance
pupil isimaged to the end of OMEGA and sets the final exit
pupil to afull-system diameter D = 27.5 cm. Consequently,
the power spectrum possesses an absol ute cutoff wave number
that corresponds to the f-number limited spatial frequency

2m D Crad O
kcutﬁ:— 2=

=224
1.22 )‘UV fQ Em%

and corresponds to Apoge,, = 280um.

Experimental constraintsrestrict the analysisto the central
portion of thelaser beam. Consequently, datawindowing must
be employed to accurately analyze the PSD of the data.
Otherwise, whenthe 2-D PSD iscal culated, theresult contains
Fourier artifacts of the cropping function convolved with the
desired underlying power spectrum of the far field. A 2-D
generalization of the common Hamming (the Hamming func-
tion does not go to zero like the similar Hanning function)®
windowing function is employed:

SQHamming (s , st )
= Hamming (¢ ) [Hamming (ys). (8)

Experimental Results

A full description of the CCD-based UVETP diagnostic
can befound in Ref. 13. An example of an acquired image of
a 300-J, 3.5-ns shot with no applied FM is presented in
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Fig. 82.34, where a lineout through the center of the beam is
overplotted to show the highly modulated intensity. The laser-
beam focus is centered nominally on the photodetector, and a
584-um central portion of the whole 950-um far-field spot
(defined as the 95% enclosed energy contour) iscaptured on a
1024 x 1024-pixel grid. However, experimental variances of
the far-field centroid reguire that the image be cropped to
guarantee a consistent areafor all shot data; a 720 x 720-pixel
portion around the far-field centroid yields a 411 x 411-um?
area of the original image for analysis.

Figure 82.34

UVETP sampled far-field spot demonstrating the 46x, high-magnification
setup. Theimagerepresentsa300-J, 3.5-nssquarelaser pul sewithout applied
FM. As demonstrated with the single-pixel lineout through the center of the
beam, the spot possesses ahighly modulated intensity profile. Thelaser beam
focus is centered nominally on the photodetector, and a 584-um central
portion of the whole 950-um far-field spot (defined as the 95% enclosed
energy contour) is captured on a 1024 x 1024-pixel grid.

Waasikwa' simulationsuseadifferent scalethat samplesthe
majority of the far-field spot to avoid aliasing effectsfrom the
Fourier transforms in Eq. (2). The far-field spot is calculated
over a 1024 x 1024-pixel grid that spans a 993 x 993-um?
area. The speckle structure is resolved by surrounding the
DPP data (defined as a 512 x 512-pixel grid covering 32.6
x 32.6-cm? area) with a zero buffer of 256 pixels on each
side, forming atotal near-field grid of 1024 x 1024 pixels. For
adirect comparison of power spectra, the simulated far fields
are cropped to match the area of the cropped UVETP images
o that they span 424 x 424 pixels or a 411 x 411-um? area.
Consequently, the power spectrum frequency spacing for ei-
ther the measurement or simulation is equivalent, i.e.,
dkg = 0.0153 (rad/um), because the total sampled area of the

LLE Review, Volume 82

LAsER BEAM Sv0OTHING CAUSED BY THE SMALL-SPATIAL-SCALE B-INTEGRAL

far field dictates the discrete Fourier domain spacing of the
power spectrum.

The aforementioned configurations are used for all of
the UVETP images and Waasikwa’ simulations presented in
this article. A 1-D power spectrum is calculated for each
measured UVETPimage and Waasikwa' simulation using the
square Hamming window. The analysis results for al of the
measured and simul ated far fields discussed here are compiled
in Table 82.1V.

The measured nonuniformity for the high- and low-energy
shots without applied FM decreases approximately linearly
with increasing average near-field intensity. This trend is
illustrated in Fig. 82.35, wherethe average near-field intensity
isgiven by

Ushot
oy [BLE, ®)

where Ug,: isthe measured shot energy, the equivalent radius
req Was defined in Eq. (4), and the equivalent pulse width
teq Was defined in Eq. (5). These values are tabulated in
Table 82.1V for different pulse widths and energies. When the
average near-field intensity is increased, both the small-spa-
tial-scale and whole-beam B-integrals grow (since the small-

lavg
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Figure 82.35

Thenonuniformity asafunction of averageintensity for low- and high-energy
versions of the pulse shapes. This figure illustrates the trend in the
nonuniformity of UVETP images as a function of various pulse shapes and
energies. The squares (m) represent the high-energy shots, and thecircles (e)
correspond to the low-energy counterparts. The points are labeled with the
OMEGA shot numbers. Note the suppressed zero.
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spatial-scale B-integral scales with the whole-beam B-inte-
gral), which in turn resultsin alower measured value of Oy
For example, the peak whole-beam B-integral calculated for
the 12.5-J, 100-ps Gaussian pulse increased from 4.64 rad to
9.99rad (see Table82.1V) when the energy of the 100-ps pulse
was increased by a factor of 3, and the measured o;,,g de-
creased from 83.4% to 62.3%.

Power spectraof measured UVETPimagesare overplotted
inFig. 82.36 for threetypes of OMEGA shotswithout applied
FM: alow-energy, 3-nssquare pulseisoverplotted withahigh-
energy, 100-ps Gaussian pulse in Fig. 82.36(a) and the same
low-energy pulseisoverplotted withahigh-energy, 1-nssquare
pulse in Fig. 82.36(b). These spectra represent the three dis-
tinct types measured for no-FM pulses. The low-energy, 3-ns

2 @ (b)
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= : Sie217 Ty ] : $16217 ]
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Figure 82.36

The 1-D power spectrum of UVETPimagesfor (a) low-energy, 3-ns square (shot 16217; dashed line) and 100-ps Gaussian (shot 13736; solid black line) shots
and (b) low-energy, 3-nssquare (shot 16217; dashed line) and high-energy 1-nssquare (shot 15723; solid black line). Thelow-energy shot was5 Jand represents
the expected spectrum for shots without applied FM. The high-energy shots were 508 J and 40 J, respectively, and illustrate the smoothing effects of whole-
beam and small-spatial-scale B-integrals in the regions indicated where the spectral power has been reduced relative to the low-energy shot.

Table 82.1V: Far-field analysis results from typical UVETP images and the Waasikwa’ simulations that match the near-field conditions
for avariety of pulse shapes and energies. A square-Hamming window shape was used. The UVETP image was cropped to
span 720 x 720 pixels and covers 0.411 x 0.411 mm. The Waasikwa' simulation was cropped to match the area of
the UVETP image so that it spans 424 x 424 pixels. Note that this yields identical speckle-frequency spacing of
dkg = 0.0153 (rad/pum) for the measurement and simulation.

Nominal | Output- uv RAINBOW | RAINBOW RAINBOW | UVETP | Waasikwa’ Waasikwa'
Shot Pulse Pulse Beam | Caculated | Calculated Peak Whole- | Oy Orms Orms
Number Width Shape | Energy leq teq Beam (%) (%) (%)
@) (cm) (ns) B-Integral Whole-Beam | Whole-Beam and
(radians) B-Integral | Small-Spatial-Scale
B-Integrals
S12748 100ps | Gaussian | 125 7.76 0.126 4.64 83+0.5 96.3 94.1
S13736 100ps | Gaussian 40 853 0.116 9.99 62+3 86.2 67.0
S15723 1ns square 508 12.6 0.964 20.0 69+5 95.2 69.9
S13479 2ns square 370 124 1.86 111 87+3 9.4 86.5
S16217 3ns square 6.6 7.09 2.98 0.970 93+1 98.0 98.9
S13879 3ns square 331 124 2.880 7.58 88+1 97.7 88.6
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square shot without applied FM hasameasured nonuniformity
Orms = 93% near the 100% modulation expected for a DPP
without B-integral effects. The high-energy shots exhibit
nonuniformity values gy, from 62% to 88%. The 1-D power
spectra of the 100-ps Gaussian high-energy shot deviate from
the theoretical low-energy case over the spatial-frequency
range ki > 0.3(rad/um), as seen in Fig. 82.36(a), which
correspondsto ¢ > 150 and afull-angle near-field laser diver-
gence of about 12 urad. This pulse has insufficient time to
smooth lower spatial frequencies. Conversely, the 1-D power
spectra of the high-energy, 1-ns square shot deviates over a
larger spatial-frequency range ki > 0.08(rad/um) (¢ > 40), as
seen in Fig. 82.36(b), even though this pulse has a lower
averageintensity and higher nonuniformity. For both cases, the
deviation from the low-energy spectrum becomes significant,
i.e., aratio greater than about /2 for ki > 0.7 (rad/um)
(¢ > 350), which corresponds to a full-angle, near-field laser
divergence of about 4 urad. The other two high-energy square
pulses, given in Table 82.1V, exhibit power spectra character-
istics similar to the 1-ns case except that the power spectra
show less deviation from the low-energy spectrum.

A comparison of the power spectra for the experimental
measurements and the simulations demonstrates the smooth-
ing effect of the small-spatial-scale and whole-beam B-inte-
grals. The details of the B-integral modeling are given in the
Laser Beam Smoothing section. The power spectra of the
UVETPimagesareshowninFig. 82.37 through Fig. 82.40 (as

LAsER BEAM Sv0OTHING CAUSED BY THE SMALL-SPATIAL-SCALE B-INTEGRAL

solid gray lines) for the 100-ps, 1-ns, 2-ns, and 3-nspulseswith
no FM, respectively. The figures include the resultant 1-D
power spectrafrom corresponding Waasi kwa simul ations that
include only whole-beam B-integral and both small-spatial-
scale and whole-beam B-integral effects. Each power spec-
trum is normalized to the spectral energy of the 1-D power
spectrum. Themeasured g;,,sisthelowest for the 100-pspulse
at 62.3% and increases with increasing pulse length up to
88.4% for the 3-nspulse. Thevaluesof thenonuniformity Gy
for all the UVETPimagesare summarizedin Table 82.1V. The
UVETPdiagnostic was configured with a Gaussian-like DPP,
which isfabricated to produce afar-field spot withan N=2.5
super-Gaussian spatial-intensity envelope, for al of the shots
except the 3-ns pulse. A higher-order DPP, whichisfabricated
to produce a far-field spot with an N = 6.5 super-Gaussian
spatial-intensity envel ope, wasinstalled for the3-nspulse. The
spatial-intensity envelope of the far field determines the low-
wave-number power spectrum but doesnot significantly affect
the large-wave-number power spectrum. The datawindowing
occludes the low-wave-number power spectradifferences be-
tween the two DPP designs.

Simulations of the power spectra demonstrate that tempo-
rally varying local phase distortions in the beam caused by
small-spatial-scale and whole-beam B-integral effects in the
laser decrease the nonuniformity to levels that match the
experimental results in pulses with no applied FM. The theo-
retical predictions of the models that include both of the
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Figure 82.37 Figure 82.38

The 1-D power spectrum of aUV ETPimage of a100-ps Gaussian pulse (shot
13736; solid gray line) and the corresponding Waasikwa' simulation includ-
ing only whole-beam B-integral effects (dashed line) and both small-spatial-
scale and whole-beam B-integral effects (solid black line).

The 1-D power spectrum of a UVETP image of a 1-ns square pulse (shot
15723; solid gray line) and the corresponding Waasikwa' simulation includ-
ing only whole-beam B-integral effects (dashed line) and both small-spatial-
scale and whole-beam B-integral effects (solid black line).
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B-integral effectsareinexcellent agreement with themeasured
power spectra for the 1-ns, 2-ns, and 3-ns square pulses over
the range of ki > 0.1 rad/um. Thereisaslight discrepancy for
the combined B-integral model due to excess smoothing over
the range of 0.1 < ki < 0.3 rad/um. The 100-ps Gaussian
simulations are limited by the near-field measurements as
described in the next section. The impact of the small-spatial-
scale B-integral effects (solid black ling) on the power spec-
trum is evident in Figs. 82.37-82.40, where the simulations
(dashed line) that model thewhol e-beam B-integral effectsbut
neglect the small-spatial-scale B-integral effects are shown.
The effects of the whole-beam B-integral reduce the g;,sto a
level of 86.2% and 95.2% for the 100-psand 1-ns high-energy
pulses, respectively, which does not match the experimental
resultswith oy, = 62% for the 100-ps pulse and 0y, = 69.3%
for the 1-nspul se. Thecombined effectsof thewhol e-beamand
small-spatial-scale B-integrals, however, reduce the 0,5 t0 @
level of 67.0% and 69.9% for the 100-psand 1-ns high-energy
pul ses, respectively, which is comparable to the experimental
values. The values of the nonuniformity o, for all the
Waasikwa' simulations are summarized in Table 82.1V.

Laser Beam Smoothing
Smoothing in the far field occurs when the state of the

statisticsof the DPP. If the state of ¢(x,y,t) changesintimeover
aninterval 1= ty—t; (where tisof the order of the coherence
time for the pulse) such that a change in state A@(X,y,1)
= @(xY,b)—@(xy,t1) is nonconstant over the near field, the
instantaneousfar-field specklepatternwill change, resultingin
time-integrated smoothing. Alternately, if thequantity Ag(x,y, 1)
is constant over the near field, during the time interval 7, then
no changein the far-field speckle pattern occurs regardl ess of
how rapidly the state ¢(x,y,t) varies in space or time. For
example, anondispersed phase-modul ated pul se can berepre-

sented by @(x,y,t) = @ (xy) + @(t).

Time-integrated smoothing in the far field can be under-
stood as a movement of the speckle structure or as a distinct
change of the speckle structure as a function of time. If the
change in state A@(x,y,7) hasalinear form, i.e.,

Ag(x,y, 1) = x(d¢/0x) + y(0 ¢y),

then the speckle pattern will appear to laterally shift in the far
field by the amounts given by Axg = fo(d@/dx) and
Ayyr = fo(d¢/ay). In the more general case, the phase-state
@x,y,t) can be Fourier decomposed into a set of modes as

i i _ 1 ~ +i (kX +k,

transverse phase _front qf the near field, given by (p(x,y,t_), Ax.y,t)= — qo(kx,ky,t)e ( yY)dedky' (10)

changesasafunction of time such that the spatial coherenceis L spetial

altered. For a particular instant in time, a state @(x,y,t) will frequencies

produce a unique speckle pattern in accordance with the
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Figure 82.39 Figure 82.40

The 1-D power spectrum of a UVETP image of a 2-ns square pulse (shot
13479; solid gray line) and the corresponding Waasikwa' simulation includ-
ing only whole-beam B-integral effects (dashed line) and both small-spatial-
scale and whole-beam B-integral effects (solid black line).

The 1-D power spectrum of a UVETP image of a 3-ns square pulse (shot
13879; solid gray line) and the corresponding Waasikwa' simulation includ-
ing only whole-beam B-integral effects (dashed line) and both small-spatial-
scale and whole-beam B-integral effects (solid black line).
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where qND(kX, ky,t) represents the complex spectral amplitudes
of the Fourier Kernel e*(5**%Y) At each instant in time
@(x, y,t) OR, whichimpliesthat theintegral in Eqg. (10) may be
reduced to two timesthereal part of theintegral over the upper
half-plane that excludes the negative axis owing to the sym-
metry properties of the Fourier transform of real functions
[i.e., the transform is Hermitian g?)(kx,ky,t) = ¢ (~ky, ~kyut)
(Ref. 18, p. 14)].

The smoothing effectiveness of an evolving phase state
@(x,y,t) can be understood by examining the contribution of the
term €¥@XY) to the far-field distribution. The instantaneous
far-field speckle patterniscalculated by Eq. (2). The convolu-
tion theorem dictates that the result can be written as

2
Iff(xffyyffyt):|EDPP(Xffyyffyt)* Ego(xffyyff:t)| ., (11)

where the quantity Eppp (X, Vi, t) represents the complex
field of the speckle pattern caused by the combined effect of
the current beam cross section and the DPP; the quantity
E X, Ytr, t) represents the instantaneous complex far-field
pattern caused by the phase state ¢(x,y,t); and the symbol *
denotes the convolution operation. The extent of the far-field
pattern E X, Vi, t) determines the wavelengths that can be
smoothed: the greater the area covered, the longer the wave-
lengths that the phase state @(x,y,t) can smooth. The far-field
pattern E X, fr, t) must changeover timeto affect smoothing.
Further, the pulse must be long enough to cover many coher-
ence times: the longer the wavelength, the more smoothing
time required.

o(x.y.1)
=2/ ke Ky t)| sin(xr{ Zp(kx,ky,t)} e +kyy), (12)

where the term | ¢ ky,ky,t) | represents the magnitude of the
Fourier component andtheterm 4{(p(kx, ky,t regresentsthe
phase[wheretheoperator xr{e'g} =0].Theterm ‘ qo(kx, ky,t)‘
determines the amount of laser divergence, given approxi-
mately by

I\ DZ“ Zp(kx,ky,t)‘+q JkZ k2.

If the quantit ‘(Z(kx,ky,t)‘ = &y, where &, is constant and
x,{(p(kx,ky,t = wht, then Eq. (12) isfunctionally identical
to 1-D SSD.?0 In this scenario, the spectral components of
EdXt, Yer.t) in the far field have fixed amplitudes and a fixed
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spacing (given by the well-known Bessel function expansion;
see Ref. 20) but avarying relative phase. If the magnitude of
the phase varies in time as ‘(Z(kx,ky,t)‘ = gp(t) and if the
phase term 4{(p(kx, ky,t)} is constant, the spectral compo-
nents of EgXt, Ysr, t) in the far field have a fixed spacing
analogous to the SSD-like case but with a varying amplitude
and afixed relative phase. As the magnitude J,(t) increases,
the number of the spectral components increases and spreads
outintothefar field (thissituationisdirectly anal ogousto what
happens when the whole-beam B-integral modifies the phase
magnitudewherethe Fourier component’ swavelengthistwice
the beam diameter). A general case is constructed when both
the magnitude and phasetermsin Eq. (12) are allowed to vary
withtime. A stochastic model may also be employed wherethe
magnitude and rel ative phaseterms changein time of theorder
of the coherence time and obey a probability density function.

If more than one spectral mode is considered, a variety of
complex smoothing mechanisms can be constructed. How-
ever, an arbitrary phase state that alters the spatial coherence
over timeand, in addition, is consistent with the observations
cannot be selected. When considering a small number of
Fourier components, the member with the greatest laser diver-
gence can be assumed to dominate the remaining members
since its laser divergence will be the strongest (see Ref. 21,
p. 241 regarding transmission bandwidth). Otherwise, thetotal
divergence of each member must be considered in terms of
their combined effect asthey convolvetogether inthefar field
and produce agreater spread and smooth longer wavelengths.
To this end, the dominant mode will contribute a full-angle
divergenceof AQ 02[ (1) +1] k2 +k2Z andatemporal band-
width Ac O[ 8n(t) +1] gy, and the other modes will contrib-
ute significantly only if their respective spatial or temporal
bandwi dths are comparabl e to the dominant mode. The maxi-
mum far-field wavelength that can be smoothed is given by
Snax = fofAB. The situation is analogous to the small-spatial-
scale B-integral when the Fourier components have a fixed
phaserelationship (i.e., they do not move acrossthe near field)
andthemodul ation depth (of each spectral component) changes
as the pulse evolves.

1. Whole-Beam B-Integral Modeling

The electric field and phase calculated by RAINBOW for a
pulsed beam are in cylindrical coordinates, viz. (r,t). Con-
versely, Waasikwa' models both transverse dimensions and
timein rectangular cartesian coordinates, viz. (,y,t). Accord-
ingly, atwo-dimensional spline fit is performed at each time
step to resample RAINBOW data into cartesian coordinates.
The complex-valued electric field with no applied FM or DPP

85



LAseErR BEAM SMOOTHING CAUSED BY THE SVALL-SPATIAL-SCALE B-INTEGRAL

that describes the UV near field is expressed in terms of the
converted RAINBOW data as

E(xy,t)=Ep, (%, y,t)ei(psfb(x’y’t). (13)

The phase term ¢, (xy,t) calculated by RAINBOW
represents the whole-beam B-integral that is an intensity-
dependent phase accumulated during propagation within a
nonlinear medium.

The phase state calculated by RAINBOW is roughly sepa-
rable, i.e., @g (xyt)03%, (1) @, (xy). The quantity
@s, (x,y) represents the initial beam shape that is injected
into the laser chain, and theterm Jg, (t) representstheinitial
pulse shape. This occurs because of self-phase modulation in
thelaser chainthat ismore severeinthefirst amplifierswhere
the local intensity is higher and prior to significant gain
saturation that causestheintensity beam profileto changeover
time. In other words, even though the intensity envelope is
altered after the whole laser chain, the phase modulation
retains a shape very similar to that of the injected beam. (The
form of the phase state is analogous to that discussed in the
previous section, where the spatial portion of amodeis fixed
and the modulation depth changes over time.) Therefore, the
laser divergence causesthefar field to expand as afunction of
time. This effect for a 100-ps Gaussian pulseisillustrated in

04 T T T T T T T
0.3 -
2 L 4
= Center
g 0.2 of puse ]|
= L 4
01r -
0 0 1 | 1 | 1 | 1
'—20 -10 0 10 20
Half-angle laser divergence (urad)
TC5345
Figure 82.41

The calculated laser divergence due to the whole-beam B-integral as a
function of time for a40-J, 100-ps Gaussian pulse.
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Fig. 82.41, where the laser divergenceis plotted against time.
Based onthecal culated | aser divergence onewoul d expect that
thewhole-beam B-integral would smooth downtothefar-field
spatial frequency,

2 _ 35t

fQAB Hm

ki =

from the cal culated full-angle divergence of AG= 10 urad (see
Fig.82.41). AsshownintheExperimental Resultssectionthe
nonuniformity cal culated with thismodel, however, fallsshort
of the measured smoothing. Additionally, the power spectrum
(dashedlineinFig. 82.37) isalmostidentical tothelow-energy
pulse (dashed linein Fig. 82.36). The primary reason is that
although there is sufficient laser divergence, the temporal
bandwidth for this method is insufficient to produce a short
coherence time because the peak B-integral is limited. This
model also fails to predict the measured nonuniformity and
power spectrafor the square pulses for the same reasons.

2. Modeling of Small-Spatial-Scale and Whole-Beam

B-Integrals

Near-fieldimagesof high-energy shotswereobtainedinthe
UV section of the OMEGA system (measured after the final
amplifiers and after the FCC's). Two pulse lengths—a 100-ps
Gaussian [Fig. 82.42(a)] and a 1-ns square [Fig. 82.42(b)]—
were captured to compare the fluence of the early timesto that
at later times. The 100-ps Gaussian near field was representa-
tive of acenter-peaked beam; the 1-ns square pulse wasrepre-
sentative of an edge-peaked beam. These images revealed
evidence of small-gpatial-scale intensity ripple across the
beam, which was more severe for the shorter pulse than the
longer pul se because of gain-saturation effects. This evidence
has led to speculation that the small-spatial-scale B-integral
caused the observed smoothing; the depth of thefluenceripple
corresponds to the laser divergence required to affect the
smoothingintherangek > 0.1 (rad/pm), and thegrowth of the
ripple provides the required temporal bandwidth.

The small-spatial-scale and whole-beam B-integral phases
both result from self-phase modulation, which is proportional
tothelocal accumulated intensity of the beam asit propagates
through a nonlinear medium. The combined phase effects of
the small-spatial-scale and whole-beam B-integrals can be
inferred from the fluence measured by the near-field images.
Thetimeevolution of the small-spatial-scale B-integral canbe
approximated to follow the spatiotemporal evolution of the
whole-beam B-integral that iscal culated by RAINBOW. Thisis
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only valid, however, over asmall energy rangeneighboringthe
measured near field because the ripple across the beam be-
comes less pronounced as saturation becomes important. For
long, high-energy (fluence) pulses, the beam experiences sig-
nificant gain saturation in the system amplifiers. The beam
profile is smoothed at later times in the pulse because the
amount of gain saturation at any spatial locationinthebeamis
proportional to the beam’s fluence at that location; initially
“hotter” regions of the beam experience reduced gain. This
effect is modeled by temporally blending different measured
near fields.

y near field (cm)
o
o
|

00+

y near field (cm)

01+

0.1 0.0 0.1

x near field (cm)
TC5346

Figure 82.42

Two near-field fluence measurements, taken after the FCC's, represent the
early- andlate-timeevol ution of along pulse. (a) Thefirstimage (shot 14233)
isa100-ps Gaussian pul se representative of the early-time evolution. (b) The
second image (shot 14234) is a 1-ns square pulse representative of the late-
time evolution.
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A model of combined B-integral effects is constructed by
perturbing both the intensity and phase calculated by RAIN-
BOW simulations. The electric field of the near field is ex-
pressed as [compare Eq. (3)]

Esim(x1 y,t) = Eosim (x, y,t) eiqoﬁsim (xy.) , (14)

where the perturbed magnitude of the electric field is defined
by

Eog,, (X ¥t) = o, (X V)T (x.), (15)

and the perturbed phase contribution dueto both small-spatial -
scale and whole-beam B-integral effectsis given by

(p&jm(x, yt)= @, (%Y, t)F (%, y). (16)

The unperturbed magnitude and phase of the electric field
calculated by RAINBOWSsimulationsaregivenin Egs. (15) and
(16) by Eg, (x,y:t) and @, (x,y,t), respectively. The pertur-
bation function I" (x,y) representsthe scaled ratio of aUV near-
field fluence measurement to the fluence calculated from a
RAINBOW simulation, namely

Fuvnt (X' y) (17)

")=a Fio(xy)

where the subscript UVnf indicates the UV near-field mea-
surement, the subscript rb indicatesthe RAINBOW simulation,
and a isthe proportionality constant and is defined by

Wb
Wovn

a (18)

where W, is the RAINBOW simulation energy and Wy is
the UV near-field energy.

The two UV near-field measurements are blended tempo-
rally to construct amodel for longer, higher-energy pulses. The
UV near-field measurements are used to divide the longer
pulseinto segments based on the energy within each measured
UV near field. The techniques described previously are em-
ployed to evaluate the perturbation function within each tem-
poral segment. The blending function is defined as a dimen-
sionless and smooth step function:
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b(Ton. Toff 1)

E%{tanh[r(t ~ton)] ~tanh[r(t-ro)} . (19)

where 15, and 1 are the turn-on and turn-off timesand r is
the rate at which the blending function mixes the UV near
fields. The dividing time of the segmentsis defined when the
RAINBOW simulation has equivalent energy to a UV near-
field measurement:

Wovet, = [ Tm(xyit)dxdyc, (20)
0

near
field

where the subscript n refers to a particular near field, e.g.,
n=1for thefirst UV near field. The times 1, define the turn-
on and turn-off times for the blending function; one blending
function turns off as the next one turns on, e.g., the first
blending function isb(—eo, 74,r,t) and the second isb(14,75,r ,t).
Thefinal blending function mixesinto unperturbed RAINBOW
data with b(7,,00,r,t). Energy conservation requires that

3

> b(ronn,roffn,r,t) =1 [t (22)
n=1

The time difference between 7, and 7, will change according
to the modeled pulse. Asthedifferential At = 1,—1; decreases,
the mixing rate r increases, which effectively describes how
the small-spatial-scal e perturbations changemorerapidly. The
decreased At occurs physically because the saturation fluence
is reached earlier for the higher-intensity pulses. The mixing

rateisadjusted to eliminate any step that may beintroduced in
the nonuniformity as a function of time. The switching times
and mixing rates for the different modeled pulsesare givenin
Table 82.V.

Thecalculated laser divergencefor thismodel asafunction
of timeisillustratedin Fig. 82.43for al-nssquarepulseat full-
system energy. This modeling scheme works well for the
longer square pulses but does not adequately describe the
smoothing observed for the shorter, 100-ps pulses. This is
attributed to the fact that the early time evol ution of the small-
scale B-integral isnot captured on either measured near field,
and consequently, only asingle UV near field is used.

| | | | | | |
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02 1
A1)

0.0 . ! ! ! ! ! !
-60 40 -20 0 20 40 60

Half-angle laser divergence (urad)
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Figure 82.43

The calculated laser divergence due to the whole-beam and small-
spatial-scale B-integrals as a function of time for a 1-ns sguare pulse at full
system energy.

Table82.V: Summary of the model parameters for 1-ns, 2-ns, and 3-ns square pul ses.
The parameters 71 and 7, define when the RAINBOW simulation has
energy equivalent to the first and second UV near field, respectively. The
energy of the first UV near field is 100 J; the energy of the second UV

near field is290 J.
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Shot Nominal Measured I [§) r
Number Pulse Width Energy for 100J | for290J | (Uns)
(ns) Q) () (ns)
S15723 1 508 0.225 0.555 192
S13479 2 370 0.645 157 112
$13879 3 331 118 2.99 0.775
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Conclusion

The observed smoothing on high-energy OMEGA shots
without applied FM has been successfully modeled using a
combination of small-spatial-scaleand whole-beam B-integral
effects. The smoothing affects mainly the spatial wave num-
bers ki > 0.1(rad/um) and can reduce the nonuniformity to
levels of 62%. The nonuniformity decreases approximately
linearly with increasing average intensity of the pulsed beam.
Theamount of smoothing dueto small-spatial-scale B-integral
effectsisinsufficient for direct-drive | CF. Reference 13 shows
that smoothing by spectral dispersion overwhelms this effect
in the mid-range spatia frequencies where these modes are
considered the most dangerous spatial frequencies for ICF
implosions.” Hence, it is not expected that the B-integral
effects mitigate hydrodynamic instabilities due to their
minor influence.
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Three-Dimensional M odeling of Capsule Implosions
in OMEGA Tetrahedral Hohlraums

Introduction

To achieve ignition and gain in inertial confinement fusion
(ICF), a spherical target must be compressed with a highly
uniform drive mechanism.1=3 Perturbations in the drive can
lead to adistorted fuel core aswell as hydrodynamic instabili-
ties, which cause the colder ablator material to mix with the
fuel in the central hot spot, effectively quenching the nuclear
burn.4-% The direct-drive approach to achieving this uniform
implosion usesanintenselaser pulseto ablateaglassor plastic
shell and compressthefuel insidelikeaspherical rocket.” The
nonuniformitiesinherent in the laser beam tend to imprint the
target with a“ seed” that can cause debilitating hydrodynamic
instabilities. To avoid these high-spatial-frequency perturba-
tions, the lasers can alternatively be pointed at the inside of a
high-Z cavity called a hohlraum, which converts the laser
energy into asmooth x-ray radiation field that then compresses
asimilar capsule, again through a rocket-type ablation.2

Traditionally, hohlraums have utilized a cylindrical geom-
etry with two laser entrance holes (LEH’s) and azimuthal
symmetry. Recently, an alternative hohlraum geometry with
four LEH’sinaspherical casehasbeen proposed asameansfor
producing an extremely uniform radiation drive.89 These
“tetrahedral hohlraums” are particul arly well suited for experi-
ments on the University of Rochester’'s OMEGA laser facil-
ity10 since the soccer-ball geometry of the target chamber
possesses multiple beam configurations with perfect tetrahe-
dral symmetry. Accordingly, an extensive series of tetrahedral
hohlraum experiments have been carried out on OMEGA
under theleadership of the LosAlamosNational Laboratory, 1
in amultilaboratory collaboration.

This article reports on the three-dimensiona (3-D) view-
factor code BUTTERCUP, which hasbeen used to model these
experiments. Since the code wasfirst reported in Ref. 9, it has
been expanded to model the time-dependent radiation trans-
port in the hohlraum and the hydrodynamic implosion of the
capsule. Additionally, a3-D postprocessor has been written to
simulate x-ray images of the imploded core. Despite
BUTTERCUP's relative simplicity, its predictions for radia-

0

tion drive temperatures, fusion yields, and core deformation
show close agreement with experiment.

The tetrahedral hohlraum experiments on OMEGA1! have
investigated the basic symmetry properties and uniformity of
capsule implosions, the radiation drive temperatures, and the
effect of high convergenceon neutron-yield degradation. M ost
of these experiments have used thin-walled gold hohlraums
with standard Novaimpl osion capsul esfilledwith DD gas. The
best results have been obtained from hohlraumswith an inner
diameter of 2800 um, LEH diameter of 700 um, and typical
capsule outer diameter of 550 um (see Fig. 82.44). The 60
OMEGA beams enter the hohlraum in four groups with 15
beams through each LEH. These 15 beams form three rings
with various angles of incidence, namely 23.2° (6 beams),
47.8° (6 beams), and 58.8° (3 beams). As with cylindrical
hohlraums, the beam pointing is constrained by minimum
clearance requirements to avoid absorption and/or refraction
through the plasma ablating off the capsule or the hohlraum

100 um epoxy

\—ZﬂmAu

50 atm DD 2800 um
55 um CH X
l550 um
v

TC4794

Figure 82.44

Schematic of athin-walled tetrahedral hohlraum used for OMEGA implosion
experiments. One of four laser entrance holes (LEH’s) is shown with beams
entering at threedifferent angles(23.2°, 47.8°, and 58.8°). The standard Nova
capsule hasa550-pm outer diameter and a55-um-thick CH shell andisfilled
with 50 atm of DD gas.
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wall. Tetrahedral hohlraums have an additional pointing con-
straint, that of clearing an opposing LEH to avoid forming
plasma blowoff that would interfere with incoming beams.
Unlike cylindrical hohlraums, however, the spherical geom-
etry of the tetrahedral design eliminates the possibility of
“glint” (irradiation of the capsule by laser light specularly
reflected off the hohlraum wall at early times).12

The OMEGA soccer-ball geometry has numerous group
rotational symmetries, including that of each Platonic solid.
Thetetrahedral symmetry group isitself embedded inalarger,
dodecahedral group wherethe 60 beamscan bedividedinto 12
sets of 5 independent beams; therefore, pointing coordinates
must be calculated for only 5 different beams, and therest are
determined by rotationsin the dodecahedral symmetry group.
This property provides some inherent symmetry advantages
for the tetrahedral hohlraum, causing al | = 1, 2, and 5
spherical-harmonic components of the radiation drive to be
identically zero.8 For the specific hohlraum designs used in
thisarticle, thex-ray drivenonuniformity onthecapsule (o)
is aimost entirely dominated by the Ya, spherical-harmonic
mode®13 and, in the optimal designs, is less than 1% during
most of the laser pulse. This highly uniform drive has been
confirmed by x-ray images of imploded cores that are essen-
tially round to within the resolution of the instrument.1

Despite the remarkable symmetry properties of tetrahedral
hohlraums, the cylindrical design hasbeen traditionally domi-
nant inthe | CF field, largely because of its azimuthal symme-
try. Thus, cylindrical hohlraums can be modeled accurately in
a two-dimensional (2-D) geometry, while the tetrahedral
hohlraum is inherently a three-dimensional (3-D) problem.
Considering the complexity of even a2-D radiation hydrody-
namics code,1 it is understandable that there has not been
significant interest in the 3-D tetrahedral hohlraums until only
recently. With the recent progressin developing detailed 3-D
codes,” however, tetrahedral hohlraums offer anideal test-bed
for theoretical and experimental comparisons. As part of this
effort, we have written a 3-D view-factor code called BUT-
TERCUP, which includes radiation transport in the hohlraum
and a hydrodynamic treatment of the capsule implosion. Be-
cause of the highly uniform nature of these implosions, basic
3-D effects can be accurately modeled as perturbations on a
one-dimensional (1-D) model. Wewill explain thispseudo-3D
modeling technique in greater detail below.

Although BUTTERCUP does not model laser—plasma

interactionsin the hohlraum or the motion of the gold wall, its
simplicity is perhaps its most powerful trait, allowing for
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repeated calculations over a wide range of input parameters
and thus making it ideal for target design. For example, the
dimensions and pointing parameters for the hohlraums de-
scribed in Ref. 11 were largely based on results of BUTTER-
CUP calculations. Further, by using asimple energy diffusion
model, BUTTERCUP can predict the time-varying radiation
drive temperature T,(t) in the hohlraum. This agrees closely
with experimental measurements aswell aswith more sophis-
ticated hydrodynamic code cal culations. Neutron yields have
also been calculated by 1-D and pseudo-3D models and agree
well with initial experimental results. Additionally, a post-
processor has been written to simulate x-ray images of the
imploded capsul €' s self-emission. Comparisonswith thetheo-
retical core shapes and experimental images provide valuable
new insight into the relationship between a 3-D fuel core and
its2-D image and show in particular how a3-D distortion may
be emphasized or smoothed out.

Ultimately, the success of tetrahedral hohlraum experi-
ments on OMEGA will help to determine the feasibility of a
tetrahedral ignition design for the National Ignition Facility
(NIF). Whilethe NIF laser’s port geometry lacks true tetrahe-
dral symmetry, the addition of equatorial direct-drive ports
allowsfor apossible design that can focus 44 of the 48 quads
(four beams) into a tetrahedral hohlraum and still provide
excellent drive uniformity.®

In describing BUTTERCUP and its results, we will follow
acourse of increasing complexity, starting in the next section
with an explanation of astatic view-factor model that assumes
asingle albedo over the hohlraum wall. Thisincludes a zero-
dimensional implosion model, enabling the time-dependent
uniformity on the capsul e to be predicted for different tetrahe-
dral hohlraum designs on OMEGA, given the albedo as a
function of time. In a subsequent section weintroduce atime-
dependent model for the laser deposition and radiation trans-
port into the wall of the hohlraum, which allows the
time-dependent uniformity and radiation temperature T,(t) to
becalculated directly without referenceto the albedo. Wethen
discussin detail a pseudo-3D radiation-hydrodynamic model
for the capsule implosion that predicts convergence ratios,
low-order coredistortions, and fusion yields. We al so describe
a 3-D radiation postprocessor that allows direct comparison
between theoretical and experimental results.

This work shows that a relatively simple code can make
reasonably accurate predictions of hohlraum temperatures,
radiation drive uniformity, and the effects of core distortion
and high convergence ratio on neutron yield degradation.
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BUTTERCUP proves to be immediately useful not only in
experimental planning andinterpretation, but al soasanimpor-
tant tool for aiding in the devel opment of more-sophisticated
3-D ICF codes.

Fundamental Features of the Code BUTTERCUP

Themost basicfeaturesof BUTTERCUP includetheahility
to trace rays from multiple laser beamsin athree-dimensional
hohlraumand aview-factor algorithmto cal culatetheresulting
radiation uniformity on the surface of the fuel capsule.® Both
cylindrical andtetrahedral hohlraumscanbemodeledinafully
3-D geometry. In thetetrahedral geometry, thefour LEH’sare
located at the angular coordinates (6,¢) = [(54.7°, 0°), (54.7°,
180°), (125.3°,90°), and (125.3°, 270°)], whilein the cylindri-
cal geometry, the axis of the hohlraum is taken to be along
6 = 0°. The methods described below apply equally well for
either geometry, but we will be concerned primarily with the
tetrahedral orientation.

First, each laser beam is divided into a large number of
individual rays, each with an equal fraction of the total drive
power. The OMEGA beams are treated as circular coneswith
an f/6 focus. For hohlraum experiments on OMEGA, the
direct-drive phase plates are removed, giving alaser spot size
of about 50-um diameter at best focus. Once the beam is
divided, each individual ray is traced from an initial position
and direction through the hohlraum, allowing multiple geo-
metric reflections with a small amount of random scattering
until al the energy in the ray has been absorbed (usually no
more than two bounces). When the ray hitsthe hohlraumwall,
it deposits afraction A(8) of itstotal energy, given by

A(Bi):l—exp(—bcosr Gl), (1)

where the parameter b determines the absorption at normal
incidenceandthe parameter r givestheangular dependence. In
theabsenceof an accurate experimental determination of A(6)
in ahohlraum, wetaker = 1 and b = 3. These parameters give
an absorption of 90%for 8 =40° (thus99% after two bounces),
consistent with Nova data.1> Of the laser energy absorbed by
thewall, typically 60%to 70%isre-emitted asx-ray radiation;
the rest is lost to hydrodynamic motion and heating of the
hohlraumwall. Inthisstaticmodel, nolaser energy isdeposited
along the beam path and the time evolution of the gold plasma
is not simulated. The effect of wall motion on the irradiation
uniformity can be modeled by repeating the ray-trace calcula-
tion with the samelaser pointing but using different hohlraum
dimensions, such as might be obtained from 1-D hydrody-
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namic calculations of a tetrahedral hohlraum or 2-D calcula-
tions of acylindrical hohlraum. For theresultsreported in this
article, however, wall motion was not taken into account.

Despite these simplifications, we can still estimateasingle
background radiation temperature T, by assuming an eguilib-
rium Planckian radiation field in the hohlraum cavity. Follow-
ing Ref. 9, thetemperature T, is cal culated with abasic energy
equation6-18 that balances the power entering the radiation
fieldfromthelaser sourceandthepower lost fromtheradiation
field through the LEH’s and absorption by the walls and

capsule:

Ras =0 TA(NA, + By Ay +BcAc). @)

where P isthe total laser power absorbed by the case, ), is
the conversion efficiency from the laser to x rays in the
radiation field, o is the Stefan—Boltzmann constant, and the
term (NAy, + B Ay + B.Ac) may bethought of astheeffective
areaof thehohlraum. ThequantitiesAy,, A, and A aretheareas
of anLEH, thewall, and thecapsul e, respectively, inahohlraum
with N holes. The quantity 3, isdefined as 1-a,, where a,, is
thewall albedo, thefraction of the x-ray energy incident onthe
hohlraum wall that is reradiated into the hohlraum cavity;
B.(=1-a., wherea,isthecapsulealbedo) issimilarly defined.
Thewall albedo a,, increases with time and, at the peak of the
laser pulse, istypically 0.8 for OMEGA and 0.9 for the NIF.
Thecapsulealbedo a. istaken heretobesmall (0.1). Thex-ray
conversion efficiency n; generally depends on irradiation
conditionsandistakento be0.65 here. Thewall albedo may be
calculated as afunction of time and location on the hohlraum
wall (seethenext section); however, itisoften useful to assume
asingle, spatially invariant albedo that characterizes the aver-
age hohlraum conditions at agiven time. We makethissingle-
albedo assumption in this section.

For agiven albedo, BUTTERCUP cal cul atesthe blackbody
emissionfrom each point r onthehohlraumwall by combining
aspatially uniform background radiation source oT,* with the
absorbed laser intensity I(r) at that point. The actual emitted
flux 1&(r) dependson thewall albedo and the x-ray conversion
efficiency:®

le(r) = awoT# +ny1(r), (39)

where the spatial dependence of Ig(r) and I|(r) has been
explicitly retained. In this model the wall treats the x-ray and
laser sourcesindependently: i.e., afraction a,,, of theradiation
flux oT,% incident upon thewall from the cavity and afraction
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n, of thelaser flux 1,(r) absorbedinthewall areemittedintothe
cavity. The quantity r; as defined here includes the combined
effects of the conversion of the absorbed laser energy to x rays
and reradiation from the wall.

To illustrate this, suppose that the laser were converted to
X rays in the plasma with efficiency n; and the reasonable
assumptionweremadethat half wereemitted outward fromthe
wall and half were directed inward to be re-emitted with an
albedo ay,. (The use of a different ay, allows for the x-ray
energy fraction reradiated from the laser sourceto differ from
that reradiated from the cavity radiation source.) Equation (3a)
would then become

1
le(r) = ay 0T +2(L+ay)ni(r),  (30)
giving
1 I T
n =§(1+Uw)’7|- (30)

It isalso worth noting that EqQ. (3a), when integrated over the
wall, provides two source terms for the radiation field in the
cavity, a,,0T,*A,, and NP, consistent with Eq. (2), confirm-
ing that the same value of r7; must be used in both equations.

Assuming a Lambertian source, Eq. (3a) permits a bright-
ness (spectrally integrated power/unit area/unit solid angle)
Be(r) = Ig(r)/mrthat is independent of direction to be defined
at al points on the hohlraum wall. BUTTERCUP then uses a
3-D view-factor algorithm®1%-23 to calculate the radiation
drive uniformity on the capsule. For each point on the surface
of thecapsule, thetotal incident radiation-driveintensity 1(6,¢)
is determined by integrating the brightness Bg(r) of the wall
over all solid angles, as seen by the capsule, for the entire
visible hemisphere. The radiation drive as a function of time
can be determined by using time-varying input values for the
laser pulse shape P, 4(t) and the albedo a,,(t); the latter can be
inferred from experimental measurements, cal culated directly
as in the next section, or imported from a calculation by a
hydrocode. For agiven pulse shape, the albedo is only weakly
dependent on the hohlraum irradiation geometry. Theoretical
and experimental Novaresults can thusbe appliedto OMEGA
hohlraums with afair level of accuracy.

Since the radiation uniformity on the capsule depends

largely on the ratio of the hohlraum radius to the capsule
radius,2820 the changing size of the imploding capsule must
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be considered when cal cul ating the time-dependent drive uni-
formity. To do this, a zero-dimensional (0-D) “rocket model”
is employed, treating the capsule as a thin shell with atime-
varyingradiusr g (t) and massm(t). Following Lindl,2weuse
scaling lawsthat rel ate the abl ation pressure P, (dyn/cm?) and
the mass ablation rate m(g/ cm? /s) to powers of T,(t) (as
measured in hundreds of eV):

P,(t) =5.1 x 1012 T35(t),

m(t) =5.9 x 10° T3(t),

(4)
Pys(t) = 7.7 x 10% g3y,

M(t) et (1) = =471 [ Pa(t) = Pos()]

wherePggsistheinternal gaspressureof the capsule, assuming
adiabatic heating of the fuel. The radius of the shell rgg is
measured in centimetersand thetimetin seconds. Thissimple
model has been found to predict remarkably accurate implo-
sion tragjectories, giving a stagnation time of 3 nsfor PS22in
close agreement with experiment. Coupling the view-factor
vacuum radiation transport with the time-varying capsule
radiusthen givesapredictionfor thetime-dependent radiation-
drive uniformity on the capsule.

Figure82.45 showsthe spatial uniformity of thex-ray drive
incident on the capsule as a function of time for two different
tetrahedral designs. The dashed curves are the result of the
radiation source as determined from Egs. (2) and (3) coupled
to the 0-D rocket model. The time-dependent albedo used in
Egs. (2) and (3) was obtained from the wall-diffusion model
described in the next section. The results of this diffusion
model are shown asthe solid curves. Since the nonuniformity
istypically dominated (>90%) by the Y3, spherical-harmonic
mode, we show only the contribution from o5, wherethetotal
Orms 1S defined as in Ref. 22:

Oéns = Iz o, (5)
,m

For both designs, Fig. 82.45 shows a noticeable improvement
in drive uniformity later in time, which is primarily a conse-
guence of the converging capsule radius. Note that the simple
energy-balance calculation agrees quite well with the more-
detailed wall-diffusion calculation throughout most of the
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laser pulse. At early times, the single-al bedo assumption of the
energy-balance model breaks down since the energy that
should be confined to afew small laser-heated spotsis spread
over theentirehohlraumwall, predictingamoreuniformdrive.
Theeffect of thisearly nonuniformity ontarget performanceis
not expected to be significant, however, since little energy
irradiatesthe capsule at these times. Also, Eq. (2) impliesthat,
after thelaser turns off, the radiation temperature (and thusthe
drive nonuniformity) immediately goesto zero, whilein real-
ity the hohlraum wall acts as a heat reservoir, radiating stored
energy well after theend of thelaser pul se. Thisisimportant for
the targets discussed below, where peak compression and
neutron production occur several hundred picoseconds after
the end of the laser pulse.
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Figure 82.45

Predicted drive uniformity onthe capsul ein atetrahedral hohlraum. The oyms
present in the dominant spherical-harmonic mode Y3» is plotted versus
time for () the initial scale-1 design for a 1-ns sguare pulse and (b) the
optimized scale-1.2 PS22 design. The amplitude of g3 gives the rms
nonuniformity when all other modes are absent. The dashed curves were
produced by the energy-balance model described in the Fundamental Fea-
tures of the Code BUTTERCUP section, and the solid curves were calcu-
lated by the wall-diffusion model described in the Radiation Transport
and Diffusion section.

The first experimental tetrahedral hohlraums (shot on
OMEGA in March 1997) were designed to have the same
surfaceareaand total LEH areaasastandard cylindrical Nova
hohlraum, thus giving comparable drive temperatures for the
same laser pulse. This “scale-1" tetrahedral hohlraum had
Rease = 1150 um and R gy =450 um. The predicted radiation-
drive uniformity of 2% to 3% for a 1-ns flat-top pulse was
certainly good by most |CF standards,242° but the tetrahedral
geometry on OM EGA was capabl e of much better uniformity.
With the help of BUTTERCUP, the tetrahedral hohlraum was
redesigned to give the best-possible drive uniformity while
till maintaining reasonabl e radiation temperatures and suffi-
cient clearance for the laser beams.26 The optimized design,
known as a scale-1.2 hohlraum, had R ge = 1400 pum, R g4
=350 um, and different laser pointing parameters. The opti-
mizeddesign had atotal L EH areaof 1.54 mm?, alittlelessthan
the 2.26 mm? of a standard Nova hohlraum. Additionally, the
shaped laser pulse PS22 was used to achieve more-efficient
implosions and reduce laser—plasma instabilities in the
hohlraum. Figures 82.45(a) and 82.45(b) correspond to the
initial and optimized designs, respectively.

The difference between a peak drive uniformity of 3% and
oneof 1%isapparent when comparing experimental imagesof
theimploded cores, asshown in Fig. 82.46. Theinitial design,
with o3, ~ 3% at the peak of the drive, resultsin acorewith a
clear triangul ar shape[Fig. 82.46(a)], corresponding to weaker
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Figure 82.46

Experimental x-ray images!® of imploded capsule cores for the drive condi-
tions of Fig. 82.45, viewed through an LEH. The initial design (a) has a
predicted average drive uniformity of g3z ~ 2% to 3%, causing a character-
istic triangular core, while the optimized design (b) produced anearly round
core with adrive uniformity of g3z < 1%. The three pointsin the triangular
image are oriented toward the other three LEH’s. Image (a) wastaken with a
time-integrating pinhole cameraand image (b) with an x-ray framing camera.
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drive pressure at the pointson the capsul ethat directly facethe
LEH’s. Theresulting 3-D tetrahedron-shaped corelookslikea
triangle when viewed along the axis of one of its vertices
(throughalL EH). Withtheoptimized design, theimploded core
isamost perfectly round [Fig. 82.46(b)], representing one of
the most-uniform indirect-drive implosions recorded to date.

The optimized design for OMEGA benefits from a favor-
ableratio of the caseradiusto the capsul e radius. The tradeoff
isalower coupling efficiency dueto the ~40% extrawall area.
The tetrahedral geometry on OMEGA has the advantage,
however, that all 60 beams can be used, compared with a
maximum of 40 for cylindrical hohlraums. On the NIF, the
tradeoff between uniformity and efficiency will beakey issue,
especially for capsules with the larger convergence ratios that
will be required.

Radiation Transport and Diffusion

The simple zero-dimensional model described in the previ-
ous section works well for designing hohlraum targets and
estimating the radiation-drive uniformity, but it has some
significant shortcomings. For one, the assumption of asingle,
spatially independent albedo tendsto break down early in the
laser pulse, when the cold, unirradiated sections of the wall
typically have a much lower albedo than the laser-heated
spots.27:28 The energy-balance model also fails at later times,
after the end of the laser pulse, giving aradiation temperature
of zero. Additionally, the dependence on an external calcula-
tion or experimental measurement of the time-varying albedo
[imitsBUTTERCUP’sability to scan through awide variety of
pulse shapes and hohlraum designs. Finally, while the pre-
dicted time-dependent drive uniformity agrees qualitatively
with experimental data, it unfortunately providesno meansfor
guantitative comparison.

To address these limitations, BUTTERCUP has been ex-
panded to model the gold wall asa2-D grid of mass elements,
each with adifferent temperature profile and radiation bright-
ness. Each point on this 2-D grid is treated as a separate
problem in 1-D planar geometry, with the radiation transport
into thewall model ed by solving an energy diffusion equation.
Theboundary zone of each 1-D sectionisdriven by aradiation
source from other portions of the hohlraum wall and, for the
directly irradiated sections, a laser source. The deposited
energy then propagatesinto thewall (along x) according tothe
diffusion equation, assuming a single radiation and matter
temperature T, (x,t) at each point inthewall. Thistreatment is
similar to that of Tsakiris,2’ except that he used 1-D self-
similar solutions rather than individual 1-D calculations.
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Following Rosen?%:30 we use the diffusion equation

%(pe) :%%AR G(%(aTﬁ)E (6a)

in the interior of the wall, and apply

0
a(PfAX):%/\R %(ava,‘) -oTg# +

— —
lossto laser
hohlraum source

cavity

diffusion

+L1aT(r)cosodQ (6b)

radiation
source

tothe boundary zone. Here pgisthe energy density of thewall
material (ergs/cm3), which scalesas T2, the diffusion coef-
ficient is 1/3 cAg, and aTy[a=40/c| is the radiant energy
density. TheRosseland mean freepath Ag isgivenasafunction
of temperature and density.2° The last term in Eq. (6b) is the
radiation flux seen by the point on thewall, integrated over all
solidangles(i.e., over all other boundary zonesonthehohlraum
wall). Thisterm couplestogether all the individual 1-D diffu-
sion calculations: each boundary zone emitsinto the hohlraum
cavity aflux aT,(r) [brightness aT,(r)/m], of which alarge
fraction provides a source for other boundary zones and a
smaller fraction islost to the capsule and LEH's.

In Eqg. (6b), Axisthethicknessof the boundary zone, where
the energy from the laser and radiation source termsis depos-
ited. Inthelimit of Ax - Otheleft-hand side of Eq. (6b) tends
to zero (i.e., the boundary cell has negligible heat capacity),
and Eq. (6b) then acts as aboundary condition on 9T /dx for
the diffusion equation. It is for this reason that the numerical
solutions of Eq. (6) are convergent (i.e., independent of Ax) as
Ax - 0. Inthislimit, thelaser source and theincident radiation
from the other zones on the hohlraum wall balance the radia-
tivelossinto thehohlraum cavity andthediffusivelossintothe
hohlraum wall.

The term [0 Tyi(r)cos@dQ is calculated in a way very
similar to the view-factor integration used to determine the
radiation incident on the capsule. Figure 82.47 shows a sche-
matic representation of this algorithm, where the incident
radiation intensity at a given point P on the hohlraum wall is
determined by tracing rays over all solid angles and summing
therelative brightnessdetected from each direction. Of course,
the LEH’s do not contribute anything to the incoming radia-
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tion, and the low-albedo capsule acts effectively as a shield,
blocking the radiation transfer between opposite sections of
the hohlraum wall. If no capsule were present, the spherical
geometry would provide perfect radiation uniformity incident
on every point of thewall not directly heated by alaser source,
regardless of the spatial emission distribution or the size of the
LEH’s, as long as the spectral brightness is independent of
angle (i.e., Lambertian) as is the case for blackbody radia-
tion.2” This makes tetrahedral hohlraums particularly well
suited for nonimplosion experiments that require a uniform
x-ray source for driving foils or other packages mounted on
the hohlraum wall.

Here, asinthe previous section, the emitted wall brightness
is taken to be o T4 (r)/m independent of angle. Thisis prob-
ably a good assumption except at very early times when the
steep gradient of T, within the wall (see Fig. 82.48 below)
results in different angles viewing different values of T,, at
about one optical depth into the wall. An angle-dependent
brightness could be added to the model.

Itisinstructiveto compare Eq. (6b) with Eq. (3a), obtained
for the ssimpler model of the previous section. The radiation
sourceterm of Eq. (6b) may bewrittenas o T3(r), defining an
effective hohlraum temperature Tr(r) as seen by apoint r on

TCA4795

Figure 82.47

Schematic of the view-factor algorithm used by the code BUTTERCUP to
calculate radiation transfer within the hohlraum. The x-ray flux incident at
each point P onthewall isdetermined by integrating the visible brightness Be
over ahemisphere of solid angle. The low-albedo capsule acts effectively as
a shield, blocking the radiation transfer between opposite sections of the
hohlraum wall.

the wall that is analogous to T, of the previous section.
Generally the spatial dependence of Tg(r) is weak: as stated
previously, Tr(r) would be independent of r for a spherical
hohlraum in the absence of acapsule. This providesjustifica-
tionfor theuseof asingle T, intheprevious section to describe
the radiation field in the cavity. It is also possible to define a
local albedo a,(r) =1 - Bo(r) by requiring Bo(r)o TA(r) to
equal (-1) times the first term on the right-hand side of
Eqg. (6b), i.e., the diffusive loss into the wall. With these
definitions, theflux of x rays emitted into the hohlraum cavity
becomes

o Ty =ay(r)aTg(r)+m(r), (7

which compares closely with the right-hand side of Eq. (3a).
Thefirst model can thus be expected to best match the second
model if a,, is taken to be the average of a,(r) over the
hohlraum wall.

An example of the nonlinear heat wave (Marshak wave3?)
described by Eq. (6) isshowninFig. 82.48, for an unirradiated
section of the gold wall. Here the wave is plotted at 100-ps
intervalsfor anillustrative calculation in which ahohlraum s
driven by a 1-ns sgquare pulse. The penetration rate is com-
monly approximated as being proportional to +/t ,29:31.32
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Figure 82.48

Wall temperature T,y as a function of distance into the gold wall, plotted at
100-psintervals throughout a 1-ns square-pul se drive shot. For the duration
of the laser pulse, the temperature at the boundary rises as the Marshak
radiation wave propagates into the hohlraum wall; it then decreases as the
wall cools after the laser is turned off.
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although this approximation breaks down when blowoff and
other effects are included.162% Even after the laser is turned
off, the radiation continues to diffuse into the wall; however,
much of the energy in the radiation field within the hohlraum
cavity leaks out through the LEH’s, lowering the temperature
at the boundary surface. Note that it is not necessary to
calculate the albedo explicitly in this model: the radiation
emitted into the hohlraum from each boundary cell is given
directly from the T,, there as o T,y .

With the temperature T, defined at each point on the
hohlraumwall, it isstraightforward to predict what the experi-
mentally measured radiation temperature T, will be asafunc-
tion of time. For the tetrahedral hohlraum experiments on
OMEGA, T,(t) was measured with the multichannel soft x-ray
diagnostic Dante.33 This looked directly through one of the
LEH’s, viewing acombination of laser spots and unirradiated
wall, representative of what the capsule should see, and thus
eliminating the need for “albedo corrections.”34 For a22.0-kJ
PS22 drive shot (i.e., ashot without a capsule), the theoretical
and experimental temperatures were in close agreement, as
showninFig. 82.49.1 Thedataarefromascale-1.2 tetrahedral
hohlraum with 500-um-radius LEH’s (larger than the 350-um
LEH’s used for the optimized implosions). For the BUTTER-
CUP calculation, the experimental ly measured SBS backscat-
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Figure 82.49

Hohlraum radiation temperature T, as afunction of time for a 22.0-kJ PS22
drive experiment with 500-um-radius LEH’s. The LASNEX predictions
(dotted curve) and the experimental data(solid curve) measured by the Dante
multichannel, soft x-ray diagnostic are taken from Ref. 11. The dashed curve
isthe BUTTERCUP calculation, with the input laser power P55 adjusted for
the experimental SBS backscatter fraction of 6%.
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ter fraction of 6% wastaken out of the input laser energy. The
close agreement with experiment indicates that the basic
hohlraum energetics can be accurately modeled with
BUTTERCUP's relatively simple combination of diffusion
and view-factor calculations.

By thismethod of performing multiple 1-D diffusion cal cu-
lationsona?2-D grid covering the hohlraumwall, and coupling
them together through view-factor radiation transport, BUT-
TERCUP provides a 3-D description of the time-dependent
radiation uniformity on the capsule. This approach allows
remarkably rapid simulations without sacrificing physical
accuracy. Sincefully 3-D radiation-hydrodynamicscodestypi-
cally take hundreds of CPU hoursto do asingle simulation on
even the fastest supercomputers, pseudo-3D calculations like
those presented here will be increasingly valuable. The speed
of BUTTERCUP also providesthe ability to perform multiple
simulations with different hohlraum parameters, making the
code an ideal tool for developing new target designs.

The evaluation of the effects on uniformity of pointing
errors and beam imbalance provides a good example of the
type of problem for which BUTTERCUP is ideally suited.3®
With each point on the hohlraum wall being model ed indepen-
dently, the computational overhead associated with changing
the beam pointingsand energiesisvery small, even though the
tetrahedral symmetry islost.

One limitation of the model is the assumption of an ideal-
ized blackbody radiation spectrum. For example, it would not
be correct to treat M-band radiation from multi-keV laser-
heated plasma with Eg. (6), which emits blackbody radiation
into the hohlraum with the temperature of the dense wall
plasma. Here, following Eq. (3c), it would be reasonable to
assume that half of thisradiation is emitted into the hohlraum
and half is lost in the wall (with ay, =0). The flux and
uniformity of M-band radiation on the capsule could neverthe-
lessbe cal culated with the model of the previous section using
ay =0 and taking nj to give the observed emission of
M-band radiation from the hohlraum wall.

We conclude this section by demonstrating that the simple
energy-balance model described in the previous section pro-
vides aremarkably accurate description of the radiation tem-
perature T, (t) whengivenasingle, spatially averaged albedo as
afunction of time. This may be seen from Fig. 82.50, which
plots T,(t) for (a) the initial design (1-ns square pulse) and
(b) the optimized design (PS22 shaped pulse). Thesolid curves
correspond to the more accurate wall-diffusion model and the

97



THREE-DIMENSIONAL MODELING OF CAPSULE IMPLOSIONS IN OMEGA TETRAHEDRAL HOHLRAUMS

dashed curves to the energy-balance model. Here we use the
spatialy averaged albedo (dotted curves) calculated by the
wall-diffusion model as input for the energy-balance model.
For both cases the albedo rises rapidly to about 0.8. For the
duration of the laser pulse, the two models agree very closely,
suggesting a close equilibrium between the incident laser
power and the radiation field. After the laser pulse ends, the
albedo becomesgreater than unity sincethe cooling wall emits
more energy than it absorbs. Thisisalso the point at which the
energy-balance model breaks down completely, as the 3, in
Eq. (2) becomesnegative, theleft-hand side of Eq. (2) becomes
zero, and thewall actslikearadiation sourcerather than asink.

Capsule Implosions
Given the 3-D, time-dependent radiation field incident on
thecapsule, BUTTERCUP al so providesapseudo-3D model of
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Hohlraum radiation temperature T, as a function of time for two implosion
experiments: (@) scale-1 hohlraum with a 30-kJ, 1-ns square pulse (initial
design); (b) scale-1.2 hohlraumwith a24.6-kJ, PS22 shaped pul se (optimized
design). The wall-diffusion model produced the solid curves and a time-
dependent, spatially averaged al bedo, defined here asthetotal power radiated
from the hohlraum wall divided by the total radiative power incident on the
wall (dotted curve); this albedo was then used asinput in the energy-balance
model to give the dashed curves.

the actual hydrodynamic capsule implosion within a tetrahe-
dral (or cylindrical) hohlraum. For agivenx-ray driveintensity
1,(6,¢1) on the surface of the capsule, theincident radiationis
treated as a blackbody spectrum and deposited into the plastic
shell in multiple energy and angular groups. Like the pseudo-
3D treatment of the gold wall, the capsule is modeled as a
collection of 1-D calculations, each with its own radiation
source term. Unlike the treatment of the gold wall (wherejust
the Rosseland opacity is used), however, the radiation trans-
port within the capsule plasma is modeled in greater detail
using multigroup opacities.36

Each angular wedge of the capsule is modeled as a spheri-
cally symmetric problem with 1-D Lagrangian hydrodynam-
ics. About 100 material zones are typically used in the radial
direction, withroughly half intheshell and half inthefuel. The
radiation energy fromthehohlraumwall isdepositedinthe CH
plasma using an Sy algorithm, which divides the incident
radiation into different angular groups,3” asis represented by
Fig. 82.51. The x rays that are nearly normal to the surface
penetrate deeper into the shell, while the higher-angle x rays
deposit the majority of their energy closer to the outside of the
capsule. Since opacities are often quite sensitive to photon
energy, the Planckian spectrum from the hohlraum wall is
divided into multiple frequency groups, each containing a
fraction of the blackbody radiation flux o T, and each pen-
etrating the plastic shell to a different depth.

I, from
hohlraum wall

- ——

TC5121

Figure 82.51

Multiple angular groups used to model radiation absorption in the capsule
shell. X rays with small angles of incidence 64 penetrate deeper into the
ablating plasma, while higher-angle groups deposit their energy closer to the
outside of the capsule.
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BUTTERCUP model sthe capsuleimplosion by solving the
1-D spherical Lagrangian hydrodynamic equations, including
electron thermal diffusion and multigroup radiation diffusion
within the capsule. The basic hydrodynamic equations in a
spherically symmetric geometry are3’

or

— =V,

ot

ov 0

—=—4mr2 — (P 8
ot o (PO ®)
o€ _ 0 (5

e 4n—(r v)(P+Q),

where P isthehydrodynamic fluid pressure, Q isthe“artificial
viscous stress,” r and v are the position and velocity of
Lagrangian zone markers, and dm is the differential mass
element. For each step of the calculation, P and the specific
energy ¢ (ergg/g) are determined from the SESAME equation-
of -state tables.38 The electron thermal diffusion is calculated
using

2 (pe)=-010 0 (5 o), ©

where T, is the electron temperature, here assumed to be the
same as the ion temperature T;; Kq is the thermal diffusion
coefficient, afunction of the temperature, density, and ioniza-
tion of the plasma.

Themultigroup radiation transport ismodel ed intwo steps:
first by angular Sy absorption from the hohlraum wall and
thenwith amean-free-path diffusion approximation withinthe
capsule. The absorption is determined®® by the opacity |,
corrected for stimulated emission [k, =k (1-e~hv/kT)] and
the incident intensity I, for each frequency group:

d ,
d_‘S/:_KVIV’ (10)

where s measures distance in the appropriate direction. Thus,
in aregion of constant opacity, |, falls off exponentially. The
internal diffusion eguation, including emission and reabsorp-
tion, is

au,,
at

-0[{Dp U, ) = k) (Uyp -V, ), (12)
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where U, is the spectral radiation energy density (ergs/
cm3/unit frequency), Uyp is the Planckian radiation energy
density for agiventemperature, D, isthefrequency-dependent
diffusion constant (= c/3«y,), and c is the speed of light.

BUTTERCUP uses opacity data from the Los Alamos
Astrophysical Tables,36 which include opacities for val ues of
hv/KT between 0.00125 and 30000. For the small humber of
points outside this regime, the data are interpolated between
the cold opacity and the closest-known tabular opacity. As
showninFig. 82.52(a), thepeak x-ray power absorptionduring
the laser pulse occurs in the shell near the steepest density
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Figure 82.52

(a) Evolution of 1-D Lagrangian interface markers during a PS22 implosion
with 50 atm of DD fuel inside a standard Nova capsule. The region of peak
x-ray power absorption closely follows the steepest density gradient in the
ablating shell for the duration of the laser pulse. The dashed curve showsthe
trajectory of athin shell predicted by the0-D rocket model. (b) Vel ocity of the
shock front propagating through the capsule as a function of time. The first
shock breaks out from the shell into the DD fuel at 1.5 ns and converges on
the origin at 2.6 ns, followed by the second shock convergence at 2.9 ns.
Stagnation and bang time, the time at which the neutron production rate Y
peaks, occur at t ~ 3 ns.
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gradient, unlikedirect-driveimplosionswherethel aser energy
is deposited in the plasma corona and must be transported
inward toward the ablation front. Even after the laser pulse
ends, the hohlraum still provides significant radiation drive,
penetrating deep into the ablating shell.

Indirect-drive capsule implosions involve both radiative
and shock heating in addition to the adiabatic heating and
cooling of the plasma?? The velocity of the shock front,
defined asthe point of maximum artificial viscous pressure, is
shown as afunction of timein Fig. 82.52(b), anegative value
indicating convergenceinward. Thefirst shock isdriven by the
~150-eV radiation temperature produced during the foot
portion of the laser pulse. When it breaks out on the inside of
the plastic shell, it experiences “velocity multiplication,” a
general phenomenon that occurs whenever a shock wave
crosses a boundary from a denser material to a lighter
material. Figure 82.52(b) shows that the shock speed jumps
from 6 x 106 cm/sto 1.2 x 107 cm/saround t = 1.4 ns. Then, as
the radiation drive from the hohlraum increases near the peak
of the laser pulse, the shell and fuel accelerate inward until
2.6 ns, when the first spherical shock wave converges at the
origin and sends areverse shock outward through the fuel. At
2.75 ns, thisreflected shock meetsthe imploding plastic shell,
which continues to converge until stagnation around 3.0 ns.

Thepoint of stagnation closely correspondstothepeak core
temperature and also to the time of peak neutron production,
referred to as the “bang time.” The density and temperature
profilesof thecoreat bangtimeareshowninFig. 82.53, plotted
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Figure 82.53

Temperatureand density profilesfor the DD fuel and surrounding CH ablator
in the capsule core at bang time (3.0 ns), which closely corresponds to
hydrodynamic stagnation. Thefuel isassembledinasmall, hot region of low-
density gas surrounded by the colder, dense plastic pusher. The convergence
ratio (R; /Rs for the CH-DD interface) for this PS22 implosion is about 10.

as functions of distance from the capsule center. The results
shown are from a standard PS22 capsule implosion at t
= 3.0 ns, with the DD fuel assembled in a hot, central region
surrounded by the cold, dense plastic shell. The radius of the
fuel—pusher interfaceis Ry =23 um, giving aconvergenceratio
of Cr ~ 10.

BUTTERCUP calculates the neutron yield from the
D(D,n)3He reaction using Hively’s formulas for Maxwellian
distributions.#! Sincethisreaction isso strongly dependent on
temperature,*2 almost the entire yield occurs during a short
(~200-ps) time when the fuel reaches its maximum tempera-
ture and density. Figure 82.54 shows this nuclear burn profile
as a function of time for a standard PS22 implosion with a
bang time of 3.0 ns. The “foot” of the neutron pulse corre-
spondsto the second spherical shock converging at the origin,
as shown in Fig. 82.52(b), which raises the average fuel
temperatureto 0.7 keV. Thisisfollowed by the peak compres-
sion and stagnation, when most of the neutrons are produced.
After bangtime, thecorerapidly coolsby thermal andradiative
diffusionintothesurrounding cold material, aswell asthrough
adiabatic expansion.

The spherical uniformity of capsule implosions is fre-
guently assessed by comparing the experimental fusionyields
to those predicted by a purely one-dimensional calculation.
Usually referred to as “yield over clean” (YOC), this ratio
provides an indication of how the capsule’s 3-D distortion
affects the neutron yield and thus the success of the implo-
sion.*344 The cause of core distortion may be understood on
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Figure 82.54

D(D,n)3Hefusion yield asafunction of timefor astandard implosion driven
with PS22. Also shown arethe average fuel temperature and theradius of the
fuel—pusher interface. The very strong temperature dependence of thefusion
rate results in almost all neutron production occurring within about 200 ps.
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avery simplelevel. Following Wallace, > theimplosion vel oc-
ity scales as

Vimp 0T+ |r3/8a (12)

so for a peak-to-valley variation in drive uniformity of 10%
(typical for ogyy,s = 2.5%), there should be a peak-to-valley
difference of about 4% for the implosion velocity. For a
convergence ratio of 10, this means that at the point of maxi-
mum compression, the core distortion—as measured by a/b,
the ratio of major to minor axes—will be 1.56. For a peak-to-
valley difference of 2% in drive uniformity, however, the
resulting coredistortionwill beonly 1.07, or nearly round. For
a high-convergence capsule with the same drive uniformity
and C, = 30, a/b = 1.28. While this model is conceptually
hel pful to understanding therel ation between driveuniformity,
convergence, and core distortion, we find that it generally
overpredicts the values for a/b. This is probably because it
omits the decel eration and stagnation caused by the gas pres-
sure of the compressed fuel, as well as 3-D hydrodynamic
smoothing effectsthat takeplaceduringtheimplosion, causing
the relation in Eq. (12) to break down.

BUTTERCUP uses a pseudo-3D agorithm to model more
accurately the effects of nonuniform drive on acapsuleimplo-
sion and thus predict the core deformation as well as the
neutron yield degradation. Just as the hohlraum wall is mod-
eled in pseudo-3D by coupling alarge number of 1-D calcula-
tions, thecapsuleismodel ed by performing many 1-D spherical
implosion calculations at the same time and coupling them
together. As with earlier work that investigated deviations
fromuniform spherical implosionsusing aspherical-harmonic
expansion, 8 this approach is best suited toimplosionsthat are
close to spherically symmetric.

To divide the capsule into multiple 1-D wedges of equal
solid angle, we take advantage of the unique dodecahedral
symmetry of the OMEGA target chamber. As mentioned pre-
vioudly, the 60 laser beams can be divided into 12 groups of
five independent beams. Only these 5 beams need to be
explicitly model edin the hohlraum; the other 11 groups can be
added by rotating the original group, greatly simplifying the
3-D problem. Similarly, the spherical capsule can be divided
into 12 pentagonal wedges, all interchangeabl e through trans-
formationsin the dodecahedral rotational group. Figure 82.55
shows schematically how the sphereisdividedinto pentagonal
wedges, only one of which is actually modeled. This wedge
corresponds to one group of five laser beams and a section of
the hohlraum wall including one-third of an LEH.
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The pentagonal wedge of the capsule is then divided into
triangular slices, each with the same solid angle and all con-
verging at the same origin. For convenient division into sym-
metric wedges, 10, 30, or 90 triangular slices are typically
used. All of these slices are modeled simultaneously with the
spherical 1-D Lagrangian hydrodynamic model described pre-
viously. Each has a unique radiation-drive input, determined
by the dynamic model of the hohlraum wall and the 3-D view-
factor radiation transport. For most tetrahedral implosions, the
radiation drive can be thought of as nearly uniform, with a
small, time-dependent Y3, perturbation. Thiswill inturn cause
anearly spherical implosion, with Y3, variationsin the hydro-
dynamic variablesthroughout the capsule. Thisisvery conve-
nient since the spherical harmonic functions are solutions to
the angular portion of the diffusion equation in a spherical
geometry:47

%f(r,e,(m):D@(r)Df(r,H,(pt). (13)

For short times At, over which the diffusion constant D(r) can
be treated as static, solutions are eigenfunctions of the form

f(r,0,@At) = R(r,At) U, (6 gAt), (14)

where

U (6.00)= 3 iY@ e T

o OMEGA beam

TCA4797

Figure 82.55

Geometry used by BUTTERCUP to model a 3-D capsule implosion in a
tetrahedral hohlraum on OMEGA. Using the natural dodecahedral symme-
try, the spherical target is divided into 12 pentagonal-shaped wedges. Each
wedge contains one-third of an LEH and fiveindependent laser beams. This
pentagonal wedge of the capsule isin turn divided into multiple triangular
wedges of equal solid angle. Each triangular wedge ismodeled with asingle
1-D hydrodynamic calculation and is then coupled to neighboring wedges.
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and R(r,At) iscal culated withthe 1-D spherical hydrodynamics
of Egs. (8)—(11). InBUTTERCUP, f (r,6,¢1t) represents either
the electron temperature or the energy density of aradiation
group, and Eq. (15) isused to calculateitsevol ution over short
periods of time At. For tetrahedral hohlraums on OMEGA,
only the Y,(6,¢) spherical-harmonic functions with dodeca-
hedral symmetry will have nonzero coefficients in the sum.
Just asthe Y3, moment dominatestheradiation incident onthe
capsule, it is also the primary term in the angular diffusion
equation and typically the only term explicitly calculated.

For the angular portion of each 3-D diffusion step, the
Lagrangian hydrodynamic variables are projected onto an
orthogonal, Eulerian-type grid. This allows BUTTERCUP to
solve Eqg. (15) for each concentric spherical shell of material,
asopposed tolateral diffusion between L agrangian zoneswith
the sameradial index that may belocated at different physical
radii. After theangular diffusion cal cul ation, the new val ues of
the temperature are projected back onto the pseudo-3D La
grangian grid. This alternates with the separate 1-D hydrody-
namic calculations (including diffusionin ther direction) that
changethevaluesof R(r) and D(r) for eachangular zone, which
arethen used asinput for the next iteration of the 3-D diffusion
calculation. Inthisway, thetriangular slices of the capsule are
coupled to produce a pseudo-3D implosion simulation.

Sincethisalgorithm doesnot includelateral masstransport,
it cannot model more-complicated 3-D phenomenalike shock
dispersion and hydrodynamicinstabilities. Furthermore, since
the converging radiation shock waveisnot perfectly spherical,
there can be sharp discontinuities in the hydrodynamic vari-
ables as the wavefront propagates through the material. At a
given radius near the shock front, some material may be cold
and uncompressed, while the material in a neighboring zone
may have been heated and compressed by the shock. At this
point, the assumption of a smooth Ys, perturbation in the
temperature breaks down; however, for the tetrahedral hohl-
raum implosions performed on OMEGA, we find that this
pseudo-3D model provides reasonable predictionsfor experi-
mental observations.

Specifically, BUTTERCUP was used to model a set of
recent experiments on the OMEGA laser that utilized tetrahe-
dral hohlraums to achieve high-convergence implosions.8:49
Indirect-drive capsules with convergence ratios as high as 20
to 30 have been shot previously on Nova*3 and OMEGA in
cylindrical geometry, typically giving Y OC measurements of
5% to 25%. By using the improved drive uniformity available
with tetrahedral hohlraums, it was hoped to eliminate the
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effects of low-order nonuniformity on the fusion-yield degra-
dation. For the first series of high-convergence tetrahedral
experiments conducted in September 1998 and reported in
Refs. 48 and 49, convergence ratios of about 10 to 20 were
achieved, with values of YOC similar to earlier results using
cylindrical targets with the same convergence. The high-
convergence capsulesweredesigned by varying theinitial DD
fill pressure, with lower-pressure capsules giving higher con-
vergence. The experiment used 550-um-diam capsules with
55-um CH shells filled with 50, 25, and 8 atm of DD gas,
corresponding to theoretical convergence ratios of 9, 11, and
16, respectively. They weredriven with all 60 OM EGA beams
with pulse shape PS22, delivering 21 to 25 kJ of UV light into
the hohlraum.

Figure82.56(a) showshow the predicted neutronyieldsand
convergence ratios depend on the DD fill pressure. Low-
pressure capsules not only converge to a smaller radius, but
they also reach higher core temperatures, leading to higher
fusionyieldsevenwith significantly lessfuel. BUTTERCUP’s
yield predictionswith 3-D effectsincluded are also shown. As
expected, for higher-convergence implosions, the predicted
3-D vyields are lower with greater degradation from the 1-D
prediction. Figure 82.56(b) shows a plot of Y OC versus con-
vergence ratio, including both experimental4® and predicted
YOC. A quantitative summary of the predicted results is
presented in Table 82.VI.

We believe that the major mechanism for yield degradation
inthe pseudo-3D model isthethermal transport of energy away
fromtheareaof thefuel that isheated earliest intheimplosion.
As in the 1-D simulation, the fuel temperature increases
significantly asthefirst and second shock waves converge on
theorigin, but with the 3-D simulation, thisoccurs at different
timesfor different fuel wedges. Assoon asthe strongly driven
regions of the capsule heat up, they transfer their thermal
energy to cooler neighboring zones. Not only doesthisreduce
the yield of the hotter zones, but it also reduces the potential
yield of the cooler zones by increasing their adiabat and
making an efficient implosion more difficult to achieve. The
higher-convergence capsules (Cr ~ 20) had the higher 1-D
temperature predictions (T; = 1650 eV) but also experienced a
greater reductionin coretemperaturedueto 3-D effects(<70%
of 1-D temperature), whichisclearly reflected in the degraded
yield predictions (YOC = 17%).

The preliminary experimental data of Fig. 82.56(b) seem

to exhibit amore rapid fall off with convergence ratio than the
BUTTERCUP calculations, although alarger datasetisneeded
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to quantify this. It appearsthat BUTTERCUP can explain only
some of the YOC reduction at higher Cg. The comparison
suggests that, even with the best drive uniformity, hohlraum
capsulesarestill susceptibleto asymmetric shock convergence
and other 3-D effects like Rayleigh-Taylor instabilities asso-
ciated with physical defects caused during target manufactur-
ing. Future experiments will hopefully help to identify the
relativeimportanceof irradiation nonuniformity and hydrody-
namic instabilities.

X-Ray Postprocessor

One of the traditional ways!14451-53 to assess hohlraum
driveuniformity issimply toimplode acapsule and look at the
shape of the core: round indicates good uniformity and ellipti-
cal (in acylindrical hohlraum) or triangular (in a tetrahedral
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hohlraum) indicates poor uniformity. Experimentally, thiscan
be done with atime-resolved x-ray-framing camera or with a
time-integrated pinhole camera at high magnification. A pin-
hole camera with filtering chosen to absorb soft x rays auto-
matically selects the bang-time image since the x-ray film
detectsmainly thehigh-intensity emissionfromthehottest part
of the capsule. Sincethefuel isusually so much hotter thanthe
surrounding plastic shell, theactual shapeof thefuel coretends
tobewell highlighted. In someinstances, toimprovethe x-ray
imaging, asmall amount of high-Z gas such as argon or neon
is added to the fuel, emitting higher-energy x rays at the same
temperature. A thin film of beryllium is typically used as a
filter on either camera to block out the low-energy radiation
(s2 keV) coming from the pusher region.
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Figure 82.56

(a) Predicted 1-D and pseudo-3D yieldsand convergenceratio asafunction of DD fuel pressure; (b) 3-D yield degradation (solid line) asafunction of calculated
convergence ratio, along with experimental measurements of these yields.49 The theoretical yield degradation accounts only for effects caused by drive
nonuniformity and not hydrodynamic instabilities. The experimental Y OC values were based on experimental yields and 1-D BUTTERCUP predictions.

Table82.VI: Summary of BUTTERCUP 1-D and 3-D predictions for the convergence ratio (CR), neutron yield (Y),
peak temperature (T), peak areal density (pR), core distortion (a/b), and yield-over-clean (YOC) ratio for
capsule implosions driven by a PS22 laser pulse. Predictions of Cr and peak pR are similar for 1-D or 3-D
caculations.

DD fill Cr Y (3-D) Y (1-D) | Peak T (3-D) | Peak T (1-D) Peak pR a/b YOC
(atm) (108) (108) (eV) (eV) (mg/cm?) (theory)
4 205 0.64 37 1125 1650 5.8 1.20 17%

8 16.2 11 51 1150 1525 7.1 114 21%
15 13.0 15 52 1075 1350 8.7 112 28%
25 11.0 16 4.2 1000 1175 10.0 111 37%
50 9.0 11 21 825 900 12.6 1.06 51%
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BUTTERCUP creates an image of the imploded core by
analyzing the results of its hydrodynamic calculation with a
3-D radiation postprocessor. Thefirst stepisto reconstruct the
entire capsule by copying and rotating the single pentagonal
wedge modeled by BUTTERCUP 11 times, piecing together
the 12 sections of a dodecahedron. This produces a complete
three-dimensional model of the capsule, which isthen rotated
to givethecorrect orientation with respect to thex-ray camera.
The complicated 3-D Lagrangian mesh can be projected onto
a2-D image by ray-tracing agrid of parallel linesthrough the
3-D capsule. Along the path of each ray, BUTTERCUP solves
themultigroup radiation-transport equation,3?whichissimilar
to Eq. (10), except now with an additional sourceterm|,,, the
blackbody intensity (erg/s'cm?/unit frequency):

%£§=Ky(bp—|v) (16)

Figure 82.57 shows a schematic of this procedure, including
the Be filter and the x-ray film. The complicated 3-D mesh
portrayed in this figure was constructed by connecting the
centers of all adjacent Lagrangian zones, where each indi-
vidual zone has the shape of atriangular prism. Upon exiting
the capsule, each ray on the 2-D grid will have its own x-ray
intensity spectrum over therangeof relevant frequency groups.
This spectrum isin turn filtered by the beryllium (using cold
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Figure 82.57

Algorithm for simulating experimental x-ray images. A multigroup x-ray
postprocessor solves the radiation transport equation along rays traced
through the 3-D Lagrangian grid of the capsule. A 5-mil (127-um) beryllium
filter is used to remove low-energy signals coming from the colder plastic
shell, giving aview of only the hot central fuel region.

opacities at solid density) and then integrated to give asingle
intensity point on the x-ray film. The resulting postprocessed
image can then be directly compared with experimental data,
either time averaged or time resolved.

Figure82.58 showsthe simul ated x-ray image of astandard
PS22 implosion at bang time. Qualitatively thisimageisvery
similar totheexperimental image of Fig. 82.46(b): both appear
round to within experimental error. It should be noted that the
formation of thisprojectedimageprovidesan apparent smooth-
ing of the actual 3-D distortion. For thisimage the calculated
“a/bratio,” defined as the maximum-to-minimum ratio of the
radii of the 50%-intensity contour, is 1.02, while the a/b ratio
of thefuel—pusher interfaceis1.06. Thereductionfrom 1.06 to
1.02 could be caused by geometric projection effects or by the
nonuniform temperature distribution within the fuel, with the
“corners’ of thetetrahedral-shaped core being colder and thus
not emitting as strongly.

Conclusions

Tetrahedral hohlraumshave been proposed asan alternative
approachtoignitioninindirect-drive | CF. Recent experiments
on the OMEGA laser have confirmed the predicted radiation
drive uniformity (0yy,s < 1%) incident on an imploding cap-
sule. To further understand these implosions, the view-factor
code BUTTERCUP has been expanded to includea3-D, time-
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Figure 82.58

A postprocessed simulation of the x-ray image of the imploded core corre-
spondingtoFig. 82.46(b), integrated over a200-pswindow around bang time.
Thea/bratio of major to minor axes (1.02) ismeasured from the 50% contour
of absolute x-ray intensity.
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dependent treatment of the radiation diffusion into the gold
wall andtheradiationtransportinthehohlraum. BUTTERCUP
model sthe hydrodynamicimplosion of thecapsuleby dividing
it into many triangular wedges of equal solid angle, each
undergoing a 1-D implosion driven by a different incident
radiation source. These individual calculations are coupled
together with 3-D thermal and radiation diffusion. Finally, an
X-ray postprocessor is used to simulate an image of the im-
ploded core.

Thewall-diffusion model predicts atime-dependent radia-
tion-drive temperature that agrees closely with experimental
measurements from Dante. Additionally, BUTTERCUP is
ableto calculateatime-dependent albedo, whichinturn can be
used in a simple energy-balance equation to estimate radia-
tion-drive temperatures. The hydrodynamic implosion cal cu-
lations have provided valuable insight into the physics of
indirect-drive | CF capsuleimplosions. Given thesimplicity of
the implosion model, predicted bang times as well as nuclear
fusionyieldsareinreasonableagreement withthoseseeninthe
experiments. Pseudo-3D calculations suggest that for high-
convergenceimplosions, onepotential cause of yield degrada-
tion isthe asymmetric shock convergence sincethe fuel isnot
heated as efficiently asin aperfectly spherical implosion. The
3-D x-ray postprocessor has shown that experimental images
of the imploded capsule underestimate the actual level of
core distortion.

These results show that, despite its relative simplicity,
BUTTERCUP has already provided some critical new under-
standing of the connection between theory and experiment in
hohlraum implosions. Finally, the pseudo-3D methods de-
scribed herewill likely beuseful for devel oping and testing the
more-sophisticated, fully three-dimensional codes that are
needed to provide detailed modeling of ignition hohlraumson
the NIF.
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Nanoindentation Hardness of ParticlesUsed in
Magnetor heological Finisning (M RF)

Introduction

Classical finishing processesof opticsempl oy precisely shaped,
viscoel astic pitch or polyurethane foam—faced tool sto transfer
pressure and velocity through an abrasive slurry to the
workpiece. Material is removed by chemical and mechanical
interactions among the abrasive (typically micron- to submi-
cron-size cerium oxide or aluminum oxide), the carrier fluid
(water), and the workpiece. Magnetorheological finishing
(MRF)—a new method of polishing optics—is being studied
at the Center for Optics Manufacturing (COM) at the Univer-
sity of Rochester. Thismethod utilizesasuspension consisting
of magnetic particles [typically carbony! iron (CI)], honmag-
netic abrasive particles, water, and stabilizing agents. Fig-
ure 82.59 shows an MR polishing machine. Rotation of the
bottom wheel takes the fluid from the delivery nozzle and
drivesit underneath the part, where there is a strong magnetic
field. Under the influence of the magnetic field, the fluid
behaveslikea“plastic” fluid; itisthe shear stresscaused by the
hydrodynamic flow between the part and the rotating wheel
that removes the material .1

Figure 82.59

Photograph of the M RF polishing process. Thefluid emergesfrom thenozzle
on the left and is carried to the right into the polishing zone under the part
surface by the rotation of the wheel. The pole pieces are part of the electro-
magnet that provides the magnetic field that stiffens the fluid into a ribbon.
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Figure 82.60 shows an example of microroughness on the
surface of an initialy pitch-polished fused-silica part pro-
cessed without part rotation and with anonagueous MR fluid.
Withall chemistry eliminated, what remainsareparallel grooves
approximately 16-nm peak-to-valley and 1-nm rms,2 caused
by microscratching along the direction of flow. The water in
aqueous MR fluids “turns on” chemistry, and removal rates
increase substantially. Removal ratesincrease further in aque-
ous-based MR fluids containing nonmagnetic polishing abra-
sives(e.g.,Al,03, CeO,, and nanodiamonds).3 Thefeatures of
the grooves |ook similar to the ones shown in Fig. 82.60. Itis
not known whether it isthe abrasive action of the magnetic or
nonmagnetic particles, or achemical contribution from water
and the presence of the nonmagnetic particles that plays the
most important rolein enhancing removal . Nanohardnesstests
described here allow us to begin to understand more fully the
role of the various magnetic and nonmagnetic abrasivesin the
removal process.

Many authors (see Ref. 4 for example) describe ahydrated
layer at the glass surface caused by the chemistry of the
aqueousslurry. Thissoft hydrated layer affectspolishing since
it is easier to remove than the bulk material. An abrasive that
is softer than the bulk material could conceivably remove
material from ahydrated layer, but aharder particle (under the
same load) could penetrate farther into the layer and thus
remove more material. Kaller® discusses both the importance
of finding the unknown hardness of abrasive particlesand how
the abrasive should actually be softer than the material being
polished. An interesting experiment would be to compare
removal characteristicsof particlesof different hardnessinthe
same chemical environments. Thevariationin groove depth as
afunction of particle hardnesswould estimatethe extent of the
hydrated layer. For this experiment to be of the greatest utility
the actual hardness of the particle must be known. The work
described aboveisin progress. To support thiswork, particle-
nanohardness measurements are reported here and compared
to some materials important to optics.
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Thehardnessof amaterial istypically measured by pushing
a hard material into a softer one and measuring the area of
residual deformation left on the softer material. The hardness
isthe indenting load divided by the area of the residual defor-
mation. Inthepast, Steinitz’ determined particlemicrohardness
through microindentation (material hardness found through
microindentationwill bereferred to asmicrohardness, and that
found through nanoindentation will be referred to as
nanohardness). His figures show that the particle areas being
indented were of the order of 100 um in size and that the size
of an indent was about 20 um. Loads from 25 to 300 g (about
0.25 to 3 N) were used. The author points out that relatively
large loads were needed for these indents so that the diagonals
could be accurately measured for the microhardness calcula-
tion. This limited Steinitz to relatively large particles. The
particlesthat we are concerned with have amedian diameter of
about 5 um, athough it is possible to screen out = 20-um
particlesfor study. Theindent should thereforebesignificantly
smaller than 20 um for reasons that will be discussed later.
Theseparticlesare still too small to betested with atraditional
microhardness tester. Small particles could be sintered or
pressed together for ease of indentation, but heating or stress-
ing the particles could change their mechanical properties.’
Using the nanoindentation techni ques described below, we are
able to make smaller indents on much smaller particles than
was done previously with microindentation, without altering
the mechanical properties of the particles.

Nanoindenter

Hardnessis measured with acommercially available nano-
indenter.® The indenter is a Berkovich three-sided, pyramidal

+0.0040

<«—250 um——>

G4974

diamond that accommodates maximum loads up to about
700 mN. Our experiments used maximum loads of 1 and
5 mN. This instrument applies a load by magnetic coil; the
displacement of the indenter is continuously measured with a
capacitance gauge. The displacement can be measured to
within £0.04 nm and the output voltage from the loading
operation to within 4 uV. Theloads and displacements for our
experiments are such that the measurement error is much less
than 1%.

Thenanoindenter’s computer-automated system allowsthe
user to choose the indentation experiment (loading rate, maxi-
mum load, drift correction, etc.) and location of the indent,
leaving the instrument unattended as the experiment is per-
formed. A typical experiment takes only about 15 min, but the
time depends on the environment where the nanoindenter is
located and the number of indents made. Thefirst part of atest
reguires that the instrument settle to a user-specified critical
drift rate. The indenter is kept in an insulated cabinet on a
vibrationisolationtable. If theroom containing theinstrument
has significant vibrationsor temperaturegradients, it may take
sometime for the drift rate to settle to the user-selected value.
Our tests utilize the default critical drift rate of 0.05 nm/s.

Both nanohardness and the elastic modulus can be cal cu-
lated via the load-displacement curves.® Since the load-dis-
placement curveis of greatest interest, it isimportant that the
particle be constrained from displacing due to the indenter
loading from thetop. That is, the measured displacement must
be due to the motion of the indenter into the particle surface,
and not due to the motion of the particle. For this reason,
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Figure 82.60

Microroughness on the surface of afused-silica part after MRF without rotation. The MR fluid contains Cl and nanodiamonds in a honaqueous carrier fluid.

The grooves are parallel to flow and are aresult of particle/glass interaction.
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magnetic particles are fixed rigidly to a glass substrate by
embedding them in an epoxy matrix, and honmagnetic par-
ticlesare cast in apolymer substrate (phenol-formaldehyde or
Bakelite). Thereisevidenceintheliterature that the substrate
affectsthemeasured propertiesof thinfilms.10.11 | nitial screen-
ing experiments before this study suggested that this problem
influenced small-particle indentation as well. Special sample
preparation techniques described bel ow were devised to avoid
this effect.

One of the strengths of the nanoindenter is that it allows
precise positioning of indents. Thisability allows usto search
for andindentindividual particles. Indentscanbepositionedto
within 0.4 um, but this accuracy is reduced by thermal drift
and the accumulation of small errors.® Frequent system cali-
bration allows for the precision necessary to indent 5-um
particles, but there are fewer failed tests (i.e., no particles
indented) if the indented surface is approximately 20 um in
diameter. Thelarger particlesizereducestheimportanceof any
positioning error caused by thenanoi ndenter transl ation stages.
For this reason, the particles are suspended in methanol and
passed through a sievel? to separate out larger particles for
testing. A second option, if the particlesarerelatively small, is
to createan array of indentsnear aparticle. For example, aline
of indents can bedefined so that, while some of theindentswill
be into the epoxy, the rest will be on the particle. Results re-
ported here are from experiments performed by either method.

Sample Preparation for Magnetic Particles

The magnetic particles (primarily Cl) are processed as
illustratedin Fig. 82.61. After they aresieved, the particlesare
placed on aBK 713 glass substrate, which is set on top of arare
earth permanent magnet.1* The roughness of the substrate is
about 1 um rms or smoother, and the substrate isflat to within
about 1 to 10 um per cm? of surface. These specifications are
not critical, but height variationsin the substrate surface of the
order of tens of microns per centimeter are avoided. Next, a
two-part, room-temperature curing epoxy1° is spread onto a
polymer foil 16 and the foil is placed over the particles, epoxy
sidedown. A microscopeslideisplaced ontop of theback side
of the polymer fail (thefoil preventsthe epoxy from adhering
tothedlide), andfinally amildironweight (40 g) isplaced over
theslide[see Fig. 82.61(a)]. Since theiron weight is attracted
to the magnet, the epoxy/particle matrix is forced into a thin
layer, and the microscope slide hel psto create amore uniform
surface on the epoxy. Figure 82.61(b) shows how the epoxy is
believed to surround the CI particles to hold them in position
during curing.
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This fabrication procedure accomplishes two things: First,
the particles are attracted downward to the magnet. This pulls
the bottom particle layer toward the BK7 surface. Second,
when placed inamagnetic field, the magnetic particlestend to
align into chain structures.1’ This helps prevent epoxy from
gettingin between adjacent particles. Theperceived advantage
is that by having chains of particles resting against the glass
substrate, we minimize the possibility of measuring areduced
hardness due to effects of a compliant substrate mentioned
above.1011 The assembly shownin Fig. 82.61(a) isleft to cure
inair for 24 h. Once the epoxy has cured, the mild iron weight
and microscope dlide are removed from the magnet. The
polymer foil is stripped away, leaving the BK7 substrate and
Cl/epoxy matrix. The matrix surface is ground by hand on a
serrated, cast iron lap with 9 um aluminal8 to thin thefilm and
create flat surfaces on the particles. Grinding is performed as
described by Parks et al.19 so that work hardening of the
particlesis minimized. A load of about 35 kPa (about 5 psi)2°
isused with theiron lap rotating at 35 rpm. This step takes no
more than a few minutes. The grinding step always resultsin
some wedge being put into the surface, leaving an epoxy/Cl

@ Magnetic weight
I .— Glass microscope slide
PR «'.—'}’{'\‘.;3\.'#’.'?:; Is B
\ Magnetic particles
\ BK7 substrate
Rare earth
permanent magnet
Y
(b)

Magnetic field lines

E

~200 um poxy
Magnetic
particles

BK?
substrate

(Not to scale)

G4975

Figure 82.61

(a) Schematic diagram of the method used in sample preparation. The
particles and epoxy are sandwiched between two hard, flat surfaces so that a
thin layer isformed. (b) Sketch of how the particles are thought to orient in
the epoxy layer shown in (a) under the influence of a magnetic field.
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film that decreases in height from one side to the other (see
Fig. 82.62). The grinding step is complete when the glass
substrate starts to become visible. In this way, we know that
thereisathinlayer of the compositefilmwhereindentscan be
taken very near the glass substrate.
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particles
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>
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nanoindentation

(Not to scale)

G4976

Figure 82.62

Schematic diagram of the sample after the magnet has been removed and the
top layer of epoxy has been ground and polished away. The flats on the
particles constitute the potential indent sites.

Samples are polished with light pressure on a cerium oxide
impregnated felt |ap2! at arotation speed of 50 rpm. This step
is monitored with the help of an optical microscope.2? The
polishing phase is considered complete when few polishing
grooves can be seen on the Cl surfaces at 1000x magnifi-
cation. This step is a manual operation that takes approxi-
mately 30 min, depending on the skill of the operator.

At the conclusion of sample preparation, the Cl/epoxy film
thickness varies from about 200 um down to zero (at the glass
surface) over a distance of about 10 mm as measured by
mechanical profilometry.23 Indents are placed where the film
is about 25 to 50 um thick. As shown schematically in
Fig. 82.62, the goal of our sample preparation process is to
create polished flats on the Cl particles.

Sample Preparation for Nonmagnetic Abrasive Particles

The above technique for sample preparation is appropriate
only for magnetic particles since we take advantage of the
magneti c attraction of the particlesto try to minimizethe effect
of deformation of the embedding medium. The nonmagnetic
particles are treated differently. They are mixed with Bakelite
pelletsin aratio of about 1 to 5. This mixture is then put into
al.25-in.-diam cylindrical mold, placed into apress,24 heated
to 150°C, and pressed under 5000-psi pressure. It is assumed
that thisheat and pressuredo not changethe particleproperties.
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The heat and pressure alow the Bakelite to form a network
around the abrasives so that they are held in place during
indentation experiments. The Bakelite sample is then ground
and polished as described above until several particles are
exposed. We have found that the Bakelite medium has a
hardness and elastic modulus of about 0.4 GPa and 7 GPa,
respectively. Thesevaluesaresignificantly lower than those of
the particles being tested, so deformation of the embedding
medium is a concern (discussed below).

Validation of Tests

Itisimportant to have away to verify that indentations are
actually being placed onanindividual particle. Figures82.63(a)
and 82.63(b) show SEM?25 images of a carbony! iron particle
surface after indentation testing. The programmed maximum
load was5mN. Thetest wasset upto put aninitial indentinthe
center of the particle and follow it with four more indents
spaced 2 um apart. The five indents are clearly shown in Fig.
82.63(a). Figure 82.63(b) shows aclose-up view of two of the
indents. The sharpness and repeatability in size of the indents
are apparent. Indenter tip radius is 20-80 nmS.

Thesampl ethicknessshould befour totentimeslarger than
thedepth of anindent.1% Also, indents should be morethan two
times the size of any “stress deformation” that results from
indentation. This prevents deformation due to neighboring
indents from interacting.28 Since most indents are approxi-
mately 200 nm deep, particles greater than 2 um in size are
sufficiently large for these loads. We choose relatively large
particles and avoid the edges of particles so that we meet this
criteria. The indents in Fig.82.63 are for illustration only .
Quantitative data are obtained mostly by placing a single
indent onasingleparticle. It should be noted, however, that the
nanohardness values obtained from the indents shown in
Fig. 82.63 were consistent with nanohardness val ues obtained
from other tests performed on the same particle type.

If the particles are particularly small, it might be advanta-
geousto makearraysof indents. Inthiscase, caremust betaken
toidentify validindentsfrominvalid ones. Figure 82.64 shows
the indenter |oad/displacement curves of three indents from a
linear array (similar to Fig. 82.63) on asingle Cl particle. The
maximum load was 5 mN for all threeindents, but the vertical
displacement of the indenter was about 220 nm for indent 1,
about 300 nm for indent 2, and about 550 nm for indent 3.
The projected area and calculated nanohardness varied ac-
cordingly. The nanohardness was 715 kgf/mm? (7.01 GPa)
for indent 1, 370 kgf/mm?2 (3.63 GPa) for indent 2, and
86 kgf/mm? (0.84 GPa) for indent 3. This wide range in the
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measured nanohardness indicates that there is some error in
the measurement.

The reason for the variation in the nanohardness for this
single particle is evident from the three load/displacement
curvesinFig. 82.64. Thefirst indent showstypical loading and
unloading behavior® for a single, hard material, whereas the
second and third indents show a clear slope change in the
loading curve (circled in Fig. 82.64). It is believed that this
slopechangeisdueto epoxy contamination around the edge of
the particle. For the second and third indents, as the load is
applied, the indenter first encounters an epoxy film, and the
shallow slope of the loading curve is due to the fact that the
epoxy is much softer than the Cl. The change in slope of the

Polished CI
particles

Indents

G4977

Figure 82.63

SEM of alarge Cl particle after aset of fiveindentations at 5-mN maximum
load. Theinitial indent was placed in the middle of the particle, and the five
indents were spaced 2 um apart. This demonstrates the ability of the
nanoindenter to place multiple indents precisely on a 20- to 25-um-diam
particle. Photographs like these are very difficult to obtain because of the
difficulty in locating the indentation site after moving the sample from the
nanoindenter to the SEM.
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loading curve can be explained by thefact that thethin material
under load becomes more stiff (the slope of the curve in-
creases) asthe indenter isinfluenced by the underlying mate-
rial. That is, weexpect theslopeof theloading curvetoincrease
due to both elastic and permanent deformation as the indenter
moves through the epoxy layer. Hay and Pharr! use asimilar
method to monitor the effects of a thin, hard film on a soft
substrate. Intheir work, the sl ope of theloading curvebecomes
shallower as the soft substrate begins to flow under the hard
film. As expected, the loading curve becomes steeper in our
case since we have a thin film of soft material on a hard
substrate. Such an interpretation is also consistent with a
guantitative estimate of contact zone width based on the
Sneddon solution of arigid coneindenting an el astic hal f-space
of amaterial with the properties of epoxy.2” For these reasons
indent 1 would be considered a successful indent, whereas
indents 2 and 3 would not.

Krell et al.28 discuss another consideration for indentation
experiments. It is possible that a particle could be pushed into
the embedding medium under the influence of the indenting
load. By creating chains during sample preparation of mag-
netic particlesandindenting particlesnear the BK 7 surface, we
minimize the chance of particle motion. The nonmagnetic
particlesare simply sitting in arelatively soft Bakelite matrix.
Itisconceivablethat asmall particle could be pushed into the
matrix by the indenting load. To estimate this effect, consider
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Figure 82.64

L oad/displacement curvesof threeindentsplaced inalinear array onasingle
particle. The continuous behavior of indent 1 suggests a legitimate particle
indent, whereas the slope changesin indents 2 and 3 (shown circled) suggest
that there may be a region on the edge of the particle contaminated by the
epoxy. Indent 2 shows a small region at the beginning of the loading,
suggesting a small soft layer between the indenter and the particle. Indent 3
has a much larger region with this shallow slope, suggesting a deeper soft
layer. Indents with these distinct changes in slope are not used.
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the particle shown in Fig. 82.63(a). The area of thisparticleis
approximately 30 um x 30 um (900 x 10712 m?2) and subject to
a5-mN load. Theapproximate stressunderneath the particleis
theforce divided by the cross-sectional areaor 5.6 MPainthis
case. Thisistwo ordersof magnitude bel ow the hardnessof the
Bakelite or epoxy matrix. As the particle size decreases, the
applied stress approaches the hardness of the matrix material.
For thisreason, low indenting loads are used, and particleson
the large end of the size distribution are tested.

Finally, a problem that may affect both magnetic and
nonmagnetic particles is the indentation-size effect (1SE).
Lambropouloset al .29 and Fang3? discussthis phenomenonin
microindentation tests where the microhardness is a function
of the applied load (and therefore size) of the indent. More
recently Sangwal et al.31 used an atomic force microscope to
study ISE in nanoindentation experiments. Specificaly, they
report that the nanohardness decreases with an increase in
indentation size and that there is alarge discrepancy between
hardness due to nanoindentation and microindentation
of MgO.

Dahmani et al.32 show that the elastic modulus and nano-
hardness of fused silica measured with nanoindentation agree
with published results (the nanohardness was compared with a
Vickers microhardness test33). This means that the low loads
used in nanoindentation are not animmediate cause of | SE. We
haveal so performed experimentsat both 1-mN maximum load
and 5-mN maximum load. A different nanohardness measured
at the two different loads would be a sign that either ISE isa
problem and/or the particle was moving relative to the in-
denter. Noneof our experimentsshowed adifferenceat thetwo
loads, so these effects are not considered significant for our
experiments. Sangwal et al.3! perform indents at a load of
10 uN, which istwo orders of magnitude below the load that
we use. Also, they mention that their indentations fully
recover after a sufficiently long time. Our indents do not
recover. Thefact that we are ableto take SEM scans of indents
aweek after indentation testsis evidence of permanent defor-
mation of the material. It is believed that their low loads and
evidence of complete indent recovery put them in a different
experimental regime.

Prior Work

Previously obtained hardness data for materials of interest
to opticsfabrication havetypically been measured using either
a Moh’s test3* or microindentation techniques on bulk or
sintered samples. TheMoh'sscaleisderived from ascratchtest
that uses ten minerals of increasing hardness. A substrate
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material isassigned anumber on the Moh's scale according to
the hardest standard mineral for whichthereisavisiblescratch
during asimple abrasion operation.3* Thisisaqualitativetest,
but it gives relative hardness values for different substrate
materialsagainst known standards. Microindentationisamore
guantitative experimental techniquethat typically usesafour-
sided, pyramidal indenter (usually a Knoop or Vickers dia
mond) to permanently deform a material under a known load
(1 to 1000 gf). The hardness of a material is the applied load
divided by a measure of the area of the indent.26 The Vickers
and Knoop microhardness numbers are similar in magni-
tude.3> More recently, it has been suggested that the hardness
of submicrometer particles may be estimated by associating
the hardness to the density of the material .36 This correlation
is unknown and is complicated by internal porosity of the
particles. Results reported here for Cl show the hardness—
density correlation to be invalid.

Thisis the first work that has utilized nanoindentation to
determine the hardness of small abrasive particles. Dahmani
et al.32 show that the Berkovich indenter measures a
nanohardnesssimilarinvaluetothat fromaVickersmicroindent.
Thereforewevalidateour resultsusing existing microhardness
data from bulk materials to compare with nanohardness re-
sults. Moh’sdatai sused for comparisonwherenomicrohardness
data exist in the literature.

1. Hard and Soft Cl

The magnetic particles of interest to us are the “hard” and
“soft” carbonyl iron particlesthat aretypically used to prepare
aqueous suspensions of MRF. These powdersareformed from
the decomposition of liquid iron pentacarbonyl. This process
is explained elsewhere.37-39 The high microhardness of the
hard Cl particles is attributed to the presence of carbon,
oxygen, and nitrogen3’ and/or high internal stress in the
material 3% but does not appear to be clearly understood.
Pfeil37 cites a Vickers microhardness (25-g load) of about
850 kgf/mm? (8.33 GPa) for the hard carbony! iron particles.
Softening isachieved by annealinginahydrogen environment
to drive out the carbon, oxygen and nitrogen impurities.
Boehm?0 discusses this annealing process and claims that,
initially, the microhardness rises with heat treatment. Eventu-
aly it drops when the temperature is raised above 500°C.
Boehm confirms Pfeil’s result for the hard Cl and gives a
minimum microhardness of 280 kgf/mm? (2.75 GPa) for the
softer, reduced Cl. Finally, Ebenhoech38 cites a Vickers
microhardness of 900 kgf/mm?2 (8.82 GPa) for the hard ClI
and 100 kgf/mm? (1 GPa) for the soft Cl at the same 25-g |oad.
No details about the tests are given.
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2. Nonmagnetic Abrasives

Six nonmagnetic particles have also been chosen for
nanohardness tests since they are often used in grinding and
polishing. Two types each of alumina and cerium oxide were
chosensincethey areof particular interest to opticsfabrication.
Thetwo typesof aluminadiffer inthat oneisused for grinding
and one for polishing. The cerium oxide samples are both
refined fromacommon ore, but with different heat treatments.
We also tested silicon carbide and cubic zirconia particles,
which were chosen because (1) they, too, are commonly used
in optical fabrication and (2) the existing microhardness data
in the literature helpsto further verify our test results.

Microindentation hardness datafor nonmagnetic abrasives
exist in the literature. Krell et al.2® test various alumina
abrasives and discuss how the particle hardness and fracture
toughness can affect the grinding efficiency. They also discuss
theimportance of knowing the hardnessof individual abrasive
particles as opposed to bulk values, especiadly in sintered
specimens. Their experiments utilize 0.6-mm-mean-sized
samples embedded in an epoxy matrix. They use Vickers
indents at 10-N load. They aso discuss the effect of the
substrate and magnitude of the load on their measurements.
Namely, if they use ahigher load, the particles are pushed into
the matrix. If they use alower load, then they have difficulty
measuring the size of the indent. We discussed the problems
associated with using a high load, but we do not have their
problem associated with low loads since our hardness is
determined from the load/displacement curve. Our loads are
four orders of magnitude less than theirs, which allow us to
measure smaller particles in more-localized regions. Their
results for different types of sintered alumina (at various
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densities and compositions) show Vickers hardness values of
about 15 to 20 GPa. They estimate the actual microhardness
values for some of the samples to be as high as 25 GPa, but
porosity effects are believed to give lower values. These data
areincluded in Table 82.VII.

Several other references, summarized in Table 82.V1I, give
bulk microhardness data for materials of interest. Okuyama
et al.,* Nathan,*2 and Brecker et al.*3 give hardness data for
alumina (Al,03) and silicon carbide (SiC). These references
suggest a Moh’s hardness of about 9, and an approximate
Knoop microhardness of 20+3 GPafor aluminaand 27+5 GPa
for SiC. Nassau* givesthe hardnessof cubic zirconiabetween
8.0 and 8.5 on the Moh’s scale. Since aluminaand SiC have a
Moh's hardness of about 9, we can expect cubic zirconia to
have a Knoop microhardness similar to, but slightly less than
that of Al,Ozand SiC. Thereis, however, nodirect relationship
between the two hardness scales. No details about these
microhardness measurements are given.

Some information on the hardness of cerium oxide is also
available in the literature. Izumitani* states that cerium oxide
has an approximate Moh's hardness of 6 and that most optical
glassesrangefrom 5to 6 onthe samehardnessscale. Therefore
we can expect the hardness of cerium oxide to be of the order
of BK7 and FS glasses. While West* does not give a number
for the hardness of cerium oxide, he does discuss how thermal
treatments at elevated temperatures cause cerium oxide to
become harder. | zumitani also discussesthe heat treatment of
cerium oxide and confirms West's result. We will show a
similar result with our experiments.

Table82.VII: Summary of hardness data from the literature for various abrasive materials.

Abrasive Mohs Hardness(Ref) | Knoop Hardness | Vickers Hardness
(Gpa) (Gpa)
Alumina®¢ 9(41), 9.4(42) 16.58-24.22(41,43) _
Sintered alumina? - - 15-25(28)
Zirconia® 8.0-8.5(44) - _
Cerium oxide® 64 _ _
Silicon carbide? 9.6(42) 22.15-31.63(41.43) _

aMicrohardness tests of bulk material
bMicrohardness tests of large particles
CMoh’ s tests not well defined
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Results

Tables 82.V1I1 to 82.X show the results from our experi-
ments. Table 82.VI11I givesthe 11 magnetic particlesthat were
tested with the nanoindenter: ten are carbonyl iron and oneis
a carbonyl nickel. The types and vendor plus information on
the composition and nanohardness of each particle are listed.
Table 82.1X lists the nonmagnetic abrasives along with their
vendor, crystal structure, and nanohardness information. We
aso indented two optical glasses (BK713 and fused silica,
FS%), onelaser glass (LHG847), and asoft crystal (potassium
dihydrogen phosphate, KDP*8) under identical conditions for
comparison. Information on these materials is given in
Table 82.X.

Figure82.65 showstherelative nanohardnessval uesfor the
different particles compared to the reference glasses. First,
consider the Cl particles: the hard Cl’'sareashard (S-1701) or
harder (EW, OS 3770, OS 1225, OS 2983, OM) than fused
silica. The soft, reduced forms of the CI’s are significantly
softer than all of the glasses and comparable in hardness to
KDP. Two of the OS samples (OS 5942 and OS 9560) have

intermediate nanohardness values due to a variation of pro-
cessing parameters. Some of the nanohardness values mea-
sured for hard particles are harder than those cited in the
literature, whileothersarein good agreement with thenumbers
cited. The soft Cl’'s are much softer, as suggested by the
literature. Thenickel provedto bean extremely soft particle, in
contradiction to our expectations from discussions with
the manufacturer.

The differences in nanohardness among the hard ClI
samples can be analyzed further. The heat treatment process
and the presence of impurities play asignificant role in deter-
mining hardnessof the particles. Thereduction processsoftens
the particles by removing the impurities in the iron. Con-
versely, it has been shown that the inclusion of some of these
impurities often hardens iron (see, for example, Refs. 58 and
59). It is not known if the impurities are present in atomic or
molecular form. It would beexpected thatimpuritiesstrengthen
a metal as the square root or cube root of the concentration
whether in atomic or molecular form.89 Specifically, it is
expected that the hardness of iron will increase as the square

Table82.VIII: Summary of the manufacturer information and nanohardness results for the indented magnetic particles,

given in rank order from hardest to softest.

Hardness by
ID Material Lot NumberMfr. Blytos Nanoindentation
(standard deviation)
(Gpa)
Nitrogen | Carbon Oxygen
0S 1225 Carbonyl iron 1225(49) [0540 | 0.880 | 0.580](52 14.4 (0.8)
0S 2983 Carbonyl iron 2983(49) [0.750 | 0.800 | 0.590](2 13.1 (0.6)
oM Carbonyl iron 3999(49) 0.800 0.790 0.240 12.4 (1.0)
EW Carbonyl iron 9970(49) 1.000 0.800 0.500 11.7 (0.8)
0S 3770 Carbonyl iron 3770(49) [0.180 | 1120 | 065012 | 105 (1.0)
S1701 Carbonyl iron 60701119 0.850 0.850 0.730 9.7 (0.5)
0S 5942 Carbonyl iron 5942(49) 0.060 1.170 0.320 7.3 (1.0)
0S 9560 Carbonyl iron 9560(49) 1.180 0.970 0.200 4.9 (1.0)
CM aCarbonyl iron 7829(49) [<0.010 | 0.009 | 0.170](52) 2.4 (0.5)
R-1521 aCarbonyl iron 8052131(59) 0.024 0.033 0.240 22 (1.0)
Nickel Carbony! nickel 10139761) 17 (0.6)

8Reduced form of particle

Amount of residual nitrogen, oxygen, and carbon in the carbonyl iconsisin weight percent, usualy per certificate of analysis

from the manufacturer.
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root or cube root of the concentration of carbon, nitrogen, and
oxygen (in this order for the hardening effect).61 Using the
amounts of residual carbon and nitrogen provided by the
vendor, nanohardness values are plotted as a function of the
total amount of carbon and nitrogen in Fig. 82.66. The OS
samples show a relatively large variation in nanohardness;
therefore, data for all OS samples have been averaged into a
singledatapoint with error barsrepresenting astandard devia-
tion. After discussionswith the company, we hypothesize that
variationsintheir internal processing methods, such asanneal -
ing, were responsible for this variation in the nanohardness
data. The data have been fit with a simple power law curve on
alog-log scal e, and the equation and correl ation coefficient are
shown with the plot. Notice that the datafit (correlation better
than 0.94) a power law of about 0.38. While the variation due
to the OS samples is somewhat large, this trend in the
nanohardness as a function of impurity content isin the ex-
pected range.
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Thedatafor the polishing abrasivesreveal someinteresting
features. The nanohardness values of the #30 grinding alu-
mina, silicon carbide, cubic zirconia, and cerium oxidesamples
agree with microhardnessand M oh’shardnessval uesreported
for bulk materials (compare Tables82.V 1l and 82.1X), validat-
ing our results. The 1-um alumina has a significantly lower
nanohardness than the grinding alumina—a surprising result
that can be attributed to proprietary manufacturing methods.52

Wereport for thefirst time on nanohardnessdatafor cerium
oxide abrasives. The two cerium oxides, SRS 372 and SRS
373, differed only in their heat treatments. Specifically, SRS
372 had a higher thermal treatment than did SRS 373.83 This
resulted in SRS 372 having about a 50% higher nanohardness
than SRS 373, which agrees with descriptions of heat-treated
cerium oxide given by |zumitani4 and West.*®

Table 82.IX: Summary of the manufacturer information and nanohardness results for the indented nonmagnetic
abrasives, given in rank order from hardest to softest.

Hardness by
ID Material Lot NumberMfr. Crystal Nanoindentation
Structure (standard deviation)
(Gpa)

Sic Silicon carbide aN/AG3) Hexagonal 31.8 (8.0)
#30 Al,04 Grinding alumina C9043(4) Hexagonal 29.8 (7.0)
cz Cubic zirconia 1502792(55) Cubic 24.1 (5.0)
1 um Al,Oq Polishing alumina C602(56) Not reported 10.0 (4.0)
SRS 3720 Cerium oxide SDH-13-167) Not reported 75 (2.0)
SRS 373¢ Cerium oxide SDH-13-2(57) Not reported 5.0 (1.3)

4 ot number is not available. Abrasives were received in 8/94.

BHigh thermal treatment
CLow thermal treatment

Table82.X: Summary of the manufacturer information and
nanohardness results for the indented bulk optical
materials given in rank order from hardest to softest.

Hardness by Nanoindentation

(standard deviation)
(Gpa)

9.8 0.1)

7.7 (0.1)

5.3 (0.1)

ID Lot NumberMfr.
FS 7940(46)
BK7 N/A(13)
LHGS8 N/A (47
KDP N/A(48)

15 (0.4)

LLE Review, Volume 82

115



NANOINDENTATION HARDNESS OF PARTICLES UsED IN MAGNETORHEOLOGICAL FINIsHING (MRF)

Theerror barsfor the magnetic abrasives and optical mate-
rials are considerably smaller than those of the polishing
abrasives. Thisisattributed to themore uniform structureof Cl
and the optical materials versus the multiphase nature and
heterogeneity of the polishing abrasives tested. Krell et al.28
also had relatively large errors in their measurements, which
they attributed to microstructure. We do not have control of the
crystal orientation of theabrasivesthat weareindenting, which
will also affect the measured nanohardness.

Summary

A technique for nanoindentation of small, magnetic and
nonmagnetic abrasive particles has been described. Most re-
sultsare consi stent withwhat hasbeen previously reported, but
someresultsare new. WhileKrell et al .28 show microhardness
differencesinvariousgrinding aluminas, itisinteresting to see

the large differences in nanohardness values of the actual
commercial products used in grinding and polishing.

Theliterature containsonly Moh'shardnessdatafor cerium
oxide abrasives. We report here, for the first time, an actual
nanohardnessvaluefor individual cerium oxideabrasives. The
testsand procedures described here allow for the characteriza-
tion of the mechanical properties of small particlesthat is not
possible through microindentation without sintering or using
samplesmuch larger than those normally used. Thisallowsfor
the study of abrasivesin forms actually used in polishing, so
that full characterization of the mechanical properties of pol-
ishing material sisnow possible. Furthermore, removal experi-
mentsusi ng variouscombinationsof magneticand nonmagnetic
abrasive particles and durry fluid chemistries should give
valuable information in the future regarding the removal
mechanisms for MRF.
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Figure 82.65

The relative nanohardness values of the particles, glasses, and crystal that have been indented (in air) at 5-mN load on the nanoindenter.
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Particle nanohardnessasafunction of the sum of carbon and nitrogen present.
An expected power law dependence is seen. Similar results are achieved if
only nitrogen or carbon is analyzed.
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| maging of L aser—Plasma X-Ray Emisson
with Charge-Injection Devices (CID’s)

Introduction

X-ray imaging and x-ray spectroscopy are used in laser—
plasma-generated physics research to diagnose conditions in
the laser targets. Examples of techniques used to image x-ray
emission are pinhole cameras, Kirkpatrick—Baez (KB) micro-
scopes, curved crystal optics, and Wélter microscopes. 13 All
spectroscopic diagnostics rely also on spatial resolution to
record an x-ray spectrum. Examples of spectroscopic tech-
niques are Bragg crystal diffraction and grating diffraction.
The simplest method of recording images is time-integrated
exposure of film, a common example being the calibrated
Kodak direct exposurefilm (DEF).4 Alternatively, images can
be recorded by a solid-state device that is either directly
sensitive to x rays (photons absorbed in the device) or indi-
rectly sensitive (photons absorbed in a phosphor coating,
generating visible range photons that are then absorbed in the
device).

Thiswork details the method of obtaining time-integrated
images of laser—plasmax-ray emission using charge-injection
devices(CID’s), ashasbeen demonstrated onthe University of
Rochester’s 60-beam UV OMEGA laser facility.® The CID
has an architecture similar to a charge-coupled device (CCD).
Thedifferences make them moreresistant to radiation damage
and, therefore, more appropriate for some applications in
laser—plasma x-ray imaging. |mages were obtained with pin-
holecameras, K B microscopes,? and atunablemonochromatic
x-ray microscope.® Simultaneous images obtained on these
systemswith calibrated x-ray film have enabled determination
of the absolute detection efficiency of the CID’sin the energy
range from 2 to 8 keV.

Charge-Injection Devices (CID’s)

The CID cameras used in this work are manufactured by
CID Technologies, Inc. of Liverpool, NY.” The model
CID4150 is an 812 x 604 array having square pixels with
38.5-um center-to-center spacing and overal array dimen-
sionsof 31.3 x 23.2mm. Detailsof the pixel architecturefound
in the literature®1 are summarized as follows: Each pixel
contains two storage areas (pads). At the start of integration,

LLE Review, Volume 83

voltage applied to both padsinjects any stored chargeinto the
substrate layer. Next, charge is accumulated under a nega-
tively biased column storage pad until the bias is changed to
transfer the stored chargeto arow pad. Therow pad isattached
to a row preamplifier from which the signal is output and
digitized. The CID’s used in thiswork were operated at room
temperature and with no conversion phosphor coating on the
detector surface (direct x-ray detection). A PC-based anal og-
to-digital converter with 16-bit resolution, operating at
500 kHz, accomplished the camera readout. The relatively
high-speed readout was employed to minimize dark current in
the uncool ed detectors.

Figure 83.1 shows a CID camera in its housing and an
epoxy-encased dental imaging version, 1 for comparison, along-
side a film pack and film pack positioner, illustrating the
relative compactness of the CID camera. All signal amplifica-
tion and switching electronics are contained in the CID cam-
era. An overview of the installation on the OMEGA target
chamber and surrounding structureis shownin Fig. 83.2. The

"'-. L
Pt

Dental
imaging
module

- Q

OMEGA Xx-ray
film pack

E10257

Figure 83.1

Picture of CID camera mounted on the end of a pinhole camera positioner.
The CID camera replaces the film pack holder (upper left) and film pack
(lower left). The CID camera was designed to be compact, as evidenced by
the dental imaging version (lower right).
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dc power issupplied along with aclocking lineand an integra-
tiontrigger line. Thecommonintegration trigger supplieseach
camera in use with a pre-shot pulse to acquire a background
image and an on-shot pulse to acquire an image on the laser
target shot. The two images are subtracted to provide the final
image. The single output line contains the unformatted video
signal, whichissent to aPC-based anal og-to-digital converter
card (ADC). UptotwoPC'sareusedtoacquiresix CID camera
outputsper PC, onasmany as12 CID camerasfor thecurrently
planned system.

Experiments

The CID cameras were used to obtain images of laser—
plasmax-ray emission on OMEGA. Three different diagnos-
tics were used as platforms for these tests: x-ray pinhole
cameras and two different KB microscopes. One microscope
was outfitted with a grating and used to obtain grating-dis-
persed images of target implosion cores.12 The other micro-
scope was outfitted with metal multilayer monochromators
and used to obtain narrow-energy-band (monochromatic)
x-ray images of target implosion cores.®

Figure 83.3 shows two images obtained with pinhole cam-
eras located on opposite sides of the target chamber. The
pinhole cameras have 11-um pinholes and were located
170 mm from the target. The CID’s were located to provide
imageswith amagnification of 4.0 (~10 um/pixel at thetarget
plane). The images are of x-ray emission from a4-mm-diam,
Au-coated plastic sphere. The OMEGA beams were surface
focused onto the target using the standard OMEGA optics and
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PC(s)
with digitizers

Ethernet cable
to network
connection

distributed phase plates designed to produce Gaussian-like
focal spotswith adiameter of ~900 um (containing 95% of the
energy). Theseproducex-ray spotswith diametersof ~600-um
full width at half-maximum (FWHM). The images are ana-
lyzed to determine the relative pointing of each beam com-
pared to the desired pointing (all beams pointed so as to
converge at thetarget center, in the spherical -impl osi on-point-
ing mode). Typically six or more film-based cameras are used
to obtain like images, necessitating film loading, unloading,
developing, drying, and finally digitizing. Although these
processesare streamlined by using auto film devel opers, quick
drying, and video camera digitizing, the typical minimum
processing time of ~40 min cannot compete with the several-
minute time scale required to store and redisplay multiple
digital imagefiles.
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Figure 83.3
CID images taken from two opposing pinhole cameras on an OMEGA
pointing shot.
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Another example of CID-camera-obtained x-ray imagesis
shown in Fig. 83.4. The CID’s were located behind the same
pinhole camerasdescribed above, but farther away at amagni-
fication of 8.0. The images are of the time-integrated x-ray
emission from an imploded laser fusion target (in this case, a
3-atm-D,-filled, 20-pum-thick CH shell). Figure 83.4(a) was
taken with minimum filtration in front of the CID sensor
(150 um of Be, mostly in the pinhole camera itself), while
Fig. 83.4(b) wastaken with a CID on a pinhole camera on the
opposite side of the target chamber and additional filtration of
50 um of Al was used to limit the soft x-ray component of the
image. Figure 83.4(a) clearly shows the target’s outer-shell
emission plusstalk emission (all of which occursduring target
acceleration). Figure 83.4(b) shows only the harder x-ray
emissionthat isconfined to the high-density, high-temperature
implosion core region.

@
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Figure 83.4

CID images of a directly driven imploding OMEGA laser target (from
opposing pinholecameras): (a) soft x-ray image containing emissionfromthe
outer shell region, the stalk, and a saturated coreregion; (b) hard x-ray image
containing only emission from the core.

Pairsof images, oneonfilmand onewithaCID onthesame
X-ray microscope, have been obtained on a series of OMEGA
target shots. The KB microscope was outfitted with adiffrac-
tion grating that yielded dispersed spectra of the implosion
cores.12 The magnification of theimagesis20.3. Sincethe KB
microscope is a four-mirror, four-image version with image
views separated by 1.4° on the target chamber sphere, the
imagesarenearly identical except for differencesintherecord-
ing media. Figure 83.5 showsapair of suchimages: (a) afilm-
recorded image (K odak DEF) and (b) a Cl D-camera-recorded
image. Both images are produced by the KB microscope,
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which has Ir-coated mirrors operating at grazing angles of
0.70°. Attenuation by 140 ym of Be is common to both, asis
diffraction by the 0.2-um-period transmission grating. The
CID camera had an additional 25 um of Be acting as a light
shield and housing cover. Both images show nearly identical
features. The main features captured by the grating-dispersed
microscope (zeroth-order image of implosion and first-order
diffractedimage of the core) are seenin bothimages. Sincethe
film and microscope havebeen absol utely calibrated, compari-
son of thefilm- and CID-recorded core spectracan be used to
infer the absol ute sensitivity of the CID pixels. Figure 83.6(a)
shows such a comparison taken aong the core spectrum and
plotted asafunction of photon energy. The CID pixel’sinferred
qguantum efficiency dependence on energy is shown in
Fig. 83.6(b). Although a precise model for the CID pixels has
not been devel oped, the results of Janesick et al.13for the case
of a front-side-illuminated, thin-depletion-region CCD are
shown for comparison in Fig. 83.6(b). This model should be
representative of the CID sensitivity.
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Figure 83.5

A pair of simultaneously recorded x-ray microscope images taken with
(a) Kodak DEF film and (b) a CID camera. The image is an imploding
OMEGA target with dispersion of the core emission by an x-ray transmission
grating (evidenced by thefeatures~30° from the horizontal to the upper right
and lower |eft). The horizontal and vertical streaks are due to small-angle
specular scattering from the microscope mirrors.

Lastly, a pair of images taken with the KB microscope
outfitted with metal multilayer monochromators is shown in
Fig. 83.7. Theimaging system hasbeen previously described.*
WB,,C multilayerswith a 2d spacing of 26.5 A were used, and
the magnification of theimagesis 13.6. The monochromators
weretuned so asto produceimages of target emission centered
ontheAr He-like 3-line (3.683+0.011 keV) and the Ar H-like
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Figure 83.6

Comparison of CID- and film-recorded spectra. (a) Lineoutsthrough thetwo
spectral features; (b) inferred CID quantum efficiency, derived from the
calibrated constants of the microscope/grating/film system.

[B-line(3.935+0.012 keV), wheretheindicated energy rangeis
determined by the FWHM'’ s of the monochromator diffraction
peaks. Thetarget wasa15-atm, Do-filled, 20-um-thick, 1-mm-
diam CH shell containing 0.35% by atomic number of Ar gas
as a dopant. The images show the enhanced line-plus-con-
tinuum emissionfromtheimpl osion coreregion. Theasymme-
try of the core is ascribed to the lack of perfect direct-drive
beam balance on this shot, aggravated by severa lower-
intensity beams being near each other on the target chamber
sphere. The images show a clear core region whose size and
morphology can be easily measured.

Conclusion

CID camerashavebeen usedto obtaintime-integrated x-ray
images on avariety of imaging and spectroscopic diagnostics
on the OMEGA laser facility’s target chamber. Cross calibra-
tion of the CID camera with film shows that the CID pixels,
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Ar Hep (3.683+0.011 keV) Ar Hp (3.935+£0.012 keV)
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E10440
Figure 83.7

Monochromatic images of animploding OMEGA laser target taken with two
CID cameras. (a) Image of emission at 3.683+0.011 keV, centered on the Ar
He-like B-line; (b) image of emission at 3.935+0.012 keV, centered on the
Ar H-like B-line.

when used in direct-detection mode (i.e., without a phosphor),
have a useful energy range of better than 2 to 8 keV, with
additional sensitivity to be expected, especially at higher
energies. Currently, all existing OMEGA time-integrated
x-ray diagnostics are being outfitted with CID cameras as an
optional recording medium.
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X-Ray Spectroscopic Measurements of Areal Density
and M odulations of Compressed Shellsin
Implosion Experimentson OMEGA

Introduction

In inertial confinement fusion (ICF), spherical targets are
driveneither directly with laser beams! or indirectly with x-ray
drive.2Initial target nonuniformities, either existing or created
by the drive, can grow because of hydrodynamic instabilities
disrupting theimplosionandreducingitsthermonuclear yield.3
Therefore, it is important to measure the effects of these
instabilities on the target performance and particularly on the
shell integrity. Fusion reactions occur during the stagnation
phase, at peak compression, when the maximum density and
temperature are achieved. Simultaneously, the hot coreand the
inner surfaceof theshell emit most of their radiationinx rays.3
This emission not only contains information about important
parameterssuch asareal density, temperature, andtheir unifor-
mity intheregionfromwherethe emission originates (hot core
and inner shell), but can aso be used to praobe the rest of the
cold shell.# Whilethe shell’sfinal areal density, neutronyield,
and core temperature are important parameters of the target
performance, theshell’sintegrity providesamoredirect signa-
ture of instability.

Cold-shell integrity has been measured for shells with Ti-
doped layers.> Monochromatic core images were obtained at
energies below and above the K-edge energy of Ti with a
pinhole-array x-ray spectrometer.6 The ratio between such
images reflects the nonuniformity of the cold shell; however,
these measurements were limited to implosions with 20-um-
thick shellsand 1-nssguare pul seshape, which had thehighest-
intensity x-ray emission from the core. Slowly rising pulse
shapes and thicker shells produce implosions with lower core
intensity. When measured with a pinhole-array spectrometer,
thisintensity wasinsufficient to perform meaningful analysis.

In the present experiments the sensitivity of the measure-
ments is increased by replacing the diffracting crystal in the
pinhole-array spectrometer with filters for sampling the spec-
trum below and abovethe Ti K edge. Thisallowsfor measure-
ments of shell integrity for 20- and 24-um-thick shells with
both the 1-ns square pulse shape and a slower-rising, 2.3-ns
pulse that has a 1:6 foot-to-main-pul se intensity ratio (PS26).
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Pure CH targets were used to measure nouniformities in
radiation temperature and uniformity of the emitting (hot)
part of the target, which consists of the core and inner part of
the shell.

In this article three measurement methods are described:
(1) Imaging of the cold-shell modulations is based on the
imaging of coreradiation in two x-ray energies, absorbed and
nonabsorbed by the shell. The ratio of intensities in the two
narrow-energy-band x-ray imagesis used to infer modul ation
intheareal density of theabsorbing shell. (2) M easurements of
temperature nonuniformities in the core radiation use core
imagesfrom two energy bands, both unattenuated by the shell.
(3) Imaging of the hot-shell modulations measures emission
nonuniformities at x-ray energies unattenuated by the shell.
Sincemost of thisemission comesfromtheinner, hot shell, the
modulations in the images are related to the hot shell’s areal -
density nonuniformities.

Experiments

The targets used in these experiments were CH shells of
~450-um inner radius and 20- and 24-um shell thickness.
Targetswith Ti had 2-um, Ti-doped CH (6.2% by atom) layers
attheinner part of theshell. Targetswerefilledwith 3or 15atm
of D,. Targets were irradiated with 351-nm laser light using
the 60-beam OMEGA laser system.” Two pulse shapes were
used in these experiments: a 1-ns square pul se shape with total
on-target energy of about 25 kJ and PS26 with a duration of
~2.5 ns and total on-target energy of about 20 kJ. Beam-
smoothing techniques used during these experimentsincluded
distributed phase plates® (DPP’s) and smoothing by spectral
dispersion® (SSD). The 2-D SSD had an IR bandwidth of
1.25 A x 1.75 A, producing a 0.2-THz bandwidth at 351 nm.
The estimated illumination uniformity for 60 overlapping
OMEGA beamswith DPP’'sand SSD was 0y, ~ 2.5%, which
wascal culated fromthe on-target single-beam distributionand
averaged over thelength of the pulse.19 Beam-to-beam energy
variations were typically ~7%, which produces an additional
on-target illumination nonuniformity of oy, ~ 2.5%, with
most of that contribution in modes 1 through 5.10
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The thin solid line in Fig. 83.8 shows the measured spec-
trum of the core emission integrated over thetime of astagna-
tion phase at peak compression (~300 ps) and integrated over
the area of the core (~80 um). The spectrum is from the
implosion of a 24-um-thick shell, with a2-uminner Ti-doped
layer and an initial D5 fill pressure of 3 atm by 1-ns-sgquare-
pulse illumination. The spectrum was measured with a spec-
trometer fitted with an ammonium dihydrogen phosphate
(ADP) crystal and a 15-um-wide slit. The spectrum contains
absorption lines due to 1s-2p transitions in Ti ions near the
4.6-keV energy.!! These lines are absorbed within the warm
Ti-doped region (T ~ 300 to 600 eV), whereas radiation above
the Ti K edge at 4.96 keV is absorbed by much colder Ti. The
intensity above the K edge falls down gradually rather than
abruptly, indicating a temperature gradient in the absorbing
region and an associated gradual K-edge shift to higher ener-
gies due to ionization.I! The electron temperature of the
emission region (T, = 0.86+0.04 keV) and the areal density of
cold Ti intheshell (oRy; = 2.1+0.1 mg/cm?) have been derived
fromthefit to the measured spectrum, shown by thethick solid
line outside absorption areas of warm Ti (at ~4.6 keV) and
shifted K edge.

This spectrum was used not only to identify the spectral
regions of x rays appropriate for imaging but also to calculate
imaging sensitivity inorder to convert intensity modul ationsin
the image to modulations of the shell’s areal density.

1018 ¢ T T T

1017 ¢

Spectral fluence (keV/keV)

1016 ¢

Energy (keV)

E10295

Figure 83.8

M easured time-integrated spectrum of the core emission taken with a24-um-
thick shell with a 2-um inner Ti-doped layer, at an initial fill pressure of
3 am Dy, and 1-ns-square-pulse illumination.
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Imaging of Cold-Shell M odulations

To measure the shell’s integrity, the target is imaged at
energies weakly absorbed by the shell, below the Ti K edge,
and at energies strongly absorbed by the shell (above the Ti K
edge at about 6.5 keV). The compressed core radiation serves
as a backlighter for the shell.> Any modulations in this emis-
sion are measured from the coreimage below the K edge. The
image above the K edge has approximately the same modul a-
tions in the backlighter and additional modulations in the
absorbing shell.

Time-integrated images of core emission weretakenwitha
6-um pinholearray, at 4x magnification, and recorded on DEF
film. Two images were taken with aTi filter at energies below
theTi K edge (~4.9keV); theother twoimagesweretakenwith
an iron filter at energies above the Ti K edge (~6.5 keV). A
schematic of the instrument is shown in Fig. 83.9. Instead of
oneimage per energy channel, apair of imagesweretaken not
only to reduce noise by averaging images but also to estimate
the noise itself by subtracting one image from another. The
calculated resolution for theimaging system was~6 um, with
modulation transfer functions (MTF's) very similar for both
4.9- and 6.5-keV energy channels. The noise spectrum has
been used in the Wiener filter applied to reduce noise during
image processing. The thicknesses of both the Ti and the Fe
filters were varied for different shots in order to achieve an
optimum intensity on the film since intensity levels were
different for different shot conditions.

The energy spectrum was measured for each target experi-
ment using the crystal spectrometer. The approximate x-ray
energy spectra of the images for each energy channel were
calculated by multiplying this spectrum by thefilter response.
Figure 83.10(a) shows the spectra calculated for the lower-
energy filter (solid line) and the higher-energy filter (dotted
line). The conditions of the target experiment were a 20-um-
thick CH shell with a 2-um inner Ti-doped layer, filled with
3atmof D,, irradiated by a 1-ns square pulse. Lineouts of two
lower-energy-band images (solid lines) and two higher-
energy-band images (dotted lines) are shown in Fig. 83.10(b).
Note that the lineouts from the same energy band have similar
featuresthat are different from the featuresin the other energy
band. Thisindicatesthat the features seenintheimagesare not
noise, and that the differences between the images at different
energies are likely due to modulations in the absorbing shell.
(It is assumed that the core-emission image does not change
appreciably over an ~1.6-keV interval in photon energy be-
tween the two energy bands, i.e., the features of the core
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Ti filter

6-um pinhole

Target

E10294a

Figure 83.9

Schematic of the 6-um filtered pinholearray. Two
time-integrated images are obtained with a Ti
filter at energies below the Ti K edge (~4.9 keV);
the other two images are obtained with an Fefilter
at energies above the Ti K edge (~6.5 keV). The
magnification of theimagesis 4x and the images
are recorded with DEF film.
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Figure 83.10

(a) The calculated spectra of the images below the Ti K edge (solid line) and above the Ti K edge (dotted line). The Ti mass absorption rate is shown by the
dashed line. (b) The lineouts of two images taken below the Ti K edge (solid line) and above the Ti K edge (dotted line).

emission arethe same at ~4.9 and ~6.5 keV. (This assumption
is confirmed in the next section.)

Theimages were processed with the Wiener-filtering tech-
nique.12 If C(f) isthesignal plus noise of theimage (obtained
by averaging twoimagesfor aparticular x-ray energy channel)
in Fourier space with coordinatesf, and <N(f)> isthe average
spectrum of the noise (calculated from the difference of two
images for a particular energy band), then the restored signal
spectrum R(f) is given by the Wiener-filter formulal?

2

i) =Ct0)_, IO~ (N

CMTRE) ()

: D)

where MTF(f) is the modulation transfer function of the
pinhole camera calculated for a particular x-ray energy chan-
nel. The filtered images are obtained by transforming the
restored spectrum R(f) back to real space.
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The modulations of the ratio of intensities for filtered
images below the K edge [I.k(x)] and above the K edge
[Isk(X)] are related to the shell-areal-density modulations &

[rR(x)] by

nD <K (X) EE
5[ oR(X)] = 5—§ A0) %, @

Hsk — H<k

where L and .k are the spectrally weighed mass absorp-
tion coefficientsof cold Ti at energiesaboveand below K edge,
respectively, which were calculated for each shot using the
measured x-ray spectra[Fig. 83.10(a)].

Figure 83.11 shows the power per mode of the measured
modulation as a function of spatial frequency of the cold, Ti-
doped shell areal density at peak compression. The data are
from three target experiments, measured using core images
taken at x-ray energiesaboveand below theTi K edge. For each
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target experiment, theareal -density modul ationswerenormal -
ized to the measured cold-shell areal densities, which were
deduced from the crystal spectrometer data, similar to that
shown in Fig. 83.8, yielding relative modulationsin the cold-
shell areal density 8] oR(x)]/ oR(x). Tominimizeerrorsdueto
spherical effectsinthe analysisof the outer section of the core
images, only the 60-um-diam central portion of each 100-um-
diam image was analyzed. The spectrain Figs. 83.11(a) and
83.11(b) correspondto 20- and 24- um-thick-shell targetsdriven
with a 1-ns square pul se shape. The spectrum in Fig. 83.11(c)
corresponds to a 24-um-thick-shell target driven with pulse
shape PS26. All three targets were filled with 3 atm of D,. To
obtain the power per mode, shown in Fig. 83.11, absolute
valuesof the Fourier amplitudes squared were summed at each
spatial frequency. The gy, Of the total nonuniformity is the
square root of the sum of the power per mode over the spatial
frequency. The spectra shown in Fig. 83.11 are very similar.
They are peaked at a spatial frequency of 20 mm™ (corre-
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sponding to awavelength of 50 pim or mode number ¢ ~5) with
spatial features extending down to a wavelength of about
15 um. Thetotal g,y Of the nonuniformitiesis similar for all
three shots and is ~50%:20%. Adding previous data® to these
measurements, weconcludethat thenonuniformity o;,sranges
from the noise level of ~20% up to ~50% and is similar for
target experiments with a 20- or 24-pm-thick shell and with
1-ns sgquare or PS26 pulse shapes.

M easurements of Temperature Nonuniformities
Measurements of the cold-shell integrity are based on the
assumption that the distribution of core emission does not
changeappreciably over an~1.6-keV interval in photon energy
between the two energy bands at ~4.9 and ~6.5 keV. This
assumption is valid if the effective emission temperature is
constant over the whole area of the image. We use the term
“effective” with respect to temperature in order to emphasize
that themeasured imagesof the coresaretwo dimensional, and
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Figure 83.11

Power per mode of the measured modulation as afunction of spatial frequency for target experiments with (a) 20-um-thick shellsand 1-ns square pulse shape,
Orms = 52%+34%, (b) 24-um-thick shellsand 1-ns square pulse shape, oyms = 65%+16%, and (c) 24-um-thick shells and PS26 pul se shape, gyms = 50%+16%.
All experiments were taken with 3-atm-D»-filled shells with a 2-um-thick, inner-Ti-doped (6.2% by atom) layer.
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not three dimensional as the cores are themselves. The inten-
sSity at each point isan integral over the corein thedirection of
theimaging system. Regions with different temperatures may
exist inside the core; however, when integrated along the path
toward the imaging system, only an integrated or effective
temperature is observable.

Figure 83.12 represents the lineouts of the core images
measured with Sn filters at an x-ray energy of about 3.5 keV
(solid lines) and with Fe filters at an x-ray energy of about
6.5keV (dashedlines). Thesedataarefrom atarget experiment
with a24-um-thick CH shell (no Ti doping), filled with 15 atm
of D, and drivenby al-nssquarepul seshape. At x-ray energies
of =3 keV, the core emission is not significantly absorbed by
the outer shell. Differences in the shapes of the images as a
function of energy band would indicate the presence of
nonuniformities in the effective temperature. Lineouts of the
captured images shown in Fig. 83.12 are, in fact, very similar.
Theimage features are similar for the two images taken from
the same energy band, indicating that these features are not
noise. Thefact that thesefeatures have the same shapefor both
energy bandsindicates that the effective temperatureis nearly
constant over the entire area of the images. The measured
effectivetemperature T = 0.86+0.04 keV wasfound fromthe
ratio of two different energy-band imagesshowninFig. 83.12.

A similar analysis was performed on results from experi-
ments with other conditions, including different CH-shell
thicknesses and different pulse shapes. For all of these shots

20 3.5keVv ,
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Figure 83.12

Thelineouts of two imagestaken at ~3.5 keV (solid line) with aSn filter, and
at ~6.5keV (dashed line) with an Fefilter for atarget experiment on a24-um-
thick shell, filled with 15 atm of Dy, driven by a 1-ns square pulse shape.
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effectivetemperatureswere constant over thewholeareaof the
images within the experimental error determined by the noise
in the images.

Imaging the Hot-Shell Modulations

As shown above, the core images have no temperature
nonuniformities within the experimental resolution and sensi-
tivity; the modulations seen in the high-energy, unattenuated
images are due to areal-density modulations in the emission
region. Thecoreimagesare produced by theemissionfromthe
hot core and dominated by the emission from the inner hot
shell; therefore, modulations in the image lineouts shown in
Fig. 83.12 are mostly due to hot-shell areal-density modula-
tions. Assuming that the absorption of x raysin the core and
the shell is negligible, the intensity at the detector is propor-
tional totheareal density of theemissionregioninthedirection
of x-ray propagation.

To analyzethe areal -density nonuniformity of the hot inner
shell, the smooth envelope of the coreimage | o, (x) (obtained
by filtering theimagein Fourier space) wassubtracted fromthe
core image |(x). The relative areal-density nonuniformity of
the hot shell is given by the relation

5[1R(X)] _ \/EDI (%) = leny ()0

) lenv(X)

PR(x) ]

3

Since the signals from both “walls” of the hot shell are added
togivel(x), therelative nonuniformitiesin the captured image
[I (x)- Ienv(x)]/lenv(x) aremultiplied by the factor of /2 in
order to analyze modulations corresponding to only one wall
of the shell (the assumption made here was that areal-density
perturbations in the shell region are uncorrelated).

Figure 83.13 shows the measured power per mode of the
areal-density nonuniformities as a function of spatial fre-
guency for thehot inner shell. Thespectrumispeaked at spatial
scale lengths of 40 to 50 um with atotal oy of 30%+15%. It
issimilar to the measured cold-shell spectrain both magnitude
and shape.

Conclusions

Time-integrated measurements of the shell integrity are
presented at peak compression, the final stage of a spherical
implosion. Perturbations in the cold, or absorbing, part of the
shell were studied using shells with and without inner Ti-
doped layers. The hot, or emitting, part of the shell wasstudied
using pure plastic shells. It is found that modulations in both
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Figure 83.13

Power per mode of hot CH plasmaemission asafunction of spatial frequency
for atarget experiment ona24-um-thick shell, filledwith 15atmof D, driven
by a 1-ns square pulse shape, gyms = 30%+15%.

the cold and hot parts of the shell are peaked at spatial scale
sizes of 40 to 50 um, with nonuniformities extending to
~15 um. Themagnitude of rel ative areal -density perturbations
isintherangefromthenoiselevel of ~15% to 20% up to ~50%
for both 1-ns square and PS26 pulse shapes. Time-resolved
measurementsat peak compressionand earlier, inthedecelera-
tion phase, will aid in understanding the present findings.
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Secondary D-3He Proton Spectra from D,-Filled OM EGA Tar gets

Introduction

Two new diagnostic techniques now provide the first high-
quality spectraof secondary fusion protonsfromimploded D,-
filled capsulesininertial confinement fusion (I CF) experiments.
The potential utility of secondary neutrons and protons for
diagnosing such capsules has been recognized for more than
two decades, 18 but practical use of protons has previously
been limited by the lack of accurate spectroscopic measure-
ments. Thefirst new techniqueutilizesamagnet-based charged-
particle spectrometer; the second involves “wedge-range-
filter”—based spectrometers utilizing special filters and CR39
nuclear track detectors. These spectrometers were recently
used to acquire datafrom target capsul es with about 14 atm of
D, fuel in19-pm-CH shells,impl oded at the 60-beam OM EGA
laser facility by irradiation with 22 kJ of laser energy. Results
of that work, presented in this article, are important for the
information they give about current experiments and for the
potential they show for characterization of the cryogenic D,-
filled capsules to be used in the near future.

The general value of charged-particle spectrometry for
capsul e diagnostics hasrecently been demonstrated with mag-
net-based charged-particle spectrometers (CPS'’s), which are
now used on a regular basis to measure spectra of primary
fusion products (p, D, T, a) and “knock-on” particles(p, D, T,
and 3Heelastically scattered by 14.1-MeV neutrons)210for a
wide range of capsule types and implosion conditions on
OMEGA .1 Measured spectra provide a number of important
implosion parameterssuch asprimary yields, fuel iontempera-
ture, and areal density (oR) of fuel, shell(s), or fuel plusshell.
Areal densitiesare determined by measuring the energy | oss of
charged fusion products as they pass out through the fuel and
shell® or by measuring the yields of knock-on particles.19

In the most important future ICF experiments utilizing
cryogenic capsules with DT or D, fuel, large areal densities
will limit the number of diagnostic measurements that can be
made of charged particles. On the National Ignition Facility
(NIF), pRyotg Of imploded DT capsulesis eventually expected
to exceed 1 g/cm?. In this case, the only charged particles that
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could escape and be detected for studying pR are tertiary
protons,}2 which have energies as high as 30.8 MeV. DT
capsulesplanned for OM EGA may (based on 1-D simulations)
reach PR,y Of 0.2 to 0.3 g/cm?. In this case, knock-on
deuterons and tritons, resulting from elastic collisions with
primary 14.1-MeV neutrons, could be detected and used to
study pR with CPS's.10

In the shorter term, cryogenic experiments will be carried
outwith pure-D, fuel. No charged primary fusion productswill
be energetic enough to escape and be detected, and there will
be no high-energy primary neutrons to generate energetic
knock-on particles. In addition, the method of determining
PRi, by measuring secondary-neutron yields® will fail for
PR = 0.1 g/cm?. Fortunately, secondary D-3He protons
(12.6 to 17.5 MeV) will escape from Do-filled capsules with
relatively high pR. These protons are created in the two steps
indicated in reactions (1) and (2):

D+D - n(245MeV) +3He(0.82 Mev); (1)

3He(0.82 MeV)+D - a (6.6 t01.7 MeV)

+p(12.6 t0 17.5 MeV). (2)

In one of the primary branches of the D-D reaction, 3He is
created with 0.82 MeV of kinetic energy. Someof the3Heions
then react in-flight with thermal D ions, creating protons that,
because of the kinetic energy of the 3He, have a range of
energies. Measured spectra of these protons can be used to

measure pRryg ad PRt
Theremainder of thisarticlewill discussthe use of spectral
measurements. Although the emphasis throughout is on sec-

ondary protons, there is also discussion of how they relate to
the secondary neutrons created through reactions (3) and (4):

D+D - p(3.02 MeV)+T(1.01 MeV); ©)
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T(1.01MeV)+D - a(6.7 to 1.4 MeV)

+n(11.9t0 17.2 MeV). (4)

The following sections discuss (1) how the characteristics of
secondaries arerelated to the physical parameters of capsules,
(2) how accurately measured spectra of secondary protonsare
made with the magnet-based CPS's and with “wedge-range-
filter”—based spectrometers; (3) measurementsduring OMEGA
shots; (4) physical interpretation of data; and (5) future appli-
cation to cryogenic-target experiments.

Secondary Spectra and Capsule Characteristics

Two simple models of plasma structure are used here to
illustrate how measurements of secondary yields and spectra
arerelated to properties of compressed capsules. In the “ hot-
spot” model, all primary fusion reactionstake placein asmall
region at the center of the spherical fuel, and the fuel outside
the hot spot, where the primary fusion products react with
cooler fuel to create secondaries, has uniform density and
temperature. In the “uniform” model, the fuel isuniform over
its entire spherical volume so that primary and secondary
reactions take place everywhere. In both cases, there can be a
spherical shell or pusher of adifferent material outsidethefuel
(generally CH, in most current OMEGA experiments). It is
assumed in these simple model sthat the capsuleis spherically
symmetric, with no mixing of fuel and shell material, although
numerical work currently underway indicates that fuel/shell
mixing could beimportant. Infuturework, more-sophisticated
models will be used.

Seconpary D-3HE ProToN SPECTRA FROM Do-FiLLED OMEGA TARGETS

The slowing down of primary 3He and T in D fuel is
modeled with the formalism described in Ref. 13, with results
shown in Fig. 83.14. The production rates for secondaries are
then determined by the cross sections shown in Fig. 83.15
(calculated from Ref. 14). Theresultant yields, and the shapes
of spectraasthey are created in the fuel, are discussed bel ow.
M odificationsto the spectrum of protonsasthey slow downon
their way out of the fuel and shell are then determined by the
stopping power illustrated in Fig. 83.16 (cal culated according
to Ref. 13).

1. Yields

By integrating over the appropriate paths of primary fusion
products 3He and T and using the foregoing assumptions to
calculate their energies as a function of position, and then
utilizing the secondary production rates, we can calculate
yields Yy, and Y,, of secondary protons and neutrons as
fractions of the primary-neutron yield Y;,, and obtain the
results shownin Fig. 83.17. Related cal culations were carried
out previouslyl® for some of these cases, utilizing older
models for the slowing down of 3He and T. The authors
pointed out that a nearly linear relationship exists between
PRs e and the secondary-to-primary-yield ratios as long as
PRra is low enough that the primary particles (3He or T)
escape the fuel. Each yield ratio reaches a saturation level (as
shown in Fig. 83.17) when the appropriate primary particleis
completely slowed downinthefuel, but measurementsof yield
can be used to infer pRy,q as long as saturation has not been
reached. The results are weakly dependent on plasmadensity,
but the plasmatemperature has astrong impact on the value of
PR a which the linear relationship fails because of com-
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Figure 83.14
Stopping powers for 3He (left) and T (right) in D plasmas of
various temperatures (cal culated according to Ref. 13). Note that

L.
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plete slowing down of the primary particlesinthefuel. Thisis
a consequence of the temperature dependence of the total
particle ranges, as illustrated in Fig. 83.18. Because of the
magnitude of the cross sections (Fig. 83.14), secondary pro-
tons are preferentially produced close to the birth position of
primary 3He, while secondary neutrons are preferentially cre-
ated near the end of therange of theprimary T (seeFig. 83.19).
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Figure 83.15

Fusion cross sections (o) for energetic 3He or T with cold D plasma (calcu-
lated according to information in Ref. 14).
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Figure 83.16

Stopping power for protons in D plasmas of various temperatures (calcu-
lated according to Ref. 13). The values for CH plasmas are almost identical
except for being higher by afactor of about 14/13 (the ratio of the numbers
of electrons per unit mass).
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Two differences between the hot-spot and uniform models
are apparent in Fig. 83.17: (1) The value of pRy, for agiven
yieldisslightly higher intheuniform model, reflecting thefact
that the mean distance traveled by primary particles before
they encounter the fuel—pusher interface is smaller by afactor
of 0.75. (2) Complete saturation of yield at high values of
PR iNthe uniform model is approached asymptotically, but
never reached, because some primaries are always created
close enough to the surface to escape the fuel.

Although ameasured secondary-protonyield canbeusedin
the context of our models to infer pRy,q only in regimes
where the primary 3He escapes the fuel before stopping,
another kind of information can be inferred when complete
stopping occursinthefuel. Asseenin Fig. 83.17, the electron
temperature T, determines the maximum possible secondary-
to-primary ratio Y,/ Y1,,. If itisknownthat yield saturation has
been reached, it is possible to estimate the effective electron
temperature asillustrated in Fig. 83.20. A similar relationship
between electron temperature and yield saturation holds for
secondary neutrons.

2. Birth Spectra

Going beyond the calculation of yields, we can investigate
theshapesof secondary-particlespectraat their birth. Consider
firsttheprotons. If pRy, ¢ issmall, sothat primary 3Heparticles
escape the fuel before losing much of their 0.82-MeV birth
energy, then the protons they produce by fusing with fuel
deuteronsare equally distributed between limiting energies of
about 12.6 and 17.5 MeV. The energy limits are defined by
kinematics and are determined by 3He energy at the time of
interactionwith D. Theflat distribution asafunction of energy
between the limits can be demonstrated by assuming that
fusion products are distributed isotropically in the D—3He
center-of-mass frame, transforming to the lab frame, and
calculating the number of particles per unit energy. The num-
ber of protons produced during the slowing down of 3He from
energy Esy t0 Esy, —AEs,, isproportional to

AE3HeU3He—D(E3He)/[dE3He/d(pX)] -

where U3He_D(E3He) is as shown in Fig. 83.15, X is the
distance aong the trajectory of 3He in the plasma, and
dEs,,,/d(px) is as shown in Fig. 83.14.

For larger values of pR, ¢, Some of the3Hewill slow down

before leaving the fuel; when they interact with the fuel, the
kinematically defined width of the resultant proton spectrum
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Secondary protons

Secondary neutrons
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Illustration of how secondary protons are created mostly near the birth
position of the primary 3He, while secondary neutrons are created mostly
Figure 83.18 toward theend of therangeof primary T. Thevertical axisisinarbitrary units

Ranges of primary D-D fusion productsin a D plasma for different plasma
densities and temperatures (from the stopping-power curvesin Fig. 83.14).

that aredifferent for thetwo curves; the horizontal axisunit pXisthedistance
from primary birth position in g/cm? for a 1-keV, 3-g/cm3 D plasma.
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will besmaller. But since U3He_D(E3He) decreasesrapidly as
Esp, goesbelow about 0.5 MeV, the contributionsto thefinal
proton spectrum become very small for lower-energy 3He and
the shape of the total proton spectrum remains relatively
insensitiveto the amount of slowing down, or equivalently the
value of pRy,g. This is demonstrated in Fig. 83.21, which
shows how, in the case of a hot-spot model, the shape of the
spectrum gets built up as a contribution of parts due to 3He
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Figure 83.20

Electron temperature for which Yzp/Y1, cannot exceed a given saturation
value (see Fig. 83.17). Under some circumstances, this relationship can be
used to estimate Te.

() Secondary protons

T,<lkeV - - -T,=10keV ]

Relative number of protons

slowed down by different amounts. Figure 83.21 also illus-
tratesthat the shape of the birth spectrumisrelatively insensi-
tivetotheplasmatemperature. Themean energy of thespectrum
varies sightly with the amount of slowing down of 3He, as
shown in Fig. 83.22.

The secondary-neutron birth-spectrum shape is signifi-
cantly more sensitive to pRy,g because the reaction cross
section of primary T with fuel D increasesrapidly asT energy
decreases (down to about E; = 0.2 MeV, as shown in
Fig. 83.15). As discussed in Refs. 6-8, this means that the
neutron spectrum gets narrower as pRy,g increases (and the
exiting T energy decreases). Figure83.21illustratesthisfor the
case of the hot-spot model.

3. Measured Spectra

A proton birth spectrumisnever measured directly because
it is modified by passage through the fuel and shell before
being measured in areal experiment. Since the birth spectrum
is relatively insensitive to fuel conditions, a measured spec-
trum contains diagnostic information about fuel and shell by
virtue of the changes in the spectrum that can be inferred.

The mean energy of the secondary protons decreases ac-
cording to the amount of materia they traverse (Fig. 83.16

(b) Secondary neutrons

To<1keV

- - - T,=10keV |

Rdative number of neutrons
T

10

Proton energy (MeV)

E10512

Neutron energy (MeV)

Figure 83.21

Calculated shapes of secondary-proton and -neutron spectra. These curves were generated by assuming that (a) the slowing of T or 3Hein aD plasmavaries
with energy as shown in Fig. 83.14, and (b) the primary particles are created near the center and pass through a uniform fuel that ranges their energies down
to some fraction fg of their birth energy (hot-spot model). The plasma density was assumed to be 3 g/cm3. On each plot, the different curves show how the
spectrum shape is built up as the primary particle gets ranged down; the curves do not show how the number of secondary particles varies with pR. Each plot
has one curve for plasmatemperature 10 keV, corresponding to fg = 0. This curve is arbitrarily normalized so its amplitude is the same as the corresponding
curve for lower temperature to demonstrate that the shape is not strongly dependent on temperature.
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showed how the stopping power of fuel or shell plasma for
protons varies with proton energy and plasma temperature).
For the case of a D plasma with p = 3 g/cm3, Fig. 83.23
illustratesthe slowing down of secondary protonsasafunction
of Teand pX, where X isdistance traveled through the plasma.
The dependence on p is weak; the ratio of pX to the mean
energy loss <AE,y> varies approximately as p®%7 for pX
< 0.1 g/lem?. The dependence on temperature is weak for T,
< 1keV and becomes progressively stronger for increasing Te.
For aCH plasma, theratio of pXto <AE,,> islower by about
13/14. If weassumethat most of the protonsare generated near
the center of the fuel, then we can relate <AE,,> to a sum of
contributions from pRy,¢ and pPReg)-

The protons are not all generated precisely at the center of
the fuel, so they pass through slightly different amounts of
material while leaving the capsule. This affects the mean
energy, but that effect is fairly small for the OMEGA data
discussed here. It al so causesabroadening of the spectrum, and
in future work that broadening will be used as another con-
straint on capsule structure.

A secondary-neutron birth spectrum can be measured di-
rectly.1® The shape of this spectrum is sensitive to fuel condi-
tions, so it has potential diagnostic value.® Figure 83.24
summarizes the plasma parameter regimes in which the mea-
surement methods described above are applicable.
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Figure 83.22

Dependence of the mean energies of the proton birth spectra (shown in
Fig. 83.21) on the fraction of 3He energy remaining when the 3He reaches
the fuel—pusher interface. Plasmatemperature was assumed to be 3 keV, and
thedensity was 3 g/cm3. If the appropriate value of fg (defined inthe previous
figure caption) is unknown, the effective mean energy will be uncertain. In
such a case, we could use the value 14.97+0.04 MeV, which corresponds to
the assumption of equal probability for all values of fg.
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The mean energy of a secondary-proton spectrum after slowing down in a
D plasma with p = 3 g/cm3. The horizontal axis unit pX is distance from
birth position in g/cm2. For a CH plasma, the value of pX corresponding to a
given energy should be reduced by thefactor 13/14 (theratio of electrons per
unit mass for D to the value for CH). The dependence on p is weak; for
pX < 0.1, the value of pX corresponding to a given energy varies approxi-
mately as p0-07,
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Boundaries of regimes in which various measurements can give diagnostic
information about a 3-g/cm3, pure-D plasma (assuming the hot-spot model).
Note that pR refers to pRotg for curve A, but pRsye for curves B and C.
(A) Measurementsof Y2p/Y1n and secondary-proton energy shift can be made
only in the region below these curves, which show the pRiotg a which
secondary protonsfail to escapefromtheplasma(onecurveeachfor theupper
and lower limits of the birth spectrum). (B) Measurements of Yon/Y1n give
information about pRsye only in the region below this curve, which shows
where primary T is ranged out completely by the fuel and where the
“saturated” regionsof Fig. 83.17 arereached. Abovethiscurve, measurement
of Yan could give information about the fuel electron temperature.
(C) Measurements of Yzp/Y1n give information about pRyye only in the
region below this curve, which shows where primary 3He is ranged out
completely by the fuel and where the saturated regions of Fig. 83.17 are
reached. Abovethiscurve, measurement of Yz cangiveinformationabout the
fuel electron temperature (see Fig. 83.20).

LLE Review, Volume 83

135



SeconpaRY D-3HE ProToN SPECTRA FROM Do-FiLLED OMEGA TARGETS

Instrumentsfor Measuring Secondary-Proton Spectra
1. A Magnet-Based Charged-Particle Spectrometer

Two magnet-based spectrometers (CPS1 and CPS2) are
installed on OMEGA. More information about CPS1 and
CPS2isavailableelsewhere, 1617 put the principleof operation
isillustrated in Fig. 83.25, which shows how amagnet is used
to separate protons (or other charged particles) of different
energiesinto different trajectories. The particlesare stoppedin
CR39 nuclear track detectors, which are subsequently etched
in a solution of NaOH and water, and then scanned with a
microscope. A small hole appearsat thelocation of thetrack of
each individual proton. The position of a particle track gives
the particle energy directly by virtue of thetrajectory followed
through themagnet. Final determination of an energy spectrum
involves subtracting abackground noiselevel, whichincludes
neutron-induced noiseand “intrinsictrack noise.” Theneutron
noise consists of tracks caused by protonselastically scattered
by primary fusion neutrons, either in the CR39 itself or in
surrounding materials; it scales with primary-neutron yield.
Theintrinsic track noise is caused by structural defectsin the
CR39, which look like particle tracks after etching; it is
independent of implosion yields. Both types of noise are
uniformly distributed on the CR39, subject to statistics.

Measuring secondary-proton spectra with CPS2 is more
difficult than measuring other spectra, such asthose of primary
D-3Heprotons,?for tworeasons: (1) CR39isnot very sensitive
to protons with energies higher than about 7 MeV, so when

Target

7.6-kG magnet

50 keV
200 keVv

600 keV
1.0MeVv

3.0MeV 30 Mev

10 MeV

E10098

Figure 83.25

Concept of the magnet-based charged-particle spectrometers, showing how
the magnetic field separates protons of different energies. Particles from the
target capsule pass through a collimating aperture (not shown) before enter-
ing the magnet. After leaving the magnet, they are stopped in pieces of CR39
nuclear track detectors (not shown). The positions of the detected particles
then indicate their energies by virtue of the trgjectories followed.
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detecting protons with higher energiesit is necessary to use a
filter to range the protons down in energy just before they
impact the detector. This is not difficult for primary D-3He
protons, which are nearly monoenergetic. But for the wide
interval of incident energies associated with secondary pro-
tons, no single-filter thickness will range all protons down to
the 0.5- to 7-MeV interval for which the detector is efficient.
For this reason, a new filter whose thickness varies with
position (or, equivalently, energy) was fabricated of alumi-
num. (2) Statistical noise is a significant problem. Typical
primary D-D neutron yieldsinthe OMEGA experiments have
been of the order of 101, and the secondary-proton yield is
usually inthevicinity of 108. With aspectrometer slit width of
3 mm, a dlit length of 15 mm (perpendicular to the magnet
dispersion direction), and a target-to-slit distance of 100 cm,
the maximum total number of detected protons per shot is
about 360—enough to givereasonable statistical errorsfor the
total yield and themean energy, but theerror barsonindividual
energy binsinaspectrumwill belarge. Inaddition, the number
of background noise events that must be subtracted is compa-
rabletothenumber of trueproton events, making the statistical
noise even worse. After dispersion by the magnet, the 360
protonsare spread out over an areaof about 3cm? onthe CR39,
giving 120 protons/cm?. This has to be compared with noise
that comes from intrinsic defects and from neutrons. Intrinsic
noise eventsgenerally appear at adensity of the order of 50 per
cm?2. Neutron-induced events occur at about one per 10%
neutrons, or about 45 per cm? on the CR39 (which is about
135cmfromthetarget); thus, for asingleshot, theratio of noise
events to secondary-proton eventsis of the order of 1.

2. Wedge-Range-Filter Spectrometers

Another new type of spectrometer, a wedge-range-filter
spectrometer (WFS), has recently been tried for the first time.
In a WFS (which will be described in detail elsewherel®),
CR39 isagain used as the particle detector, and special filters
are used to range down the proton energies so they fall within
the interval of sensitivity of the detector. The advantages of
using range-filter measurements are simplicity and the ability
to operate at lower yields by getting closer to the target. The
disadvantages are (1) theinterval of incident energiesthat can
be detected with asingle-filter thicknessis not wide enough to
cover the entire secondary-proton spectrum, and (2) it is
difficult to get accurate spectral information. Secondary-pro-
ton yields have previously been estimated in this way by
counting proton tracks behind a constant-thickness filter,3-6
and A zechi et al .6 used such datato make broadband estimates
of different parts of the proton spectrum.
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Tofind animproved approach, we haverecently performed
highly detail ed calibrations of theresponse of CR39to protons
of different energies(different energiesresultindifferent track
sizes)19 and calibrations of the transmission characteristics of
various filters. This information allows us to define a direct
mapping between track diameter and incident proton energy
for agivenfilter thickness. That mapping can be used to recon-
struct part of the incident spectrum from a histogram of track
diameters, but for each filter thickness the incident energy
interval that is most accurately reconstructed is less than
1 MeV wide. To accurately reconstruct the entire secondary-
proton spectrum, which is more than 5 MeV wide, it is
necessary to have datafrom many different filter thicknesses.
For this reason we use a special ranging filter with continu-
ously varying thickness, making it possible to reconstruct a
continuous spectrum over awide energy interval. The filters
used here were machined from aluminum, with thicknesses
varying from 400 um to 1800 um. The fabrication tolerances
turned out to beworsethan desired, and thefilterswereslightly
too thin. For the purposes of this first study, it was therefore
necessary to estimate the thickness error by cross-calibrating
the measured spectra with spectra acquired with the magnet-
based CPS2. Thissinglecorrection parameter wasthen applied
toall datafromWFS's. More-accurate fabrication and calibra-
tion techniques will make this unnecessary in the future.

A simple estimate of statistical errors can be made, assum-
ing that aWFSiis 15 cm from a capsule producing Yy, = 1011
and Y, ~ 108, Withan effectiveareaof about 3cm?for thebulk
of our spectrum, the number of incident protonswill be about
10°. Theseare spread out over at least 5MeV, and at each filter
thickness only about 1/3 of the spectrum is detected, so the
number of protons actually counted is ~3 x 10%. This makes
intrinsic noise totally irrelevant, but the number of neutron-
induced events is ~1 x 104 By restricting ourselves to an
appropriate subset of track diameters, the number of proton
events can be reduced by a factor of 2 and the number of
neutron events by a factor of 4. The ratio of noise events to
secondary-proton events is thus only ~0.15, and the large
number of events guarantees very small statistical errors even
after background subtraction.

Spectrum M easur ements
1. Experiments

Toillustrate the measurement and interpretation of second-
ary-proton spectra with our two new types of spectrometers,
we present data from a recent series of four similar OMEGA
shots. Table 83.1 lists some basic shot parameters. The target
capsuleshad ~14 atm of D, fuel in 19-pm-thick CH shellswith
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outer diameters of ~910 um. Each capsule was imploded by
irradiation with ~22 kJ of 0.35-um UV light applied in 60
beamsfor 1 ns(inasquare-top pulse). Thelight was smoothed
by spectral dispersion (2-D SSD with 0.3-THz bandwidth29).
Primary-neutron yields Y3, (measured viaindium activation)
varied from 8.1 t0 9.8 x 1019, while secondary-neutron yields
Y, (measured with a time-of-flight diagnostic or Cu activa-
tion) werein therange of 1.1to 1.8 x 108. Yield-weighted ion
temperatures were 3.2 to 3.5 keV (measured with a neutron
time-of-flight diagnostic).

CPS2 proton data were acquired by exposing one piece of
CR39 to the protons from all four shots in order to sum the
yields and minimize errors due to counting statistics. The
background noise level was determined by measuring the
number of apparent events at energies higher than the upper
energy of the secondary-proton spectrum, and this mean noise
level was subtracted from thetotal spectrumto givetheresults
shown in Fig. 83.26. Table 83.1 lists the mean energy and the
yield of this proton spectrum.

WEFS datafor each of thefour shotswere taken at adistance
of 15 cm from the target. Resultant spectra are shown in
Fig. 83.27, and measured parameters are listed in Table 83.1.
Figure83.28 showshow the average of these spectracompares
to the spectrum from the magnet-based CPS2.

2. Measurement Uncertainties

The proton yields obtained with CPS2 or with one of the
WFS'shave measurement uncertainties dueto counting statis-
tics. In addition, each measurement representsan average over
a small solid angle, and measurements made at multiple
positions during the same shot have shown that there are
angular variationsin particle fluxes that substantially exceed
uncertainties due to counting statistics. This spatial variation
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Figure 83.26

Spectrum of secondary protons for four shots, measured with the magnet-
based spectrometer CPS2. One typical statistical error bar is shown.
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Figure 83.27

Spectra of secondary protons for the four individual OMEGA shots, as
measured with the wedge-range-filter spectrometers (WFS's). One typical
statistical error bar isshown inthetop plot. The statistical errorsin thelower
threeplotsareslightly higher becauseonly 1/3 of theavail abledatawereused.
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Figure 83.28
Comparison of the average spectrum measured with CPS2 (from Fig. 83.26)
and the average of the individual WFS-measured spectra of Fig. 83.27.
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of proton flux has been noted for a wide variety of shots and
will be described in detail elsewhere. The standard deviation
within measured spatial distributions of secondary-proton
yieldduring individual shotstendsto beinthevicinity of 20%.
This puts a fundamental limit on the accuracy of any single
yield measurement (asanindicator of total yield) and provides
motivation for using multiple detectors.

The CPS2 yield measurements are affected by counting
statistics in the measured spectra, including the subtracted
background levels. The CPS2-measured proton-yield uncer-
tainties quoted in Table 83.1 were determined by adding, in
quadrature, the statistical uncertainty (about 5%) and the
expected standard deviation dueto spatial variations (20% for
a single shot, but 10% here for an average over four statis-
tically independent shots). CPS2 measurements of mean ener-
gies have an uncertainty due to counting statistics (about
0.1 MeV here) and also due to any systematic energy calibra-
tion errors. Absolute calibration is accurate to about 0.1 MeV
at 15MeV.21 The spatial variationsin particle flux mentioned
above do not seem to be accompanied by energy variations, so
the energy measurement uncertaintiesquoted in Table 83.1 are
obtained by adding the statistical error to the calibration
uncertainty in quadrature.

The WFSyield measurements are subject to the same 20%
uncertainty dueto spatial variations. Statistical errorsfor these
measurementstend to bemuch smaller (near 1%for each shot),
so in Table 83.1 a 20% uncertainty is assigned to each indi-
vidual measurement. Sincetherearefour individual and statis-
tically independent measurements (for the four shots), the
error assigned to the shot-averaged yield is 10%. Errorsin the
measurement of mean energy are caused by counting statistics,
but these statistical errorsare quite small (about 0.02 MeV for
shot 20246). The calibration error is larger, and since the
energy calibration for these preliminary measurements was
artificially tied to the calibration of the magnet-based CPS2,
wedo not list errors here (thiswill be remedied in the future).

3. Performance of the Spectrometer Types

Overall, the secondary-proton spectra obtained with the
WFS'shavelessnoisethan thosefrom CPS2. Statistical errors
per shot are afactor of 10 smaller because the detector can be
closer tothetarget, canusealarger activearea, and hasahigher
ratio of true signal eventsto noise events. This advantage will
diminish when secondary yieldsincrease, asthey are expected
to for cryogenic targets. For current yields, the performance
benefits combine with simplicity to make this approach very
useful asacomplement to the CPS' sand particul arly attractive
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for studying the spectrum from many directions simulta-
neously for symmetry characteristics.22 Theoretically, the
WFS's should work at yields of ~10% and up to ~10%° (by
moving farther from the target). They will not work for yields
of 101 or more, unless they can be moved well outside the
target chamber, because of track overlap problems in the
CR39. This probably limits their use to secondary (and ter-
tiary) protons and, occasionaly, primary protons from low-
yield D-3He shots. The primary charged products of many
other targetswill haveyiel dsthat aretoo high, and themeasure-
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ment of knock-on particlesfrom DT targets,19whichisof great
interest to the ICF program, requires a separation of different
particle types (D, T, and p), which cannot be performed with
this approach.1® These are appropriate applications for the
magnet-based CPS's.

Interpretation of Measured Proton Spectra
1. Yield and Fuel Parameters

The measurements described above reflect properties of
compressed targets, and in thissection welook at implications

Table 83.1: OMEGA shot parameters, measurements, and inferred properties.

Parameter Shot 20246 Shot 20244 Shot 2024]9 Shot 202B0 <20246,48,49,50>
Fuel 14.2 atm b 143 atm B 143 atm B 143 atm B 143 atm B
Shell 19um CH 19um CH 19um CH 19um CH 19um CH
Outer Diameter 91Lum 909um 913um 905um 909.5um
Laser Energy 21.9 kJ 21.0kJ 22.1kJ 21.9kJ 21.7 kJ
Laser Pulse 1 ns, square 1 ns, squafe 1 ns, square 1 ns, square 1 ns, square
T; (keV) 3.20.5 3.5%0.5 3.5%05 3.205 3.305
Yin (x1019) 9.76+0.07 8.060.06 8.280.06 9.1%0.07 8.820.03
Y, (x107) 17.#1.2 11.60.9 11.%0.9 12.41.0 13.%0.5

7 AWFS WFS WFS WFS 11.481.34CPS2
Yop (x109) 15.8:3.1 11.8:2.4M 12.142.4M 12.142.4M
12.9¢1. AWFS
13.32:0.15°PS2
<Epp> (MeV) 13.248.WFS 13.36.WFS 13.28.WFS 13.24.WFS
13.27B.WFS
PRyl (Mg/en?) < (18:2) < (15:2) < (15:2) < (14£2) < (161)
from Y, /Y,
CPS2
PRyet (mg/erm) > (B2WFS | > (7e2WFS | » (742)WFS > (6£2)WFS =(6e1)
from Yo./Yy,) > (7+1)WPS
PRotal (Mg/cn?) 558, WFS 50B, WFS 568, WFS 558, WFS 536"
from <E2p> 548 WFS

CPS3easured with the magnet-based spectrometer CPS2.
WFS\vieasured with a “wedge-range-filter” spectrometer.

Astatistical errors are much smaller, but a 20% uncertainty is assumed because of known spatial nonuniformities (see pg. 138).
Bstatistical errors are very small, but systematic calibration errors have not been quantified (see pg. 138).
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for physical parameters. The measured ratios Y5, /Y, can be
used to estimate pRy,q, With the information in Fig. 83.17,
subject to two caveats. First, preliminary numerical simula-
tions have suggested that any mixing at the shell—fuel bound-
ary may result in an increase in secondary-neutron yield for a
given pRy o, meaning that the valuesin Fig. 83.17 could give
us avalue of pRy gy that istoo high. For this reason, we will
interpret our secondary-neutron-derived values of pRy g 8s
upper limits. Second, the results are slightly dependent on
assumptions we make about temperature and density in the
fuel. We know from neutron measurements that the ion tem-
peratures are dlightly higher than 3 keV; we assume the
electron temperatures are the same. The mass density can’t be
determined directly, but we will find that the maximum pos-
sible value of pRy,q for these shots is about 18 mg/cm?. This
information can be used with the capsule dimensions and fill
pressure to estimate that p is unlikely to exceed 10 g/cm?.
Inferred pRy,q increases slowly with increasing assumed p
here, so using this upper limit on density will once again give
us an upper limit on pRy,q. Since we don’t know whether the
radial profilescorrespond morenearly to auniform or hot-spot
model, we can choose the larger results of the uniform model
asanupper limit. Under these assumptions, we cal cul ate upper
limitson pRy, inour four individual shotsof 14to 18 mg/cm?,
aslisted in Table 83.1.

The measurements of Y,/ Y1, can also be used in conjunc-
tion with Fig. 83.17 to study pRgg- In this case, there are
reasonsto interpret our resultsaslower limits. First, thevalues
of Y,/Y1, are very close to saturation. Second, preliminary
work indicates that mixing at the shell-fuel boundary may
sometimesresultinasmall decreasein secondary-protonyield
for agiven pRy,q, meaning that Fig. 83.17 could give us an
inferred value of pRy,q that is too low. We therefore quote
values from the hot-spot model (which gives lower numbers
than the uniform model), using again the upper limit on p of
10 g/cm? (inferred PR,y decreases slowly with increased
assumed p here). The resulting lower limits for our shots fall
intheinterval from 6.3to 8 mg/cm?, asindicated in Table 83.1.
These values are very similar to values for DT-filled capsules
with similar shells and fill pressures, using CPS-measured
spectra of knock-on particles.19

2. Energy Shift and pRygt4

The energy shift of a measured spectrum, relative to the
birth spectrum, isdueto proton slowingin both D fuel and CH
shell. Figure 83.16 shows that the proton stopping powers
normalized to p are almost the samefor both D and CH, and in
the vicinity of the birth energies of the protons there is little
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variation with plasmatemperaturefor T, <3 keV. Inaddition,
it will turn out that the shell pR dominatesthetotal pRand that
the amount of slowing downinthefuel issmall. Wetherefore
estimate pRyyi from the shift in mean energy by using the
relationship for CH described in Fig. 83.23 and its caption,
together with parameters appropriate for the shell. The result
is weakly dependent on electron temperature and density in
the shell, and we assume that T, = (1+0.5) keV and p =
(20+10) g/cm3. These assumptions, together with the assump-
tions behind Fig. 83.23, lead to the inferred values of PRy
shown in Table 83.1, which are all in the vicinity of
55 mg/cm?. We note that thisis similar to val ues measured for
D-3He-filled capsules and DT-filled capsules with similar
shells and fill pressures. 910

3. Future Improvements

Future data-interpretation work will involve more-detailed
analytical and numerical modeling and the utilization of more
information from proton spectra. The WFS-measured spectra
for singleshotsareclean enoughto allow detailed comparisons
of spectrum shapeswith model predictions. Theimportant fact
is that the combination of neutron and proton measurements
provides a strong set of constraints that must be addressed in
any complete model of the physics of capsule behavior.

Conclusions

We have shown the first detailed measurements of second-
ary-proton spectrafrom Do-filled capsulesin | CF experiments
and demonstrated that charged-particle spectrometry can be
used to provide useful diagnostic information about Do-filled
capsulesin OMEGA. The energy downshift of a spectrum is
directly related to thetotal areal density of the capsule, and the
secondary-proton yield gives diagnostic information about
fuel parameters such as the fuel areal density (especially in
conjunction with primary- and secondary-neutron yields).

Thisfirstfeasibility demonstrationisparticularly important
because measurement of secondary-proton spectramay bethe
only diagnostic method for studying the areal densities of
imploded, cryogenic D, capsules if pRy,q exceeds the limit
for usefulness of secondary-neutron measurements (of the
order of 0.1 g/cm?, as shown in Figs. 83.17 and 83.24). It is
expected that cryogenic, D,-filled capsules will be imploded
on OMEGA in the near future. Estimates of total areal densi-
ties, madefrom 1-D simulations, areashighas0.2t00.3g/cm?.
Under such circumstances, the measurement of secondary-
proton spectra will still be possible with the techniques de-
scribed here(andtheincreasedyieldswill substantially decrease
the statistical errors). This can be seen in Fig. 83.24, which
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indicatesthe range of conditions under which the protons will
escape the capsule and be measurable.
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Comparison of aLiquid Crystal Point-Diffraction I nterferometer
and a Commercial Phase-Shifting I nterferometer

Introduction

Fusion-class lasers, such as OMEGA, typically require hun-
dreds, or even thousands, of high-performance optical ele-
ments ranging in diameter from several millimetersto tens of
centimeters. To obtain high irradiation uniformity required
for direct-drive ICF, it is critical that (1) the optical perfor-
mance of these elements and associated optical subsystemsbe
well characterized before being installed in the laser, and
(2) their high performance be maintained throughout their
lifetime in the laser system. Commercially available Fizeau
phase-shifting interferometers! with aperture sizes of between
4 and 18 in. have been used to characterize the laser beam
wavefront before optical elements are installed on OMEGA.
Although these interferometers have high sensitivity, their
expense and susceptibility of the measurement to environmen-
tal disturbance scale significantly with aperture size. Once
optical elementsareinstalledinto OMEGA , wavefront charac-
terization of OMEGA beamlinesis performed at A = 1054 nm
with a shearing interferometer,? but the method suffers from
(1) an inability to perform gradient measurements in more
than two directions, (2) a sensitivity to only low-order phase
errors, and (3) low spatial resolution. We haveinvestigated the
use of a phase-shifting, point-diffraction interferometer
(PDI) both asareplacement to the shearing interferometer and
as a low-cost alternative to commercially available phase-
shifting interferometers.

The PDI34 is an elegantly simple device that consists of a
pinhole, upon which alaser beam under test isfocused, and a
region of high optical density surrounding the pinhole, which
is used to attenuate a portion of the incident beam. Light
diffracted from the pinhole generates a reference wavefront,
while light that propagates around the pinhole is the object
beam under test. Interference fringes of high contrast are
obtained by attenuating the object beam such that object and
reference beam intensities are nearly equal. A distinct advan-
tage of the PDI design is its truly common-path nature,
i.e., both object and reference beams follow the same path as
opposed to two different paths, such asin the Mach—Zehnder,
Michelson, or Fizeau interferometers.® This attribute makes
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the PDI an attractive aternative to other interferometers for
several reasons: (1) sensitivity to environmental disturbances
suchasmechanical vibration, temperaturefluctuations, and air
turbulence is reduced; (2) very short coherence length lasers
can be used, without the need for path-length-adjusting optics
to maintain high fringe visibility; and (3) fewer optical ele-
ments are required, reducing the size and cost of the instru-
ment. Several modifications of the PDI to incorporate the
phase-shifting technique are described in the literature;® how-
ever, the liquid crystal point-diffraction interferometer
(LCPDI), introduced by Mercer and Creath,”-8 is particularly
attractive because of its simplicity, ease of use, and low
manufacturing cost. The LCPDI maintains the advantages of
the standard PDI, while providing an ability to phase-shift the
object beamwavefront relativeto thereferencewavefront. Itis
amodification of the PDI, wherethe pinholethat generatesthe
referencewavefrontisreplaced by aglassor plastic microsphere
thatisembedded withinanematicliquid crystalline“host” (see
Fig. 83.29). A voltage applied to the liquid crystal (LC) cell

Aberrated Voltage source Object

wavefront e beam
m
| :
— O

LCPDI
Convex lens Reference
G4944 beam
Figure 83.29

Schematic diagram of the liquid crystal point-diffraction interferometer
(LCPDI). The laser beam is focused onto an area of the device containing a
glass or plastic microsphere in the LC fluid gap that takes the place of the
pinholein thestandard point-diffractioninterferometer (PDI). The portion of
the beam passing through the microsphere forms the reference wavefront of
theinterferometer, and light passing around the mi crosphere formsthe object
beam under test. Phase-shiftingisaccomplished through the application of an
electric field to the LCPDI, as described in Fig. 83.30.
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causesaphase shift of the object beamrelativeto thediffracted
reference beam by an effective refractive index change of the
LC. A “guest” dye that is added to the liquid crystalline host
improvesfringe contrast by attenuating the object beam inten-
sity. Notably, the phase-shifting L CPDI was shown by Mercer
and Rashidniato be significantly more robust when compared
with a phase-shifting Mach-Zehnder interferometer.®

We compared a visible-wavelength LCPDI to a commer-
cially available, Mark 1V XP Fizeau phase-shifting interfer-
ometer10 and found that LCPDI measurements of a witness
sample were in close agreement with measurements of the
same sample made using the commercially available interfer-
ometer. Two systematic, phase-shift error sourcesinthe LCPDI
that contributed to measurement discrepancies were (1) an
intensity modulationfromframeto frame caused by thedichro-
ism of thedye® and, to alesser extent, (2) molecular alignment
distortionsof the host liquid crystal around the microsphere.11
These phase-shift errors currently produce a spatially depen-
dent accuracy in the LCPDI that, in some regions, closely
compares with the Mark 1V, but departs from the Mark 1V
measurements by approximately 50 nm in regions of highest
systematic error. A smaller departure of the measurement from
that of the Mark IV at higher spatial frequencies was due to
interference effects caused by residual reflections between the
CCD array and the final imaging lens. By modifying LCPDI
fabrication parameters and through judicious choice of phase
acquisition and analysis methods, these systematic errors can
be significantly reduced.

L CPDI Construction

LCPDI cellswerefabricated with liquid crystal Merck E7,
aeutectic composition of rodlike molecul esthat hasanematic
phase at room temperature. The long axes of the moleculesin
the nematic phase have a preferred orientation characterized
by a unit vector called the director. A thin film of nylon or
polyimidewasappliedtotheinner surfacesof indium-tinoxide
(ITO)—coated glass substrates and subsequently buffed
unidirectionally, causing thedirector to preferentially lieinthe
plane of the substrates. L ong-range orientational order, which
ishomogeneous and coincideswith thedirection of thecrystal
optic axis, isthereby imparted to the molecul es. The means by
which the LCPDI phase shifts is shown conceptually in
Fig. 83.30. For a homogeneously aligned nematic LC with
molecular axisparallel tothecell walls, linearly polarizedlight
along the long axis of the molecule in Fig. 83.30 will see
extraordinary refractive index n.. Asvoltageis applied to the
cell, the LC molecules will reorient, as shown. The effective
refractiveindex approachesthevalueof theordinary refractive
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index n, when the moleculesin the bulk of thefluid are nearly
perpendicular to the cell walls. Cell parametersthat determine
the maximum phase shift are primarily the LC birefringence
and fluid path length, assuming that the microsphere diameter
and fluid path length are equal. If the microsphere diameter is
less than the path length of the cell, phase modulation will be
less. In addition, strong anchoring of interfacial LC molecules
tothe cell wallsprevents compl ete reorientation of thedirector
throughout the fluid path length, resulting in an effective
refractive index that is somewhat |ess than n,,.

Fluid pathlengthsand microspherediametersof either 10 or
20 umwereused, and cell gap was maintained by placement of
fiber spacers or glass microspheres at the outer edges of the
cell. The use of fiber spacersinstead of glass microspheres at
the corners of the device improved cell gap uniformity and
reduced wedge acrossthe clear aperture of the LCPDI device.
Glasssubstrates, 2.4 cm x 2.8cmx 1 mmthick, hadinner walls
that were coated with electrically conductive ITO prior to
application of the alignment layer. We determined that in this
application polyimide alignment layers offer an advantage
over nylon layers because (1) they are more resistant to
scratches that can be produced while manipulating the
microspheres during assembly, and (2) they are easier to spin-
deposit and buff, yielding devices with higher alignment
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Figure 83.30

An electric field applied to the LCPDI produces a controlled reorientation
of the birefringent LC molecules, thereby shifting the phase of the object
wavefront relative to the reference wavefront. Light that is polarized along
the buff direction of the cell will first see extraordinary refractive index ne,
followed by refractiveindex valuesapproaching theordinary refractiveindex
Ny as voltage is applied. Attenuation of the object beam intensity by
adding a “guest” dye to the LC fluid “host” allows high-contrast fringes to
be obtained.
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quality and contrast. Antiparallel buffing on opposing sub-
strate surfaces generally provided better alignment quality
than parallel-buffed surfaces. Bonding the wire leads to the
devices with conductive epoxy before rather than after filling
with LC eliminated the infiltration of air into the devices
caused by the expansion and contraction of thefluid-filled cell
during the epoxy thermal cure process. Visible-wavelength
absorbing dye, Oil Red O, at 1% wt/wt concentration, was used
for the device designed to operate at A = 543 nm and produced
an optical density of 2.1 in a 10-um-path-length cell with no
voltage applied. The blocking extinction, or optical density
(OD), of thiscell at A =543 nm with light polarized along the
buffing direction as afunction of applied voltage is shown in
Fig. 83.31. Because of the absorption dichroism of the dye, the
OD of thecell varied between 2.1 and 0.8 asvoltagewasrai sed
from 0to 6 V (rms) using a 2-kHz sine wave.
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Figure 83.31

Absorbance at A =543 nm of the LCPDI with 1% wt/wt concentration of Oil
Red O dyein the nematic E7 host LC as a funtion of voltage applied to the
device. The dichroism of the dye produces voltage-dependent changes in
fringe intensity and contrast.

Microspheres were placed in the cell using one of two
different techniques: In the first method, a large quantity of
microspheres were spin deposited onto one of the substrate
surfaces before the cell was assembled. This ensured that a
microsphere could later be found that would phase modulate
satisfactorily upon optical testing and was quite easy to do
compared with the manual deposition technique described
below. A disadvantage of this approach is the possibility of
microsphere agglomeration resulting in optical interference
from adjacent microspheresduring devicetesting. The current
device assembly protocol callsfor a single microsphere to be
placed manually in the center of the substrate using a high-
power microscope. In this method, the sphere is positioned
using asinglefiber from acamel’s-hair brush. Custom assem-
bly tooling hel psto keep thetwo substratesin registration with
each other asthey arelowered to help eliminate the scratching
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of the alignment coating caused by microsphere displacement
when the substrates are inadvertently sheared. We have found
that theuse of glassmicrospheresrather than plastic onesasthe
central element reduces the number of scratches in the align-
ment coating caused by movement of the central sphereduring
device assembly operations. Plastic spheresalso had aslightly
elliptical appearance in some cells and showed a uniaxial
conoscopic figure, likely due to stress-induced birefringence
imparted by the substrates during cell fabrication and epoxy
cure. The custom tooling used to maintain substrate registra-
tion remedied this by preventing excessive force from being
applied during the assembly operation.

Test Sample M easurements

The LCPDI cell used for these measurements had a glass
microsphere diameter and fluid gap of 10 um and was placed
intheexperimental setup showninFig. 83.32. The A =543-nm
HeNe laser beam was spatially filtered and up-collimated to
dlightly overfill al-in.-diamf/16 doublet lensused to focusthe
beam into the LCPDI. A Tamron SP60 300-mm telephoto
zoom lens was used to image the cavity region to the CCD
camera. The beam diameter at the focus of the doublet was
41 um at 1/€2 of peak intensity, as measured with a scanning
dit. The intensity onto the LCPDI was adjusted, and linear
polarizationwasmaintained along theextraordinary axisof the
LC by using two polarizers placed before the spatial filter.
Fringe datawere acquired through a sequence of fiveimages,
each shifted incrementally in phase by a relative amount
12, and resultant phase @ computed using the five-frame
agorithm812.13

0 Alg-Aly

0
ten(g) = Haig + a1, —2a1,H

6% + 187 +2y199 "
X
R

where 1% is the kth object beam intensity distribution and
Al =1y - Il?bJ is the kth interferogram in the five-frame
sequence. Equation (1) isnormalized to the intensity distribu-
tion of the object beamin order to reducethe effect of intensity
and contrast changes caused by the dichroism of the dye, as
described by Mercer.8 The object beam intensity was obtained
by moving the LCPDI a short distance laterally so that the
incident beam did not intersect the microsphere and by acquir-
ing five frames of data at the same voltages used for acquiring
interferometric phase data. Table 83.11 gives a relative com-
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parison of several different phase unwrapping algorithmsthat
were tested with intentionally noisy data (i.e., low-contrast
fringeswith focus at the microsphere) in order to compare the
robustness of the various unwrapping algorithms. In
Table 83.11, the relative processing speed of these algorithms
is compared to asimple path-dependent, linear algorithm that
began at the edge of the CCD array and propagated unaccept-
ably large unwrapping errors throughout the array. The large
residual errorsfor the algorithmslisted in the table are prima-
rily from unwrapping errors at the edge of the CCD array.
Although atiled, path-dependent unwrapping algorithm that
began in the center of the array, combined with a masking
technique, produced the least phase error, the tiled algorithm

LCPDI

CCD
camera

was chosen without masking because it required significantly
less processing time and had only marginally greater residual
error. Data acquisition was automated using a personal com-
puter, in-house data acquisition and analysis software, and
graphical user interface. With no test sample in the cavity
region between the collimating lens and the focusing doubl et,
several focus and voltage conditions were investigated, as
described in Table 83.111. The least amount of residual phase
error in empty cavity measurements was found in the low-
voltageregime(<1.2-V rmsat 2 kHz) with 3to 4 fringesonthe
camera. Greater phase error was observed in the high-voltage
regime(3.8to 7V) because of thel ossof fringe contrast caused
by the absorption dichroism of the dye.

Polarizers

On camera

G5008

Figure 83.32

Experimental setup used for LCPDI measurements. The inset shows interference fringes from the test sample with an MRF-polished spot.

Table 83.11: Relative comparison of different unwrapping algorithms with intentionally noisy data (low-contrast fringes). Among
the algorithms tested, the tile unwrapping algorithms showed the least number of unwrapping errors. The tile
unwrapping algorithm with a tile size of ¥010 pixels was used for the experimental results reported.

Centered Linear| Box Mask and Linear, Tile Unwrap

Path Dependent Path Independent Tile Unwrap and Box Mask
p-v (2rrrad) 9.07 3.23 2.77 2.670
rms (2rrrad) 0.45 0.13 0.10 0.094
Computation time (compared to standard 1.1 31 5:2 4:1
unwrap starting at edge of array)
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To characterize the empty cavity, two sets of ten phase
measurements were taken approximately 5 min apart, the ten
measurements averaged, and the two sets of phase averages
subtracted to giveresidual peak-to-valley (p—v) and rmsphase
errors of 22 nm and 1.7 nm, respectively, as shown in
Fig. 83.33. The quality of theinterference fringes used for the
five-framesegquenceisshowninFig. 83.33(a). Asevident from
the horizontal lineout in Fig. 83.33(b), aresidual amount of tilt
is present in the phase difference. With tilt removed, p—v and
rms phase errors drop to 19 nm and 1.1 nm, respectively. The
dominant phaseerror inFig. 83.33(b) hasaspatial period equal

to that of the interference fringes, suggesting that the effect of
the dye has not been entirely eliminated through the use of
Eq. (1). Also apparent inthe phaseimageisan error term equal
to twice the frequency of the fringes, indicating that there is
some amount of phase-shift error related to the host LC in
addition to the dye-induced error. Because these systematic
error sources are present, their removal through subtraction of
areference phase requires stringent control of environmental
parameters. Although air turbulence was reduced by placing a
plastic enclosure around the setup in Fig. 83.32, the setup was
not supported by an air-isolation table and was located in a

Table 83.1Il: Several focus and voltage conditions were investigated for the LCPDI
in empty-cavity measurements.
Focus — Close to best focus (1 to 2 fringes)

— Intermediate focus position (3 to 4 fringes)

— Far from best focus (8 to 9 fringes)
- Off center (lateral movement of the LCPDI)
- On center (no lateral movement)

Voltage (rms at 2 kHz)

— Low-voltage regime (0-1.21 V)
— High-voltage regime (3.8-7 V)

Conditions giving least residual phase error: intermediate focus with low-voltage regime.

(b)
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Figure 83.33

(a) LCPDI interference fringes obtained by phase-shifting through 2rrad, from 0.98 V (0) to 1.21V (27). (b) Two empty-cavity phaseimages ¢ and ¢, were
subtracted to obtain the residual phase error A@in the LCPDI. The phase-difference image reveals phase-error contribution from both dye- and host-induced

phase-shift error.
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room without strict air-handling requirements. It is expected
that more rigorous environmental standards and improve-
ments to LCPDI packaging and mounting will significantly
improveits precision. Further improvementsto both accuracy
and precision of the LCPDI can be achieved through removal
or mitigation of systematic error sources, as discussed bel ow.

A test object was next inserted into the cavity that consisted
of a2-in.-diam x 0.25-in.-thick fused-silica wedged window
with a central “spot” polished into the window using the
magnetorheol ogical finishing method (MRF).14 Thegeometry
of the polished spot is characteristic of thistechnique and was
well suited for thistest because of the co-existence of steep and
gradual gradient features (see Fig. 83.32). An empty-cavity
phase measurement was subtracted from the phase measure-
ment of the test object for all measurements reported here. In
contrast to the empty-cavity measurements described previ-
ously, however, acquisition of both the test object phase and
associated reference phase incorporated a 772 phase-offset
techniquel? that reduced residual phase-shift errors at twice
the fringe frequency that were apparent in initial measure-
mentsof thetest piece. Inthismethod, ten phase measurements
were acquired per Eq. (1) and averaged, followed by an
additional set of ten phase measurements acquired with the
first frame of the five-frame sequence offset in phase by 2.
Averaging the first set of ten measurements with the set of
measurementsacquired with 772 off set produced the phaseplot
shownin Fig. 83.34. Thisfigure showsthat the LCPDI results
are in close agreement with those from a 4-in.-aperture Zygo
Mark IV XP operating at A = 633 nm and located on an air-
supportedtableinthe Center for OpticsManufacturing (COM).
The close comparison of the high gradient features on the | eft
of thelineout isespecially notable. The large peak on theright
of the LCPDI lineout appears to approach a discrepancy of
100 nm, but it is near the edge of the aperture, where avalid
comparison cannot be made because of theabsenceof Mark IV
XP data. The remaining discrepancies on the right of the
lineout are attributed to the following sources: (1) Phase-shift
errors likely related to the dichroism of the dye produced an
approximately 50-nm residual phase error at the same spatial
frequency asthefringepattern, which canbeseenintheLCPDI
phase image in Fig. 83.34. (2) The high-spatial-frequency
ripple in the LCPDI lineout of Fig. 83.34 was caused by an
interference pattern observed during data acquisition whose
origin appeared to be multiple reflections between the zoom
lens and the CCD array. (3) To a lesser extent, alignment
distortions of the host LC molecules may also contribute
residual phase-shift error, as discussed below. As noted previ-
ously, accounting for object beam intensity changes through
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the use of Eq. (1) has not completely removed the phase error
related to the absorption dichroism of thedye. The phase-offset
method, however, reduced the appearance of L C host-induced
phase-shift errors at twice the fringe frequency, although
higher-order phase-shift error not compensated using this
technique may still be present.1> Because the dominant error
has periodicity equal to the interference fringes, the current
LCPDI device incorporating the highly dichroic Oil Red O
dyewould bemost useful for characterizing aberrationswhose
Zernike fit is not significantly affected by the presence of
this error.

Discussion
1. Dye-Induced Measurement Error

The predominant phase error in Fig. 83.34 hasaperiodicity
equal to that of the interference fringes, indicating that its
most likely origin isan intensity change between phase shifts
caused by absorption dichroism of the Oil Red O dye.8 The
use of Eq. (1) significantly reduces the contribution of this
effect to the phase error but does not eliminate it entirely.
Equation (1) is exact provided that (1) the reference beam

LCPDI

Commercia

150
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g
ﬁ 0
£ 50 Commercial
interferometer
_100 | | | |
10 15 20 25 30 35
5010 Width (mm)
Figure 83.34

Phase measurements of awedged window containing an MRF polishing spot
comparing the LCPDI to a commercial interferometer (Zygo Mark 1V XP).
The LCPDI lineout matches that of the Zygo Mark 1V in some areas and is
<50 nm discrepant in other areas primarily due to the absorption dichroism
of the dye used.
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intensity remains constant with applied voltage and (2) the
object beam intensity can be accurately measured. Although
the object beam intensity isfairly well approximated using the
procedure described above, aray-trace model has shown that
the intensity of the reference beam changes with voltage
applied to the cell.16:17 This model has aso indicated that
refraction through the microsphere cannot produce sufficient
intensity in the reference beam to obtain the experimentally
observed high fringe contrast, and diffraction must also be
considered.}” This suggests that by measuring fringe contrast
and object-beam-intensity changes with voltage, it may be
possible to accurately account for changes in reference beam
intensity and thereby further reducethe phaseerror contributed
by the absorption dichroism of thedye. Nonethel ess, frame-to-
frame absorbance changesin the LCPDI can be substantially
reduced through the use of either a non-dichroic dye or a
mixture of both positive and negative dichroic dyes. In
Fig. 83.35, the absorbance as afunction of wavelength for two
such positive and negative dichroic dye combinationsin E7 is
shown for different voltages applied to the cell.1® Fig-
ure 83.35(a) shows that when the Oil Red O dye, having
positive dichroism, was combined with a negative dichroic
Orasol dye mixture, the OD at 543 nm in a 22-um-path cell
changed by only 0.03 as the voltage was increased from O to
5-V rms. This result represents a factor-of-40 improvement

Optical density (OD)

400 500 600 700

G5011 nm

Figure 83.35

Absorbance (OD) of two different dye mixtures containing both positive and
negativedichroic dyecomponentsin E7 showsvery littlechangewith applied
voltage. Such mixtures can be used to significantly reduce phase-shift error
in the LCPDI caused by the absorption dichroism of asingle dye. (a) 1.3%
Orasol Red BL, 0.55% Orasol Black RLI, + Oil Red O; (b) 1.3% Orasol
Red BL, 0.55% Orasol Black RLI + 0.2% Sudan I11, 0.38% Sudan Black B.
In each case fluid path length was 22 um.
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compared with absorbance changes observed in the cell with
the single dye component Oil Red O (compare with
Fig. 83.31). An Orasol/Sudan dye mixture in Fig. 83.35(b)
showed a change in OD of only 0.08 as voltage changed by
9-V rms. These results are summarized in Table 83.1V. We are
currently inthe processof purifying the Orasol dyesin order to
reduce ionic conduction in the LC that has contributed to
hydrodynamic-induced scattering observed in devices made
with the new dye mixtures. Becausethe molecular structure of
the Orasol dyesis not well known, the effect of these dyes on
the long-range orientational order of the LC is currently
unknown. Other visible-wavel ength dye candidateswith nega-
tive absorption dichroism that are expected to minimally
perturb the liquid crystalline order parameter have also re-
cently been identified.19 For applications at A = 1054 nm,
L CPDI’sfabricated using recently synthesized nickel dithiolene
dyes with various terminal functional groups?®® also show
significantly less intensity change as a function of voltage
applied to the cell. It is anticipated that appropriate combina-
tions of purified positive and negative dichroic dyes will
substantially reduce, or even eliminate, the primary source of
systematic error in the LCPDI.

2. LC Host-Induced Measurement Error

Although the long-range orientational order of the LC is
homogeneous and planar, we have observed adistortionin the
molecular alignment locally around the microsphere that is
voltage dependent and can lead to phase-shift errors.X This
alignment distortion is caused by a competition between an-
choring forces on the surface of the sphere, the cell walls, and
elastic forces of the L C.21 Viewed through apolarizing micro-
scope with 100x magnification, the liquid crystal alignment
around the microsphere has the appearance shown in
Fig. 83.36. These images are of a 10-um-diam silica micro-

Table 83.IV: Absorbance (OD) at 543 nm.

V (rms at 2 kHz) Mixture A Mixture B

0 1.854 2.13

1 _ _

3 - 2.2

5 1.823 -

9 - 2.21
A = 1.3% Orasol Red BL, 0.55% Orasol Black RLI, + ORC
B = 1.3% Orasol Red BL, 0.55% Orasol Black RLI

+ 0.2% Sudan lll, 0.38% Sudan Black B

LLE Review, Volume 83



ComPaRISON OF A LiIQuiD CRYSTAL PoINT-DIFFRACTION INTERFEROMETER AND A COMMERCIAL PHASE-SHIFTING |NTERFEROMETER

sphere within the 10-um path cell of E7 with 1% wt/wt Oil
Red O dye used for the comparison tests described in the
previous section. The alignment perturbation has quadrupolar
symmetry, most apparent at i ntermediate rmsvoltages (2.38 V
and 3.9V in Fig. 83.36). The buff direction of the cell can be
seen as oriented diagonally from the lower left to the upper
right of these images. Regions of director distortion that have
the appearance of large “ears’ and extend outward from the
sphere in the buff direction can also be seen in these images.
Thisalignment distortion isenhanced in athicker, 20-um path
cell with20-um-diam glassmicrospheres, showninFig. 83.37.
In the thicker cell, the planar anchoring force of the substrate
wallshaslesseffect in the bulk of thefluid, and the alignment
perturbation at intermediate voltagesis more pronounced than
in the 10-um path cell. The director distortion appearing as
large ears in these images again extends parallel to the buff
direction. InFigs. 83.36 and 83.37, theincreased el ectric-field
strength encountered at higher voltages imparts sufficient
torque to the molecules to overcome the competing surface-
anchoring forces and elastic distortions of the liquid crystal,
and the perturbation becomes less severe.

/ Rub direction
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Figure 83.36

Polarizing microscope images of a 10-um silicamicrosphere in 10-pm-path
E7 host showing the quadrupolar alignment perturbation of the nematic
director around the microsphere. This alignment perturbation produces a
phase-shift errorintheL CPDI that isdependent upon focusing conditionsand
the voltage applied to the cell. The quadrupolar symmetry is greatest at
intermediate voltages, gradually becoming more circular with increasing
electric-field strength. Voltage waveform was a 2-kHz sine wave.

Thestructuresobservedin Figs. 83.36 and 83.37 aresimilar
to those described by other authors in the context of colloidal
suspensions in nematic solvents?223 and inverted nematic
emulsions.?1:24 Theexistence of planar or normal anchoring of
the director to the sphere’s surface plays a critical role in
determiningthedirector field configuration around thesphere?!
as does the anchoring strength.25 For strong anchoring condi-
tions, topological defects are known to form at the sphere’s
surface in addition to director distortions in the region sur-
rounding the sphere.?1 With no voltage applied to the cell in
Fig. 83.37, two such surface defects can be seen at the poles of
the spheres that are diametrically opposed in a direction
orthogonal to the long-range orientational order imposed by
the substrates. We observed that altering the procedure by
which the microspheres were applied to the surface of the
substrates changed the topological orientation of the defects.
In the images of Figs. 83.36 and 83.37, spheres were spin-
deposited inahigh-performanceliquid chromatography-grade
hexane solution onto one of the substrates, and the hexanewas
allowed to evaporate before the cells were filled with liquid
crystal via capillary action. The alignment of the defects
orthogonal to the rub direction of the substrates and the
concomitant quadrupolar symmetry around the microsphere
resemble structures characteristic of weak normal anchor-
ing.2> When a manual deposition method was used without
hexane, however, the two surface defects appeared along the
rub direction, providing evidence of planar anchoring at the
surface of the sphere.?! The change in anchoring conditionsis

Rub
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Figure 83.37

Polarizing microscope images of a 20-pm silica microsphere in 20-um-path
E7 host. Theaignment distortion isenhanced, compared with thethinner LC
cell of Fig. 83.36. Voltage waveform was the same as in Fig. 83.36
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likely related to trace impurities that remained on the surface
of the sphere after solvent evaporation since no attempt was
made to further purify the hexane prior to use.

The effect of the quadrupolar alignment around the
microsphere on a laser beam, when focussed close to the
sphere, isclearly seenin Fig. 83.38. Theseinterferencefringes
were obtained by using the setup shown in Fig. 83.32, and the
small diffractionringsinFig. 83.38 arefromthefinal telephoto
imaging lens. No measurable amount of light was observed to
coupleinto the orthogonal polarization dueto localized direc-
tor distortions. Because the dye molecules rotate with the
liquid crystal molecules, the dichroism of the Oil Red O dyein
thiscell may also haveacontributing effect ontheintensity and
contrast changesobserved. Focusing at agreater distancefrom
the sphere produced fringes where the quadrupolar symmetry
was less evident, as shown in Fig. 83.39. The loss of contrast
caused by lower dye absorption of the object beam intensity
canbeclearly seenat 7.17V inFig. 83.39.Asin Figs. 83.36 and
83.37, the effect of director distortions on the fringes in
Figs. 83.38 and 83.39 is greatest at intermediate voltages. As
thesizeof theAiry disk becomesincreasingly larger compared
with the size of the diffracting region, the reference wavefront

103V
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Figure 83.38

Interferencefringes obtained by focusing a543-nmlaser beam at f/16into the
LCPDI of Fig. 83.36, revealing the effect of director distortions having
quadrupolar symmetry.

becomes increasingly spherical 8 with the optimum focusing
condition for this device shown in Fig. 83.33(a).

Thesedirector distortionsproduce aphase-shift error thatis
both spatially nonuniform and nonlinear and can contribute
significant residual phase error when the focusis placed very
close to the microsphere. We have investigated the use of
phase-shift algorithms designed for nonlinear and spatially
nonuniform phase shifts, such as described by Hibino et al., 26
toreducetheseerrorsinthe LCPDI. Asdescribed below, asix-
frame al gorithm desi gned to reduce the contribution of higher-
order nonlinearity in the phase shift generally did not
experimentally produce lower residual phase error than the
five-frame algorithm produced. To explore the cause of this
result, we have empirically derived a general form of the
LCPDI phase-shift error with which we have compared the
ability of each algorithm to reduce the contribution of director
distortions to the phase measurement. A comparison of the
residual phaseerror produced using thesetwo algorithmsinthe
absenceof absorption dichroismwasperformed by subtracting
a reference phase image created using error-free simulated
fringes from the simulated phase image generated using the
empirically derived phase-shift error.

G4994 Rub direction

Figure 83.39

Interference fringes as in Fig. 83.38, but with displaced focal position.
Quadrupolar symmetry is less evident at intermediate voltages than in
Fig. 83.38. Loss of contrast dueto dichroism of the Oil Red O dye molecules
is observed at high voltage.
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Neglecting frame-to-frame intensity and contrast changes,
theintensity I(x,y,a;) of each frame of data can be written as

I(xy.a;)=1 @(x, y)]}

o(x y){1+ y(x.y) cos[orr -

for r=12, ..., m )

where 15(x,y) isthe mean intensity, yistheinterference fringe
visibility, a; isthe phase shift at each discrete framer, gisthe
phase of the wavefront being measured, and m is the total
number of frames. Here the phase-shift parameter a, is spa-
tially nonuniform and changes nonlinearly from frame to
frame. Following Ref. 26, a, can be given by a polynomial
expansion of the unperturbed phase-shift value ag, as

ay =0or [1+5 (a or )]

B of
O
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for r=1, 2,...m, ©)]

where p (p £ m—1) isthe maximum order of the nonlinearity,

& (1=qs=p) aretheerror coeff|C|ents which can be spatially
nonunlform and ag, = 2n{r -(m+1) /2] /n istheunperturbed
phase shift with n equal to an integer. For the five-frame
algorithm in Eq. (1), for example, m = 5, n = 4, and the
unperturbed phase shifts are therefore

o1 = T1,

oo = —7T/2,

a3 =0, (4)
g =T7/2,

Ops =TL.

The offset value (m + 1)/2 was introduced in Ref. 26 for
convenience of notation and adds only a spatially uniform
piston term to the calculated phase when no phase-shift error
is introduced. In the simulation that follows, the functional
form of the phase-shift error and the starting phase value were
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chosento closely represent the experimental ly observed phase-
shift error. Equation (1) can correct for linear phase-shifter
miscalibration (i.e., p = 1) that is spatially nonuniform but is
sensitive to the effect of spatial nonuniformity for higher
orders of phase-shift error.26 The six-frame algorithm
[Eq. (39)]% given by

3(5l; =61, =1715 +171, +6lz —5I
tang= \/7( 1 2 3 4 5 6) (5)
I, — 261, + 2515 +251, 2615 +Ig

has greater immunity to both linear and quadratic nonlinearity
(p = 2) of the phase shift that is spatially nonuniform. For this
algorithm, the phase-shift interval is 773, and m=n = 6. For
both the five- and six-frame algorithms given by Egs. (1) and
(5), respectively, the phase ¢ was calculated using fringes
simulated with Eq. (2), where the object beam intensity in
Eqg. (1) was taken as constant from frame to frame. As noted
previously, acomparison of theresidual phaseerror fromthese
two algorithms was performed by subtracting a reference
phaseimage ¢ 4eq, Created by using error-freesimul ated fringes,
from the phase image @herturbed, geNerated using the empiri-
cally derived phase-shift-error coefficient

e(aor) = Hexp[-Aag | x f(x,y), (6a)

where dg, is the unperturbed phase shift and the spatia
nonuniformity is given as

f(xy)= [1—exp(—| Bx?2 +Cy? |)]
gexpg}—‘ Dx2 +Ey /F‘ %

X‘ sin[tan‘l(Kx/ My)”, (6b)

where A—M are constants. The phase shift used in generating
Berturbed Was calculated by combining Egs. (6) and (3):

a, =aOr[1+Hexp(—Aa0r)x f(x,y)]. 7)

Figure 83.40 shows the general form of f(x,y) and the peak
value of the phase error in Eq. (7) asafunction of ag, for one
set of constants A-M with A > 0. The functional form of this
phase error is qualitatively similar to the director distortion
observed in Figs. 83.36 and 83.37; the interference fringesin
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Fig. 83.41, simulated using Egs. (2) and (7) and used to obtain
®herturbeds A€ similar in appearanceto thosein Figs. 83.38 and
83.39. It is likely that some of the experimentally observed
spatial variationsinfringeintensity and contrast when focused
close to the microsphere can be attributed to spatially nonuni-
form absorbance caused by orientational coupling betweenthe
dye molecules and liquid crystal molecules. We have not
attempted hereto model dye-induced absorbance changesthat
may affect fringeintensity and contrast. Theimage containing
the residual phase error isthus given as

AQ= Gerturbed ~ el - )
By expanding the exponential term in Eq. (7) and comparing
with Eq. (3), it can be shown that the linear and quadratic error
terms are, respectively,

g =Hf(xy),
©)
€, = —AHTIf(X,Y),
and Eq. (7) can be approximated by
a, =ag [1+£ (C(Or)]
=0or ngfl(XvY)Jfgz(X,Y)a—gE
forr=1 2,...,m, (10)

where g;1(x,y) and &5(x,y) are given by Eq. (9). The ability of
thisapproach to determinewhich al gorithmwould experimen-
tally show better immunity to LCPDI phase-shift errorsin the

@

absence of absorption dichroism was first tested theoretically
using Eq. (10) with spatially uniform error coefficients £; and
& [i.e, f(x,y) =1]. Table 83.V compares these results with the
results of Hibino et al.?6 The residua errors shown in this
tablefor the six-frameal gorithm matched those of Ref. 26, and
this algorithm performed significantly better than the five-
frame algorithm when the quadratic phase-shift error shownin
the table was introduced. The six-frame algorithm also pro-
duced lessresidual phase error when the spatially nonuniform
error term given by Eq. (6b) was included in the simulated
phase plots. When the phase error was exponentially increas-
ing (i.e, &, & > 0), the six-frame agorithm consistently
yielded lessresidual error thanthefive-frameal gorithm. When
& < 0, however, the five-frame algorithm generally yielded
lessresidual error. Table 83.VI gives arelative comparison of
the algorithms using spatially nonuniform &; and &, given by
Eq. (9) for both positiveand negativeval uesof &,. For thecases
when & < 0, the sum of the phase-shift error termsin Eq. (10)
yields an approximation to the shape of the curve shown in
Fig. 83.40; the descriptive terms in Table 83.VI when &, <0
correspond to the different regions of this curve. Among the
curveshapeslistedinTable83.V1, the* parabola’ most closely
approximates the observed LCPDI phase-shift error, and the
five-framealgorithmgavelessresidual phaseerror inthiscase.

Residual phase errors from both algorithms using experi-
mental fringes are compared in Table 83.VII with residual
phase errors obtained using fringes simulated with the phase
perturbation givenby Eq. (7) and showninFig. 83.40. Toavoid
unwrapping errors observed when excessive phase error is
introduced, an intermediate focusing regime that showed suf-
ficient host-induced phase error was chosen for thistest. Fig-
ure 83.42(a) compares two experimental interferograms from
this serieswith their corresponding simulated interferograms.
Asshown in Table 83.VIl, the five-frame al gorithm produced
lower residual rms phase error in both the experiment and the
simulation by nearly the same factor. The larger p—v errorsin

0.12
0.08
0.04

PV error (27 rad)

i Figure 83.40

4 (a) Gray-scale image showing the spatial form of f(x,y)
R defined inthetext and used in Fig. 83.42. Black corresponds
1 to f(x,y) = 0 with a maximum value of f(x,y) = 1. (b) Peak
value of the phase-error function agr[exp(-Aaor) f(x,y)]
versus aor for the set of constants A-M givenin Table83.VII.

000 1 1 1 1
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G5013

Figure 83.41

Simulated interference fringes computed using the empirically derived form
of the LC alignment perturbation given by Eg. (7) and the two-beam
interference expression given by Eq. (2). Thesimulated fringesaresimilarin
appearance to the experimental fringesin Figs. 83.38 and 83.39.

theexperimental resultsareattributedto spuriousphasespikes.
Theideal phaseimage ¢qeq N the experimental data set was
determined from a five-term Zernike fit to the fina phase
image ¢herturbed: the phase difference AQ = Gherturbed™Adeal
is shown in Fig. 83.42(b). To reduce the contribution of dye-
induced absorbance changes, each intensity interferogram in
the experimental data set was normalized by a reference
intensity image obtained adjacent to the microsphere at the
same voltage. In both the experimental and simulated fringes,
the phase perturbation was observed to first increase, then
decrease in amplitude as the phase was shifted through the
requisite number of frames, corresponding to A = 0.37 and
H =1.21 in Eq. (7). For the experiment, the starting phase
corresponded to a voltage close to the Frederiks transition
threshold where very little perturbation in the fringes was

Table 83.V: Peak-to-valley residual phase errorgr(ad) that are
due to linear and quadratic spatially uniform pha
shift errors for the five- and six-frame algorithms.

& & Five-Frame
0.1 | 0.0 0.0020
0.0 | 0.2 0.0265
01 | 02 0.0260
0.0 | 04 0.0610
01 | 04 0.0595

Six-Frame Six-Frame
0.00005 0.00005
0.0015 0.0015
0.0025 0.0025
0.0060 0.0060
0.0050 0.0050

*From Table 3 of Ref. 26.

Table 83.VI: Residual phase errom(ad) produced by the five- and six-frame algorithms for different
values of the quadratic error coefficiest The error coefficients were multiplied by the
spatial nonuniformityf(x,y) in each case before computing residual error using the values
of constant8-M indicated. The descriptive terms refer to the shape of the curve produced
by plotting the induced phase error given in Eq. (10) versus the phasegshift

g £ Type Five-Frame Six-Frame
0.0833 | -0.0139 | Decreasing positive slope rms 0.00490 0.00464
p—v 0.03250 0.03010
0.0833 | -0.0417 | Parabola rms 0.00236 0.00313
p—v 0.01510 0.02030
0.0833 0.4629 | Increasing exponential rms 0.0601 0.028p
p—v 0.2390 0.1780
0.0833 0 Linear rms 0.00642 0.00533
p—v 0.04100 0.03470
B=0.03;C=0.008,D=E=0.002,;F=2;G=3;M=0.
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observed. Thus, in the simulation, a starting phase of ag, =0
was used. The superior performance of the five-frame algo-
rithm by nearly the same factor in both the simulation and the
experiment suggests that the form of the LCPDI phase-shift
error represented empirically by Eq. (7) may betheunderlying
cause of the experimentally observed discrepancy.

Generally, an algorithm with more sample frames will be
more effective in reducing measurement errors, depending
upon the type of phase-shift error addressed by the algorithm
and the type of error introduced during the measurement.
Currently a period of 2 to 3 sisrequired between frames to
ensure that the liquid crystal molecules have reached an
equilibrated state, thus choosing a phase-shifting algorithm

that addresses LCPDI device-specific phase-shift errors and
minimizes the number of framesrequired is critical. Multiple
applicationsof the phase-offset method can al so reduce higher-
order phase-shift errors; 1> however, this method islimited by
the maximum retardance that can be obtained in an LCPDI
device. This simulation and the experimental results (1) con-
firmthesuperior performanceof thefive-framealgorithmover
the six-frame algorithm for this LCPDI, even though the six-
frame algorithm was designed to address higher-order phase-
shift error, and (2) emphasize theimportance of understanding
the underlying behavior of the phase-shift error in the LCPDI
in order to choose effective phase-reduction algorithmsand to
optimizeexperimental conditions. For example, further reduc-
tion of phase errors related to the liquid crystalline host

Table 83.VII: Comparison of residual errorgrtad) obtained using the five- and
six-frame algorithms with both experimental and simulated
interference images. Simulated images were obtained using the
indicated values of constangs-M, corresponding to the phase
perturbation shown in Fig. 83.40.

Experiment Simulation
Five-Frame Six-Frame Five-Frame Six-Frame
p—-v 0.1450 0.278 0.1001 0.1314
rms 0.0167 0.022 0.0164 0.0223
H=1.21498A=0.37;B=0.06;C=0.016;D=E=0.002,;F=G=1;M=0.

@

Experiment Simulation

(b)

Experiment Simulation

Figure 83.42

(a) Two interferograms from the six-frame series used in comparing five- and six-frame algorithms. For the images shown, the phase shift ag, = 773 and
2773, corresponding respectively tor =2, 3for the six-frame algorithm. Focusing conditionswere chosen so asto introduce only amoderate amount of L C host-
induced phase-shift error to avoid possible phase unwrapping errors. (b) Gray-scale images of the residual phase error AQ= ¢perturbed—@deal for the five- and
six-frame algorithms. For the experimental results shown, @dea Was determined by a five-term Zernike fit to the phase data. Table 83.VII gives p—v and

rms errors.
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alignment distortions may be possible by tailoring an algo-
rithm for the observed phase-shift error. In addition, operating
the device well above the Frederiks transition threshold will
reduce the alignment perturbation and thus also reduce the
measurement error, once high-contrast fringes can be main-
tained in the higher-voltage regime through the use of a dye
system without absorption dichroism. We have aso begun to
investigate the use of chiral-smectic-A LC’sin place of nem-
atic-phase LC's because of their faster response time, high
birefringence, and gray-scale capability.2”-28 Liquid crystal
systems with a faster response time would make algorithms
with a greater number of sample frames more practical.

Summary

Theliquid crystal point-diffractioninterferometer isattrac-
tive in that it combines the common-path design of the PDI
with the high resolution that can be achieved through modern
phase-shifting techniques; it is also a low-cost aternative to
commercially availablephase-shiftinginterferometers. Empty-
cavity measurements using the LCPDI designed for 543 nm
with a dye having large absorption dichroism produced re-
sidua p—v and rmsphaseerrorsof 19 nm (0.035A) and 1.1 nm
(0.002 7), respectively, without using aphase-offset averaging
technique and with nonideal environmental conditions. This
suggests that LCPDI devices to be fabricated using newly
available near-IR dyes?0 will satisfy the desired accuracy of
105 nm at A = 1054 nm for in-situ analysis of OMEGA
beamlines. Using the visible-wavelength LCPDI for phase
measurement of awedged window withapolished spot yielded
resultsthat were comparableto those of theZygo Mark IV XP,
showing the current LCPDI to be a useful optical metrology
tool. TheLCPDI measurement matched theMark 1V measure-
ment nearly exactly insomeregionsbut was<50 nm discrepant
inother regions. Thisspatially dependent error had periodicity
equal tothat of theinterferencefringes, suggesting anintensity
change from frame to frame caused by the absorption dichro-
ism of the dye as the primary cause of the discrepancy.
Additional error contributors in these measurements were
interference effects of multiple beams and LC molecular
alignment distortions around the mircrosphere.

The use of anon-dichroic dye or acombination of positive
and negative dichroic dyes will significantly reduce errors
related to intensity changes from frame to frame. For visible-
wavelength applications, the high absorbance necessary to
achieve high-contrast fringes has been available from com-
mercially available dyes, whereasfor applicationsin the near-
IR, we have synthesized several dyes showing significantly
greater absorbance than can be obtained from commercial
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dyes.20 Two visible-wavelength dye mixtures that combine
commercially available dyes having positive dichroism with
Orasol dyesexhibiting negativedichroismwereshownto have
negligible change in absorbance over the voltage range of
interest. Synthesis by-products not removed from the Orasol
dyes may be the cause of the high ionic conduction measured
in LCPDI cells made with these components, giving riseto a
scattering texture that appeared when voltage was applied to
the device. Purification of these dye componentsisin process,
and it is expected that future LCPDI devices incorporating
these purified dyes or other dye candidates will produce
significantly less scatter. For wavefront analysis of OMEGA
beamlines, initial tests of LCPDI devices fabricated using the
newly synthesized near-IR dye mixtures show much less
intensity change with voltage applied to the cell than that seen
in the visible-wavelength devices, suggesting that some of
these dye components may have negative dichroism.20

Our investigation hasal so shown that director distortionsin
the vicinity of the microsphere can affect phase-measurement
accuracy of the LCPDI and suggeststhat it ispossibleto tailor
device fabrication and experimental testing parameters to
reduce the effect of nematic director distortions on phase
measurements. Stronger anchoring in the bulk of the fluid,
achieved by using athinner path cell, was shown to reduce the
spatial extent of the alignment distortion. Obtaining weaker
anchoring at the sphere surface will likely reduce phase-
measurement errors by eliminating topological defects and
minimizing director distortions as voltage is applied to the
cell.25 These director distortions were observed to perturb the
interference fringes when the focus was placed very close to
the microsphere, although by judicious choice of focusing
regime, the contribution of alignment distortions to the phase
error was significantly reduced. Our simulation using the
empirically derived phase-shift error suggests that phase-
measurement error due to host alignment distortions can be
further reduced through the use of device-specific phase-
shifting algorithms, once these distortions become the domi-
nant contribution to the measurement error.

It is expected that (1) the use of dyes that eliminate absor-
bance changes during dataacquisition and (2) the reduction of
acoustic vibration through the use of an air-supported tableand
morerigid mounting of thedevicewill greatly improve LCPDI
accuracy and precision, making the LCPDI alow-cost alterna-
tivefor evaluation of high-performance optical el ements, such
asrequired for OMEGA. The use of phase-shifting algorithms
and averaging methodstail ored for device-specific phase-shift
errors can further improve LCPDI performance.
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Under standing the M echanism of Glass Removal
in Magnetor heological Finishing (MRF)

Introduction

Two magnetorheological (MR) fluids are currently in wide-
spread industrial use for the commercial manufacture of high-
precision optics using magnetorheological finishing (MRF).
One composition, which consists of cerium oxide in an aque-
ous suspension of magnetic carbonyl iron (Cl) powder, has
been found appropriate for almost all soft and hard optical
glasses and low-expansion glass-ceramics. The second com-
position, which uses nanodiamond powder as the polishing
abrasive, is better suited to calcium fluoride, IR glasses, hard
single crystals (i.e., silicon and sapphire), and very hard
polycrystalline ceramics (i.e., silicon carbide).

Theextensionof MRFtoavast array of materialsispossible
because of the unique nature of this finishing process. The
magnetic carbonyl iron particles may be thought of asaform
of variable compliance lap that supports the nonmagnetic
polishing abrasives. Lap stiffness may be increased or de-
creased by adjusting the Cl concentration and/or the magnetic
field strength.

Considerations leading to a choice of nonmagnetic polish-
ing abrasive are more complex than those encountered in
conventional pitch or pad polishing. Not only do the hardness
and chemistry of the abrasive grains need to be appropriate to
the workpiece, but the type of abrasive (median size, surface
chemistry) can have alarge or small effect on the out-of-field
MR fluid rheology. Fluid properties in an MRF machine
circulation system must be held constant to realize constant
rates of material removal during polishing.

Advances have been made in understanding the mech-
anism of removal with MRF, based in part on the hardness of
the CI powder, the magnetorheological properties of the MR
fluid, and the interaction of cerium oxide or other abrasives
with the workpiece surface. This article presents the results
of recent studies, within the context of classical optical polish-
ing operations.
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The mechanisms of material removal important to glass
polishing have been an area of study for years. Cumbo?l
describes the goals of precision polishing to be to shape the
glassto within 0.1 um of the desired form, to remove subsur-
face damage created by grinding operations, and to reduce the
peak-to-valley (p—v) roughnessto lessthan 5 nm. While there
are several proposed mechanisms of material removal in pol-
ishing, none are widely accepted. Some authors describe
polishing in terms of small-scale fracture,23 while others
describe it as “plastic scratching” of a hydrated layer? or a
tribo-chemical wear process.”> Thegoal of thiswork istotry to
use some of these existing theories to understand the mecha-
nisms of material removal in the MRF of glass.

Preston® gave aclassic theory of removal in glass polishing
that isstill being studied today. He states, “(...therateat which
material isremoved) is proportional to the rate at which work
isdone on each unit areaof theglass.” Furthermore, he defines
thework doneintimet as

w=pApvt, 1)

where w = work (N « m), u = coefficient of friction, A= area
of contact between the glass and polishing lap (m2), p =
pressure applied to the glass part (N/m?), v = relative velocity
between the lap and the part (m/s), and t =time in which work
isdone (s).

Theterm up isthe specific traction, or drag divided by the
contact area, of the polishing lap (felt inthiscase) ontheglass.
The expression in Eq. (1) states that the work done on the
material isproportional tothe specific drag forcemultiplied by
the area of contact and the vel ocity. He continuesto say that if
the specific drag force remains constant, then theremoval rate
is proportional to “...the amount of felt that passes over
it...thisisindependent of velocity, except in so far asvelocity
may affect the amount of felt passing over.”® In general,
these statements are true in MRF as well: namely, that the
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material removal scales with the drag force and is primarily
controlled by thetime of contact between the abrasive and the
glass surface.

Preston’s equationiscommonly writtenin aslightly differ-
ent form,

dz L ds
—=Cp——, 2
dt T Adt @
where dz/dt = the change in height in time, or removal rate
(m/s), Cp = Preston’s coefficient (m?/N), L = total normal load

applied (N), A = area over which wear occurs (m?), and ds/dt
= velocity of the work piece relative to the tool (m/s).

The difficulty comes in defining Preston’s coefficient in
Eqg. (2). The discussion above showsthat afriction coefficient
makes up part of it, but several other things are accounted for
inthiscoefficient. Theimportance of variouseffectsthat make
up Preston’s coefficient in MRF will be demonstrated here.
One of these is the chemical effects associated with the pres-
ence of water in the MR fluid. The mechanics associated with
how different abrasive types affect the removal of material in
MRF are aso given. Before describing the mechanisms of
material removal in MRF, it isinstructive to discuss proposed
mechanisms in other polishing processes.

Review of M echanisms of Material Removal

Silvernail and Goetzinger "8 summarizevariousfactorsthat
are important to glass polishing. Aside from pressure and
velocity, they notethat the polishing agent, liquid carrier fluid,
and polishing lap are al important. Their results show that
adding water to the slurry dramatically increases the removal
rateof acrown glass. They concludethat theimproved removal
rate due to the addition of water is independent of the other
parameters in the system (e.g., abrasive concentration, pres-
sure, etc.) and that the interaction is primarily with the glass.
Theresults that show changesin the polishing dueto lap type
areinconclusive. Anincrease in removal rate is seen with an
increasein cerium oxide content, showing that the concentra-
tion of the slurry isimportant to material removal. This effect
generally levels off at a concentration between 10 wt% and
20 wt% (approximately 1 vol% to 3 vol%). Furthermore, they
discuss how cerium oxide behaves as an excellent abrasive
whileother rareearth oxidesthat aresimilar in structurearenot
good abrasives. They cannot explain the increased polishing
effect of cerium oxide.
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Other authors describe glass material removal in terms of
small fracture events caused by the abrasive interacting with
the glass surface. Buijs and Korpel-Van Houten? describe
material removal of glasssurfacesby abrasiveparticlesthrough
an indentation fracture theory. This process is intended to
explain lapping, but a polishing process based on a similar
theory could be envisioned. Essentially they describe how the
abrasive particle acts like a Vickers indenter under a normal
load. Material removal occurs through lateral cracking of the
glass under the indenter-like abrasive. Removal rates in this
model depend on the shape of the particle and material prop-
erties of the glass (namely, elastic modulus, hardness, and
fracturetoughness). Whilethisexplanationistypically used to
explain grinding and microgrinding, Lambropoulos et al.3
show that removal rates obtained with MRF correlate with the
same material properties described by Buijs and Korpel-Van
Houten. They explain the fracture occurring through mecha-
nisms other than indentation, however. Asperities on the sur-
face can be model ed as nanometer-sized cracks. The abrasive
contacts the asperity through shear and normal loads. In this
geometry, the shear load works to drive the crack, while the
normal load tendsto closethe crack. If the shear forceislarge
enough relativeto thenormal load, fracture of the asperity will
occur. Thisisdifferent from Buijset al. in that this mechanism
is shear driven, while their work is controlled by lateral
cracking from normal loadsindenting the particle. Thework of
Lambropouloset al. isinitsearly stages, butit givesaplausible
explanation of how removal rates in polishing correlate with
parameters used to describe fracture.

Water’spositiveimpact on polishingisdiscussedin several
other references. If polishing is thought to consist of small
fracture events, then the effect of water can be explained by
Michal ske and Bunker.® The authors (and references) describe
how water can attack the Si-O-Si bonds at the crack tip, which
results in a reduced fracture toughness of the glass. Further-
more, the hydrolysis rate increases as the stress of the bond
increases. Consider the model proposed by Lambropoulos
etal.3and/or Buijsetal.2AccordingtoMichal skeand Bunker’s
theory, the presence of thewater aswell asthe stresses applied
by the abrasiveto the glass surface would dramatically reduce
the fracture toughness of the material as well as speed up the
kinetics of the process.? This possibly explains why water
enhances the removal of glassin polishing.

A second, possibly related, mechanism of material removal
also involves hydration of the glass surface due to chemical
interaction between the carrier fluid (water) and the glass
surface. Cook19 describes how the water molecule breaks Si-
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O-Si bondsand how thishelpsto create ahydrated layer inthe
glasssurface. Cumbol-11 givesasummary of Cook’swork and
extends it with a study of the chemical effects in polishing
experiments. Cook’s!0 process basically describes how the
loads applied to the surface by the abrasive promote diffusion
of water into the silica network. As the water dissociates, it
attacksthe bondswithin the network, weakening the structure.
This promotes bond breakage and material removal. Cerium
oxideand zirconiaparticlesare described as having “ chemical
tooth,” which promotes bonding of the abrasive to the silica.
Thispromotesmaterial removal fromthesilicanetwork aswell
asinhibits redeposition of material back onto the surface. For
chemically inactive materials, such as diamond, removal is
saidtodependonthecarrier fluid’sability to carry theremoved
material away sincethesilicadoes not bond with the abrasive.

| zumitani’stheory of the mechanism of material removal is
also based on the idea of the hydrated layer. This hydrated
layer is caused by a chemical reaction between modifier ions
in the glass and the hydrogen ions in the water. Material
removal occurs by abrasive particles scratching away this
layer. The speed at which material isremoved depends on how
quickly thehydratedlayer isformed (chemical durability of the
glass) and the hardness of the hydrated layer as well as the
hardness and/or friability of the abrasive. He showed that a
softer abrasive that ismore easily crushed but still harder than
the hydrated layer ismost effective. Hisexplanation isthat the
crushing provides more particles and therefore a higher fre-
guency of scratching events. He also describes the necessary
properties of the lap used in polishing. The lap must be hard
enough to support the abrasive and transmit pressure, but soft
enough to allow the particle to embed into the polishing lap.

Evidenceintheliterature supportstheexistenceof asurface
layer that is created by hydration of the surface during polish-
ing. lzumitani4 createsahydrated layer by immersingtheglass
surfacesin 0.1 N solution of HCI. Subsequent Vickers micro-
hardness tests show areduction in microhardness of thislayer
withincreasedimmersiontime. Furthermore, heshowsthat the
polishing rate increases as the microhardness of the hydrated
layer decreases. Yokota et al.12 use ellipsometry to show the
existence of the hydrated layer after polishing. They demon-
strateareductioninrefractiveindex inasmall surfacelayerin
glassesthat are susceptibleto chemical attack. Thesizeof these
layers is of the order of tens of nanometers deep. Glasses of
interest to thiswork, borosilicate crown and silica, each report-
edly have hydrated layers of approximately 40 nm with the
polishing conditions studied. Maazaet al .13 use grazing-angle
neutron reflectometry (GANR) to study the hydrated layer.
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They also show evidenceof ahydratedlayer fromthepolishing
process. The hydrated layer of their Borkron surfaces was
approximately 5 nm (Borkron is a special borosilicate glass
used for neutron optics applications!3). It is 15 nm for the
floated face of float glass and 40 nm for the nonfloated face.
They also report on the existence of 2-nm cracks in the float
glass from the polishing process. Yokotaet al.12 describe how
somechemically resistant glasseslikefused silica(FS), Vycor,
and Pyrex actually show densification of the material in these
layers. They explain this densification to be caused by high
local pressures on the glass surface due to polishing. Shorey
et al.14 provide more evidence of densification in fused silica
by comparing numerical simulations with nanoindentation
experiments. Densification apparently depends on the state of
stress from both normal and shear loading.

Kaller>15 describes aprocess he refersto as atribo-chemi-
cal friction wear process. According to Kaller, the abrasive
should be softer than the surface being polished, and the most
important property of a polishing agent isits ability to “grip”
the surface. He states that the most effective polishing abra-
sives(mostly ceriumoxideandiron oxide) havealargenumber
of lattice defects produced during manufacture, and it is the
presence of these defects that promotes the gripping of the
abrasive to the surface. He describes three steps: The first is
intimate contact between polishing grains and the glass sur-
face. Thiscoupledwithfriction or shear forcespromoteslattice
deformation and partia remova of surface layers of the
abrasive grain. Second, removal of these surface layers ex-
posesionic vacanciesin thelattice, which bond with the glass.
Finally, the continued motion of the polishing wheel produces
continuous removal of glass. He continues his discussion to
address how manufacturing methods can produce more, or
fewer, lattice defects, aswell asdeterminethe primary crystal-
litesize. Important additional | atticedefectsarecreated through
(2) valance change of the oxide, (2) incorporation of metal ions
or molecules into the lattice, and (3) quenching. Finally, he
discusses how careful control of processing allows control of
crystallite size, number of defects, and rubbing resistance. For
a given process a particle could be manufactured with the
appropriate number of lattice defects so that the abrasion
resistancematchesthe processfor whichitisintended. In other
words, a cerium oxide particle can be produced that will
provide alow rubbing resistance (soft particle), which means
low removal, but a high precision surface. A (hard) cerium
oxideparticlecould also beproducedto provideahighrubbing
stress, which would give higher removal, but less precise
(rougher) surfaces. He states that the first abrasive would be
used inlow shear to be most effective, but that the second one
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wouldincreaseitseffectivenessat very high shear, presumably
dueto the exposure of new lattice defects. Hisonly discussion
of a hydrated layer is to say that experiments that were
supposed to prove the existence of the hydrated layer did not.
To explain other observations of a densified surface layer
resulting from the pressure of polishing, Kaller claims evi-
dence for nanometer-scale abrasive particles left on or in the
surface after polishing. He refutes the idea of a smallest-size
[imit in milling of abrasives.

Kaller'sideas are at |least partially supported by Kirk and
Wood.16 Intheir paper, they describethe calcination of cerium
oxide sol-gelsand show evidence of significant changesinthe
crystallography due to calcination temperature. Before calci-
nation, the particlesareloosely bonded and of the order of 5to
10 nm in size. After calcination at 850°C for 1800 s, the
crystallitesizeincreasesto about 60to 80 nm, and they become
strongly bonded together. Furthermore, they show that the
{111} -type planes grow faster than { 200} planes at elevated
temperatures. The {111} planes have a higher atom density
than the {200} planes, which means that more cerium atoms
are exposed. The hypothesisisthat this explainstheincreased
polishing efficiency of properly calcined cerium oxide.

Several viewsontherolesof thevarious constituentsin the
polishing process clearly exist. Water plays a major role in
glasspolishing. Itisnot clear whether thisisdueto thereduced
fracture toughness at the glass surface or a softening due to
chemical attack of the silica network. Actually, each process
descriptionissimilar, and there may betwo ways of saying the
same thing. The type of abrasive is also important. The wide
acceptanceof ceriumoxideinglasspolishingisexplainedtobe
duetoitschemical tooth, which could beexplained by Kaller's
|attice defect theory. Also, both |zumitani# and Kaller® show
that it is possible to polish hard materials with relatively soft
abrasives; however, hard materials such as diamond can also
be used. Therelative effectiveness of an abrasiveisnot solely
due to its hardness.

Much of thisdiscussionisasappropriatefor MRF asitisfor
the more common pitch or pad polishing. The ability of
abrasives softer than the glassto polish, even in the absence of
water, will be shown. Furthermore, without water, abrasives
harder than the glass surface have difficulty maintaining con-
tact with the surface and actually have a lower material
removal ratethan thesofter abrasive. Thiswill beexplainedthe
same way Preston did for Eq. (1); namely, removal rate is
proportional to how long the abrasive is in contact with the
glass surface. The importance of water in MRF and how it
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allows abrasivesto more easily abrade material away fromthe
surface will be shown. Finally, the interactions of different
abrasiveswith the glass surface are demonstrated. Anincrease
in abrasive concentration increases the time the abrasives are
in contact with the glass surface. This results in increased
removal. The hypothesis that cerium oxide grips the glass
better and that thisleadsto an increasein measured drag force
under identical experimental conditions as aluminum oxide
and diamond isexperimentally substantiated. Diamond drasti-
cally reduces drag but gives an increased removal rate.

Overview of MRF

Several references describe the evolution of MRF in recent
years.17-19 This process utilizes magnetic particles, nonmag-
netic polishing abrasives in either an agueous or nonagueous
carrier fluid, and a magnetic field to polish materials. The
“standard” MR fluid consists of 36 vol% of carbonyl iron (Cl)
asthe magnetic component and 6 vol% of cerium oxide asthe
abrasivewiththebalancemadeup of de-ionized (DI) water and
fluid stabilizers.1%20 Figure 83.43 shows an SEM and size
distributionsof particlesafter being usedin MRFfor oneweek.
The dark spherical particles are the magnetic Cl and have a
median particle size of 4.5 um. Thelighter, small particlesare
the nonmagnetic abrasive, which in this caseis cerium oxide.
The cerium oxide starts with a median size of 3.5 yum with a
fairly broad distribution. The SEM showsseveral significantly
smaller particlesthat are likely dueto milling of the abrasives
during use. Proper manipulation and control of the MR fluid
allows MRF to successfully polish awide variety of materials
with commercially viable removal rates.1819 Removal rates
obtained withthestandard MR fluid vary from about 2 pm/min
for ahard silicaglass like fused silicato more than 9 pm/min
for a soft laser glass like LHG8.1/

The primary concern of this work is to study how MRF
polishes glass. Figure 83.44(a) shows a photo of an MRF
machine with a vertical wheel [schematic of this machine
shown in Fig. 83.44(b)]. MR fluid is pumped from the fluid
conditioner (1) uptothenozzle (2), whereit isgjected onto the
rotating vertical wheel as aribbon. The wheel shapeisthat of
a portion of a 150-mm-diam sphere. At the initial point of
contact, the MR fluid is a viscous fluid with the approximate
consistency of honey (viscosity = 0.5 Paes, yield stress
=0kPa). Therotation of thewheel dragsthefluid under the part
inregion (3), whereit isacted upon by the magnetic field. The
MR fluid ribbon flowsthrough the converging gap between the
lens and the wheel. The magnetic field stiffens the ribbon in
thisregion, givingit theapproximate consistency of clay (yield
stress= 10 kPa). Significant forces are created by the interac-
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Figure 83.43

SEM of particles and their initial size
distributions after one week of use in
MRF. The dark spherical particlesarethe
hard magnetic carbonyl iron particles.
They have a median size of 4.5 um. The
smaller, light particles are the cerium ox-
ide abrasives. They initially have abroad
size distribution with a median particle
sizeof 3.5 um. Thelarge amount of small
particlesinthe SEM suggeststhat milling
of the cerium oxide occurs during use.

Electromagnet

MR fluid conditioner

Figure 83.44

Thesetup usedin MRF with avertical wheel. (a) A photo of an actual MRF machine. (b) A schematic of the M RF machine. Fluid ispumped from the conditioner
at (1) to the nozzle at (2) onto the rotating wheel. The wheel carries the fluid between the part and wheel into the magnetic field at (3), where the field causes
it to stiffen. Hydrodynamic flow in this region causes stresses sufficient to cause removal to occur. The wheel continues to carry the fluid outside of the field
region, where it isremoved from the wheel at (4). Thisfluid is again pumped to the conditioner to complete the circuit. (c) Cross-sectional view showing the
relative orientation of the 150-mm-diam spherical MRF wheel, pole pieces, and part. Field lines in the polishing zone are schematically shown.
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tion between the wheel, MR fluid, and glass surface since the
MR fluid ribbon flows through a converging gap, deforming
from athickness of 2 mm to one of 1.5 mm. Rotation of the
wheel continuesto drag the MR fluid from region (3) over to
region (4), whereitisremoved fromthewheel through suction.
Here, the magnetic field does not act on the MR fluid, so it
again has the consistency of honey. The MR fluid is pumped
back to the fluid conditioner, where it is cooled to a setpoint
temperature and any evaporative losses are replaced. Our
primary areaof concernisregion (3) inside the magnetic field
where polishing occurs. Figure 83.44(c) shows a cross-sec-
tional view of thisregion. Thepolepiecesprovidethemagnetic
fieldtostiffentheM R fluid. Thisfringing field betweenthegap
of the pole pieces has a strong vertical gradient. The field is
higher at the wheel surfacethanitisat the part surface, which
causes the Cl to be pressed against the wheel surface and the
nonmagnetic abrasive to move to the glass surface.

Figure 83.45(a) showsaphoto of the MR fluid contacting a
meniscus lens surface (flow direction isleft to right for all of
Fig. 83.45). The fluid contacts the surface in the shape of a
backward D. Thisisthe shape of the removal under the action
of the rotating wheel if the part is held stationary in the fluid.
ThisD-shapedregionisreferredtoasthe” spot” fromthispoint
on. The white regions surrounding the spot and extending
downstream (to theright) from the spot are abrasive particles.
This is evidence of the fact that abrasives move to the part
surface under the action of the magnetic field. Figure 83.45(b)
shows an interferogram of aremoval spot; itsoblique view is
shown in Fig. 83.45(c) (adapted from Ref. 18). The surface
before and after a removal experiment is evaluated using a
phase-shifting interferometer.?! The instrument software is
used to subtract the initial surface from the fina surface
containing the spot. Height variations on the resulting image

@ (b)

High-speed photograph
of contact zone

fe——>
~2.0cm

Flow direction

Interferometric data of polishing zone

G4996
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are dueto material removed from theinitial surface. The peak
removal rateisfound by dividing the depth of deepest penetra-
tion by the contact time between the part and MR fluid ribbon.

The proximity of the part and wheel surface changes dueto
the curvature of the wheel (and part, if polishing alens). The
location of the deepest and widest part of the spot showninthis
figure is approximately the position of closest approach be-
tweenthe part and thewheel surface. During polishing, the part
is rotated and swept through the polishing zone, allowing
material to be removed in annular regions over the entire part
surface. Computer-controlled dwell timesallow control of the
surface figure of the polished surface to a precision of A/20.18

Removal mechanisms on a macroscopic scale have been
previously considered.?223 Since the normal force on an
abrasive particle is low compared with conventional polish-
ing,24 a shear-controlled mechanism has been described.22:23
MR fluids are modeled as Bingham fluids with ayield stress
(~10 kPa) and small plastic viscosity (~0.5 Paes).17:22:23.25
Theflow of afluidwithayield stressthrough aconverging gap,
like the one between the rotating wheel and part surface in
MREF, allows the possible formation of unsheared regions
called “cores’ (seeFig. 83.46). These cores effectively reduce
the gap between thewheel and part surface and causeincreased
shear stresses on the downstream end of flow. While the
opacity of the MR fluid prevents visual confirmation of the
presence of these cores, material removal has been shown to
increase in the region where these cores are expected to be
located.23 In general, thelow normal loadingin MRF keepsan
abrasive particlein contact with the glass surface, but material
removal isprimarily controlled by the shear stressesapplied to
the abrasive through the bulk flow of the MR fluid.

(C) Figure 83.45

The spot in MRF. Flow is from left to right in all
parts of this figure. (&) An actual photo of the
contact region, or “spot,” on astationary meniscus
lens. (b) Interferogram of the material removed
from the spot. Interferometric characterization of
the spot gives aremoval function that a computer
program can useto vary dwell time of thisspot over
the surface. This alows precise control of the
figure during polishing. (c) An oblique view of the
spot. Thedeepest regionisat thetrailing edgeof the
flow and is approximately the position of closest
approach between the part and wheel.
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Experimental Considerations and Earlier
Screening Studies

The spot-taking machine (STM)—amachine similar to the
commercial MRF polishing machine?6—is used to perform
these material removal experiments[see Fig. 83.44(a)].1° The
only automated degree of freedom in the part motion on the
STM isthe height of the part above the rotating wheel. There
is no rotation or swing of the part, so a removal experiment
consists simply of making a spot on a flat part. Important
machine parameters are held constant for all removal experi-
ments. The vertical wheel rotates at 150 rpm, the MR fluid
ribbon height is 2.0 mm, and the part surfaceis placed 0.5 mm
into the MR fluid. The current to the electromagnet is kept at
15 A. This results in the magnetic flux density having a
horizontal component of about 260 kA/m, 1 mm above the
wheel surface.?’

Water loss due to evaporation from aqueous MR fluidsisa
concernduring removal experiments. If thisevaporationisleft
unchecked, the actual Cl concentration of the MR fluids, and
thereforetheviscosity andyield stress, will increase. The STM
monitorstheviscosity in real time and maintains the appropri-
ate CI concentration. An off-line moisture analyzer is used at
the beginning of each experiment to measure moisture content
intheMR fluid.28 Itistherefore possibleto cal cul atethe actual
Cl concentration for data analysis.

Theviscosity outside of the magnetic field ismeasured off-
line before each set of experiments using a cone and plate
viscometer?? whose shear rate may be varied from 0 to 960
1/s. These MR fluids are shear thinning, which meansthat the
apparent viscosity decreases as the shear rate increases. Be-
cause of this, the viscosity is monitored at only the maximum
shear rate since this is the approximate shear rate both in the
fluid delivery system and underneath the part during polishing.

UNDERSTANDING THE MECHANISM OF GLASS REMOVAL IN MAGNETORHEOLOGICAL FiNisHING (MRF)

For all the experiments performed, the viscosity at 960 1/sis
60+20 cps. Asexpected, theviscosity tendstoincreasewiththe
amount of solidsin an MR fluid. Thisviscosity is kept low so
that it is easily pumped by the fluid delivery system.

Roughness measurements are made with two instruments.
Oneisawhite-light interferometer, which measurestherough-
nessover a0.25-mm x 0.35-mm areaand has a lateral resolu-
tion of 1.1 um.30 This interferometer is a valuable tool in
measuring the microroughness of a part. The second instru-
ment is an atomic force microscope (AFM), which measures
the roughness over asmaller region.3! Scans are performed in
contact mode over a 5-um x 5-pum-square region using 256
samples, at a rate of 1 Hz. This alows us to investigate
submicron features from polishing with a lateral resolution
approaching 20 nm. The vertical scaleis 15 nm for all AFM
scans presented here.

Each fluid is characterized on the magnetorheometer de-
scribed in previous work?3.25 to determine the dynamic yield
stress of thefluid. The MR fluids are tested at magnetic fields
with flux densities of 200 kA/m and 250 kA/m only, sincethis
isthenominal flux density at 15A onthe STM intheregion of
fluid/part interaction. Fixed conditionsfor other experimental
parameters on the magnetorheometer are polishing configura-
tion, 0.5-mm gap, and 3.33-rpm cup speed. The results of our
work on the magnetorheometer are shown in Fig. 83.47. The
data from this experiment were taken in the range of 40 vol%
to 45 vol% CI. The dynamic yield stress does not change for
Cl compositions greater than about 35 vol% CI but asymp-
totically approach values of about 15 kPa at 200 kA/m and
20 kPa at 250 kA/m for avariety of commercia Cl powders.
The yield stress of the MR fluid is also unaffected by the
incorporation of nonmagnetic abrasives at the low loading
used for these experiments.

Figure 83.46

Schematic showing the contact betweenthe MR fluid

Fo ~ and the glass. The first callout shows the internal
s structure of the flow. The removal rate increases in

i TL the region of the core due to the increased shear

stresses that result from the throttling action of the

G4997
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core. |If material removal is considered over a small
material volume, a Preston-type equation based on
the shear stress at the part surface can be used to
describe the removal process.
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Figure 83.47

Dynamic yield stress measured on the magnetorheometer for the MR fluids
used in removal experiments. Measurements were taken in the polishing
configuration, 0.5-mm gap and 3.33-rpm cup speed at fields with a flux
density of 200 kA/m and 250 kA/m. Theyield stressisapproximately 15 kPa
at 200 kA/m and 20 kPaat 250 kA/m for the fluids between 40% and 45% ClI
concentration—the region of interest for these experiments. This dataisfor
avariety of Cl types, both with and without abrasives. The type of Cl and
presence of abrasivesin thislow loading have no effect on thedynamicyield
stress of the MR fluid. Solid lines have been added only to aid the eye.

Theflow of an MR fluid between the part surface and wheel
iscomplicated. Theyield stress does not give afull represen-
tation of the forces applied to the part by the fluid during
removal 2223 Because of this, the pressure and the total drag
force applied to the part by the fluid are measured as well. A
pressure-sensing pad3? is used to measure the pressure distri-
bution applied to the part by the MR fluid. Measurements are
taken by adhering the sensor to the part surface and lowering
it into the MR fluid ribbon.

Thedragforceismeasured usingalinear transl ation stage, 33
a sapphire flat, and a 5-Ib (= 22.2 N) load cell.3* The inter-
action between the sapphire flat and the MR fluid forces the
linear stage in the direction of flow. The linear stage, free to
movehorizontally, isdrivenintotheload cell withaforceequal
tothedrag force applied by the MR fluid. Drag force measure-
ments are taken with the part at a depth of 0.5 mm into the
MR fluid for experiments with nonaqueous MR fluids and a
1.0-mm depth with aqueous MR fluids (drag force measure-
ments reported later for aqueous MR fluids without abrasives
weredoneat both 0.5-mmand 1.0-mmdepths). Whilethisdoes
not allow a direct comparison between pressure and drag
measurements, it is sufficient for an evaluation of the relative
performance of each fluid where the pressure and drag force
are considered separately.

To fully understand mechanisms of material removal in
MREF, therolesof thevariousconstituents of the MR fluid need
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to be separated and evaluated. I n previouswork, we described
how the nanohardness (H,4no) Of the magnetic carbonyl iron
(ClI) and nonmagnetic polishing abrasivescoul d be determined
through novel nanoindentation techniques.3>36 These results
were used to conduct initial screening experiments on the
importance of (1) the nanohardness of the Cl in nonagueous
MR fluids without abrasives and (2) the effect of gradually
adding DI water tothe MR fluid and how the DI water changed
abrasiveinteractionswith theglasssurface. 38 1t wasfound that
in nonaqueous MR fluids, Cl that was softer than the glass
surface slowly abraded material but did not penetrate the glass
surface. Harder Cl penetrated the glass surface. Adding DI
water turned on chemistry and changed the way hard particles
wereseentointeract withtheglasssurface, duetotheevolution
of a hydrated or underdense (corroded) layer that enhanced
rates of material removal. Removal rates were related to the
mechanical properties of the Cl and the glass. Surface mor-
phologies resulting from abrasive/part interaction were con-
sistent for three different glass types: BK7, LHG8, and FS.

M echanisms of Removal in MRF

The work described in this section is based upon our
previous screening studies. Aqueous MR fluids are used to
remove material from a fused-silica (FS)37 surface. These
MR fluids are made up separately of hard Cl (Hpgno =
11.7+0.8 GPa), soft Cl (Hgno = 2.2+1.0 GPa), and varying
amounts of nonmagnetic polishing nano-abrasives (cerium
oxide, aluminum oxide, and diamond). Variationsin the mate-
rial removal of FS (Hzn0 = 9.9£0.1 GPa) are monitored as a
function of abrasive type and amount.

To study the effects of DI water in polishing requires a
carrier fluid that suppressesthe chemical effects. A dicarboxy-
lic acid ester (DAE) hasadensity of 1.189 g/ml at 20°C38 and
aviscosity of 2.85 cpsat 23°C,39whichissimilar tothedensity
and viscosity of water, 0.982 g/ml and 1.0 cps, respectively.38
This alows the nonaqueous DAE-based MR fluid to have a
solids loading and rheology similar to the aqueous MR fluid.
Another advantage of the DAE is that water is soluble up to
8.3 wt% (= 7 vol%), which makes it possible to study the
chemical effectsof water incrementally. Removal ratesof BK7
glasswereshowntoincreaseexponentially withwater concen-
tration in this range (see Ref. 40).

The nine MR fluids studied here are summarized in
Table83.VIII. MRfluids1through 5 aremadeupwithacarrier
fluid and CI only. MR fluid 1 has 40 vol% soft ClI and
60vol% DAE; MR fluid 2 contains 40 vol % of the hard Cl and
60 vol% DAE. MR fluid 3 is the same as MR fluid2, except
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that 1 vol% DI water is added to the composition. MR fluids 4
and 5 arethe sameasMR fluids 1 and 2 except that MR fluids
4(soft Cl) and 5 (hard Cl) utilizeanagueouscarrier fluid (made
up of DI water and <1 vol% of stahilizing agents).

1. Removal Experiments Without Polishing Abrasives

Each MR fluid was used on the STM to put aremoval spot
on a 50-mm-diam FS surface initially polished flat to within
M421 and 0.9+0.1-nm rms roughness.3° Normal stresses were
measured as previously described. The peak pressure was
found to be 129+4 kPa for all tests. The drag force was
measured at a 0.5-mm gap and found to be 0.6+0.2 N. This
0.2-N variation ismeasured within threerepetitions of asingle
experiment and is due to the resolution of the cell. Removal
rates were determined interferometrically as described on
p. 162. Stated removal rates are the peak removal rate for a
single spot. Removal rates under identical conditionsin MRF
have been found to be repeatable to within 2.5% error.23

Theresults of this study are shown in Fig. 83.48. The areal
rmsroughnessisplotted agai nst the peak removal ratewith the
profilometer maps3C given. The number on each profilometer
map correspondswith the MR fluid number of the experiment,
and the arrow gives the flow direction of the MR fluid. MR
fluid 1, with soft CI, givesalow removal rate of 0.003 pm/min
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and arelatively low roughness (2.3+0.1 nm) and leaves faint
groovesinthedirection of flow. No sleeksare apparent (sleeks
are defined as the pit-like features with comet tails). The
removal rateisstill low for MR fluid 2 (0.004 um/min) but the
areal rmsroughnessincreasesto 22.6+1.7 nm. Large numbers
of pitsand sleeks are seen asaresult of the hard CI. The effect
of adding asmall amount of water to MR fluid 2 isshown with
the result for MR fluid 3. The removal rate increases 2.5x to
0.010 um/min, and the areal roughness drops to 7.0+1.0 nm
rms. Also, the numbers of sleeksis reduced, and they tend to
becomelonger scratches. Using MR fluids4 and 5 for removal
experimentsfurther emphasizesthe effect of the DI water. The
removal rate increases from 0.01 yum/min (MR fluid 3) to
0.23 um/min for MR fluid 4 and 0.14 ym/min for MR fluid 5.
The 0.25-mm x 0.35-mm areal rmsroughnessvaluesfor these
two aqueous MR fluids are greatly reduced (0.8+0.2 nm for
MRfluid4, and 1.3+0.3for MR fluid 5). Also, the profilometer
scansclearly indicate many fewer sleeksthan for the nonague-
ous MR fluids. It isinteresting to note that the soft Cl-based
MR fluid 4 actually hasahigher removal ratethan the hard Cl -
based MR fluid 5. Otherwise, the presence of the DI water
significantly diminishes the effect of the CI particle hardness
in these experiments. Atomic force microscope images over
5-pum x 5-um areas show no significant differencesin the FS
surface for removal experiments with MR fluids 4 or 5.

Table 83.VIIl: Summary of the MR fluids used for material removal experiments.

MR Fluid Number Vol% ClI TCI Nanohardness DAE *Water Abrasive Type
(Gpa) (Vol%) (Vol%) (Amount, Vol%)
1 40 2.21.0 60 0 None
2 40 11.20.8 60 0 None
3 40 11.20.8 59 1 None
4 40 2.21.0 0 60 None
5 40 11.20.8 0 60 None
6 40-45 11.70.8 0 Balance Cerium oxide
(0-1.0)
7 40-45 11.70.8 0 Balance Aluminum oxide
(0-1.0)
8 40-45 11.70.8 0 Balance Diamond (0-0.1)
9 40-45 2.21.0 0 Balance Cerium oxide
(0-1.0)

*Aqueous MR fluids contain DI water and <1 vol% fluid stabilizers.
THardness measured with nanoindentation at 1 and 5 mN; FS nanohardness is 9.9+0.1 Gpa at tPr236 |oads.
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Figure 83.48

Aread (0.25-mm x 0.35-mm) rms roughness versus
peak removal rate on FS for MR fluids 1 through 5.
Thesoft Cl (MR fluid 1) isableto remove material at
avery low ratein the absence of the chemical effects

B of water, but does not pit the surface. The hard CI
without water (MR fluid 2) gives low removal and
high roughness as the hard Cl leaves pits and sleeks

Fl : in the softer FS surface. The addition of 1 vol% DI
. water to MR fluid 3 decreases the number of sleeks,

which results in a decrease in roughness, and in-
creasesremoval rate. Fully aqueous MR fluids 4 and
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2. Removal Experiments with 40 vol% to 45 vol% ClI

and Nonmagnetic Nano-Abrasives

Table83.VIII alsoliststhecompositioninformationfor MR
fluids6through 9. Thesamehard and soft Cl powdersthat were
used in the previous experiments are used here. Table 83.1X
summarizesthe properties of three different types of nonmag-
netic abrasives used in combination with the CI's. These
abrasives are nano-cerium oxide,* nano-aluminum oxide, %2
and nano-polycrystalline diamonds.#3 The cerium oxide and
aluminum oxide abrasives are described in the product litera-
ture* asloosely bound agglomerates approximately 10 umin
size. It should be possible to disperse them down to agglomer-
ates of a few hundred nanometers with moderate milling.
Cerium oxidefrom an MR fluid wasrecently sized after being
used inthe STM. The mean diameter of the cerium oxide used
for 10 days was found to be 0.125 um and that used for only
2 hwas>0.3 um.*® Themilling that occursin the STM among
these particles and the Cl breaks up any loose agglomerates.
Thestated primary particlesizesare 37 nmfor thealuminaand
11 nmfor the cerium oxide.446 The polycrystalline diamonds
have a particle size of about 0.125 ym and are made up of
crystalsapproximately 10 nminsize.4’ Theadvantageof using
these nanoabrasivesisthat their particle sizes are similar, and
they can beintroduced in small quantities to the aqueous MR
fluid without causing large changes in MR fluid rheol ogy.

Noticefrom Table83.V1II that the cerium oxide and alumi-
num oxide are added in concentrationsranging from 0 vol%to
1.0vol%, whilethediamondsareadded in avolumeloading up
toonly 0.1vol%. Thisisdueto thefact that the diamondshave
an immediate and dramatic effect, whereas the other, softer
abrasiveshaveamore gradual effect. Also, duetothe high cost
of diamonds (= $10/gram versus = $0.10/gram for cerium
oxide), their addition into the MR fluid was halted as soon as
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5 show a decrease in pits and sleeks, decrease in
10 roughness, and dramatic increase in removal rate.

the removal rate appeared to be unaffected by the addition of
more diamonds. The difference in the performance of these
abrasivesis found to be significant even in the small volume
loadings given here.

The next step in these experimentsis to gradually add the
nonmagnetic abrasivesinto the MR fluid. Figure 83.49 shows
theremoval rate for FS as afunction of cerium oxide concen-
tration for experimentsdonewith MR fluid 6 at 245 vol% hard
Cl concentration. The5-pum x 5-umAFM scansrepresentative
of the FS surface at agiven concentration of cerium oxide and
their cross-sectional profilesare also givenin thisfigure. The
15-nm scale length given in Fig. 83.49 (and Fig. 83.50) is
appropriate for each profilein the figure. The AFM scans are
shown because their lateral resolution (approximately 20 nm)
allowsfor better characterization of an abrasive’sperformance
than the 0.25-mm x 0.35-mm profilometer maps do (lateral
resolution = 1.1 um). The white arrows in these AFM scans
indicatethedirection of flow. Theremoval rateincreasesfrom
0.62 um/min with no cerium oxide to 0.94 um/min with only
0.05v0l% cerium oxide. Distinct scratches caused by the smal|
amount of cerium oxidein the MR fluid become apparent. The
removal rate climbs to 3.01 ym/min when the cerium oxide
concentration isincreased 10x to 0.5 vol% cerium oxide. The
removal rate increases further, to 3.51 um/min, as the cerium
oxide concentration isincreased to 1.0 vol%. The areal rmsis
0.9+0.1 nmfor the scansin thisfigure. It isclear that not only
does the cerium oxide become responsible for material re-
moval but also a change in the surface morphology becomes
apparent. These scans give more evidence that cerium oxide
moves into the layer between the Cl and the glass surface and
becomesthe primary agent for material removal. When cerium
oxide is added to the MR fluid, the CI particle is no longer a
primary abrasive. The increase in the number of polishing

LLE Review, Volume 83



grooves or scratches caused by the increase in nonmagnetic
abrasive concentration is seen for all three types of honmag-
netic abrasives.

Additional information can be gained by considering the
differencesin morphology of the FS surfaces for the different
abrasives used in polishing. Figure 83.50 shows the removal
ratesfrom experiments using the MR fluidswith 45 vol % hard
Cl and the maximum loading of the three nano-abrasives used
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for these experiments. Thelowest removal rate here (0.62 pm/
min) isfor the MR fluid without nonmagnetic abrasives. When
1.0 vol% aluminum oxideis added, the removal rateincreases
to 1.0 um/min. Removal rates are even higher for the other
nonmagnetic abrasives. 3.51 um/min for 1.0 vol% cerium
oxide, and 4.66 um/min for 0.1 vol% diamond. An examina-
tion of the 5-um x 5-um AFM maps in Fig. 83.50 shows
differencesin how these three nonmagnetic abrasivesinteract
with theglass surface. The scan for the MR fluid with 45 vol%

Table 83.IX: Summary of particle size information for the nano-abrasives used.

(nm)

Primary Particle Size

Aggregate Size | Agglomerate Size
(um) (um)

Cerium Oxide 11

15 3.0

Alumina 37

0.3 N/A

Diamond 10

0.125 N/A

Figure 83.49

Removal rate versus concentration of cerium oxide
for experiments using MR fluid 6 (each MR fluid
contained 45 vol% hard Cl and the aqueous carrier
fluid). Theremoval rateincreaseswith ceriumoxide
concentration, leveling off at about 3 pm/min. The
inset AFM scans and accompanying profiles show

Removal rate («m/min)

evolution of themorphol ogy of the FS surface asthe
abrasive is added. The cerium oxide moves to the
interface between the ClI and the glass to control
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|

o
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©
o

removal. The15-nmscaleappliestoall profileplots.
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Figure 83.50

Removal rate as afunction of abrasive typefor MR
— fluids with 45 vol% hard Cl and the maximum
amount of abrasive used during these experiments
(only up to 0.1 vol% diamond was used due to its
b high cost and high removal rates). The three abra-
sive types affect removal rates to varying degrees
dueto differencesin how each interactswith the FS
surface. Aluminum oxide gives deep (= 4 nm) dis-
continuous grooves; cerium oxide gives shallower
(=1 to 2 nm), continuous grooves; and diamond
givesdeep (=4 nm) continuous groovesinthedirec-
tionof flow. Characteristicsof thepolishing grooves
help explain differences in removal rates for the
three types of nano-abrasives.

0.1vol%
diamond
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hard CI without nonmagnetic abrasivesisthe same scan shown
inFig.83.49. It hasanareal rmsof 0.8 nm. Thealuminumoxide
does not appear to continuously scratch the surface; instead,
there appear to be several small discontinuous scratches at the
FS surface. Thisleadsto the lowest removal rates for the MR
fluids containing nonmagnetic abrasives and an areal rms
roughnessof 1.2 nm. The cerium oxide giveswide, continuous
scratches over the scanned region and an rms roughness of
0.9 nm. Finally, thediamond givesdistinct narrow, continuous
scratches along the direction of flow. The areal rmsroughness
for thisscanis1.4nm. Moredifferencesinthebehaviorsof the
abrasives are observed and are discussed below.

Differencesin the M echanics of Removal for Aqueous
MR Fluids

Figure83.51 showstheremoval ratefor MR fluidsmade up
of 45 vol% hard CI and increasing amounts of nonmagnetic
abrasives. Small amountsof diamond causedramaticincreases
in removal rates. Cerium oxide increases removal to alesser
degree, and the aluminum oxide increases removal to an even
lesser degree. These removal rates tend to level off at higher
nonmagnetic abrasive concentrations. A certain minimum
amount of nonmagnetic abrasive is needed to maximize the
effectiveness, but there is a point where the addition of more
abrasive has little or no effect on the removal rate. This has
been shown to betruein more conventional polishing methods
aswell. | zumitani4 showed amaximum in polishing efficiency
of BK7 glassat about 1.5 vol% (10 wt%) ceriumoxide. Itisnot
clear whether this polishing wasdone on pitch or onapolyure-

= 5 T T T T
E 4
£ ¢ Diamond Alumina
G 3l
(]
g 27 Cerium
g oxide
5 W
@ 0 | | | |
00 02 04 06 08 10
Abrasive (vol %)

G5002

Figure 83.51

Removal rate versus vol% abrasive for 45 vol% hard Cl and the aqueous
carrier fluid. Thediamondsare shown to have animmediateimpact, dramati-
cally increasing removal with less than 0.1 vol% concentration. The cerium
oxidegradually increasesremoval. The aluminum oxide provesineffectiveat
increasing removal rates.
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thanelap. Silvernail and Goetzinger8 show similar behavior on
felt and Pellon laps. Their result depends on the applied pres-
sure, but most of their removal rateslevel off above 1.5 vol%
cerium oxide. Presumably thismeansthat oncethe contact zone
between the Cl and the glass surfaceis saturated with nonmag-
netic abrasive, further addition of abrasivesis unnecessary.

The reason for the relative effectiveness of each particle
typeisnot clear, but theseresultsdo agree with AFM measure-
ments as well as with the experiments with nonaqueous MR
fluids. The cerium oxide grooves are approximately 1 nm to
2 nmdeep, whereasthe aluminum oxide and diamond grooves
are approximately 4 nm deep.*? The diamonds, the hardest
particles, exhibit distinct continuous scratches, which leadsto
high removal rates. The cerium oxide al so scratches the mate-
rial in a continuous manner, but the scratches are less severe,
which leads to an intermediate removal rate. The lowest
removal rate isfor the aluminum oxide particles, even though
they give features deeper than those from cerium oxide and as
deep as those from diamond. The scratches associated with
these aluminum oxideparticlesarediscontinuous. Therelative
hardness values of the aluminum oxide and cerium oxide
particles are not known because these particles are too small
for nanoindentation experiments. Nanohardness tests donein
aprevious work3® showed that it is possible for an aluminum
oxide particle to be either very much harder than a cerium
oxide particle or of comparable hardness. Even if the relative
hardness values are not known, however, differences in re-
moval rates should not be surprising after viewing the AFM
scans. The continuity of contact between the abrasives and
glass surface is important for high removal rates. The dia-
mond and cerium oxide have this continuous contact whilethe
auminum oxide does not. The previous study38 with the
nonaqueous MR fluids without nonmagnetic abrasives (MR
fluids 1 and 2) gave a similar result. The soft CI removed
material from BK7 and LHG8 more efficiently than the hard
Cl. Thistrend changed somewhat when FSwas used, probably
because removal rates were so low and the hardness of FSis
nearly the same asthe hard CI. The proposed phenomenol ogi-
cal explanation was that the soft CI could not penetrate the
surfaceand wasableto maintain contact with ashallow surface
layer. The hard CI gave sleeks and pits and seemed to “skip”
alongthesurface, causing discontinuity of contact betweenthe
abrasive and the glass surface. The reduced removal rate for
aluminum oxide caused by discontinuity of abrasive/glass
contact is consistent with these results. This may also be a
partial explanation asto why Kallerl® recommends abrasives
that are softer than the bulk material and |zumitani# recom-
mends abrasives with the same hardness of the hydrated |ayer.
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Several referencessupport theserel ativeremoval rates. The
aqueous MR fluids have an approximate pH of 9. In Ref. 10
Cook analyzes work from othersthat shows cerium oxideisa
much more efficient polisher than aluminum oxide in the pH
range of 7 to 9. Cumbo®! showsthat cerium oxide hasahigher
removal rateon FSthanaluminumoxideon FSat pH 10. Kaller
and Cook give possible explanations for the effectiveness of
cerium oxide. Kaller® explains that |attice defectsin cerium
oxide crystals allow cerium oxide to grip the material better
and therefore enhance removal rates. Cook’s!? explanation is
that the near neutral charge on the cerium oxide surface at this
pH improves itsion exchange ability. The increased removal
rate for diamond could be due to similar reasons. Its high
hardness gives an explanation for the deep, distinct polishing
grooves. The continuous contact maintained by the diamond
could be explained by the fact that these diamonds are created
by an explosion process,*” which would likely result in many
|attice defects. Kaller's explanation for cerium oxide provides
support for the efficient removal seen withthe MR fluidswith
diamond abrasives.

Figure 83.52 shows the removal rate as a function of Cl
concentration at the maximum nonmagnetic abrasive concen-
trations for the three abrasives used during these experiments.
Noticethat thedatafor MR fluids 6 (hard Cl and cerium oxide)

; e i

35 40 45 50
Cl (vol %)

Removal rate (um/min)
ORrR NWAOUOO®
I
|

Hard Cl

4 0.1% diamond
m 1.0% aluminum oxide
A 1.0% cerium oxide

Soft Cl
A 1.0% cerium oxide

G5003

Figure 83.52

Effect of the CI concentration on removal with maximum amount of abrasive
present. Once again the diamonds prove to be the most efficient, reacting
strongest to the increase in Cl concentration. The cerium oxide data consist
of both hard and soft ClI. This showsthat the hardness of CI isunimportantin
the presence of the abrasive.

LLE Review, Volume 83

UNDERSTANDING THE MECHANISM OF GLASS REMOVAL IN MAGNETORHEOLOGICAL FiNisHING (MRF)

and 9 (soft Cl and cerium oxide) coincide. This is more
evidencethat thetypeof Cl isunimportant in agueousenviron-
ments with nonmagnetic abrasives, when the Cl actsonly asa
lap. This plot shows the general trend that an increase in Cl
concentrationleadsto higher removal ratesandthat therel ative
increaseinremoval rateislargely related to the abrasive type.
The nonmagnetic abrasives efficiently increase removal rate
and decrease roughness. The diamonds are 10x more efficient
than cerium oxide and aluminum oxide.

Figure 83.53 shows how the removal rate changes with
pressure and drag force (pressure and drag force changed as a
result of varying Cl concentration but keeping the nonmag-
netic abrasive concentration and wheel velocity constant).
Figure 83.53(a) shows the removal rate as a function of drag
force at the maximum nonmagnetic abrasive concentration
used for theseexperiments. Figure 83.53(b) showstheremoval
rate as a function of the peak pressure. Both drag force and
pressure scale with removal rate in a linear way, which is
consistent with considerations such as Preston’s equation®
discussed at the beginning of this article. The slopes of these
lines (related to a Preston-type coefficient) depend on thetype
of abrasive used. The linear fits for the drag force tend to go
through the origin, whereas they do not for the pressure. This
supports the theory that in MRF the shear stress controls
removal of material.

The drag force as a function of nonmagnetic abrasive
content at a constant Cl concentration is plotted in Fig. 83.54
for MR fluids6, 7, and 8. Asnonmagnetic abrasives are added,
thedrag forceisreduced. Thisisonceagain consistent with the
idea that nonmagnetic abrasives move to the region between
the Cl and the glass surface. All of the curves start at approxi-
mately the same initial drag force of about 5.5 N without
nonmagnetic abrasive. While the MR fluid lap yields and
conforms to the part surface, the magnetic field gives it a
certain rigidity that makes it relatively difficult to shear. It is
almost a two-body abrasion problem. This changes when
nonmagnetic abrasives are added. They are forced to the glass
surface because of the gradient in the magnetic field. At this
point, the process becomes athree-body abrasion system. The
magnetically stiffened ClI formsthe polishing lap that supports
the free abrasives against the glass surface. Thisis similar to
loose abrasive polishing on a conformal lap.

Consider the relative reductions in the drag force. The
diamondsare seento reducethe drag force dramatically, while
increasingtheremoval ratejust asdramatically. Adding alumi-
num oxide to the MR fluid also significantly reduces the drag

169



UNDERSTANDING THE MECHANISM OF GLASS REMOVAL IN MAGNETORHEOLOGICAL FINIsHING (MRF)

force, but adding cerium oxide hasvery little effect. Thisdoes
not correlatewithremoval but may beinterestingfor adifferent
reason. Severa authors (see, for example, Refs. 10 and 15)
hypothesizethat oneof thereasonscerium oxideisasuccessful
polishing agentisbecauseof itsability to chemically bondwith
theglasssurface. Thisplot may begintogivephysical evidence
of this phenomenon.

All of these results suggest the use of a modified Preston
equation to describe material removal in MRF. Consider
Eq. (2). If acoefficient of friction ispulled out of Cp, it can be
written as

dZ—C' uL ds

T=cp ©

A dt

Theterm Cp isanew Preston coefficient and pisacoefficient
of friction. Thefriction coefficient multiplied by anormal load
gives adrag force (Fp) and Eq. (3) becomes

dz FD ds

—=Cp——. 4
dt P A dt @
Finally, if this is considered over a very small volume of
material (see callout on right in Fig. 83.46), the term Fp/A is
simply thelocal shear stressat thepart surface. Thiswould give
aremoval rate description similar to Preston’s equation based

on the local shear stress (1) at the part surface

ds

Previous work?2:23 has shown that spot profilesare consis-
tent with the shear stress distribution at the part surface. The
remaining two termsin Eq. (5) are not yet fully understood.
Therelative velocity (ds/dt) isdifficult to definein MRF. This
velocity could be the relative velocity between the wheel and
the part surface, but since the Cl in the MR fluid actually
supplies the lap, it is more correct that ds/dt is the relative
velocity between the Cl andtheglasssurface. Thisisnot easily
determined at this time. In fact, the behavior of the different
abrasivesin different MR fluids may indicate that thisrelative
velocity dependsontheabrasivetypeused. Thewheel velocity
wasthe samefor all of the experiments described here, so this
term was held as constant as possible in terms of controllable
experimental parameters.

This work has also shown that, as for other polishing
processes, it is difficult to define the Preston coefficient (Cp)
inMREF. Thisterm containsinformation onthechemistry of the
carrier fluid, abrasive type, and glass type. Lambropoulos
et al.3 showed that the removal ratein MRF is proportional to
the term E/KCH,% of the glass (E = elastic modulus, K; =
fracturetoughness, and Hx =Knoop hardnessof theglass). The
experiments described here show that the removal rate de-
pends on the abrasive type as well as the concentration. Asa
result, this coefficient would also have to contain information
about the abrasive type used for a given MR fluid (probably
size, shape, and hardness as well as the tribochemical “grip-
ping” 15 power). Finally, it was shown that the presence of DI
water dramatically changeshow theabrasiveinteractswiththe
glasssurface. Therefore, information onthechemical make-up

at Cpt dt ) of the carrier fluid must also be contained in this coefficient.
(@ (b)
< 6 f f r ! * f Figure 83.53
S 5 1 - Increas ng_CI 1 Removal rate versus drag force (a), and re-
E 4 A _| L concentration _ moval rate versus peak pressure (b). Removal
Py - rate increases linearly with pressure and drag
® 3 A 1 7] force. The linear fits for the drag force go
< 2 R2=079% | = AOAA 1 through the origin with high correl ation coeffi-
5 1 B < | cients, but do not for the pressure. This means
§: 0 R?= 0-8698 that there can be removal with a nonzero pres-
sure, but with no drag force (therefore no shear
35 40 4 %0 0 o0 100 150 200 250 stress) there will be no removal. This supports
Drag force (N) Peak pressure (kPa) theideathat shear stress controls removal rate
in MRF.
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Effect of adding abrasiveto MR fluids 4, 5, and 6 containing 45 vol% Cl. In
each case the addition of abrasive reducesthe drag force, supporting theidea
that MRF becomes a three-body abrasion problem. The cerium oxide main-
tains a high drag force, which supports the theories that cerium oxide has
“chemical tooth.”

Summary

The mechanisms of material removal in MRF have been
presented. Previouswork describeshow the shear stressdueto
the hydrodynamic flow of the MR fluid between the rotating
wheel and the part surface controlsthe removal rate. Theidea
that material removal depends on the shear stress at the part
surfaceissupported by thelinear relation betweenremoval rate
and the total drag force shown here. It has also been shown
previously that the nanohardness of the CI is important in
material removal with nonaqueous MR fluids. We show here
that asDI water isadded to the MR fluid, thedifferencesin the
behavior of the hard and soft Cl becomeless significant asthe
removal rate dramatically increases for both. This is due to
either the presence of a hydrated layer or reduced fracture
toughness of the glass in aqueous MR fluids. The addition of
nonmagnetic nano-abrasives increases removal rates further
since they move to the interface between the CI and the glass
surface to control material removal. A transition from two-
body to three-body removal is hypothesized. The relative
increase in removal depends on the amount and type of the
abrasive since different abrasives interact with the glass sur-
facein different ways. Thisbehavior of the abrasiveisevident
from both AFM scans as well as drag force measurements.
More work should allow these results to be summarized in a
modified Preston equation based onthelocal shear stressat the
part surface.
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Optical and Plasma Smoothing of Laser Imprinting in Targets
Driven by Laserswith SSD Bandwidthsup to 1 THz

Introduction

A key issue for inertial confinement fusion (ICF)13 is the
Rayleigh-Taylor (RT) hydrodynamic instability.® In direct-
drive ICF, nonuniformitiesin thedrive laser produce pressure
variationsthat “imprint” perturbationsintothetarget. Unstable
RT growth can amplify these perturbations, resulting in suffi-
cient distortion of thetarget shell to degrade implosion perfor-
mance. Ascoronal plasmaisformed around thetarget, aregion
of thermal conduction is produced where nonuniform energy
deposition can bethermally smoothed®8 before perturbations
reach the ablation surface. A mode of laser nonuniformity
couplesto (or seeds) amode of hydrodynamicinstability up to
the time that sufficient plasma smoothing occurs, and then
imprinting ceases.® The time to produce this plasma and
decouple the laser nonuniformities from the unstable ablation
region depends on the perturbation wavel ength and the energy
deposition rate, i.e., the laser pulse shape. Fast-rising pulses
produce plasma more rapidly than slow-rising pulses and
therefore cause imprinting over shorter times.® During the
time that this plasma evolves, nonuniformities in the drive
must be minimized. To do so, many | CF target designs employ
laser-beam-smoothing techniques,10 most of which are time
dependent. These techniques are quite effective and have
produced marked improvementsin the performance of direct-
drive targets. 1

Asaresult of these smoothing effects, theamount of imprint
experienced by atarget depends on the temporal behavior of
both thelaser uniformity and the plasmaevolution. Thisarticle
describes measurements of the effect of beam smoothing and
pul se shape on imprinting, and the results are used to demon-
strate the dependence of imprinting on the plasma formation
rate. It extends the measurements described in Ref. 9 to the
higher smoothing ratesof 1-THz smoothing by spectral disper-
sion (SSD).10

Laser imprinting begins when nonuniformitiesin the laser
produce variations in the initial pressure, launching nonuni-
form shocks into the target. These shocks produce velocity
perturbations in the target that distort the shock and ablation
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fronts. (Regions of higher intensity produce stronger shocks
that propagate faster than those driven at lower intensities.)
These distortions create lateral mass flow in the shock-com-
pressed material that in turn creates differential pressuresthat
perturb the acceleration profile at the ablation surface. The RT
instability exponentially amplifies these acceleration and ve-
locity perturbations, producing additional mass perturbations
inthetarget. (Thisredistribution of masscan beresponsiblefor
degrading the target performance and is observable in many
experiments.) In addition to the above, effects such as dielec-
tric breakdown in the target and laser filamentation!? may
create target perturbations that can seed the RT instability.

Astheinteraction proceeds, more plasmaisformed and the
laser light isabsorbed at increasi ng distancesfrom the abl ation
surface. The nonuniformities in intensity continue to drive
acceleration perturbations at the ablation front, but thermal
smoothing in the intervening plasma (between the absorption
and ablation regions) reduces the magnitude of the pressure
variations that reach the ablation surface. Eventually, the size
of this conduction zone is sufficient to compl etely smooth the
pressure perturbations, and imprinting stops. The calculated
condition for the cessation of imprinting is®

kd, ~ 2, (1)

wherek isthe wave number of the imprinted perturbation and
d. is the average distance between the absorption region and
the ablation surface.13 In this article, the effect of the plasma
formation rate and beam smoothing on imprinting is experi-
mentally studied and found to be in good agreement with the
condition of Eq. (1).

Experiments on the OMEGA laser system!* measured an
equivalent surface roughness of imprinting in planar targets
using the growth of preimposed modulations for calibration.®
Thissurfaceroughnessisdefined asthe mass perturbation that
producessimilar resultant amplitudesafter thelinear RT growth
phase.l® Using this measure, the imprinting produced by
different temporal pulse shapes and beam-smoothing tech-
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niques is compared. Rapidly rising (~100 ps/decade) pulses
produce less imprint than slowly rising pulses (~2.5-ns rise
time) when no temporal beam smoothing is employed. Fur-
thermore, the effect of SSD isless pronounced for theserapid-
rise pulses. These are consistent with plasma smoothing®3
by thermal conduction and the intensity-dependent rate of
plasma production.®

Simulations!®16 that investigated imprinting have indi-
cated that, for agiven laser wavelength, theimprint efficiency
(equivalent imprint level per fractional laser nonuniformity)
depends linearly on the drive nonuniformity (i.e., dm [0 dl/I)
for theintensities relevant to direct-drive | CF. The duration of
imprinting, however, depends on the time required to produce
a sufficiently sized plasma [Eq. (1)] to completely smooth
pressure variations created by laser nonuniformities. As the
thermal conduction region grows, longer wavelengths can be
smoothed; thus, for each wavelength the duration of laser
imprinting (and therefore its total magnitude) depends on the
time required to devel op a sufficiently large conduction zone.
The plasma formation rate therefore affects the wavelength
dispersion of imprinting. For a given wavelength of interest,
imprinting ultimately ceaseswhentheconductionregiongrows
toasizablefraction of thewavelength, satisfying Eq. (1). Thus,
in order to reduce imprinting, it is also important that signifi-
cant optical beam smoothing occurs while this plasma is
forming. The experiments described below demonstrate the
interplay between these two effects.

Experiments

In these experiments, six overlapping UV OMEGA beams
irradiated 20-um-thick CH (o = 1.05 g/cm3) targets with
preimposed modul ationsat 30- and 60-umwavelengths. These
wavelengths correspond to ¢ modes of 50 and 100 on millime-
ter-sized targets, which are important for direct-drive ICF on
OMEGA. Experimentswere performed with two | aser tempo-
ral pulse shapes: a 3-ns square pulse and a 2.5-ns ramp pulse.
The square pulse had a rise time of 100 ps per decade of
intensity and an intensity of 2 x 1014 W/cm?2. The ramp pulse
rose linearly from ~1013t0 2.5 x 1034 W/cm?in 2.5 ns after a
100-psriseto~103W/cm?. For each pul seshape, experiments
were performed with and without single-cycle, 2-D SSD beam
smoothing at 0.2- and 1.0-THz bandwidths with modulation
frequencies of 3 x 3 GHz and 1.6 x 11 GHz, respectively. In
some cases, pol arization smoothing (PS) 1 wasadded by using
wedged birefringent plates.18

Thedriven targets were radiographed with x rays produced
by auranium backlighter irradiated at 2 x 1014 W/cm?. X rays
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transmitted through the target and a 3-um-thick Al blast shield
wereimaged by aframing camerawith 8-um pinholesfiltered
with 20 um of Be and 6 um of Al.1® This filtration provided
highest sensitivity at 1.3keV and aresolutionof at least 12 um.

Since the initial perturbations produced by the laser are
quite small, it is difficult to directly measure laser imprint.
M easurements often rely on RT growth to produce detectable
modulations in the target areal density. Relying on this non-
linear processasan “amplifier” makesit difficult to determine
theinitial amplitude of the seed, i.e., theamplitude of imprint-
ing. The spectrum of laser nonuniformities is determined by
the interference produced by the distributed phase plates
(DPP’s)20 and the smoothing produced by SSD. These spectra
were measured for a variety of conditions.18:21 For the DPP-
only case, the power spectrum of nonuniformities peaks at
about 6 um. SSD begins smoothing the shortest wavel engths,
almost immediately (~25 ps) producing a spectrum that first
flattens, then monotonically falls with frequency. These
nonuniformities produce target perturbations that evolve due
to dispersioninthe RT growth and saturation mechanisms. As
a result, the perturbation spectra for the various uniformity
conditionsare similar because the competing effects preferen-
tially amplify the mid-frequencies (i.e., wavelengths from
~20 to 100 um). The primary difference is the amplitude at a
given time. Smoother irradiation profiles eventually produce
features similar (albeit at later times) to those with higher
irradiation nonuniformities. This evolution was shown for
variousuniformitiesin Refs. 18 and 22 and discussed at length
in Ref. 23. As the spectra evolve, their peak moves to longer
wavelengths. For these measurement times the spectral peak
typically reaches 30 um but seldom reaches 60 um. These
wavelengthsaretherefore of great interest becausethey can be
most damaging to the target.

L ow-amplitude, single-mode, preimposed target perturba-
tions(at 30 and 60 um) wereused asa*“ control” for calibration,
from which the initial amplitude of laser imprinting was
determined. The basis of this calibration is that, in the linear
regime of RT instability, imprinted perturbations grow at the
same rate as preimposed modulations. %1524 Although im-
printing al so producesvel ocity and accel eration perturbations,
itisuseful to assign it an equivalent surface roughness (mass
modulation) to imprinting.1°

Imprint was measured in this work by the method illus-
trated in Fig. 84.1(a), which shows a plot of the amplitude of
single-mode target perturbations predicted by the 2-D code
ORCHID.25 The green curve shows the amplitude evolution
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inatarget having a60-um, single-mode mass perturbation and
driven with a spatially perfect laser. The blue curve shows a
similar evolution in an initially perfect target (no perturba
tions) driven by alaser having a single-mode intensity modu-
lation (again with 60-um wavelength). Theblue curve startsat
zero amplitude and rises asimprinting begins. At ~400 ps, RT
growth begins and the evolution of imprint amplitude is
paralel to the green curve. The RT instability amplifies both
perturbations, imposed or imprinted, in the same manner. The
equivalent surface roughness of imprinting can be deduced by
extrapolating (dashed curve) the temporal evolution of the
imprinted amplitudes (blue curve) back to t = 0 using the
behavior of the preimposed mode (green curve). In the linear
regime, modes of the same wavelength grow at the samerate,
and the ratio of amplitudes for these two modes remains
constant. Thus, an equivalent initial amplitude for imprinting
can be deduced by comparing (after some RT growth) the
amplitude of the imprinted mode to a preimposed mode of
known initial value. Figure 84.1(b) shows the result of an
experiment23 where atarget with a preimposed 60-um pertur-
bation was driven by a laser with 0.2-THz SSD without
polarization smoothing. Theupper two curves show theampli-
tude of theimposed modul ationsintwo different experiments:
one with an initial amplitude of 1250 A and the other with
500 A. The lower curve is the amplitude of the imprinted
modes (at the same wavelength) for six different experiments.
All experimentswere performed under similar laser and target
conditions.2326 The points at the lower left have large error
bars because the signal is very near the noise level.

Since the imposed and imprinted perturbations grow at the
same rate, the upper two curvesin Fig. 84.1(b) are parallel to
the lower curve. The ratio of the amplitudes for the two

OPTICAL AND PLASMA SVIOOTHING OF LASER IMPRINTING IN TARGETS

preimposed modes (initial amplitudes of 1250 A and 500A) is
constant and equal to their ratio at t = 0, showing that the RT
growth isin the linear regime. This method requires that, for
the modes of interest, the RT instability remain in the linear
regime and that they experience no saturation or nonlinear
effects.2’ Saturation of RT growth is discussed at length in
Refs. 23 and 26, whereit was shown that at A =60 um, both the
single-mode and the imprinted perturbations behaved linearly
for the experimental conditions and observation times de-
scribed in this article. For this experiment the 30-um-wave-
length imprinting data was measured before the onset of its
saturation as observed in Refs. 23 and 26.

The amplitude of the equivalent surface roughness for a
specific wave number is defined as®

Peq(k.0) = Armprint (k1) Apre(k. )] Ape(k,0), (2

where Ajyprint(kit) isthe measured amplitude of theimprinted
features, Ape(kit) is the measured amplitude of the preim-
posed modulation, and Ay¢(0) is the known initial amplitude
of the preimposed modulation. A measure of imprint effi-
ciency,1® which can be readily compared to simulations, is
1 (K) = Agq(k,0)/(31/1), where A1/l isthe measured fractional
irradiation nonuniformity at the same wavelength.

Theamplitudesof the perturbationsare obtained by Fourier
analysis of the x-ray radiographed images.l® The Fourier
amplitudeof theimprinted featuresat agivenwavelengthisthe
rms of all mode amplitudes at that wavelength, i.e., those
modes at agiven radius (centered at zero spatial frequency) in
spatial-frequency space (the contribution of the preimposed

@) (b)

- l - I ‘ l Figure 84.1
101 : : . . . . Derivation of equivalent surface finish. (a) Simula-
Rioled [ 1250 A / 500 A | tions of the perturbation amplitude evolution: T'm
g Paeget % 3 Riopled / E green curve is a 60-pm, single-mode mass perturba-
= g £ 010} tlgrpets i tion driven with a spatialy perfect laser. The blue
E: L aser 83 ' 9 § curve shows the similar evolution in an initially per-
g 101 imprint % 8 r ] fect target (no perturbations) driven by alaser having
= 3_3 ® r Yo | a 60-um, single-mode intensity modulation. The
= g " Imprint x o A4 equivalent surfacefinish isdefined asthe point where
< LC 0.01 - 5 the dashed curve intercepts t = 0. (b) Experimental
10-3 . . E ) ) E results showing the measured amplitudes (optical
0.0 05 1.0 15 10 15 20 25 depth) for imprinted (lower set) and imposed modula-
Time (ns) Time (ns) tions (upper two sets). All are at 60-um wavelength.

E9502
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modulation isnot included). The features of interest at 30 um
and 60 um are easily observed by the camera, which has
~15-um resolution.

The preimposed single-mode modulations appear aslocal-
ized featuresalong asingle axisin the Fourier planeand at the
spatial frequency of their modulation. The time-dependent
amplitude of the preimposed mode is obtained by subtracting
(in quadrature) the rms amplitude of the imprinted modes at
thesametime. Theanalysisbox is~300 uminthetarget plane;
thus, in Fourier space, the pixel sizeis~3.3 mm™L. (The box
sizeisoptimizedto ensurethat all the power inthepreimposed
modeiscontainedinasinglepixel ineach Fourier half-plane.)

For these experiments a variety of beam-smoothing tech-
niqueswere used. A single-beam laser withaDPPand no SSD
provides a static speckle pattern with ~80% to 100%
nonuniformity in wavelengths from 2 um to 250 um.2! The
speckle results from the interference of many beamlets pro-
duced by diffraction in the DPP optic. The speckle pattern is
statistical in naturewith asufficiently short correlation length
that multiple overlapped beams can be treated as statistically
independent patterns. Thus six-beam irradiation reduces this
nonuniformity to /6 timeslower than thesingle-beam value.
Additional beam smoothing is provided by SSD, which, by
introducing bandwidth onto the laser, produces a statistically
independent speckle pattern every At = t., wheret. ~ JAvis
the correlationtimeand Avisthe UV laser bandwidth.10 SSD
does not reduce nonuniformities instantaneously, rather the
time-averaged rms uniformity is reduced by 4/t;/(t), where
(t) isthe averaging time. Thus, the drive uniformity istime
dependent and varieswith the amount of bandwidth appliedto
the laser. These experiments were performed with one of two
laser bandwidths, either Av = 0.2 THz;, or 1.0 THz . (All
experiments with SSD used two-dimensional SSD.) In the
former casethe | R bandwidthswere1.25A x 1.75A andinthe
latter case1.6 A x 11 A. In some cases, polarization smoothing
(PS) using birefringent wedges!® was added to the drive
beams. Polarization smoothing providesaninstantaneous /2
reduction in nonuniformity by dividing each beam into two
orthogonal polarizations that are separated by 80 um in the
target plane.18

Figure 84.2 shows the equivalent surface roughness (in
um) of imprinting measured at 60-um wavelength for aseries
of shots that used a 3-ns sgquare pulse with four different
smoothing conditions (all with similar drive intensities). The
temporal axis is the time at which each measurement was
taken. These data separate into distinct sets associated with
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each uniformity condition and are constant in time. Both these
observations are expected and confirm the utility of this tech-
nique. Whenthegrowth of theimprinted featuresisinthelinear
regime, their amplitude should remain a constant fraction of
that of the preimposed mode, leading to a constant inferred
surface roughness. This quantity’s dependence on the initial
uniformity produced by the various beam-smoothing tech-
niquesindicatesthe sensitivity of themethod. For example, the
addition of polarization smoothing (diamonds) to the 0.2-THz
SSD experiments (blue sgquares) reduced the equivalent sur-
face roughness by the expected factor of /2. Similarly, the
increase in the SSD bandwidth from 0.2 (blue squares) to 1.0
(x’s) THz without polarization smoothing reduced the equiva-
lent surface roughness by ~0.60. Thisisthe reduction expected
from model s of the optical smoothing by SSD (seebelow). The
results for all conditions are listed in Table 84.1.

0.04
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N S T [ mo]
£ 003 g 8 g -
S [ Em =
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% 002 g O.Z.THz ]
- S LS. L
>
S 001 k... B Opop®” .
w [} "x % K
X XK X §)3‘6 ¥
0.00 | . 1THz
1.0 15 2.0 25 3.0
Time (ns)
E10031
Figure 84.2

The equivalent surface roughness (in pm) at 60-um wavelength derived from
planar targetsdriven by laser beams having a3-ns square pul se and four types
of beam smoothing applied: DPP only (red squares), DPP + 0.2-THz SSD
(blue squares), DPP+0.2-THz SSD + PS (diamonds), and DPP + 1-THz SSD
(x’s). The data segregate according to the laser nonuniformity with the total
amount of imprinting decreasing with increased beam smoothing.9

The effect of pulse shape on imprinting was studied by
repeating these measurements with a slowly rising pulse,
i.e., with a~2.5-nsrise to the maximum intensity. Figure 84.3
shows the equivalent surface roughness as a function of time
for the two pul se shapes, each with and without 0.2-THz SSD.
Againthedatagroup accordingto laser conditions (pul se shape
or SSD) and exhibit an approximately constant value over a
considerable time.
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These data show that without SSD the ramp pulse (red
triangles) producesabout 50% moreimprinting (rougher equiva
lent surface) than the square pulse (red squares). They also
indicate that 0.2-THz SSD produces a greater reduction of
imprinting (~2.5x) on the ramp pulse (blue triangles) than for
the factor of 2.2 observed for the sguare pulse (blue squares).
Similar experimentswere performed using preimposed modu-
lationswith A = 30 um.

The imprint efficiency was calculated for the experiments
without SSD usingthesingle-beamirradiation nonuniformities
reported in Ref. 21. The uniformity results were scaled by the
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g i Ay, A A
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= 0.04[ DPPonly - : . 7]
% S \u- _____________________
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I o By 7 . oL
001f g% mpE 0@ m
0.00 " : : :
1.0 15 2.0 25 3.0
E10030 Time (ns)
Figure 84.3

The deduced equivalent surface roughness of the imprinted features (at
60 um) for two pulse shapes: 3-ns square (sgquares) and ramp (triangles).
Thesedatashow that for the samelaser nonuniformity, aramp pulse produces
more imprinting. The blue and red symbols correspond, respectively, to
each of the pulseswith and without 2-D SSD. They indicate that the effect of
SSD is greater for the ramp pulse.9
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differences in analysis boxes between the x-ray radiography
(L =300 um; Ak = 0.021 um™1) and the optical experiments
(L = 440 pum; Ak = 0.0143 um™1). In addition, the values
obtained in Ref. 21 were reduced by +/6 since these experi-
mentsutilized six overlapped beams. Thus, 81/l was0.0068 for
30 umand 0.0049 for 60 um. L astly, afactor of 2wasincluded
to relate the complex amplitude for dl/l to the equivalent
surface roughness, which wasnormalized using areal (cosine)
function. The measured imprint efficiencies are shown in
Table84.1. Sincethe SSD producestime-varying uniformity, it
isdifficult to assign a single number to the uniformity; there-
fore, the imprint efficiency is not quoted for those cases. The
effect of SSD will be discussed below.

Asdiscussed above, the duration of imprinting depends on
the time required to produce sufficient plasma atmosphere to
enable smoothing. As a result, the ramp pulse imprints for a
longer durationthanthesquare pulsebecauseit deliversenergy
at aslower rate and therefore generates the smoothing plasma
more slowly. Thus the ramp pulse will imprint for a longer
duration, leading toahigher equival ent roughness. Theimprint
efficiencies measured here are lower, as expected, than those
observed by Glendinning et al.2428 using an even slower rise
and lower-intensity ramp pulse.

Simulations of Imprint and Plasma Smoothing
Theexperimentsweresi mulated withthe2-D hydrodynam-
ics code ORCHID to determine the predicted imprint effi-
ciency and the effects of plasma smoothing. The imprint
efficiencies were calculated by imposing a single-mode
nonuniformity in the laser irradiation. The evolution of the
resulting perturbations was compared to that of preimposed
mass perturbations at the same wavel ength. The experimental
temporal pulse shapes were used in the simulations. The
simulation results shown in Table 84.1 are in reasonable

Table 84.I: Equivalent surface roughness and imprint efficiency for various conditions.

Imprint Efficiency: @mp)/(d/1) (um)
Pulse-Shape Uniformity | Equivalent Surface Roughnegsr() Experiment Simulation

60 um ' 30um 60um ' 30um 60um 30um
Square (no SSD) 0.03R05 0.022004 3.304 1.60.3 1.7 1.1
Ramp (no SSD) 0.04908 0.023005 5.20.6 1.#0.4 3.1 2.3
Square (0.2-THz SSD) 0.01303 0.01@003 '
Ramp (0.2-THz SSD) 0.0¥D05 0.01*004
Square (1-THz SSD) 0.080.0018 ; 0.004#0.0015
Ramp (1-THz SSD) 0.01@98.0022 0.00540.0019
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agreement with the measured values. Similar imprint efficien-
cies were calculated with the 2-D hydrodynamics code
LEEOR.29 The 2-D simulations underestimate the imprint
efficiency at 60 um, similar to the observationsof Glendinning
et al.2428 For the 30-um perturbations, the simulations also
underestimatethesquare-pul sedatabut overestimatetheramp-
pulse data.

The inherent real surface roughness of these foils (trans-
verse to the imposed modulations) was measured to be less
than 1% of theimposed mode and, therefore, did not contribute
significantly to the error in the measurements of either the
imprinted or the imposed modes. The measured signal for the
preimposed mode also has a contribution from the imprinted
signal at that distinct mode. Since the relative phase of these
two signals is arbitrary, the resultant signal can vary signifi-
cantly when theimprint isasizablefraction of the preimposed
mode.To minimize this effect, the imprinted modes were kept
below 30% of the imposed mode by increasing the amplitude
of the imposed modes on shots without SSD. Most experi-
ments were performed with the imprint between 0.1 and 0.25
of theimposed mode. Thisrepresented atrade-off between the
noises from either too low a signal in the imprinted modes or
that affecting determination of theimposed mode, while keep-
ing both signal s below the saturation limits.

The effect of plasmaformation rate on thermal smoothing
of nonuniform energy deposition was investigated using
ORCHID. Figure 84.4 shows the calculated amplitude of
pressure perturbations (solid curves) at the ablation surface as
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Figure 84.4

The calculated amplitude of 60-um perturbations (solid curves) in the
pressure at the ablation surface as a function of time. The size of the
conduction zone (dashed curves) as afunction of timein CH targets driven
by the square and ramp pulses. These graphs show that, for 60-pum perturba-
tions, decoupling occurs at 290 ps for the square pulse and 450 ps for the
ramp pulse.9

a function of time for two cases: a ramp pulse and a square
pulse, both without SSD. In these simulations a static 60-um-
wavelength, 5% spatial-intensity modulation wasimposed on
the irradiation profile. The pressure perturbations that reach
the ablation surface diminish asthe plasmaexpands. Note that
for the ramp pulse, the smoothing rate is slower and the
perturbations persist for alonger period. The temporal evolu-
tion (dashed curves) of the normalized conduction zone (kd.)
for the two pulse shapes is also shown. Thisis defined as the
distance between the ablation surface and the mean of the
energy deposition profile as weighted by a diffusion length
e* and is normalized to the wave number.13 (The energy
deposition profile must also be accounted for since consider-
able smoothing can take placein the plasmaregion outsidethe
critical surface.) Imprinting ceases when pressure perturba-
tions at the ablation surface are reduced to negligible levels.
Figure 84.4 showsthat for both pul se shapesthis occurswhen
kd.~ 2, providing ameasureof thedecoupling timefor thecase
of constant uniformity (no SSD). This analysis has also been
applied to other wavel engths and both pul se shapes, and found
to confirm that kd; ~ 2 isthe applicable condition. Figure 84.5
shows the simulations of the normalized smoothing length
(kd.) as afunction of time for the square (dashed) and ramp
(solid) pulsesfor three wavelengths: 30, 60, and 120 um. The
solid points indicated the time at which the modulations in
ablation pressure diminish to zero for each case. This occurs
for kd; ~ 2 for al six cases. As the plasma evolves, shorter
wavelengths are smoothed sooner than longer wavelengths;
this in part determines the dispersion in wavelength of the
imprint efficiency. Thus, for the broad spectrum of laser
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Figure 84.5

Simulations of the normalized smoothing length (kd¢) versustimefor square
(dashed) and ramp (solid) pulses. The points indicate the time at which the
modulationsin ablation pressure diminish to zero. Perturbations with wave-
lengths of 30, 60, and 120 um are all smoothed when kd¢ ~ 2.
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nonuniformitiespresent inlaser speckle, the short-wavelength
modesaresmoothedfirst. Thesemodesal so havefaster growth
ratesand experience saturation sooner thanlonger-wavelength
modes. In contrast, thelonger-wavel ength modesare smoothed
less, but also grow at slower rates. As a result, intermediate
wavelengths (¢ modesof 50to 100 on millimeter-sized targets)
becomedominant and, therefore, are of most concernfor target
stability. The calculated decoupling times for 60-um wave-
lengths were found to be 290 and 450 ps for the square and
ramp pul ses, respectively. For 30-umwavel engths, the respec-
tive times were 190 and 270 ps.

Decoupling and the Dynamics of Smoothing

Plasma smoothing and decoupling of imprinted pertur-
bations are confirmed experimentally by analyzing experi-
mentswith time-dependent beam smoothing. By matching the
observed reduction of imprinting to the smoothing rate of
SSD, the effect of therma smoothing by the plasma atmo-
sphereisobserved. Figure 84.6 showstheimprint reduction[at
(a) 60-umand (b) 30-umwavel engths] asafunction of timefor
SSD bandwidths of 0.2 (red solid points) and 1.0 (blue solid
points) THz . In each, the curves are the irradiation non-
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Figure 84.6

Thenormalized nonuniformity [(a) for 60 um and (b) for 30 um] as predicted
by the optical model (curves) with the measured reductions in imprint for
0.2 THz (solid points) and 1 THz (shaded points) for square (squares) and
ramp (triangles) pul seshapes. The predictionsby ORCHID areshown asopen
points (similarly identified).
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uniformity (normalized to that at t = 0) predicted by an optical
model2! (basically a 1/+tAv dependence). The points are the
measurements of the reduction inimprinting dueto SSD. This
reduction is calculated by normalizing the SSD data to mea-
surements without SSD. Reference 21 demonstrated that the
optical model accurately predicts the smoothing rate and the
ultimateuniformity achievedwith 0.2-THz SSD (red curve). It
isexpected that it representsthe performance of 1.0 THz (blue
curve) as well. The imprint data are plotted at the calculated
decoupling times described above. The square-pulse data
(squares) are shown for 0.2 THz (red points) and 1.0 THz
(blue points). The ramp-pulse data (triangles) are similarly
coded for SSD. The predictions (open symbols) are shown
dlightly displaced in time for clarity. Figure 84.6 shows that
(2) for 60 um the calculated decoupling times are consistent
with the optical dataand (2) the hydrocode models the effect
of SSD andtheplasmaproductionrate (pul seshape) quitewell.
The 30-um data for the ramp pulse are above both the optical
smoothing rate and the hydrocode results, i.e., the reductions
are less than expected. This may be caused by the imprinting
measurement for the no-SSD, 30-um case (denominator for
reduction calculation) being too low. A possible mechanism
for errorinthemeasuredimprintistheonset of saturationinthe
imprinted (3-D) modesthat hasnot yet affected the preimposed
(2-D) modes. Reference 23 showed that for these conditions
the 30-um perturbati onscan experiencesaturationif theampli-
tudes are high enough. Furthermore, the ramp pulse, because
of itslatedecoupling time, imprintsmorereadily and therefore
would be most susceptible to saturation. Unfortunately, the
spread in datadoesnot allow itstemporal trend to be discerned
with precision and saturation cannot be easily detected.

Conclusion

Using preimposed modulations on planar targets to cali-
brate imprinting amplitudes, this work has confirmed
imprinting’s expected dependence on drive-laser nonunifor-
mity, showing the utility of the equivalent-surface technique.
It has demonstrated that imprinting depends on the temporal
shape of the drive laser. This occurs because thermal smooth-
ing in the coronal plasma ultimately limits the duration of
imprinting and therefore its total amplitude. Once there is
sufficient plasma, the pressure perturbations no longer reach
the unstable ablation surface and imprinting stops. Steeply
rising pulses produce plasma more rapidly than slowly rising
pulses and therefore produce lessimprinting. The simulations
of thestatic cases(DPP’sonly) show behavior that isconsistent
with the decoupling times predicted for these conditions.
Moreover, using the dynamic case of 2-D SSD, the improve-
mentsin uniformity inferred by measuring imprint are consis-
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tent with both the measured rate of smoothing by SSD and the
decouplingtimespredicted by thehydrocodes; they alsoverify
the predictions of Eq. (1). The increase in laser bandwidth to
1 THz has produced reductionsin the imprint level that agree
with expected performance. These results provide confidence
in our ability to model and control imprinting in direct-drive
| CF targets.
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Analysis of a Direct-Drive I gnition Capsule Designed
for the National Ignition Facility

Introduction

One of the primary missions of the National Ignition Facility®
(NIF) istoachievefusionignition and moderate gain by means
of inertial confinement fusion (ICF). A typical | CF experiment
involvestheimplosion of asmall spherical capsule containing
deuterium-tritium (DT) fuel using high-power laser light. The
energy isabsorbed in athin, outer region of the capsule, which
quickly heatsand abl ates, expanding outward and accel erating
the remainder of the capsule inward, compressing the con-
tained DT fuel to ignition conditions. The implosion can be
tailored to give anumber of assembled fuel configurations of
whichthemost energy efficient?isisobaricwithacentral high-
temperature hot spot surrounding alow-temperature main fuel
layer. The central hot spot initiates the fusion reaction, which
leads to a burn wave propagating into the main fuel layer. For
direct-drive target designs two main effects can prevent the
correct assembly of the fuel: (1) preheat of the fuel® and
(2) hydrodynamic instabilities of the imploding shell .24-6

Hydrodynamic instabilities, and their effects on imploding
| CF capsules, have been the subject of extensive studiesinthe
past.26-11 Nonuniformitiesin the applied drive, coupled with
imperfectionsat thetarget surface, seed Rayleigh-Taylor (RT)
unstable growth at the ablation front. In addition, rarefaction
waves generated at the perturbed inner ice surface, dueto the
breakout of the first shock, return to the ablation region and
contribute to the instability there.12-14 These perturbations
feed through the shell and couple with the existing perturba-
tions on the inner ice surface. This combination serves as the
seedfor RT growth at theice/vapor interfacewhentheicelayer
begins to decelerate around the hot spot.

A good understanding of how the unstabl e growth of pertur-
bations affects target performance (ignition and gain) is re-
quiredtoguidethedevel opment of thel aser andtarget systems’
specifications. Of specific importance is the designation of
parameters dealing with the alowable levels of roughness at
both the outer and inner surfaces of the capsule, the alowable
[imit on laser power imbalance and beam mistiming, and the
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amount of bandwidth requirements for single-beam unifor-
mity. A consistent scaling that includes the net effect of all of
these mechanisms acting together is developed. Such a
“nonuniformity budget” adds flexibility in the design of the
laser and target systems, all owing trade-offsto bemadeamong
the four sources of nonuniformity.

This article will first examine briefly the current direct-
drive point design3615 for the NIF. Using one-dimensional
1-D LILAC6 results, we show that the capsul edesignisrobust.
Next weexaminethescaling of target gainintermsof aspectral
ensembl e of the rms surface roughness of theinner ice surface
(o) at theend of the accel eration phase of theimplosion. The
scaling of gain with &, developed using the results of many
two-dimensional (2-D) ORCHID!/ simulations, allowsfor the
definition of aglobal nonuniformity budget that can ascertain
therelativesignificanceof thedifferent nonuniformity sources
in reducing capsule performance. In addition, the modeling of
each of thefour perturbation mechanismsisdiscussed. Overall
target gainresultsare eval uated, and the scaling of the physical
specification being modeled (e.g., outer-surface roughness)
with & is established. We a'so discuss the physica mecha-
nisms that determine why target gain scaleswith . Finally,
we construct an overall nonuniformity budget for NIF sys-
tems, using the combined effects of each of the four perturba-
tion mechanisms.

Point Direct-Drive Target Design for NIF

The base-line direct-drive designs for NIF employ a solid
(cryogenic) DT-shell target with a thin polymer ablator (re-
quiredtofabricatethecryogenic shell) surroundingthe DT-ice
shell.315 Thedesignsuseshock preheat to control theisentrope
of the ablation surface and the fuel. Variation in the isentrope
(a =1to4,whereaistheratio of thefuel pressuretothe Fermi-
degenerate pressure) is achieved by varying theincident laser
pulse shape. Based on the results of current OMEGA experi-
ments and theoretical calculations of these NIF designs, we
have selected the 1.5-MJ, a = 3 design to be the point design
for further study.
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The point design has been shown? to be robust to several
design uncertainties including control of laser pulse shape,
material equation-of-state modeling, operating temperature,
and the effects of hot electrons produced by laser—plasma
instabilities (LPI). Figure 84.7(a) shows the target specifica-
tion; Fig. 84.7(b) shows the pulse shape for this design. The
DT-ice thickness and adiabat of the implosion determine the
intensity and duration of the foot. In this design, the foot is
4.25 ns long at a power of 10 TW. This region launches a
10-Mbar shock through the DT ice. At the time of shock
breakout at the rear surface of the DT ice, the pulse ramps up
tothedriveregion, whichlastsfor 2.5 nsat apower of 450 TW.
This rapid rise in intensity generates pressures of approxi-
mately 80 Mbar and thus accelerates the DT ice inward. The
a =3 designis predicted, by 1-D calculations, to have again
of 45, a neutron-averaged ion temperature of 30 keV, and a
peak fuel pR = 1.3 g/cm?. The peak in-flight aspect ratio
(IFAR) of thisdesign is 60, and the hot-spot convergenceratio
is29.
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Figure 84.7

The base-line, a = 3, “al-DT,” 1.5-MJtarget design. (a) The target specifi-
cation and (b) the pulse shape.

M odeling Sour ces of Nonunifor mities

During thefoot pulse, the laser intensity is constant and the
ablation front travels at constant velocity. While no RT un-
stable growth is present during this time, perturbations could
still grow due to the presence of power imbalance, outer-
surface roughness [Ritchmyer—Meshkov (RM)-like instabil-
ity]18 and laser nonuniformity (laser imprint).18-20 | ater,
when the laser intensity ramps up to drive conditions, the
ablation front startsto accel erate, producing conditionsfor RT
growth that amplify the target nonuniformities seeded during
the foot pulse. Establishing the relative importance of each
source of nonuniformity requires that atime in the implosion
at which all sources complete their contribution to the total
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nonuniformity beidentified. Since perturbations due to power
imbalance grow through the whole laser pulse, laser imprint
and RM growth occur only during the foot pulse, and the
feedout brings perturbation to the unstable ablation front
during the main pulse, the best choice is at the end of the
accel eration phase. At thistimetheice/vapor surface perturba-
tions decouple from the now-stable ablation surface. To con-
struct ascaling of gain versus mode spectrum at the ice/vapor
surface( @), 2-D ORCHID burn cal cul ationswerecompiled to
examine the effects of various, initialy applied, ice/vapor-
interface perturbation spectra (¢ = 2-50) on target gain. It was
found that thetarget gain can bewell represented intermsof an
effectivenonuniformity ( & ) that givesareduced weight tothe
low-order modes (¢ < 10):

o= \/0-06 OFc10+ 079 1)

where o§<10 is the sum-in-quadrature of all modes of
nonuniformity with ¢ <10and a§>9 isthe corresponding sum
for ¢ > 9. Results of this scaling, shown in Fig. 84.8, indicate
that the gain threshold for point design occurs at a value of
o =25.

Gain

o (um)

2= 0060710+ 07=10

TC5137

Figure 84.8

Thereduction in target gain is drawn as a function of an ensemble of modal
amplitudestaken at theice/vapor interface at the end of theaccel eration phase
of the implosion.

From Eg. (1), it can be seen that the high-order modes can
be significantly more damaging to capsule gain than that due
to the low-order modes. The small ¢ weighting of the low-
order modesisjust areflection of two effects. First, ashasbeen
shown in several single-mode studies,?122 capsule gain is far
moretolerant of levelsof low-order modesthan the high-order
modes. Secondly, during the decel eration phase of the implo-
sion, low-order modes experience less growth than the high
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¢ modes.2324 During the acceleration phase at the ablation
front, the development of the high-order modes, seeded from
the laser imprint, feedout from the inner ice surface, and the
outer-surfaceroughness, iscritical in determining theintegrity
and survivability of the shell. Dueto lateral smoothing, how-
ever, the high-order modes do not feed through efficiently to
the inner ice surface. The result is that the low-order modes
tend to dominate the inner ice roughness at the end of the
acceleration phase.®

These results help construct 2-D simulations of the four
main perturbation mechanisms: laser imprint, power imbal-
ance, and inner- and outer-target-surface roughness. Each of
thefour mechanismswasstudiedindependently to eval uatethe
sensitivity of gain to variations in the laser and target system
specifications. Applying the ¢ scaling to the results allows a
nonuniformity budget for NIF to be determined. By establish-
ing aglobal budget intermsof ¢, itispossibleto evaluatethe
contribution of each sourceto the problem asawhole, provid-
ing insight into the mission-critical nonuniformities, and giv-
ing direction for trade-offs between the various sources of
nonuniformity. A discussion of the modeling, sample numeri-
cal results, and how gain scaleswith ¢ for each perturbation
mechanism follows.

1. Power Balance

Theterm“ power balance” can beappliedto awiderange of
temporal, beam-to-beam intensity differences, arising from
laser amplifier saturation, beam mistiming, variationsin fre-
guency conversion (angular or polarization tuning), and/or the
transport of the UV energy to the target. The effects of power
imbalance on the applied irradiation are model ed by determin-
ing the on-target power variations between the beams due to
their propagation through the laser system. Each beam devel-
opsauniquetemporal power history, whichisusedto calculate
the irradiation nonuniformity on-target over the entire implo-
sion. Many NIF laser power histories were calculated by
Jones? and supplied to the authors.

Further modeling uses 1-D LILAC density and temperature
profiles and a 2-D laser absorption routine from ORCHID to
determine the absorbed energy at the critical surface for a
single beam. This absorption profile is scaled for each beam
and, using the orientation of the beam, mapped onto a sphere
representing the critical surface of thetarget. All 192 beamlets
of the NIF system are mapped to 48 unique positions on the
sphere. The resulting spherical intensity distributions are
then decomposed for each time and used as input to 2-D
ORCHID simulations.
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Two series of 2-D ORCHID runs were completed using
each of the NIF power histories. The first series used the
calculated power imbalance as supplied by Jones, 2> while the
second series artificially doubled the power imbalance to
determine ignition thresholds. In addition, further runs were
compiled to assess the effects of beam mistiming for each
series. A contour plot of mass density at stagnation from a
typical power imbalance ORCHID simulation, illustrated in
Fig. 84.9, clearly shows the presence of low-order modes
distorting the core region. Compiling the results of these
simulations, showninFig. 84.10, illustratesthe degradation of
yield with increasing on-target nonuniformities and beam-to-
beam mistiming. The target gain is shown plotted against the
on-target rmsperturbation. Thebase-lineNIF requirementsfor
power balanceand beam mistiming havebeen given as8%rms
beam-to-beam and 30-ps rms beam-to-beam, respectively.26
The reduction in gain for these requirements is low (~10%).
Theresultsareal so plotted against their calculated valuesof o
in Fig. 84.10(b). A & value of ~0.85 corresponds to the NIF
reguirements for power imbalance.

300

200 =
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100 ¢
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TC5562 Z ()
Figure 84.9

Core disruption due to NIF specifications of power imbalance and beam
mistiming isdominated by low-order modesbut haslittleeffect ontarget gain.

2. lcelVapor Surface Roughness

Since there is uncertainty in the initial ice spectrum, 2-D
ORCHID simulations were completed assuming an initial
prescription for the spectral behavior and amplitude of the
roughness of the form a = ag//P. Variationsin Band total gy
were examined from 0 to 1.5 and 0.5 to 12 um, respectively.
These simul ations assumed smooth outer surfaces and perfect
laser illumination. Figure 84.11 shows an example where the
initial surfaceroughnessof theice/vapor interfacewas 3.8-um
rms (2.0-um rms summed over modes 10 to 50) with 3=0.75.
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Figure 84.11(a) illustrates the density contours of the implod-
ing shell at stagnation. Perturbations at the ablation front are
clearly visible. Comparing the roughness spectrum ice/vapor
interface at the end of the acceleration phase with that of the
initial spectrum, illustrated in Fig. 84.11(b), it can be seen to
haveincreased in magnitude and steepened to ahigher order of
B. These results are typical of the behavior of the inner ice
perturbations. They can be attributed to the unique process of
feeding out to the abl ation surface, undergoing RT growth, and
then feeding back into the original surface. The low modes
dominatewith the highmodesbeing filtered by | ateral smooth-
ing while traversing the ice layer.

The results from this series of 2-D ORCHID runs are
compiledinFig. 84.12. In Fig. 84.12(a), the behavior of target
gain is drawn as a function of the rms of just the low-order
modes (¢ = 2-10). These curves indicate that while the low-
order modes are dominant, the high-order modes, as the ap-
plied spectraflatten, cannot beignored. However, Fig. 84.12(b)
shows the gain can be well represented by the behavior of &,
regardless of the applied spectrum.

3. Outer-Surface Roughness
The direct-drive point design has traditionally been called
the“al-DT” design, whichisamisnomer. The DT-ice capsule

(b)

45

Figure 84.10
NIF laser power histories have been

30 - usedto validatethe NIF base-line power
' imbal ancespecifications. (a) Cal culated
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Figure 84.11

Results from ORCHID simulation indicate target gain depends strongly on the development of the low-order modes. (a) Density contours drawn at the time of
stagnation. Note that the gain for this target was reduced from 45 to ~2. (b) Spectra of ice/vapor interface at the beginning and end of the implosion. Note the

concentration of power in the low-order modes at stagnation.
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isactually fabricated within athin (1- to 2-um) plastic micro-
balloon, which serves, albeit for ashort time, asan ablator. The
density mismatch at the CH/DT interface canlead to additional
perturbation growth at the ablation front. Indeed, when the
shock reaches the interface, it produces a transmitted shock
into the DT and areflected rarefaction wave that moves back
out toward the ablation surface. After the rarefaction wave
breaks out at the ablation front, thelatter startsto accelerate at
a~ (pCH - pDT)/(pd), where p and d are initial density and
thickness of CH layer, and p©H and pPT are the post-shock
pressuresin CH and DT, respectively. The accel eration occurs
for atimeinterval At,.. ~ d/cg (until the compression waveis
generated at the ablation front), where cgis the sound speed of
the compressed ablator material. During the acceleration, the
ablation surface is RT unstable, and perturbationsin the front
grow by afactor exsz;ql kaAtgccj ~ exp(e«/@ ) wherethe coef-
ficient € depends onthe shock strength. Furthermore, sincethe
ablation front isrippled, the rarefaction wave breaks out first

ANALYS's OF A DirRecT-DRIVE IeNITIoN CAPSULE DESIGNED FOR THE NATIONAL IGNITION FACILITY

at thefront’svalleysandthen at the peaks. Thus, thereisadelay
At,,, between accel erating the peaksand valleys of the abl ation
front. This delay creates an additional velocity perturbation
ov=alt,,. The RT growth and dvincrease the kinetic energy
of thefront ripple, leading to ahigher perturbation amplitude.
SincetheRT growth factor increaseswith the ablator thickness
d, minimizing the perturbation growth during the foot pulse
reguires the minimum thickness of the ablator layer.

Modeling the effects of these perturbations on indirect-
drive target performance’~19 hasled to an outer-surface spec-
trum that is considered by target fabrication groups to be the
“NIF standard.” A series of 2-D ORCHID simulations were
compiled using the NI F standard asabase-linelevel of surface
roughness (o = ~115 nm). The power spectrum of the non-
uniformity wasthen doubled and quadrupled to determinethe
resultant ice/vapor surfacedistortion at theend of theaccelera-
tion phase. As can be seen in Fig. 84.13, the effect of these
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levelsof surfaceroughnesson theice/vapor interface hasbeen
minimal. While the density contours show a ~4-um per-
turbation at the ablation surface, the inner-ice-surface layer
shows no appreciable disruption. After analysis, thermsvalue
of theresultant spectrumresultsinavalue of o ~0.15. These
results are consistent with Goncharov’s analytic model18:27
and indicate that the gain of the direct-drive point design is
insensitive to outer-surface roughness below our calculations
of ~250 nm. These results indicate that, if given the NIF
standard roughness, the outer surface of the direct-drive point
design will not contribute significantly to the globa non-
uniformity budget.

4. Laser Imprint

The last, and possibly most important, source of nonuni-
formity for the direct-drive point design is the imprinting of
variations in the laser-beam profile onto the surface of the
capsule. Our understanding of imprint is based on both
theory18:20 and experiment.1928 These studies have shown
that, without any temporal smoothing of laser profiles, im-
printed perturbations will lead to shell failure during the
implosion. Smoothing of individual laser profiles is a major
issuefor direct drive. Thedirect-drivedesign for NIF includes
thecombined application of adistributed phaseplate (DPP),29:30
polarization smoothing,3! and smoothing by spectral disper-
sion (SSD)32 within each of its 192 beams.

In modeling theirradiation nonuniformity, the single-beam
DPP spectrum33 (modes 2 to 200) is modified for the 40-beam
overlap and the use of polarization smoothing. Theapplication
of SSD produces statistically independent speckle patterns
every At =t, where t; =:I/[AV sin(kn5/2)] isthe correlation
time (Avisthelaser bandwidth, nisthenumber of color cycles,
and ¢ is the speckle size, which is 7 um for NIF). The NIF
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specification for smoothing has been given as 1-THz band-
widthandtwo color cycles. Inthecaseof theconstant-intensity
foot pulse, thisreducesthetime-averaged laser nonuniformity
by afactor (tc/(t)), where (t) is the averaging time. The
longest wavelength that can be smoothed by SSD is deter-
mined by the maximum angular spread A8 of the light propa-
gating through the laser.3* Using A8 = 100 prad and a laser
focal length F = 700 cm, SSD can smooth spherical-harmonic
modes down to /. = 15. To model theseintensity variations,
a series of ORCHID simulations were compiled, randomly
changing the sign of the individual laser mode amplitudes
every At =t.. Thelaser power historiesfor theserunswerethen
averaged givingasmoothing rate similar to that of SSD, which
was then applied to a single simulation.

Calculations for the effect of laser imprint have been per-
formed to determine the ice/vapor distortion at the end of the
acceleration phase of the implosion. Comparing the density
contours of two separate implosions of the same shell, driven
under different imprint scenarios, illustrates the need for this
level of smoothing. The majority of ORCHID simulations
below were performed with one color cycle to determine the
minimal level of smoothing. Figure 84.14 shows the density
contours for two implosions of the same shell using (a) no
bandwidth and (b) 1-THz bandwidth (one color cycle). The
calculated values of @, compiled from a series of ORCHID
simulations, can be used to project thetarget gain asafunction
of applied bandwidth as shown in Fig. 84.15. From this graph
it can be seen that deploying 1-THz bandwidth at one color
cycle results in a 30% reduction in gain. For the same band-
width higher uniformity can be achieved in the spectral range
of interest by increasing the number of color cycles3:35
(usually achieved by increasing the SSD modul ator frequency).
An additional ORCHID simulation, employing 1 THz and two

(b)

Figure 84.14

Theneed for highlevelsof bandwidth and
multiplecolor cyclesisevident when com-
paring density contours for two implo-
sions of the same shell, applying (&) no
bandwidth or (b) 1-THz bandwidth (one
color cycle).
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color cycles, was analyzed, and the result is plotted as the
single annotated point in Fig. 84.15. It can be seen that either
doubling the bandwidth or deploying two color cycles would
recover almost the full design gain for the capsule. The NIF
specifications, 1-THz bandwidth with two color cycles, corre-
spondto a g value of 1.0.

45 T
Two color *
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30 - One color
- I cycle
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0] I
L | _
15 NIF
direct-drive
specification
0 | l |
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Figure 84.15

Projected target gain, using o scaling, drawn as a function of the applied
laser bandwidth for the direct-drive NIF point design capsule

Gain Reduction

There are three distinct regionsin the behavior of the gain
asafunctionof o . Thefirst extendsfrom ¢ equal to zero out
to about to 1, the second from 1 out to about 2.5, and the third
for o above 2.5. While the first and third regions are easily
explained by minimal effect of small perturbationson gainin
the first region and total ignition failure in the third, aconsis-
tent argument to connect the two regions while explaining the
middle ground can be found by examining the sequence of
events leading to high gain in an unperturbed implosion.

It iswell known that the main precursor to ignition is the
incoming shell motion providing PdV work to the hot spot. As
the shell moves in and heats the hot spot, it also provides the
necessary pR, enabling efficient absorption of a-particle en-
ergy.2 The combination of these two must exceed any losses
duetothermal conduction and radiationtransport out of the hot
spot. If done correctly, ignition occurs and aburn wave begins
to move out into the cold fuel shell. Itisat thispoint, however,
that the disposition of the shell re-enters the problem. As the
burn wave moves out into theice layer, it exerts atremendous
pressure ontheshell. InICFtargetsit istypically the hydrody-
namic expansion of theignited fuel that quenches the burn.23
If, however, the shell still retains some of its original radial
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kinetic energy, the inward momentum of the shell acts as a
tamper to increase the pR of the fuel while preventing the burn
wave from decompressing the shell prematurely.

Levedahl and Lindl®® have shown how excess kinetic
energy in the shell, abovethat required for ignition, leadsto a
higher burn-up fraction. Their results show that the burn-up
fraction can be drawn as afunction of adimensionless param-
eter that equals 1 for NIF capsules that marginally achieve
ignition. Astheretained kinetic energy intheshell isincreased,
the burn-up fraction climbs sharply until leveling off for
kinetic energies in excess of 2 to 4 times the ignition energy.
The sharp increase in burn-up fraction is referred to as the
“ignition cliff” and indicates that NIF capsules need 1 to 2
times the kinetic energy above that which is required for
ignitionto achieve high gain. Theratio of excessradial kinetic
energy to the maximum in-flight radial kinetic energy of the
shell isreferred to as“implosion margin” or simply “margin.”
To achieve burn-up fractions above 10% requires margins
above 30%. The margin for the direct-drive point design is
40%, which results in a burn-up fraction of ~15%. The point
design delivers a gain of 45, which is directly related to the
burn-up fraction. The gain threshold (G = 1) for this target
is roughly 1.1 times the ignition energy or a margin of
roughly 10%.

Marginisdirectly related tothehydrodynamic stagnation of
the incoming shell, and typically only the pressure associated
with an ignited burn wave can force the shell off its normal
trajectory. If, for amoment, we examine the point design with
thermonuclear burn turned off, we can see, as shown in
Fig. 84.16, that the stagnating shell can lose almost half of its
radial kinetic energy or margin for every 100 pstraveled. Asa
result, there exists a critical timing involving the onset of
ignition and the decreasing margin in the shell. If ignition is
delayed beyond the time at which the point design would
normally ignite (t = 0 in Fig. 84.16), the shell’s margin drops
andthefinal gainisdiminished. If ignitionisdelayedtoolong,
the shell will stagnate, the PdV work will cease, and the
implosion will fail. Recalling that the margin for the gain
thresholdisroughly 10%, the high-gainwindow for thistarget,
asshown in Fig. 84.16, is ~120 ps.

Oneof therolesof increasing perturbations at theice/vapor
interfaceisto delay theonset of ignition. Aswaspointed out by
Levedahl and Lindl37 and Kishony,22 one can view increasing
perturbation amplitudes as being an equivalent reduction in
implosion velocity. The increased surface area and perturbed
volume of the hot spot allow for an increase in the thermal
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conduction losses and a decrease in the absorbed energy
density of a particles within the hot spot. To reach ignition
requires that the hot spot be driven to a higher pR to recoup
these losses. A high-gain shell, by our definition, still has
excess kinetic energy to complete the task; however, this
delaysignition and depletes the shell of valuable margin. The
results of ORCHID simulations clearly show, as displayed in
Fig.84.17(a), howincreasing & affectsignitiontimingandthe
margin of the implosion. The point design resides in alinear,
albeit steep, region of theignition cliff. One should then expect
alinear response of the burn-up fraction (i.e., gain) to changes

100

75
g

g 50
8
=

25

0

—200 0 200
S Ignition timing (ps)

Figure 84.16

Shell stagnation determinesthe margin trajectory, which, inturn, definesthe
window for high gain.

inimplosion margin. Suchalinear behaviorisclearly indicated
inFig. 84.17(b), wherethe cal culated gainsfrom the ORCHID
simulationsaredrawn asafunction of their calculated margin.
The argument of increasing shell nonuniformities effectively
depleting the shell margin explainsthe performance of targets
giving intermediate gains for intermediate values of & .

Uniformity Budget for NIF

A global nonuniformity budget for the direct-drive point
design on NIF can now be constructed interms of o . If each
of the four sources of nonuniformity acts independently, then
the total effect can be measured by adding the individual 's
in quadrature o, . Figure 84.18 displays the dependence of &
for each of the four main sources as a function of their
individual laser and target specifications. Specification values
have been scaled to reflect auniversal multiplier that servesas
the y axis. The sum-in-quadrature value o; = 1.4 for this
system (using current NI F specificationswithtwo col or cycles)
is plotted as the solid dot on the inset graph of gain versus o
and represents a capsule gain of dlightly greater than 30. The
largest contributor can be seen to be the effects of laser non-
uniformity. Whilethe on-target power imbalance also makesa
strong contribution, the effects due to the roughness of theice/
vapor interface are manageabl e and those due to outer-surface
roughnessareof noreal consequence. If theNIF specifications
of two color cycles are not achieved and only one color cycle
is used, then the combined 0} increases from 1.4 to 1.75, as
seen in Fig. 84.10. The resultant target gain drops from 30 to
20. At onecolor cycle, thegain could be brought back to 30 by
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Figure 84.17

ORCHID simulationsindicatethat hot-spot ignitionisdel ayed asice/vapor interface perturbationsincrease. (a) Increasing shell perturbations( o ) acttoincrease
ignitiondelay (). Thisdelay causestheburnwaveto sampleashell with decreased margin (m). (b) Capsulegain dependsstrongly ontheshell marginatignition.
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doubling the bandwidth, but this has been precluded by the
efficiency of the frequency-tripling crystals. The achievement
of two color cyclesis consistent with current-day technology,
but propagation issues through the laser chain must still be
examined. At the two-color-cyclelevel, even higher gainscan
be achieved with improvementsin power-balance technol ogy.

Sum-in-quadrature

N
o
T
1

Two color ©
cycles ~

o (um)

Current NIF
specifications

O 1
0.0 0.5 1.0 15 20

Multiplier

TC5577

Figure 84.18

ORCHID results can be used to scale the target gain with & to formaglobal
nonuniformity budget for the direct-design point design. The y axis scales
to the parameters: SSD bandwidth, one color cycle (0, x 1 THz); SSD
bandwidth, two color cycles (e, x 1 THz); on-target power imbalance (=,
x 2% rms); inner iceroughness (¢, x 1 um rms); and outer-surface roughness
(a, x 80 nm).

Conclusions

Capsulegain can bedirectly related to the kinetic energy of
the incoming shell that isin excess of the energy required to
achieveignition. Whenrelated to the peak kinetic energy of the
implosion, thisexcesskinetic energy can becast intermsof an
implosion margin. Shell margin, prior to ignition, depends
only onthetemporal stagnation of the shell. Assuch, highgain
requires the onset of ignition to coincide with significant
(~40%) retained shell margin. Our analysis indicates that
increasing perturbationsin the incoming shell delay the onset
of ignition within the hot spot. During this delay, the shell
continuesto stagnate and lose valuable margin. Whenignition
does occur, the burn wave samples the depleted shell margin
allowing the high ignition pressure to decompress the main
fuel layer prematurely, which leads to reduced gain. If the

LLE Review, Volume 84

ANALYS's OF A DirRecT-DRIVE IeNITIoN CAPSULE DESIGNED FOR THE NATIONAL IGNITION FACILITY

perturbations of theincoming shell delay ignitiontoo long, the
shell will stagnate, the PdV work will cease, and theimplosion
will fail.

The two-dimensional hydrodynamics code ORCHID has
been used to examinethetarget performance of the NI F direct-
drive point design driven under the influence of the four main
sourcesof nonuniformity: laser imprint, power imbalance, and
inner- and outer-target-surface roughness. Results from these
studies indicate that capsule gain can be scaled to the rms
spectrum of theice/vapor surface deformation at theend of the
acceleration stage of the implosion. Applying this scaling
showsthat NIF direct-drive point design performanceis most
sensitive to the effects of SSD smoothing, followed by power
imbalance, inner-ice-surface roughness, and outer-surface
roughness. A globa nonuniformity budget was constructed
using the scaling of a varied set of ORCHID simulations to
evaluate the net effect of all nonuniformities acting together.
This budget indicates that, if laser smoothing, power imbal-
ance, and both inner- and outer-surface roughness stay within
the limits specified by NIF direct-drive requirements, the
capsule shell remains intact during the implosion and the
implosion resultsin G ~ 30.
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Core Performance and Mix in Direct-Drive Spherical Implosions
with High Uniformity

Introduction

In the direct-drive approach to laser-driven inertial confine-
ment fusion (ICF)1 aspherical target is symmetrically illumi-
nated by a number of individual laser beams. One of the
primary determinants of target performance is illumination
uniformity, both individual-beam uniformity and on-target
beam-to-beam power history differences (power balance).
[1lumination nonuniformities lead to distortions in the com-
pressed core due to secular growth of low-order (¢ < 10)
modes and shell breakup and mix due to the Rayleigh—Taylor
(RT)23 growth of perturbations imprinted by high-order
(¢ >10) nonuniformities. To reduce the effect of imprinting, a
number of beam-smoothing techniques have been employed,
including distributed phase plates (DPP's),* polarization
smoothing (PS) with birefringent wedges,>8 smoothing by
spectral dispersion (SSD),” and induced spatial incoherence
(1S1).8 Ultimately to ignite adirect-drive cryogenic pellet, the
on-target beam nonuniformity must be less than 1%.3:9-10

An ICF target is RT unstable during two phases of the
implosion: During the acceleration phase, surface nonuni-
formities seeded by laser nonuniformities, outer-target-
surface roughness, and feedout of inner-target-surface rough-
ness grow at the ablation front. Under extreme conditions, the
perturbations can grow to be comparable to the in-flight shell
thickness disrupting the shell or by feeding perturbations
throughtheremaining shell material, seeding thedecel eration-
phase RT instability. During the decel eration and core assem-
bly phases the boundary between the high-temperature,
low-density hot spot and the col der, high-density pusher (shell)
isRT unstable.

Beam uniformity’s effect on target performanceis studied
in direct-drive implosions of gas-filled plastic shells on the
OMEGA laser system.1! These targets are surrogates!?13 for
cryogenic implosions that have recently commenced on
OMEGA. These cryogenic implosions are energy-scaled sur-
rogates for direct-drive ignition targets on the National Igni-
tion Facility.3910.14 |mplosions of 20-um-thick, gas-filled
plastic shells driven with a 1-ns square laser pulse haveratios
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of the thickness of the ablation-surface mix region dueto RT
growth to the in-flight shell thickness that are similar to those
predicted for OMEGA cryogenic implosions (see Fig. 84.19).
The in-flight shell thickness was calculated using the 1-D
hydrodynamic code LILAC,1® and the mix width was cal cu-
lated using a postprocessor that includes the effects of mass
ablation, finite shell thickness, and spherical convergence.16
Three different CH-shell-implosion conditions were calcu-
lated. Plastic shell implosionsare useful becauseawidevariety
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Figure 84.19

(a) Ratio of thecal cul ated accel eration phase“ mix” widthtothein-flight shell
thickness for 20-um-thick CH shellsilluminated by 1-ns square pulses with
1-THz SSD and PS (red line); 0.35-THz, three-color-cycle SSD without PS
(black line); and for a24-pm-thick CH shell illuminated with 1-THz SSD and
PS (blueline). For full smoothing, thewidth of the mix regionissignificantly
smaller than the in-flight shell thickness. (b) A similar comparison for NIF-
scaled cryogenic targets planned for OMEGA is shown.
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Core PERFORMANCE AND Mix IN DIRECT-DRIVE SPHERICAL IMPLOSIONS WITH HIGH UNIFORMITY

of shell/gas conditions and diagnostics can be applied to study
the details of the implosion.17-19

This article describes a series of OMEGA direct-drive
plastic shell implosionswith high-quality beam smoothing and
power balance. These experiments suggest that the shell re-
mains reasonably integral during the acceleration phase and
that single-beam nonuniformity isno longer the primary limi-
tation on target performance. A wide variety of target types
and fill gassesare used to build amodel of core conditionsand
fuel—shell mixing.

Thesectionsthat follow describethetargetsand diagnostics
appliedtothespherical implosions, thelaser conditionsfor the
implosions, the target performance, and a static mix model.
Thiswork is summarized in the last section.

Targets and Diagnostics

The philosophy of the experiments reported hereisto first
choose alaser pulse shape, smoothing conditions, target-shell
thickness, and gas-fill pressure, and then vary the make-up of
thefill gasor detail sof theshell layersso that many diagnostics
can be applied to the nearly identical implosions. OMEGA
produces very reproducible implosions suggesting that the
implosion hydrodynamics is unchanged for different target
types and fill-gas make-up.

1. Core Diagnostics

The primary (Np) and secondary neutron (Ny) yields were
measured using scintillator counters coupled to fast photomul-
tipliers.20 Indium and copper activation provided additional
yield measurements.2! For the range of yields recorded, the
typical uncertainty in these measurements was 10%. The fast
scintillator counters also measured the neutron-averaged ion
temperature with an uncertainty ~0.5 keV.

The secondary proton and knock-on particle yields were
measured with range filters?2 and charged-particle spectrom-
eters (CPS's).23 CR-39 nuclear emulsion was used in both
detectors to determine the yield and the energy spectrum.

For DT-filled implosions, the fuel areal density is deter-
mined from the number of elastically scattered knock-on fuel
particles; 2425

n+T(D) - n'+T'(D). (1)

The yield of knock-on particles is insensitive to the electron
temperature profile.2425

192

Limits on fuel areal density (oRy) in Do-filled implosions

can be inferred from the secondary neutron (Ng) produc-
tion22:26

D+D - T+p, )
followed by
T+D - n(12~17 MeV) + “He, 3)
and secondary proton production (pg)2226
D+D - 3He+n, 4
followed by
3He+D - p(12~17 MeV) +4He. (5)

The secondary proton and neutron yields depend on the elec-
trontemperature profileinthecoreandtypically providelimits
on the pR; and the core electron temperature.2226

The inferred value of pR; depends on whether a hot spot
(point-like source surrounded by uniform fuel) or uniform
(uniform fuel and source) “ice-block” model isused. The pRy
inferred with the uniform model is ~34% larger than with the
hot-spot model.22:26 Simulations using LILACY® suggest that
the uniform model ismore appropriate for inferring pRy under
the experimental conditions described in this work.

2. Shell Diagnostics

Theareal density of theplastic shell, pR, during stagnation
was measured with charged-particle spectroscopy. Secondary
protons from D, implosions (produced with 12- to 17-MeV
energies) are slowed down predominantly in the shell by
an amount proportional to pRy2? For CH shells with DT
fill, the number of knock-on protons determines pR..2° In
addition, knock-on deuterons and tritons are slowed in the
shell, providing another measure of pRg and, coupled with
the knock-on proton yield, provide an estimate of the shell
electron temperature.2®

3. Mix Diagnostics

The core—fuel mix characteristics are inferred in a number
of ways. CD layersin Do-filled CH targets are probed with
tritonsand 3He particles produced in the D, reaction in thefuel
region [Egs. (2)—(5)].2” The measured secondary yields from
the shell regions are compared to 1-D simulations. When the
yields are significantly different than those predicted, they
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provide information about fuel—shell mix. The secondary DT
neutrons and D-3He protons produced directly in the shell can
be subtracted using Ho-filled implosions with the same shell
conditions. Animplosion of aplastic shell withaCD layer and
apure-3He fill provides a primary D-3He proton signal only
if the shell and fuel regions are microscopically mixed. This
yield depends on the characteristics of the mix, either micro-
scopic (diffusive) or macroscopic, where islands of shell
material penetrate the core.

Laser Conditions

An ~23-kJ, 1-ns square pulse delivered by the 60-beam
OMEGA laser system!! was used to drive the implosions
described inthiswork. Figure 84.20 showsthe measured pulse
shapesfor 50 of the 60 beams. The beam-to-beam UV energy
balance (thick linein Fig. 84.20) istypically <5% rms. When
beam overlap ontargetisincluded, theon-target nonuniformity
due to beam-to-beam power imbalanceis <2% (¢ <12). Indi-
vidual-beam smoothing was accomplished by combining
DPP's, SSD, and PS (in most cases). The DPP's produce a
third-order supergaussian profile with 95% of the energy
enclosed in an ~936-um diameter. When 2-D SSD and PS are
added, the spot diameter increases somewhat due to the
angular divergence associated with these techniques. Two
different, two-dimensiona (2-D) SSD configurations were
used: a single color cycle with 1-THz bandwidth at 3- and
10-GHz modulation frequencies or a three-color-cycle con-
figuration with 0.35-THz bandwidth with 3- and 3.3-GHz
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Figure 84.20

The measured 1-ns square pulse from 50 of the 60 OMEGA beams for shot
20705 (thin lines). The red line shows the rms beam-to-beam power imbal-
ance inferred for the same shot. For most of the pulse, the power imbalance
is ~5%.
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modulation frequencies. Polarization smoothing with bire-
fringent wedges was employed on the implosionswith 1-THz
SSD.

The calculated time-dependent, on-target nonuniformity
(¢ = 1 ~ 500) due to single-beam nonuniformity assuming
perfect beam-to-beam power balance for 1-THz SSD with PS
is less than 1% after 300ps. 28 Additional on-target
nonuniformities are due to beam-to-beam power imbalance
and differencesin DPP spot sizes.

Implosion Results

This section describes a series of gas-filled plastic (CH)
shell implosionsdriven with a~23 kJ, 1-ns square pulse. Most
of the implosions were driven with full beam uniformity
(1-THz SSD and PS), while 0.35-THz SSD (three color
cycleswithout PS) wasused for the others. The~940-um-diam
plastic targets had 18~24-um wall thicknesses and were filled
with fuel pressures of 3~15atm. Thetargetswere predicted to
havegasconvergenceratiosof ~35and ~14, respectively, from
1-D hydrodynamic simulations.1®

The ratio of the measured primary neutron yield to that
predicted by 1-D simulations [“yield over clean” (Y OC)] for
CH shellswith D, fillsas afunction of the calculated conver-
genceratio (initial to final radius of the fuel—shell boundary)
for 1-THz SSD and PSis shown in Fig. 84.21. The 20- and
24-um-thick shells werefilled with either 3 or 15 atm of D,.
The OMEGA laser system provides highly reproducible im-
plosions, as can be seen by the small spread inthe Y OC’s for
each condition. The implosions with 15-atm-filled, 20-um-
thick shells were taken over three experimental campaigns
spanning two months and show an ~10% standard deviation of
YOC's. The implosions with convergence ratio ~35 have
YOC's of ~20%. The most-stable implosions (24-um-thick
shells with 15-atm fills) have YOC's = 40%.

The measured and cal culated neutron-production rates for
a20-um-thick CH shell filled with 15 atm of D, are compared
inFig.84.22. Thetwotemporal historiesareingood agreement
except that the measured neutron-production rate is ~35% of
the calculated one. There is no evidence that the measured
neutron burn rate decreases before the time predicted by 1-D
simulations (i.e., no early burn termination). Over many target
implosions, the measured time of peak neutron emission (bang
time) iswithin 50 ps of that predicted.

For 20-pum-thick CH shellswith 15-atm-D, or DT fill pres-
sures, the predicted pR; is 16mg/cm 2 and pRg is 60mg/cm 2,
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The measured charged-particle spectra used to determine the
fuel, shell, and total areal densities of these implosions are
showninFigs. 84.23-84.25. Figures 84.23 and 84.24 show the
measured knock-on D and p spectrafor CH shellsfilled with
DT. The pR inferred from D knock-on yield is 16mg/cm 2,
while pR; ~ 61mg/cm 2 from the knock-on protons. The total
PR can also be determined from the slowing down of D-3He
secondary protons from Do-filled shells (Fig. 84.25), and it is
found to be 76 mg/cm?. These measurements show that the
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Figure 84.21

Ratio of the measured to calculated primary neutron yield (YOC) for Do-
filled CH capsuleimplosionsasafunction of cal culated convergenceratiofor
1-THz SSD and PS. This shows both the high reproducibility of the OMEGA
laser system and good performance at convergence ratios of ~35.

sum of fuel and shell areal densities for DT implosionsisin
good agreement with the total areal density independently
inferredfrom D, implosions. Themeasured fuel and shell areal
densities are close to those predicted from 1-D simulations.

Theseresultswere compared with target implosionsdriven
with similar laser pulse shapes and with larger single-beam
nonuniformities (0.35-THz, three-color-cycle SSD without
PS). LILAC simulationspredictedidentical target performance.
Table 84.11 compares the measured implosion parameters for
20-um-thick CH shells with 15-atm-gas fills of D, and DT
driven under identical conditions, except for the single-beam
nonuniformity. Inall aspects, theimpl osionsdrivenwith more-
uniform beams performed significantly better. In particular
both the primary neutronyield and fuel areal density increased
by ~70%.
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Figure 84.23

The measured “knock-on” deuteron spectrum for a15-atm-DT fill ina20-um-
thick CH shell. The estimated fuel areal density is 16mg/cm 2 (Ref. 25).
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Thetime-dependent, measured (red) and predi cted (bl ue) neutron-production
rates for a 15-atm-DT fill in a 20-um-thick CH shell are overlaid.

The measured knock-on proton spectrum for a 15-atm-DT fill in a 20-um-
thick CH shell. The estimated shell areal density is 61 mg/cm? (Ref. 25).
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In summary, high-uniformity, moderate-convergence-ratio
implosionswith 15-atm-gas-fill pressurehaveY OC’sof ~40%
and compressed fuel and shell areal densities close to those
predicted. Figure 84.19(a) shows the predicted ratio of the
imprint-induced mix width to the shell thickness for three
implosions. When full smoothing (1-THz SSD and PS) is
applied to 20-um-thick shells, the mix width is predicted to be
~42% of the in-flight shell thickness compared with 65% for
0.35-THz SSD without PS. The primary yields and fuel areal
densitiesincreased by ~70% for the 1-THz and PS implosion,
indicating that the reduction of mix width and corresponding
improvement in shell stability significantly affected the target
performance. The 24-um-thick CH shells with 15-atm fills
show afurther 25% improvementin’Y OC comparedto 20-um-
thick shellsusing full beam smoothing. If theimprint-induced
shell stability were still the dominant determinant of target
performance, reducing the ratio of the mix width to in-flight
shell thicknessfrom 42% to 17% might have been expected to
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Figure 84.25

The measured secondary D-3He proton spectrum for a 15-atm-D> fill in a
20-um-thick CH shell. Theestimated total areal density is76 mg/cm?2 (Ref. 22).
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improve target performance significantly further. While shell
stability still playsarolein target performance, it appears that
other effects, such aspower imbalance, play acomparablerole.

CoreMix Model

In the preceding sections, the experimental results have
been compared with the predictions of 1-D hydrodynamic
simulations. While some observations are close to those pre-
dicted, others, such asthe primary yield, are lower, while still
others, such as the ratio of the secondary neutron yield to the
primary neutron yield, arelarger. The variation in observables
provides constraints on the possible core conditions and fuel—
pusher mix during stagnation. Inthissection, the experimental
results are compared to a static model of the core to gain
additional insight about target performance.?9

The predictions of this static model are compared to neu-
tron-burn-averaged observations. Thismodel assumesthat the
compressed core can be divided into two regions: a “clean”
region with only fuel material and a “mixed” region where
some of the shell material is mixed with the fuel material. The
cleanregionischaracterized by asingle temperature (electron
and ion are assumed to be the same), fuel density, and radius.
In the mix region, the fuel density decreases linearly from the
edge of the clean region to the edge of the mix region, the shell
material density decreases linearly from the edge of the mix
regiontotheboundary of theclean region, and thetemperature
decreaseslinearly fromthe edge of theclean region totheedge
of the mix region. Thus, the model has six parameters. the
temperature, density, and radius of the clean region; theradius
of the mix region; and the shell material density and tempera-
ture at the edge of the mix region. The total fuel mass is

Comparison of implosion performance of tt8-thick CH shells filled

with 15 atm of B or DT fill with 1-THz SSD and PS or 0.35-THz SSD
(three color cycles) without PS.

Diagnostic 0.35-THz SSD 1-THz SSD and P5

D, primary yield (189 9+1 16+1

Tion (D) (keV) 3.2+0.5 3.#0.5
Secondary neutron ratio 1.5¢0.4 2 50.2

(Yo /Y, 10°8)

Secondary proton ratio 1.4¢0.2 1.90.2

(Yo/Yn 10°9)

DT primary yield (182 61 11+1

Tion (DT) (keV) 3.7 4.4 keV
Knock-on fuelpR (mg/cn¥) 9+2 15:2
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assumed to be conserved. The nuclear and particle emission
from the compressed core in the model must match the mea-
sured values of primary neutron burn rate, average neutronion
temperature, secondary neutron, proton, and knock-on yields
(both for CH shells and CH shells with inner CD layers). CH
shells with inner CD layers filled with 3He fuel provide
additional experimental observations. Approximately ten ex-
perimental observables are used to constrain the model’s
parameters. The coretemperatureand density profilesinferred
from this model for 15-atm-filled, 20-um-thick plastic shells
areshown in Fig. 84.26. Therange of allowable parametersis
shown in the figure as the width of parameter estimates. The
measured values of various parameters and their fraction (in
percent) predicted by themodel areshownin Table84.111. The
model predictsthat the total compressed radiusis 50 um with
approximately 1 um (20% of the compressed shell areal den-
sity) of the original shell material mixed into the outer 50% of
thefuel region. Thismodel providesapicture of the stagnation
conditionsfor theimplosion. Inthe future it will be applied to
other implosionsto further understand the mix characteristics.

Conclusions

In summary, the implementation of full beam smoothing
(1-THz SSD and PS) on OMEGA has produced moderate-
convergence-ratio (CR~15) implosions that perform close to
1-D predictions. The primary neutron yield is ~35%—45% of
that predicted, whilethefuel and shell areal densitiesare close
totheir predicted values. When the shell isthickened to reduce
the effect of the acceleration-phase RT instability, the perfor-
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Figure 84.26

Inferred core and fuel—shell mix profilesfrom the mix model described inthe
text. Thetemperature profilesare shownin (a) and the density profilesin (b).
The range of the parameters, which are consistent with the experimental
observations, is shown by the width of the various parameter bands.

Table 84.11l: Comparison of measured and mix-model—predicted implosion parameters for a
~19-um-thick CH shell (with or without CD layers) filled with 15 atm o br
DT, or3He for implosions with 1-THz SSD and PS.
Parameter Measurement Model (% of expt
Fuel pR (mg/cn?) 1542 100
Tion (DT) (keV) 4.4+0.4+0.5 (sys) 86
Max. neutron burn rate (n/s) #9) x 1020 110
Tion (D,) (keV) 3.7#0.2+0.5 (sys) 89
Secondary neutron ratio (2@.4)x 1073 100
Secondary proton ratio (&8.3)x 1073 78
Secondary neutron ratio £p (3.1+0.5)x 1073 94
D-3He proton yield $He fill) (1.3£0.2) x 10/ 66
D, neutron yield He fill) (8.5+0.4)x 108 97
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mance improves only slightly, suggesting that single-beam
nonuniformities are no longer the dominant determinant of
target performance. The stagnation conditions are reproduced
by atightly constrained static mix model.

Future research will addressthe effect of residual beam-to-
beam power imbalances and target-manufacturing nonun-
iformitiesaslimitationsof target performance. |mplosionsthat
arelessstable during the accel eration phase (e.g., more slowly
rising pulses) will be used to further understand the fuel—shell
mixing. Inaddition, x-ray diagnosticswill be utilized and their
results compared to the static mix model.

Cryogenic-target implosions have begun on the OMEGA
laser system. Anignitiontarget onaMJ-classlaser system such
asthe National Ignition Facility will require ashell composed
primarily of afrozen DT layer. The OMEGA experiments are
energy-scaled versions of ignition implosions with ~100-um-
thick ice layers. The stability properties of these targets dueto
imprinting are similar to those described in this article. The
resultsdescribed herelead to confidenceintheability to obtain
direct-drive ignition on the National Ignition Facility.®
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Secondary-Neutron-Yield M easurements
by Current-M ode Detector s

Introduction

The measurement of secondary deuterium—tritium (DT) neu-
trons from pure-deuterium targets in inertial confinement
fusion (ICF) experimentswas proposed morethantwo decades
agol~3 as a method for determining fuel areal density and
demonstrated experimentally more than a decade ago.*®

The secondary neutron yield is typically several orders of
magnitude lessthan the primary yield, necessitating the use of
avery sensitive neutron detector. For this application several
single-hit detectors consisting of anarray of individual scintil-
lator detectors and electronics for detecting the time of flight
of the first neutron (single hit) were developed at major laser
facilities: LaNSA® at Nova, MEDUSA” at OMEGA, and
MANDALAS at GEKKO. MEDUSA saturates on high-yield,
direct-drive implosion experiments currently carried out on
the 30-kJ, 60-beam OMEGA laser system and is not suitable
for future cryogenic capsules experiments on OMEGA. At
LLE we have developed several current-mode detectors
(e.g., a single scintillator and a photomultiplier tube) for
secondary-neutron-yield measurements on current and future
OMEGA experiments. Thisarticledescribesthe status of these
detectors, including detector design and calibration.

Comparison of Two Mode Detectors

For ICF experiments, single-hit detectors have many ad-
vantages (i.e., they are very sensitive and they can measure
secondary neutron spectra and ion temperature in addition to
secondary yield) but they also have two major disadvantages:
First, single-hit detectors are very expensive because of the
large number of individual detectors (~1000) and associated
electronics. Second, they have a very limited dynamic range,
which stems from the principle that an individual detector
registersonly thefirst hit. At low yield the single-hit detector
islimited by statistical error simply from the number of fired
individual detectors. To obtain less than 20% statistical error,
30 or more hitsare necessary. If the number of fired individual
detectors exceeds 50% of the array elements (500 detectors) at
highyield, the single-hit detector is limited by a high number
of double hits on asingle detector. This effect can be compen-

LLE Review, Volume 84

sated for to acertain extent by statistical analysis, but this so-
called “busy correction” can extend the dynamic rangeby only
afactor of 2. Consequently the dynamic range of the single-hit
detector is 15 to 30 (with busy correction).

Current-mode detectors, e.g., a single scintillator and a
photomultiplier tube connected with adigital oscilloscope, are
much cheaper than single-hit detectors. The dynamic range of
the current-mode detector is restricted by the linear dynamic
range of the photomultiplier and can exceed 1000 for many
photomultipliers. The operational range of the current-mode
detector can be adjusted by changing location, thehigh voltage
on the photomultiplier, or the scintillator. Since current-mode
detectors are relatively cheap, it is possible to create several
such detectors—each designed for adifferent secondary-yield
range—and, thus, cover a large range of secondary yields
without any change in setup. A disadvantage of the current-
mode detectors is the fact that a very high secondary yield is
reguired to measure energy spectra of secondary neutrons.

The dynamic range limitations of the single-hit detectors
can be compensated for by modifying the targets—for ex-
ample, by diluting the D, with H,, or 3Hein the gas mixture to
suppress the primary yield. We use such modifications for
direct-drive |CF experiments with MEDUSA; however, this
reduces the yield of secondary protons, which provide addi-
tional pR information. A proton yield of 5 x 107 or higher,
which is well beyond the MEDUSA range, is required to
measure secondary proton spectra with a charged-particle
spectrometer (CPS).2 Target modifications are not possible
for the cryogenic-target experiments planned on OMEGA,
necessitating the development of current-mode detectors for
secondary-yield measurements at LLE.

Background for Secondary Neutrons
Several background processescomplicatethe measurement

of secondary neutrons:

1. Hard x rays. The hard-x-ray signal from laser—plasma
interactionand fromthe peak compressioncanbevery large
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on OMEGA: x-ray energies can reach 500 keV.10 As a
result, thesecondary neutron signal appearsonthetail of the
hard-x-ray signal. This complicates background subtrac-
tionfor the secondary neutron signal. The hard-x-ray signal
can be suppressed by lead shielding the scintill ator counter.

2. Neutron-induced gamma rays from the target chamber
wall. Theprimary neutronsinteract with thetarget chamber
wall and produce gamma rays, which are detected in the
scintillator. Thisgamma-ray signal is several order of mag-
nitudes smaller than the primary neutron signal but larger
than the secondary neutron signal. It is practically impos-
sible to suppress this gamma-ray signal by shielding be-
causeof itshigh energy. Thetiming of thegamma-ray signal
depends on the size of the target chamber and the location
of the scintillator counter and can be chosen to be before or
after the secondary neutron signal.

3. Neutron-induced gamma rays from the target and other
structures. Theinteraction of the primary neutronswith the
target and other structures (target positioner, other diagnos-
tics, etc.) withinthetarget chamber createsgammarays. For
the current-mode detectors within the target chamber or
closetoit, thesegammaraysmay create background for the
secondary neutron signal. The amount of background and
its arrival time can be measured in ICF experiments that
produce high yieldswith very low areal densities. Thereis
no shielding against these gamma rays, but the location of
the detector can be adjusted to move the gamma-ray signal
away from the secondary neutron peak. For the current-
mode detectors located far from the target chamber these
gammaraysarenot anissuesincethey fall betweenthehard
X rays and the gamma rays from the target chamber wall.

Current-Mode Detectorsat LLE

At the present time LLE has five current-mode detectors
plus MEDUSA to measure secondary neutron yield. Histori-
cally, LLE’s neutron bang time (NBT) detector was the first
current-mode detector used to measure secondary neutron
yield. The NBT detector is located inside the OMEGA target
chamber inal.5-in. reentrant tube. Thefirst NBT channel has
aBC-422Q scintillator with 4826-mm?3 volumelocated 55 cm
from the target chamber center (TCC) and a Hamamatsu
H5783 photomultiplier connected to a 1.5-GHz LeCroy 9362
scope. TheNBT detector isshielded fromhard x raysby 1.5in.
of lead in front and 0.5 in. of lead surrounding it. LLE'SNBT
detector was not originally designed for secondary-yield mea-
surements but has been calibrated against MEDUSA on sev-
eral low-yield DT shots. An example of a scope trace of the
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NBT detector for anindirect-drive DT shot with 3.4 x 107 yield
isshowninFig. 84.27. The DT peak on this scopetrace wasfit
with a Gaussian function and is used for calibration. A scope
trace of the NBT detector for a direct-drive DD shot with
8.0 x 1010 primary yield and 1.5 x 108 secondary yield is
shownin Fig. 84.28. Figures 84.27 and 84.28 show that alead
thickness of 1.5in. isnot enough to shield from hard x rayson
OMEGA. There are a few gamma-ray signals between the
secondary-DT-neutron signal and the primary-DD-neutron
signal. Because of the uncertainty in the gamma-ray back-
ground under the DT peak, the NBT error in the secondary
neutron yield is estimated to be 20%. The NBT detector
becomesnonlinear for secondary yieldsabove 1.5 x 108, which
wasobserved in comparison with other secondary-yield detec-
tors described below. The NBT detector extends our measur-
able secondary yield beyond the MEDUSA range; it was used
in comparison with the CPS diagnostic to measure secondary
yield in direct-drive experiments. But recently another more
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Figure 84.27

Scope trace of the NBT detector signal on aDT shot with a3.4 x 107 yield.
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Figure 84.28

Scope trace of the NBT detector signal on a DD shot with a primary DD
yield of 8.0 x 1010 and a secondary DT vyield of 1.5 x 108,
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precise and specially designed current-mode detector,
1.7MNTOF, replaced the NBT detector in secondary-neutron-
yield measurements.

The other already existing scintillation counter that can be
used asacurrent-mode detector to measure secondary neutron
yieldistheSMLARD detector. It consistsof a17.78-cm-diam,
10-cm-thick scintillator coupled with an XP2020 photomulti-
plier connected to two channels of the Tektronix 684 scope.
The 3MLARD detector islocated 285 cmfromthe TCC andis
shielded by a0.75-in.-thick lead platein front of the scintilla-
tor. An example of a scope trace for the direct-drive DD shot
with 6.0 x 109 primary yield and 6.0 x 106 secondary yield is
shown in Fig. 84.29. The signals from hard x rays, secondary
DT neutrons, gamma rays from the target chamber wall, and
primary DD neutrons(saturatingthescope) areclearly seen. To
measure secondary neutrons from the 3aMLARD detector, the
secondary neutron signal isintegrated. We use in this detector
a relatively low signal well below XP2020 saturation. The
linearity of the SMLARD was checked by comparison with
other detectors. The BMLARD detector was calibrated agai nst
MEDUSA for the secondary neutronyields; it does not extend
MEDUSA'srange but instead provides a second, independent
measurement of the secondary neutron yield.

The 1.7MNTOF detector was designed specifically for
measuring secondary neutron yield. It consists of a 40-mm-
diam, 10-mm-thick fast BC 422Q scintillator coupled with a
fast (250 ps) Photeck PM T 240 microchannel-plate photomul -
tiplier connected to two channels of a Tektronix 684 scope.

S=coNDARY-NEUTRON-YIELD MEASUREMENTS BY CURRENT-MODE DETECTORS

This detector is heavily shielded from hard x rays by 2 in. of
lead in front and 1 in. of lead surrounding it. The .7MNTOF
detector islocated onthetarget chamber wall, 170 cmfromthe
TCC. Because of its location, the 1.7MNTOF has no back-
ground from neutron-induced gamma rays from the target
chamber wall. A scope trace of the 1.7MNTOF detector for a
direct-drive DD shot with 8.5 x 1010 primary yield and 1.5 x
108 secondary yield is shown in Fig. 84.30. The signals from
secondary DT neutrons and primary DD neutrons (saturating
the scope) can be seen in Fig. 84.30. The hard-x-ray signal is
completely eliminated by the lead shielding. From Fig. 84.30
one can estimate agamma-ray background of afew percent. To
measure secondary neutronsfrom the 1.7MNTOF detector we
integrated the signal in the appropriate time window. The
1.7MNTOF detector was calibrated using ride-along copper
activation on pure-DD shots; the result of this calibration is
shown in Fig. 84.31. The copper activation is a standard
diagnostic!® for 14.1-MeV neutronsin ICF experiments with
DT-filled targets. The 83Cu (n,2n) 82Cu reaction cross section
has athreshold at 10.9 MeV, and, therefore, copper activation
is insensitive to the primary DD neutrons and registers only
secondary DT neutrons. The secondary DT neutrons have an
energy spectrumfrom11.8MeV to 17.1MeV. The®3Cu(n, 2n)
62Cu reaction cross section increases as the neutron energy
increases.1? We estimate the error from the uncertainty in the
energy spectrum of thesecondary neutronsto belessthan 10%.
This 1.7MNTOF calibration error can be improved if neces-
sary by special low-yield DT calibration shots. The PMT240
photomultiplierislinear upto 25V intoa50 Q load. Thislevel
of signal has not yet been reached, and one can see from
Fig. 84.31 that the 1.7MNTOF detector islinear over therange
of yields measured. The PMT240 gain is 6 x 10° and the

1
I X rayl Shot #18I94o sensitivity of the 1.7MNTOF detector isabout 0.3 pC/neutron.
0 .
DT
— _1 B 7 2
\>/ O T DT DD T T
20 (ny) 1 S 2r Shot #19555
? 3b - T 4f -
3MLARD > gL i
_4 | scintillator _ N
signal DD 8 .
-5 | | | -10 | | |
0 200 400 600 0 100 200
E1045s Time (ns) 10456 Time (ns)
Figure 84.29 Figure 84.30

Scope trace of the SMLARD detector signal on a DD shot with a primary
DD yield of 6.0 x 109 and a secondary DT yield 6.0 x 106.

Scope trace of the 1.7MNTOF detector signal on a DD shot with a primary
DD yield of 8.5 x 1010 and a secondary DT yield of 1.5 x 108,
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The 20MLARD and 20M 3x3 current-mode detectors are
designed to extend the secondary-yield measurements to 5 x
10'0. The 20MLARD counter is identical to the SMLARD
counter. The 20M3x3 detector has a 3-in.-diam, 3-in.-thick
scintillator and an X P2020 photomultiplier. Both detectorsare
located 20 mfrom the TCC behind the MEDUSA array and are
shielded from hard x rays by 1.5-in. MEDUSA lead shielding
and MEDUSA itself. Each of the detectors uses two channels
of the Tektronix 2440 scope. A scopetracefromthe20MLARD
detector for the direct-drive DD shot with 1.0 x 101 primary
yieldand 3.2 x 108 secondary yieldisshownin Fig. 84.32. The
signalsfrom hard x rays, gammarays from the target chamber
wall, secondary DT neutrons, and primary DD neutrons (satu-
rating scope) along with small signals from the scattered
neutrons can be seen in Fig. 84.32. A scope trace for the

35 T T T T T
30

25 .
Linear fit |—§—| |

20
15

H

10 .

Secondary yield from
Cu activation (x 107)

5 iy

0 | | | | | | |
0O 20 40 60 80 100 120 140

Sum of 1.7MNTOF

E10457

Figure 84.31
Calibration of the 1.7MNTOF detector against copper activation.

20M 3x3 detector looksvery similar, but with lower signals. At
this level of the secondary neutron yield there are just a few
neutron hits in the 20MLARD and 20M3x3 current-mode
detectors. We need higher yield for more precise calibration of
these detectors. They can be calibrated with ride-along copper
activation on moderate-yield DT shots. These two detectors
will be used for the OMEGA cryogenic D, shots.13

The operating range of secondary yields of MEDUSA and
all current-mode detectors at LLE together with the current
status of thedetectorsissummarizedin Table 84.1V. Thelower
limit of the yield range is determined by the neutron hit
statistics, andtheupper level isset by themeasured or expected
linearity threshold of the photomultiplier.

005 T T T T

0.00

-0.05

-0.10

Signal (V)

-0.15 T
Shot #19559

020 : : :
0 500 1000 1500

Time (ns)

E10458

Figure 84.32
Scope trace of the 20MLARD detector signal on a DD shot with a primary
DD yield of 1.0 x 1011 and a secondary DT yield of 3.2 x 108,

Table 84.1V: Detectors for secondary-yield measurements at LLE.

Detector Yield Range Current Status
MEDUSA 5.0x 1P to 1.5x 10’ Calibrated
3MLARD 5.0x 1P to 1.5x 10/ Calibrated
NBT 1.0% 10" to 1.5x 10° Calibrated
1.7MNTOF | 1.0x 10’ to 1.0x 1¢° Calibrated
20MLARD | 2.0x 10Pto 5.0x 1(° | Future calibration
20M3%3 5.0% 108 to 5.0x 100 | Future calibration
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Conclusions

Single-hit detectors like MEDUSA or LaNSA have alow
dynamic range, which is inappropriate for the wide range of
secondary yields obtained on OMEGA target shots. Current-
mode detectors are an inexpensive aternative to single-hit
detectorsfor measuring secondary neutrons over awide range
of yields. For the current direct-drive ICF experiments and
future cryogenic experiments on OMEGA we have devel oped
aset of current-mode detectors to measure secondary neutron
yieldfrom5.0x 10°t05.0 x 1019with an accuracy of 10%. The
current-mode detectors have been used in several OMEGA
direct-driveimplosion experimentsto measuresecondary yield
and will be used on future OMEGA cryogenic D, target shots.
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Fourier-Space Il mage Processing for Spherical Experiments
on OMEGA

Introduction

M easurements of shell integrity are very important for under-
standing and quantifying theperformancedegradation of spheri-
cal implosions in inertial confinement fusion (ICF).1 Such
measurementsare performed at the peak of compression of the
implosion, when maximum density and temperature are
achieved. At thistime, the hot core and theinner surface of the
shell produce strong x-ray emission.! This radiation acts to
backlight the rest of the shell. Imaging this emission at x-ray
energies not absorbed by the shell provides measurements of
the shape of thisbacklighter. Spatial modulationsin theimage
taken at x-ray energies highly absorbed by the shell depend on
modulations in both the backlighter emission and the shell’s
areal density.

Thefirst measurements of shell-areal-density modulations
weretimeintegrated over theduration of the peak compression
phase (~300 to 400 ps).2~# Coreimages weretaken with either
a monochromatic pinhole-array x-ray spectrometer23 or a
narrow-band filtered pinhole array® in targets with Ti-doped
layers. The modulations in the cold, or absorbing, part of the
shell’s areal density JpR](r) are related to the modulation in
thelogarithm of theintensity ratio of twoimagestaken at x-ray
energies above (highly absorbing by the shell) and below
(weakly absorbing by the shell) the Ti K edge:

Qn[|<K ]/|>K
/1>K ﬂ<K

A () G

wherel(r) istheintensity intheimage, uisthemassabsorption
coefficient of Ti, and subscripts <K and >K designate energies
just above and just below the Ti K edge, respectively.

Theshell opacity and coresizecanvary significantly during
the time of the stagnation phase, therefore time-resolved mea-
surements of shell modulations are important. In this work,
images above and below the Ti K edge are captured with a
framing camera and recorded on film. The imaging system,
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composed of the pinhole array, the framing camera, the film,
and the digitization process, is fully characterized. Image
processing techniques are accomplished in spatial-frequency,
or Fourier, space. In the sections that follow: (1) The image
formation at all four stages of theimaging system is described
along with approximations that enable the modulations in
captured images to be related to shell-areal-density non-
uniformities. (2) The pinhole camera and framing camera
resolution are described. (3) The most important sources of
experimental noise are investigated: the statistical x-ray pho-
ton noise from the core emission, the framing camera noise,
the film noise, and the digitization noise. Methods of noise
reduction are discussed. (4) A noise filtering and resolution
deconvolution method based on Wiener filtering is formu-
lated, and the experimental uncertainties along with the ap-
proximations are discussed. Conclusions are presented in the
final section.

Experimental Configuration

The shell-areal-density modul ation has been measured for
shot 19669 in which aspherical target with an initial diameter
of 921 um, a 19.8-um-thick shell, and 15-atm-D, fill was
imploded by 351-nm laser light using the 60-beam OMEGA
laser system.® A 1-ns square pulse shape with total on-target
energy of about 23 kJwas used in this experiment. The target
shell had a 2.4-um-thick, Ti-doped (7.4% by atom) CH layer,
which was separated from theinner surface by a1.1-um-thick
pure-CH layer. The 15.3-um outer layer was pure CH. Beam-
smoothing techniques used during these experimentsincluded
distributed phase plates (DPP’s)® and 0.2-THz smoothing by
spectral dispersion (SSD).”

The target emission during the peak of compression was
imaged by a 6-um pinhole array (protected by a203.2-um Be
filter) onaframing camera. The upper two stripsof theframing
camerawere filtered by a 75-um-thick Ti filter and the lower
two strips by a 50-um-thick Fe filter to image core radiation
above (~6.5 keV) and below (~4.9 keV) the Ti K edge,
simultaneously. The spectral bandwidth of these two x-ray
energy channelswas about AE/E = 0.2 and similar to the time-
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integrated measurements. The distance between the target
and the pinhole array was 3 cm, and the distance between the
pinhole array and the framing camerawas 36 cm, resulting in
amagnification of 12 (Fig. 84.33). Each image taken with a
framing camera had atemporal resolution of ~40 ps.8 The use
of optical fiducial pul sescoupled with an electronic monitor of
the framing camera produced a frame-timing precision of
~70 ps. The framing-camera output was captured on Kodak
T-Max 3200 film, which was then digitized with a Perkin-
Elmer microdensitometer (PDS) equipped with a 20-um-
sguare scanning aperture.

Target at peak 6-um X-ray framing
of compression pinhole array camera
%ﬁg’ X rays Ti filter
",
s ol
PR
—
100 um At =40 ps
E10409
Figure 84.33

Schematic of the framing camera.

Figure 84.34 shows “raw” core images at the peak of
compression below [(a), (b)] and above[(c), (d)] theTi K edge,
taken at 2.25 ns[(a), (c)] and at 2.30 ns[(b), (d)]. Notice that
thetwo imageswithin aparticul ar energy channel havesimilar
featuresthat are different from the featuresin the other energy
channel. Thisindicatesthat the features seenin theimagesare
not noise and that the difference between theimages at differ-
ent energies is due to modulations in the absorbing shell. The
main purpose of thisarticleisto characterizetheresol ution and
noise of all parts of theimaging system in order to distinguish
signal from noise and relate detected modulations in the
imagesto modulationsin the shell. Figure 84.35 showsablock
diagram of the entire detection system, which comprises four
major parts. the 6-um pinhole, the framing camera with a
microchannel plate (M CP) and a phosphor plate, thefilm, and
the digitization process. At each stage of the measurement,
noise is added to the signal, and the signal with noise is
convolved with the point-spread function (PSF) of each com-
ponent of the system. In the spatial-frequency domain, the
spectra of both the signal and the noise are multiplied by a
modulation transfer function (MTF, defined here as the
Fourier transform of the PSF) of that component of the
imaging system.
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Thex-ray intensity leaving thetarget at timet and energy E
is defined as

lo(E.r,t) = 1"(E,r,t) exp[~Dy(r.t)]. )

where r is the spatial coordinate, | (Er,t) is the core
emissionintensity integrated over thecoresizeinthedirection
of light propagation from the target to the detector, and
Do(E,r,t) = H(E)[pRI(r,t) is the optical depth of the Ti in the
shell. The absorption in CH is negligible compared to Ti in
this experiment at an energy range from 5 to 7 keV.* The
light intensity leaving the framing camera and incident on the
filmis

lia(r,t)
~JdE[dr'R5(E.r =r',t) f(E) au(E) lio(E.r'.t)

+liack (1), (3)

where the subscript i (i =a or b) corresponds to images taken
above and below the Ti K edge, respectively, Ry o(E,r t) isthe

@ (b)

~4.9 keV

~6.5keV

115 um

E10410a

Figure 84.34
“Raw” core images at the peak of compression below [(a), (b)] and above
[(c), (d)] the Ti K edge, taken at 2.25 ns[(a), (c)] and 2.30 ns[(b), (d)].
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PSF of the pinhole and framing cameras that is in general a
function of the x-ray energy E, f;(E) isthefilter function of the
ith energy channel, ua(E) is the mass absorption rate of the
gold photocathode (in the MCP), and Iz (E.f ,t) is the back-
ground intensity for the ith channel. The background intensity
is normally slowly varying and comes from hard x rays
penetrating directly through the 25-um-thick Ta substrate in
which the pinholes are contained.

Thefilm convertstheincident lightintensity I;5(r ,t) intothe
film optical density O;3 (r,t) according to its sensitivity [or
D log(H)] curve W. Convolved with the PSF of the film
Rs(r,t), Oj3(r,t) isgiven by

Oalrt) = farRa(r =) {togno[ {7 2tz (e )] @)

where T = 40 ps is the temporal resolution of the framing
camera. During film digitization, the optical density O;5(r,t) is
convolved with the PSF Ry(r) of the 20-pm-square aperturein
the PDS to give the digitized or measured optical density

Oa(r,t)=fdr'Ry(r —r')Q5(r".t). (5)

The optical density of the film, Oj4(r ,t), is converted to inten-
sity using the inverse film sensitivity W™1; simultaneously the
flat background intensity ljpack(r,t) can be subtracted from the
image because the constant I;,o(r,t) is not affected by the
convolutionsin Egs. (4) and (5). The measured optical depth
Djs(r.t) of thetarget at aparticular energy channel is obtained

by taking the natural logarithm of that intensity-converted
image,

Dis(r,t) = In{lOW_l[q“(r’t)] il back(r’t% : (6)

Measured shell modulations ds(r,t) in optical depth are the
differences in modulation optical depth of images above and
below the Ti K edge,

ds(r,t) = 5[ Das(r,t) ~ Dps(r 1)) )

Thebluelinein Fig. 84.36 shows the measured shell modula-
tion spectrum asafunction of spatial frequency. Thisspectrum
was obtained by azimuthally averaging the Fourier amplitude
of the measured optical-depth-difference images above
[Dgs(r,t)] and below [D5(r,t)] the Ti K edge. Each image was
obtained by averaging two images below the K edge [shown
in Figs. 84.34(a) and 84.34(b)] Dys(r,t) = [Dps(r,ty)
+ Dps(r,t5)]/2, and two images above the K edge [shown in
Figs. 84.34(c) and 84.34(d)] Dgs(r,t) = [Dgs(r,ty)
+ Dgs(r,1p)]/2. The noise level, shown by a red line in
Fig. 84.36, was obtained by analyzing in Fourier space the
differences in the two images above [Ngs(r,t)] and below
[Nps(r,t)] the K edge, respectively. It was assumed that there
was little difference between images taken 50 ps apart. The
black line represents the film noise, which was obtained by
analyzing the same-size area asin the above images (1.4 mm
x 1.4 mm) of uniformly exposed (optical density ~1) film.

E9064a
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Figure 84.35

Block diagram of the experimental detection system, which comprisesfour major parts: a6-um pinhole, the framing camera, the film, and the digitization. At
each stage of measurement, noiseisadded to thesignal, and the signal with noiseisconvolved withthe PSF. Variables dgh (r ,t) and ds(r ,t) arethe optical-depth
modulations in the shell and measured on a film, respectively. I5(r,t) is the light intensity in the framing camera’s output. O3(r,t) and Ox4(r,t) are the optical

density of the film, before and after digitization, respectively.
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Figure 84.36

Azimuthally averaged Fourier amplitude as a function of spatial frequency
for the signal with noise (blue line), the noise (red line) of the measured
optical-depth modulations from theimagesin Fig. 84.34, and the film noise
(black line).

One advantage of performing noise analysis in spatial-
frequency space isthe possibility of determining the origin of
the noise from the shape of the noise spectrum. At each stage
of the imaging system, the spectra of both the signal and the
noise are multiplied by the MTF of that particular part of the
system. Therefore, an initially flat noise spectrum—for ex-
ample, the statistical x-ray photon noise from the core emis-
sion—will follow the shape of the pinhole camera’ sM TF after
being imaged by the pinhole camera. Figure 84.36 shows
that the film noise dominates at high spatial frequencies
(>200 mm™1), which slowly falls as a function of spatial
frequency following the MTF of the 20-um-square scanning
aperture. At lower spatial frequencies (<200 mm™1), the noise
falls more steeply and, aswill be shown later, isdominated by
photon statisticsfromthe core emissionin thisspectral region.

To recover the target optical depth Dq(E,r,t) from the
measured optical depth dg(r,t) it is, in general, necessary to
work backward through all four stages of theimaging system,
compensating for noiseand system response (PSF). Additional
complications arise during signal conversions from optical
density to intensity and finally to the shell’s optical depth.
These conversions are nonlinear [see Egs. (2), (4), and (6)];
therefore, additional noise is generated from the coupling of
signal and noise during each conversion. However, if the
modulationsinthetarget’soptical deptharesmall (whichisthe
case in our experiment), the entire imaging system may be
considered linear. Thisgreatly simplifiesthe relation between
the measured and target optical depths and enables a direct
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linear relationship between them. This method is justified
when al of the nonlinear effects are small and may not be
detected within system noise.

If the shell’s optical-depth modulations are small for the
energy channels above and below the Ti K edge, the core
intensity consists of the smooth envelope and small modula-
tions and has the same spatial and temporal structure for both
the above- and below-K-edge energy channels, then can be
summarized as

D (r.t) = DN(t) + d(r 1), 8)

|01, ) ~ 19 (1) exp| ~d§(r 1)), 9)

where D(r,t) isthe total shell optical depth;

df(r.t) = o[ R (r.t) <1

and d§°"®(r,t) <1 are the optical-depth modulations of the
shell and the core, respectively; 1#(r t) isthe slowly varying
envelope of the core emission; and (; isthe spectrally weighed
mass absorption rate of cold Ti at a particular energy channel
[it is determined by the filter function f;(E) and core emission
spectrum IC9"€(E,r t)]. The modulation in the shell’'s optical
depth is simply the difference in optical-depth modulations
above and below the K edge:

a3 (r,t) = dSB(r,t) —dh(r,t). (10)

Sincethe shell and coremodulationsaresmall, itispossibleto
expandtheexponential functionsin Egs. (2) and (9) into Taylor
series; retaining only zeroth and first orders in these expan-
sions, we have the following expression for Eq. (3):

l2(r.t) = 15(r,0{2C - ar R o(r =1, a1 1)

+[dr'Ryo(r —r',t)dgore(r',t)]}, (11)

where C=[drRy,(r,t) is a normalization constant and the
background intensity is assumed to be zero, ljpak(r.t) = 0.
T-MAX 3200 film has a constant MTF at |east up to a spatial
frequency of ~50 mm~1, the highest spatial frequency consid-
ered inthe experiment, so the PSF of thefilmisset tothedelta
function &(r). Sinceonly the*linear” part of thefilmsensitivity
[D log(H)] curveis used, the modulationsin measured optical
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depth are linearly related to the optical-depth modulationsin
the target:

dis(r,t) = fdr'Rys(r —r',t)d§"(r'.t)
[ dr'Rys(r =1,t)dgo"(r 1), (12)

whereRy 4(r ,t) isthe PSF of theentiresystem. Itisnormalized,
[ drRys(r.t) =1, and proportional to the convolution of PSF’s
of the pinhole camera, the framing camera, and the digitizing
aperture of the densitometer. In frequency space, the system
MTF is the product of the MTF's of each of these compo-
nents. Equation (12) was obtained by substituting Eq. (11) into
Egs. (4)—6) and retaining only the zeroth-order and first-order
terms of the Tayl or series expansion of the logarithm function.
Subtracting the optical-depth images above and below the
K edge, the measured modulation in the cold-shell optical
depth is given by

ds(r,t) = das(r,t) — dys(r, 1)
:Idr'Rbys(r -’ t)d§(r' 1) (13)

The measured optical-depth modulations cal culated from im-
ages above and below the Ti K edge are linearly related to the
shell optical-depth modul ationsif thesemodul ationsaresmall.
Asmentioned earlier inthissection, thecoreintensity 1°"€(r t)
hasthe same spatial and temporal structurefor both the above-
and below-K-edge energy channels. This assumption was
experimentally confirmed intime-integrated experimentswith
pure-CH shells* and was used to derive Eq. (13) for time-
resolved imaging.

In summary, approximations of the system performance
have been used to find a straightforward rel ationship between
the measured optical-depth modulations and the cold-shell
areal-density modulations. Equation (13) has been derived by
assuming that the shell’s optical-depth modulations are small
compared to unity. Since Eq. (13) isalinear approximation, it
does not treat the generation of harmonics and coupling of
modesproduced by system nonlinearities. Thesenonlinearities
have been simulated for amplitudes of modulations similar to
that in datashown in Fig. 84.34, and the nonlinear effectswere
found to be negligible compared to the system noise.
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System Resolution

The system resolution is determined from the point-spread
function (PSF) inreal spaceor themodulationtransfer function
(MTF) in spatial-frequency space, which is defined in this
articleasthe Fourier transform of the PSF. Thesystem MTF is
the product of the MTF's of each of these components: the
pinhole camera, the 20-um-square scanning aperture, and the
framing camera. The first two are determined from calcula-
tions based on geometry and spectral energy.

The digitizing PSF is proportional to Ax = 20-um-sguare
aperture; therefore, the M TF, whichisthe Fourier transform of
the aperture, is given by?

Maig( fx. fy) = shin(rrax fy) %n(nAx fy)% »

H TTAX fy % rAx f, H

where f,, f, are the spatial-frequency components of the
vector f.

TheMTF of theframing camerawasdetermined by measur-
ing thecameraresponseto an edgeplaced ~1 mminfront of the
cameraand backlit by x rays. Thisoutput of theframing camera
was measured with a charge-coupl ed-device (CCD) cameral?
with 9-um-square pixel size. The edgewascloseenoughtothe
framing camera so that diffraction effects can be neglected.
The dashed line in Fig. 84.37(a) represents the light intensity
incident on the edge. The blue line is the measured light
intensity propagated through the system (and averaged in the
direction parallel to the edge), and the red line is the fit to
experimental data assuming the framing camera MTF as a
two-Gaussian function,11

Mic() :alexp[—(alf)2

+dy exp[—(az f)z] , (15)

wherea,=0.89+£0.01, a,=0.22+0.01, g, =105.4+0.4 um, and
0, = 2356.8£0.4 um. The measured MTF of the framing
camerais shownin Fig. 84.37(b). ThisMTF issimilar to that
measured in the earlier experiments.12 The only differenceis
that CCD measurementsare more sensitivethan film measure-
ments, and it was possible to detect the long-scale-length
scattering of photons and el ectrons between the phosphor and
microchannel plates.13 Thisscatter isgiven by thesecond term
in Eqg. (15), and it reducesthe M CP resol ution by about 10% at
low spatial frequencies <5 mm™.
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The resolution of the pinhole camera was cal culated using
the Fresnel approximation (which should work well for the
parameters of our imaging system) for the light propagation.®
The pinhole PSF is given by the following equation:®

Pph(x,y,22)~ }\421223

([ o oxyn Oimg ., \01 100
JDJDdXdyurc%QexpgT(x +y )EZ_1+Z

(16)

O2im , ?
> oy ]

where circ(x,y/d) is the circular aperture function with diam-
eter d, A isthe x-ray wavelength, and z;, z, are the distances
from the object to the pinhole and the pinhole to the image,
respectively. Because the pinhole size d in the pinhole array
was varying typically within a specification of 0.5 um, d =
60.5 um, it was important that the pinhole-size variation not
affect the pinholeresolution. Figure 84.38(a) showsthe cal cu-

FouRrIER-SPacE IMAGE PROCESSING FOR SPHERICAL ExPERIMENTS ON OMEGA

lated pinhole MTF's of 5-, 6-, and 7-um-diam pinholes at an
x-ray energy of 5 keV. Even though the MTF sare different at
high spatial frequencies, thereislittle difference (<5%) for all
threeMTF s at low spatial frequencies (<50 mm~1), whereall
detected above the noise signal are located (see Fig. 84.36).
Figure84.38(b) showsthat cal culated M TF' sof 6-um pinholes
at 5and 7keV arevery close (with differencesal so <5%) at low
spatial frequencies (<50 mm™1). The pinhole depth’s effect on
the resolution was found to be negligible for the experimental
conditions. Thisconfirmstheassumption madeintheprevious
section that the system resol ution isthe samefor imagesabove
and below the K edge.

System Noise

To determine the origin of noise shown by theblack linein
Fig. 84.36, the noise of the entire imaging system and in its
individual parts was characterized by Fourier space analysis
of uniformly exposed areas with the same box size (1.4 mm
x 1.4Amminimage plane) asthedatain Fig. 84.36. To measure
noise in the entire system, images of alarge area (~1 mm in
diameter) of auranium backlighter were used. The backlighter
target wasilluminated by 12 overlapping beamsat anintensity
of ~101# W/cm?, in a configuration similar to the noise mea-
surementsfor planar-foil experiments.12 Since the backlighter

— " I (o) Figure 84.37
*g 1000 E | 7 The framing camera resolution. The blue line in
*025‘ S F | | (a) represents the light intensity incident on the
S %‘ i | edge. The red line is the measured light intensity
g g 100 3 | 7] propagated through the system (and averagedinthe
B 3 | direction parallel totheedge). Thered lineisthefit
I | : . .
r to experimental data assuming the framing camera
L e — 0.0 ' MTF shown in (b).
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FouriER-SPacE IMAGE PROCESSING FOR SPHERICAL EXPERIMENTS oN OMEGA

emission was smooth, the nonuniformities in the images
were considered to be caused by noise. A 25-um*“ strip” of CH,
was placed between the backlighter and the pinhole to attenu-
ate the backlighter emission by afactor of ~8 at 1.3 keV (see
Fig. 84.39). The filters in front of the framing camera were
also varied to change the exposure levels by a predeter-
mined amount.

< Washer

Backlighter
only

E1028la

Figure 84.39
The image of the 25-um CH “strip” target taken with aU backlighter. Two
boxes in the strip and backlighter-only regions represent image areas taken
for analysis.

Figure 84.40 shows the azimuthally averaged Fourier am-
plitudes of the optical depth for two square regions with
1.4 mm in image plane, through (blue lines) and around
(red lines) the strip. Thetotal filtration in front of the framing
camera included 20 um of Be and 12 um of Al for the data
shown in Fig. 84.40(a) and 9 um of Al for the data in
Fig. 84.40(b). Asaresult of thefilters, arelatively narrow band
(AE/E=0.2) of x raysaround 1.3 keV isused for radiography.
At high spatial frequencies (f>200 mm™1), the noise spectrum
is nearly constant, indicative of the noise from film and
digitization. At lower spatial frequenciesthe noise amplitudes
depend onthe M TF sof pinholeand framing camerasand have
contributions from both the photon statistical noise of the

backlighter x rays and framing cameranoise. It will be shown
later in this section that the amplitude of framing cameranoise
is proportional to the output intensity. This means that in
optical-depth spacetheframing cameranoiseisindependent of
the intensity (because the optical depth isthelogarithm of the
intensity), anditisexpected to bethe sameintheareasthrough
and around the strip. In optical-depth space, the photon noise
of backlighter x raysisinversely proportional tothesguareroot
of the number of photons.12 Thereis more photon noisein the
region of the strip with fewer x-ray photonsthan in the region
out of the strip [shown in Fig. 84.40(a)]. The noise falls even
more with decreasing amount of filtration reaching the film
noiselevel. Thisindicatesthat photon noiseisdominant inthe
low-spatial-frequency region of the data shownin Figs. 84.36
and 84.40.

Figure 84.41 shows spectraof digitizing noise and thefilm
noiseinoptical density versusspatial frequency. Thedigitizing
noise[Fig. 84.41(a)] has been measured by digitizing uniform
light exposures (with no film) using six different filters with
transmissionsof 0.5, 1.1, 1.5, 1.9, 2.4, and 2.9 optical density.
To measure the film noise, the film was exposed to uniform
irradiation at fivedifferent exposurelevelsof 0.5,1.1, 1.7, 2.9,
and 3.8 optical density [Fig. 84.41(b)]. A 5-um-square digitiz-
ing aperture was used, and the analysis box size was the same
asfor al other imagesin thisarticle: 1.4 mm square in image
plane. The digitizing noise spectraareflat functions of spatial
frequency, asexpected, becausethedigitizing noiseisadded to
the measurement after the effect of the system resolution. The
noise amplitudes increase at higher optical-density levels
when light transmission through thefilter decreases. Thefilm
noise, which isabout ten times higher than the digitizing noise
(as evident from Fig. 84.41), also depends weakly on the
exposure level. At high spatia frequencies its amplitude de-
creasesgradually, asexpected, sincethey are multiplied by the
5-um-square digitizing aperture MTF given by Eq. (14).

(@ (b)

P 3 T T T T
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o< System noise. The measured noise spectra in areas
% _@' through (bluelines) and around (red lines) the 25-pm-
EE E ] | i CHpy strip target taken with (a) 20-um-Beand 12-um-
5.2 1 Al filters, and (b) a 9-um-Al filter.
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Framing cameranoi se could be measured oncethefilmwas
replaced by the CCD camera,1? which allowed lower noise
amplitudesto bedetected. Figure84.42(a) shows noise spectra
of framing camera outputs taken with film and with the CCD.
The framing camera was uniformly illuminated by x rays
during two similar flat-field exposures (one exposure was
takenwith film, the other withaCCD). Theincident x-ray flux
was kept high to minimize the photon noise of incident x rays.
The film exposure was converted to intensity in order to
compare it with CCD data, which measures intensity, not
optical density. Film datawere digitized with a 10-um-square
digitizing aperture; the CCD’s pixels were 9 um. Film noise
dominates framing camera noise at high spatial frequencies,
and both noise levels are comparable at low spatial frequen-
cies. The spectral shape of the framing camera noise follows
the MTF (shown in Fig. 84.37).

Figure 84.42(b) shows the dependence of the framing
camera noise on output intensity. By varying the gain of the
framing camera, three different areas (with a typical square
box of 1.4 mm) had average exposure levels of 200, 650, and
3600 counts measured with the CCD during one of the flat-
field exposures. The noise spectracorresponding to these data
areshownby threelinesinFig. 84.42(b). Thenoiselevelsscale
asthe average exposure levelson the CCD, indicating that the
framing camera noise is proportional to the output intensity.
Thisnoiseisdominated by thegain variationsinsidethe MCP,
which are reproducible from shot to shot. Figure 84.43 shows
two images of the same area of the framing camera outputs
taken during two different flat-field exposures. Images are
virtually identical. Since this noise is reproducible, it can be
removed from the images by subtracting two images. In
Fig. 84.44 the noise spectra of these two images is shown by
red and black lines. The blue line represents the noise from
the difference of two images. The framing camera noise is
reduced by afactor of 4 at low spatial frequencies. Such noise

(b)

FouRrIER-SPacE IMAGE PROCESSING FOR SPHERICAL ExPERIMENTS ON OMEGA

reduction can be useful inimage processing when the framing
camera noise is dominant (with the CCD).

In summary, the photon statistics of x raysarethe dominant
source of noise in our measurements. By increasing the inci-
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Figure 84.41

Fourier spectraof digitizing and film noise versus spatial frequency. (a) The
digitizing noise measured by digitizing uniform light exposures (with no
film) using six different filters with transmissions of 0.5, 1.1, 1.5, 1.9, 2.4,
and 2.9 optical density. (b) The film noise measured by digitizing uniform
film exposures at five different exposure levels of 0.5, 1.1, 1.7, 2.9, and 3.8
optical density.

10

Fourier amplitude
intensity (a. u.)
[EEY

©
=

Average intensities:
3600 counts

Figure 84.42

The framing camera noise. (a) The comparison of
framing camera noise spectra taken with film and
with aCCD. (b) The framing cameranoise at differ-
ent output intensities of 200, 650, and 3600 counts
taken during a flat-field exposure with a CCD.
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dent photonflux it waspossibletoreducethenoisetothelevels
wheretheframing cameraand film noise becameimportant. In
thissituation, an additional noisereduction was possiblewhen
the film was replaced by the CCD camera, and the framing
camera noise was reduced by removing the shot-to-shot re-
peatable structure in the framing camera output.

Wiener Filtering

Using the measured system resolution and noise, it is
possiblenot only to distinguish signal from noisein Fig. 84.36
but also to reduce it and deconvolve the resolution from the
data detected above the noise. Such image processing is

Shot 17110 Shot 17112

<« 14 mMm—>

E10277a

Figure 84.43
Two images of the same area of the framing camera outputstaken during two
different flat-field exposures with a CCD. The images are nearly identical.
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Figure 84.44

Reduction of theframing cameranoise. The noise spectraof two imagesfrom
Fig. 84.43 shown by red and black lines. The blue line represents noise from
the difference of two images showing that framing camera noise can be
reduced by afactor of 4 at low spatial frequencies.

possible with Wiener filtering in spatial-frequency space. If
C(f) is the signal plus noise measured by the system (blue
linein Fig. 84.36), C(f) = f) + N(f), then the restored signal
R(f) is!*

c(f) Elk

Mgys(f) IS(E)? +[Nag () &0

R(f)=

2

where Mg (f) istotal system MTF, whichisthe product of the
6-um pinhole camera MTF (Fig. 84.38), the framing camera
MTF [Fig. 84.37(b) and Eq. (15)], and the 20-um-square
digitizing aperture MTF [Eq. (14)]. The last two MTF's are
applied assuming a system magnification of 12. The term
|Navg(f)| is the average noise spectrum (the black line in
Fig. 84.36). During Wiener filtering the amplitudes that have
|C(f)|<1.5|Na\,g(f)| plus all amplitudes with spatial fre-
quencies >50 mm™1 (this corresponds to wavelengths shorter
than 20 um) were filtered because the noise is dominant
there. For the rest of the spectrum, it was assumed that the
unknown variable (f) can be obtai ned by subtracting the noise

in quadrature from the measured signal plus noise,
2

SO =[S ~ [ Navg(F)[

Figure 84.45 showstheresult of suchimage processing, the
image of the shell’s optical-depth modulations. The level of
shell modulations is similar to the time-integrated measure-
ments,* which have detected ~20% perturbationsin cold-shell
areal density. The errors in determining these modulations,
besidesthe system noise, includethe uncertainty in the system

14

0.0

Optical modulation
in depth

|l
==

Yy

115 um
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Figure 84.45
The Wiener-filtered image of the shell’s optical-depth modul ations.
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MTF (which was about 5%) and the uncertainty in lineariza-
tion of the nonlinear imaging system. Thiserror was estimated
by cal culating the deviation of the sinusoidal shell modulation
with an amplitude of 0.5 OD imaged by the system using
Egs. (2)—«7) without approximation and by using a linear
approximation [Eqg. (13)]. This calculated deviation is of the
order of ~6%.

Conclusions

An imaging system based on the pinhole camera, framing
camera, film, and digitization was characterized. This system
has been used in spherical implosion experiments to measure
shell integrity. Hot-core emission, which was used as a
backlighter for the cold shell, was imaged at x-ray energies
aboveand below theTi K edge. Thedifferencebetweenthetwo
images was related to perturbations in the cold, or absorbing,
part of the shell. Based on the measured resol ution and noise,
aWiener filter has been formulated that reduces noise, com-
pensates for detector resolution, and facilitates measurement
of shell nonuniformities.
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LLE’s Summer High School Research Program

During the summer of 2000, 14 students from Rochester-area
high schools participated in the L aboratory for Laser Energet-
ics' Summer High School Research Program. The goal of this
program is to excite a group of high school students about
careers in the areas of science and technology by exposing
them to research in a state-of-the-art environment. Too often,
students are exposed to “research” only through classroom
laboratories, which have prescribed procedures and predict-
able results. In LLE’s summer program, the students experi-
ence many of thetrials, tribulations, and rewards of scientific
research. By participating in research in a real environment,
the students often become more excited about careers in
science and technology. In addition, LLE gains from the
contributions of the many highly talented students who are
attracted to the program.

The students spent most of their time working on their
individual research projectswith members of LLE’stechnical
staff. The projectswererelated to current research activities at
LLE and covered a broad range of areas of interest including
laser modeling and characterization, diagnostic development,
hydrodynamics modeling, liquid crystal chemistry, supercon-
ductors, optical coatings, laser damage, and the development
of anovel laser glass (see Table 84.V).

The students attended weekly seminars on technical topics
associated with LLE’s research. Topics this year included
lasers, fusion, holography, optical materials, nonlinear optics,
the OMEGA Cryogenic Target System, and scientific ethics.
The students al so received safety training, learned how to give
scientific presentations, and were introduced to LLE's re-
sources, especially the computational facilities.

The program culminated with the High School Student

Summer Research Symposium on 23 August at which the
students presented the results of their research to an audience
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including parents, teachers, and L LE staff. The students’ writ-
ten reportswill be bound into apermanent record of their work
that can be cited in scientific publications. These reports are
available by contacting LLE.

One hundred and seventeen high school students have now
participatedintheprogramsinceit beganin 1989. Thestudents
this year were selected from approximately 70 applicants.

In 1997, LLE added a new component to its high school
outreachactivities; anannual awardtoan I nspirational Science
Teacher. This award honors teachers who have inspired High
School Program participants in the areas of science, mathe-
matics, and technology and includes a $1000 cash prize.
Teachers are nominated by alumni of the High School Pro-
gram. Mr. James Shannon of Pittsford Mendon High School
wastherecipient of LLE’'s2000William D. Ryan Inspirational
Teacher Award. Mr. Shannon, achemistry teacher, was nomi-
nated by three alumni of the Research Program—Mr. Chen-
Lin Lee (participant 1994), Mr. Steven Corsello (participant
1998), and Ms. Ledlie Lai (participant 1998). Mr. Lee writes,
“One person (Mr. Shannon) stands out most in providing me
encouragement and confidence to further my studiesin engi-
neering.” He adds, “He loves interacting with students, he
loves teaching, and he loves chemistry.” Mr. Corsello writes,
“Mr. Shannon’s unique teaching style enables his students to
better understand chemistry.” Ms. Lai writes, “He devoted his
timeto each student and madeit easier for everyonetolearnthe
material,” and “He is one of the most encouraging people |
have ever met.” Ms. Kathleen Walling, principal of Pittsford
Mendon High School, adds, “Jim is one of the most talented
and dedi cated teachers at this high school and haslong been a
favorite of studentsand parents,” and “ Jim has gonefar above
and beyond the requirements of his job description time and
time again.”
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LLE's SumMmER HicH ScHooL REsEARcH PrROGRAM

Table 84.V: High School Students and Projects—Summer 2000.

Name High School Super visor Brief Project Title
Andrew Campanella | Webster P. Jaanimagi Large-Area, Low-Voltage X-Ray Source
Jill Daum Rushville D. Smith/J. Taniguchi Experimental Simulation of Damage in
Spatial-Filter Lenses
Abraham Fetterman Pittsford Mendon M. Skeldon Modeling Pulse Shape Distortions in the
OMEGA Laser
Ming-fai Fong Pittsford Sutherland]  S. Regan Experimental Investigation of Smoothing

by Spectral Dispersion (SSD) with
Apertured Near Fields

Robert Forties Irondequoit F. Marshall X-Ray Sensitivity Measurements of
Charge Injection Devices

Binghai Lin Brighton R. Epstein Simulation of Plasma Spectra and Images
g g g p

of Foil Targets Using the Prism
SPECT3D Radiation-Transport Post-

Processor

Anne Marino Hilton S. Jacobs Developing a Durable Phosphate Glass
with a Low Glass Transition Temperaturg

Elizabeth McDonald Harley J. Zuegel Adapting ASBO/VISAR for Foam
Targets

Ronen Mukamel Brighton S. Craxton Modeling the Spectra of Frequency-
Converted Broadband Laser Beams on
OMEGA

Gloria Olivier Honeoye Falls-Lima] K. Marshall Improving the Visible Selective
Reflection in Lyotropic Cellulose
Urethane Liquid Crystals

Colin Parker Brighton J. Marozas Dynamic Focal Spot Size Using a Static
Phase Plate

Priya Rajasethupathy| Brockport J. Delettrez Improving Equation-of-State Tables

John Savidis Gates-Chili R. Sobolewski Characterization of Ultrafast
Superconducting Optoelectronic Devices

Stephanie Wolfe Spencerport D. Smith/J. Oliver Coatings for Ultraviolet Lithography
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FY Q0O Laser Facility Report

The three primary prioritieson OMEGA in FY 00 in addition
to executing target shots (see Table 84.VI) were (1) activate
and test the full suite of Cryogenic Target Handling System
(CTHS) equipment, (2) improve single-beam uniformity by
activating the first terahertz (THz)-bandwidth-capable SSD
system, and (3) improve overal on-target uniformity by
bal ancing the beam-to-beam power fluctuations.

The following system improvements and modifications
were realized during FY 00:

» Demonstration of al Cryogenic Target Handling System
(CTHS) subsystemsand integrated testing i ncluding shoot-
ing cryogenic DD test shots; demonstrated capability of up
to three cryogenic target shots per week.

e Installation of 1-THz smoothing by spectral dispersion
(SSD), characterization of improved beam smoothing, and
utilization of THz SSD on many experimental campaigns.

e Installation of 60 modified frequency-conversion-crystal
(FCC) assembliesfor broad-bandwidth (THz) capability as
well as refurbished and environmentally protected optical
surfaces (three KDP crystals per beamline). This project
virtually eliminated a scatter loss of up to 20% at the end of
the beamlines.

 Installation of 60 distributed polarization rotators (DPR’S)
onthefull-aperture UV systemfor timeinstantaneousbeam
smoothing on target.

» Consistent 3% rms energy balance achieved on-target by

balancing gain stages to compensate for small-signal-
gain variations.
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Installation of a P510 streak camera, which increased sys-
tem coverage from 20 beams to 50 beams. In addition, the
new cameras have higher dynamic range and better fre-
guency response than the original two cameras.

Improved beamline laser transport by fixing spatial-filter-
lens coating degradation. Sequentially removed, repaired,
and replaced 231 lensesin the laser chain. By replacing all
sol-gel antireflective coatingswith hard oxide coatings, the
long-term transmission of the lenses will remain high.

The OMEGA wavefront sensor was relocated to a new
platform on top of the south-end mirror structure of the
Target Bay and re-engineered for multiplexed diagnostic
functions as well as the capability to capture any of five
OMEGA beamlines.

In March 2000 the pulse shaping system was replaced by
integrated, electronically synchronized hardware. This
|aperture-coupled-stripline (ACSL) system has improved
performance and increased reliability over the previous
pulse shaping system.

Table 84.VI: The OMEGA shot summary for FYO0O.

LLE-ISE 320
LLE-RTI 195
LLE-LPI 43

LLE-other 24
LLNL 284

LANL 131

NLUF 124
CEA 21
SNL 11
Total 1153
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National Laser Users Facility News

During FY 00 external use of OMEGA increased by 12% and
accounted for 50% of the total target shots carried out on the
facility. The externa users included six teams carrying out
work under the National Laser Users’ Facility (NLUF) pro-
gram as well numerous other scientific teams from Lawrence
Livermore National Laboratory (LLNL), Los Alamos Na-
tional Laboratory (LANL), SandiaNational Laboratory (SNL),
the Nuclear Weapons Effects Testing (NWET) program, and
Commissariat a1’ Energie Atomique (CEA) of France.

FY00 NLUF Experiments

The seven NLUF experimental campaigns totaling 124
OMEGA target shots carried out in FY0O included the
following:

High-Spatial-Resolution Imaging of Inertial Fusion Target
Plasmas Using Bubble Neutron Detectors.

Principal Investigator: Raymond K. Fisher (General Atomics)
and collaborators from the University of Rochester (LLE),
CEA, and LLNL.

€Y (b)
Coded image (binned)

Photo of detector

In this experiment, bubble neutron detectors were success-
fully used for the first time to record neutron images of |ICF
implosionsin OMEGA experiments. The gel bubble detectors
were attached to the back of a 10-in. manipulator (TIM)
containing a neutron penumbral aperture designed and con-
structed by a team from the CEA. Figure 84.46(a) shows a
photograph of the light transmitted through one of the detec-
tors. Detailed analysisof the bubbledensity distributionyields
the coded image shown in Fig. 84.46(b). The target plane
neutron source distribution, obtained from a mathematical
inversion of thisimage, isshownin Fig. 84.46(c). Asexpected,
the counting statistics (resulting from the low neutron detec-
tion efficiency of the gel bubble detectors) limit the spatial
resolution of thisimageto ~250 um. Therewas no evidence of
any background dueto x raysor gammarays. Devel opment of
a liquid bubble chamber detector should result in higher
neutron detection efficiency and resolution of ~10 to 50 um.

(©
Unfolded image (source)

Coded image visible in bubbles produced by neutrons

Figure 84.46

(a) Photograph of gel bubble detector after exposure to an OMEGA shot producing 6 x 1013 DT neutrons. The coded image is visible as a circular pattern of
bubbles in the center of the detector. (b) Raw digitized coded image. (c) Unfolded neutron image.
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Continuing Sudies of Dynamic Properties of Shock-
Compressed Solids by In-situ Transient X-Ray Diffraction.
Principal Investigators. Marc Andre Meyers (University of
Cdlifornia at San Diego) and Dan Kalantar (LLNL) and col-
laborators from LLNL, LLE, Oxford University, California
Institute of Technology, and LANL.

Thiswork continued aprogram of studiesto investigatethe
response of crystalsto shock compressionin regions of strain
rates previously unexplored. A series of experiments were
conducted to demonstrate the time-dependent compression of
asingle-crystal Cu sample compressed by direct laser irradia-
tion. Time-resolved streak records of the diffraction from two
orthogonal lattice planesin Cu were obtained. Compressions
of up to about 3% were observed in both directions at a shock
pressure of approximately 200 kbar, confirming that thelattice
responds plastically on a nanosecond time scale. A number of
different thin-crystal target configurationsweretested toiden-
tify and resolve issues of x-ray preheat due to the laser drive,
and amixed backlighter wastested to measurethecompression
of different parallel lattice planes. In addition, simultaneous

shock compression and post-shock recovery experimentswere
conducted with single-crystal Cutorelatetheresidual damage
tothein-situ diffraction measurements(Fig. 84.47). A seriesof
nine 1-mm-thick Cu samples were shocked and recovered for
post-shot TEM analysis.

Supernova Hydrodynamics on the OMEGA Laser.

Principal Investigators: Paul Drake (University of Michigan)
and Bruce Remington and Harry Robey (LLNL) and collabo-
rators from LLNL, LLE, CEA, Osaka University, University
of Arizona, University of Chicago, Eastern Michigan Univer-
sity, State University of New York—Stony Brook, and West
Point Military Academy.

Supernovae are not well understood. Recent observations
have clarified the depth of our ignorance by producing ob-
served phenomena that current theory and computer simula-
tionscannot reproduce. Suchtheoriesand simulationsinvolve,
however, a number of physical mechanisms that have never
been studied in isolation. In this project, which this year
involved 22 co-investigators from 11 institutions, well-scaled
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Figure 84.47

Illustration of crystal recovery experiments. Top left: the experimental configuration. Bottom I eft: photographs of arecovered Cu sample. Right: post-shot TEM
photographs of shocked Cu samples shocked with a40-Jlaser pulse (top) and a 205-J laser pulse (bottom). These samples were compressed at extreme strain
rates, but they show similar residual dislocation and other microstructure as crystals shocked in lower-strain-rate gas-gun experiments.
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experiments conducted on OM EGA investigated such mecha-
nisms. Such experiments also provide clear tests of the codes
used to simulate astrophysical phenomena. This past year’'s
experiments were al so used to observe interface coupling. In
this case a shock wave was perturbed by structure at a Cu/
plastic interface, and it in turn caused structure to evolve at a
plastic/foam interface. Experiments were also conducted to
study hydrodynamicinstability growth at aspherically diverg-
ing interface (see Fig. 84.48). In addition, experiments were
initiated to compare instability growth in 3-D versus 2-D, to
examine the growth of multimode perturbations, and to pro-
duce and diagnose a radiative precursor shock.

U242

Figure 84.48

X-ray radiograph showing modulations on a spherical capsule that has
expanded into resorcinol foam of density ~100 mg/cm3. The initial outside
diameter of the Br-doped CH capsule was 532 pm and the wall thickness
was 97 um. Initial perturbation wavelength and amplitude were 70 um and
10 um, respectively. Hydrodynamic instabilities, like those present in
supernovae, caused the observed modulations to develop from the small
initial perturbations.

Charged-Particle Spectroscopy on OMEGA:

Recent Results, Next Steps.

Principal Investigator: Richard Petrasso (Massachusetts|nsti-
tute of Technology) and collaborators from LLNL, LLE, and
SUNY Geneseo.

The focus of this year’s work has been the acquisition and
interpretation of high-resolution secondary proton spectra
[Fig. 84.49; see also LLE Review 83, 130 (2000)]. These
results areimportant not only for the information obtained for
the current gas-filled capsule implosion experiments but also
indemonstrating the potential to characterize cryogenic-target
implosions. Secondary-proton spectroscopy may provide one

LLE Review, Volume 84

NATIONAL LAsER UsERS' FACILITY NEWS

of the best means for studying high-density cryogenic cap-
sule implosions.
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Figure 84.49

Comparison of multishot-averaged secondary proton spectra obtained with
the CPS 2. Shots 20289 to 20291 were carried out with improved uniformity
(1-THz, 2-D SSD and polarization smoothing), while shots 20246 to 20250
werecarried out with 0.3-THz, 2-D SSD and no polarization smoothing. Note
the higher secondary proton yields and increased energy downshift (indicat-
ing higher shell areal density) for the improved uniformity implosions.

Development of X-Ray Tracer Diagnostics for Radiatively
Driven NIF Ignition Capsule Ablators.

Principal Investigator: David Cohen (Prism Computational
Sciences) and collaboratorsfrom the University of Wisconsin,
LLE, LANL, SNL, and LLNL.

This program continued a series of x-ray spectroscopic
measurementsto explorethe physicsof radiation-driven, NIF-
type ablators. The FY 00 campaign included two days of shots
inwhich time-dependent backlit absorption spectrawere mea-
sured from thin tracer layers buried inside capsule ablator
samples that were mounted on halfraums (see Fig. 84.50). A
significant signal was observed from NaCl tracers (Cl K ) in
both germanium-doped and undoped plastic ablator samples.
The onset of the signal was seen to be delayed in the doped
sample as compared to the undoped sample. Furthermore,
especially in the doped sample, the progressive heating of the
tracer can be seen asthe dominant ionization state movesfrom
Be-like to He-like over an interval of ~100 ps (Fig. 84.51).
These data demonstrate the effects of ablator dopants on the
radiation wave characteristics. Among other innovations in
this year’s campaign, we were able to construct targets and
mount diagnostics in such away as to do simultaneous spec-
troscopy of two samples on a single halfraum using two
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different time-resolved spectrometers. These experiments are
relevant for ablator characterization and target design efforts
for NIF ICF targets.

U244

Figure 84.50

A Powell-scopeimage of ahalfraum target, seen from the laser entrance hole
(LEH) side. Therectangular objectinfront of theL EH i sabismuth backlighter
foil. The positioning stalk can be seen at the top of the barrel of the halfraum,
and variouspositioning fibersand shieldsare also visible. The ablator sample
(in the form of awitness plate) is on the back end of the cylinder.
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Investigation of Solid-State Detection of Charged-Particle
Spectrometry.

Principal Investigator: Kurtis Fletcher (State University of
New York at Geneseo) and collaborators from MIT, LLE,
and LLNL.

In this collaboration, electronic detection of charged par-
ticles was demonstrated using the charged-particle spectrom-
eter (CPS1) on OMEGA. A 250-um-thick pin diode was
mounted in the spectrometer focal plane at the position corre-
sponding to ~15-MeV protons. In aseries of shotswith D3He-
filled CH shells, high-energy protons passed through a
collimator, an Al filter, and a CR-39 track detector before
stopping inthediode. Each proton deposited about 3.5 MeV of
energy in the diode. The resulting voltage signal of the diode
was recorded on an oscilloscope [see Fig. 84.52(a)]. The CR-
39 detector for each shot was later etched and the number of
protons counted to provide a benchmark for the electronic
detection system. Asexpected, theareaof the proton peakswas
proportional to the number of protons[seeFig. 84.52(b)]. This
project demonstrated proof-of-principle that el ectronic detec-
tion of charged particles generated in the |CF environment is
possible under appropriate conditions.

He Li Be —
550 ps

4.5 4.6 4.7
Wavelength (A)

Figure 84.51

Time-resolved absorption spectra of chlorine features from (a) an undoped sample and (b) adoped sample. The three prominent tracer absorption features are
marked on each figure. The three lineouts shown in each figure are time-averaged over 100 ps.
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Figure 84.52

(a) Solid-state (PIN)-detector primary proton signals obtained on four shots (20323, 20326, 20327, and 20328) on D3He-filled CH shells.
(b) Integrated charge on solid-state detector versus the proton count as measured with a CR-39 track placed ahead of detector.

Optical Mixing of Controlled Stimulated Scattering
Instabilities (OMC SS) on OMEGA 1.

Principal Investigator: Bedros Afeyan (Polymath Research
Inc.) and collaborators from LLNL, LANL, and LLE.

Inthiscollaboration, experiments continued to investigate
optical-mixing-controlled stimulated scattering instabilities
in NIF-like, long-scale-length plasmas. This year, the OMC
SSI experiments concentrated on extending the previous
results showing stimulated Raman scattering (SRS) back-
scattering reduction of an interaction or pump beam in the
presence of an overlapping (probe) laser beam at the Mach
= -1 surface. Theinteraction of the two beamsis expected to
produce a spatially localized, large-amplitude ion-acoustic
wave (IAW). Thisl AW inturn dephasesthe SRSinstability by
producing AW turbulence. The dependence of the nonlinear
interaction processes on pump and probe beam intensity,
probe beam spot size, and crossing region location were
investigated in the FY 00 experiments. Some of the results of
these experiments are shown in Fig. 84.53.

FY01 NLUF Proposals

A record 17 proposals with funding requests totaling
$3,685,742 (total for FY 01 and FY 02) and with shot requests
of 360 and 370 shots, respectively, in FY01 and FY 02 were
submitted to NLUF thisyear. For thefirst time, the successful
proposals will be approved for a two-year period of perfor-
mance (FY 01 and FY02).
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Figure 84.53

Ratio of stimulated Raman backscattering (SRBS) reflectivities plotted
versus wavelength integrated over time. The plot shows weak-probe SRBS
reflectivitieswheretheintensity ratio between probe and pump beamsis 15:1,
divided by strong-probe SRBSreflectivitieswheretheintensity ratio between
probe and pump is 1:1 (blue curve) and 1/2:1 (red curve) and the probe
beam isfocused where the flow velocity isMach = —1. The black curveisthe
control; the intensity ratio of pump to probeis 1:1 but the beams are focused
wheretheflow isMach = +1, where no resonant ion wave can be driven by the
interaction of pump and probe. The black curveisnot flat at M = +1 because
even at that focus some of the light does get to Mach = -1, giving a slight
reduction of the SRBS.
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A DOE technical evaluation panel including Dr. David
Bradley (LLNL), Dr. David Montgomery (LANL), Dr. Rich-
ard Olson (SNL), and Dr. Ned Sautoff (Princeton Plasma
Physics L aboratory) reviewed the proposalson 19 May 2000.
The NLUF Manager (non-voting) chaired the panel. The
committee recommended approval of eight of the proposals
(seeTable 84.VI1) with reduced funding and shot allocation to
fit within the budget of $700,000 per year and NLUF shot
allocation of 120 shots per year. A ninth proposal was condi-
tionally approved pending additional funds from DOE.

FYO00 National Laboratory, NWET, and CEA Programs

When Novaoperationsendedin FY 99, national laboratory
and other use of OMEGA continued to increase. Programs of
the three national laboratories (LLNL, LANL, and SNL),
NWET, and CEA accounted for over 38% of OMEGA use
during this fiscal year. The following is a brief summary of
some of the work carried out by the national laboratories,
NWET, and CEA:

1. LLNL and NWET Campaigns

In FY 00 LLNL had 320 shot opportunities at the OMEGA
facility, divided as follows: 100 shots for target ignition
physics (TIP), 200 shots for high-energy-density science
(HEDS), and 20 shots for nuclear weapons effects testing
(NWET). A total of 284 target shots were taken. These shots

involved 15 Principal Investigators (including shots with col-
laboratorsfrom SNL and LANL) and spanned the 21 different
mini-campaigns listed in Table 84.VIII.

Highlights of LLNL experiments include the following:

Conversion Efficiency: Aninitial OMEGA campaign was car-
ried out to investigate the x-ray drive energeticsin roughened
hohlraums. Roughened hohlraums are required for infrared
augmented S-layering on NIF, and the initial OMEGA results
indicate that the rough hohlraums appear brighter than the
smooth ones, contrary to expectations.

Cocktail Hohlraums: Experimentswereinitiated on OMEGA
toinvestigate the soft x-ray emission of “cocktail” materials—
i.e., mixturesof elementsrather than the conventional Au-lined
hohlraum. The initial results are in agreement with LASNEX
simulations, and experiments will continue to confirm the
expectations of higher drive with cocktail materials.

NIF Foot Symmetry: NIF-scale, 90-eV hohlraum symmetry
experiments were carried out on OMEGA with anovel point-
projection backlighting technique to assess the symmetry of
drivein the foot of the NIF pulse. The results of these experi-
ments indicate that the techniqueis capable of 1% accuracy in
detecting asymmetry modes in NIF-scal e targets.

Table 84.VII: Approved NLUF Proposals for FY01/02
Principal Affiliation Title of Proposal
Investigator

C. F. Hooper, Jr.| University of Florida Atomic Physics of Hot, Ultradense Plasmas

R. Mancini University of Nevada, Reno Determination of Temperature and Density Gradients
in Imploded Cores of OMEGA Targets

R. Petrasso Massachusetts Institute of Technology  Studies of Fundamental Properties of High-Energy-
Density Plasmas

H. Baldis University of California - Davis Studies of Dynamic Properties of Shock-Compressed
FCC Crystals

R. K. Fisher General Atomics High-Spatial-Resolution Neutron Imaging of Inertial Fusion
Target Plasmas Using Bubble Neutron Detectors

R. B. Stephens General Atomics Asymmetric Fast Ignition Target Compression

P. Drake University of Michigan Supernova Hydrodynamics on the OMEGA Laser

B. B. Afeyan Polymath Research, Inc. Optical-Mixing-Controlled Stimulated Scattering Instability
Experiments on OMEGA lll and IV: Suppressing
Backscattering Instabilities by the Externally Controlled
Generation of lon Acoustic Wave or Electron Plasma Wave
Turbulence
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High-Convergence Implosions:  The multicone capability of
OMEGA was used to conduct hohlraum-driven implosion
experiments with an inferred convergence ratio up to 20. The
resulting neutron yield on these implosions was significantly
improved compared to the previous Novaresultswith asingle
cone of beams (see Fig. 84.54).

Shock Timing: Using ashock optical pyrometer (SOP), the UV
emission of shock breakout was measured and used to infer
shock vel ocity inradiation-driven ablators. Shock propagation
datawereobtainedforAl, polyimide, and Be+0.9% Cusamples.
These experiments were carried out in a collaboration invol v-
ing SNL, LANL, LLNL, and UR/LLE.

Ablator Burnthrough: SNL led ateam of LLNL, LANL, and

LLE scientists in conducting an experiment to investigate
burnthrough in a radiation-driven capsule. The experiment

Table 84.VIII: LLNL Campaigns on OMEGA in FY0O.

wasdesignedto provideverification of | CF ablator burnthrough
timing. Indirect-drive burnthrough data were obtained for
polyimide and beryllium samples using the half-hohlraum
(halfraum) geometry shown in Fig. 84.55(a). Spatialy re-
solved streak camera imaging was used in conjunction with
timing fiducials provided by two of OMEGA's beams to
provide this data [see Fig. 84.55(b)].

Convergent Ablator Burnthrough: X-ray-backlit implosions
were used to determinethe abl ation rate and payload traj ectory
in spherical geometry in the hohlraum drive. Some of the
results from these experiments are shown in Fig. 84.56.

Planar RT: Polyimide ablator Rayleigh-Taylor growth mea-
surements were conducted on radiation-driven planar targets
on OMEGA. The initial OMEGA experiments show accept-
able agreement with code predictionsfor al wavelengths (see
Fig. 84.57).

Target Shot
Campaign Sub-Element Experiment Allocation
Target Ignition Physics WBS 1 — Energetics Conversion efficiency 15
Laser—plasma interaction 10
Cocktail hohlraums 5
WBS 2 — Symmetry NIF foot symmetry 20
High-convergence implosions 5
WBS 3 — Ablator Physics| Shock timing 15
Ablator burnthrough 10
Convergent ablator burnthrough 10
Planar RT 10
High-Energy-Density Sciences Solid-State Hydro 15
Implosion Mix Pushered shells 15
Hydro | Richtmyer—Meshkov 40
Hydro Il Features 20
Hydro IlI Jets 20
Radiation Transport Low, drive 5
Radiation transport in foams 30
Equation of State (EOS) Low- and higheOS 35
Capability Development Backlighter development 15
Fluorescence mix 5
Nuclear Weapons Effects 10
Testing (NWET) Source Development Gas-filled-Be-can sources
Hot-electron sources 10
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Figure 84.54
(a) Schematic illustrating the beam configuration for OMEGA compared to Nova. (b) Typical capsules used in these experiments were Do-filled, Ge-doped

CH shells. (c) Plot of theratio of the measured neutron yield over the calculated 1-D yield including mix as a function of the inferred convergenceratio. The
low-convergence-ratio targets contained 50 atm of deuterium (datapointsarecircles), whilethe higher-convergence-ratio targets contained 10 atm (square data

points). The open data points contained no Ar doping in the fuel. The Nova points are blue and the OMEGA data are red.

Fiducial beam 61 (@ (b)

hits top of halfraum,
2-nsdelay TIM4/SX11/SSCA data
OMEGA shot 20162

A Polyimide or
Be ablator
IS
IS
©
—
Y
Reference
flux hole, t~0
Fiducial beam 12
hits bottom of halfraum,
1-nsdelay
U249

Figure 84.55
(a) Schematic of burnthrough experiment. Fifteen drive beams are brought into the halfraum in two cones, while two beamsirradiate the top and bottom of the

exterior of the halfraum to provide timing fiducials. A holein the halfraum provides atime history of the x-ray flux in the halfraum. (b) Streak camerarecord
of x-ray emission showing the reference flux hole emission (t ~ 0) and delays (t ~ 1 and 2 ns) along with the central delayed feature signaling burnthrough to

the ablator being used in this experiment.
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Figure 84.56

Measurement of ablation rate and payload trajectory in
a hohlraum-driven spherical implosion experiment.
— The ablator for this experiment was CH, and an inner
layer of Ti-doped CH served as the signature of ablator
burn-through. Time-gated radiography with 5.2-keV
X rays was used to make this measurement.
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Figure 84.57

Results of Rayleigh—Taylor growth measurements on radiation-driven polyimidefoils. These three plots show the measured modulation (OD) as afunction of
time for three radiation-driven planar targets with different initial wavelengths and amplitudes. The dashed lines represent simulations using a Planckian
spectrum, while the solid lines represent the simulations using Dante-derived drive and cal culated spectrum.

Pushered Shells: Experimentswere conducted on ahohlraum-
driven, single-shell target design consisting of a DT-filled
glass shell overcoated with Ge-doped CH. The neutron burn
history, neutronyield (20% of cleanyield), radiationdrive, and
absorption imaging of the CH/SiO, tragjectory were compared
to hydrodynamics simulations.

Hydrodynamics. Several important hydrodynamicscampaigns
were carried out on OMEGA in FY00. A new shock-driven
hydrodynamicsgeometry wassuccessfully tested, and VISAR
measurements of shock velocity were carried out. Simulta-
neous side-on and face-on datawere obtained and 3-D features
clearly observed on the interaction of ashock and a sphere. A
collaborative experiment between the AWE (United King-
dom), LANL, and LLNL investigated the interaction of a
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supersonicjet withacounter-propagating shock. Theseexperi-
ments were simulated using the RAGE code at LANL, the
CALE code at LLNL, and the NYM-PETRA code at AWE.

Long, Low T, Drive: X-ray diffraction was used to measure
melt and 1-D to 3-D lattice transitions on OMEGA. Simulta-
neousmeasurementsof Bragg and L aue patternson Cu showed
3-D compression of the crystal lattice.

Radiation Transport in Foams: Theimportance of wall struc-
tureandwall losseswasdemonstrated in experimentsonfoam-
filled hohlraums.

Low- and High-ZEOS: Equation of state of relevant materials
was measured at high pressures (1 to 50 Mbar) on OMEGA.
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These experiments were conducted in both direct- and indi-
rect-drive mode and showed that preheat is an issue for both
approaches for these measurements.

Backlighter Development: A new backlighting capability was
validated that will be used on NIF hydro experiments. This
technique is pinhole-assisted point projection backlighting.
Ultrahigh (100x)-magnification x-ray imaging wascarried out
to measurethe coreof OM EGA hohlraum-driventarget implo-
sions. This approach has the capability of providing 3-um
resolution at an x-ray energy of 6 keV.

Gas-Filled-Be-Can X-Ray Sources: Experimentswerecarried
out on OMEGA to investigate the x-ray production of inter-
nally irradiated gas- and foam-filled Be cans. High conversion
efficiency (~10%) to Ar K-shell and Xe L-shell radiation
was measured for Ar- and Xe-filled Be cans. Foam-filled
(6 mg/cm? SiO,) cans demonstrated 30x enhancement of
50-keV x rays compared to previous measurements with 1%
of critical density (n.) CgHq, gas-filled cans.

2. LANL Campaigns

LosAlamosNational Laboratory conducted several experi-
mental campaigns at OMEGA during FY 00 as part of Cam-
paign 10 Major Technical Efforts in Indirect-Drive Ignition
and Support for Stockpile Stewardship. These campaigns
included the following:

Double Shells: These experiments showed that the perfor-
mance of the reduced M-band absorption (imaging) double-
shell target exceedsthat of all othersat convergenceratio (CR)
~38 (see Fig. 84.58).
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Classified Experiments. Classified experiments with impor-
tant results were successfully hosted by LLE.

Direct-Drive Cylinder Experiments (DDCYL): DDCYLMIX
experiments achieved good “low-mix/high-mix” comparison
with well-characterized conditions for compressible plasmas
in convergent geometry (see Fig. 84.59). Static targets better
characterized the details of image analysis and careful com-
parison to theoretically simulated radiographs.

Backlighter Studies: Energy and intensity-dependent scaling
for K-shell backlighters were determined for NIF-relevant
backlighters. A seriesof experiments (Fig. 84.60) were carried
out using Fe, Zn, and Gebacklighter targetsdriven at rel atively
high laser intensity (1 x 106 W/cm?).

High-Convergencelmplosions: X-ray imaging of single-shell
implosionsshowed transition fromalimb-brightened imageto
acentrally peaked image at CR~23, indicative of mix.

Soike Dissipation: Laser-based experiments have shown that
Rayleigh—Taylor growth in thin, perturbed copper foils leads
to a phase dominated by narrow spikes between thin bubbles.
These experiments are well modeled and measured until this
“gpike” phase, but not into the spike phase. Experiments were
designed and carried out on OMEGA to explore the late-time
spike phase. The OMEGA experiment used side-on radiogra-
phy witha6.7-keV Febacklighter source. A gated x-ray imager
time-resolved the x-ray transmission image from which the
temporal development could be obtained (Fig. 84.61).

Figure 84.58

Ratio of measured neutron yield over the calculated clean yield (Y OC) plotted as
afunction of calculated convergence ratio for indirect-drive Novaand OMEGA
experiments. The diamonds indicate Nova cylindrical-hohlraum single-shell
shots (1.4-ns square pul se shots). The crosses are datafrom tetrahedral -hohlraum
single-shell-capsule experiments on OMEGA (1-ns square pulse). The inverted
triangles represent standard double-shell data taken on OMEGA. The upright
triangl esrepresent suppressed M -band hohl raum doubl e-shell-target data, and the
solid circles represent reduced M-band absorption double-shell-capsule data
taken on OMEGA. The arrows indicate NIF double-shell ignition designs with
foams of 0.15 g/cc and 0.1 g/cc at convergence ratios 24 and 33, respectively.

LLE Review, Volume 84



(8 Low mix

500
400
£ 300
=4
200
100
0 x| | |
0O 100 200 300 400 500 0 100
U253 'um
L LA B
400 - ‘ 1x10%W/cm2
o A500-eV AE -
T 20l m400-eV AE |
=
N}
ul L i
9
§2m_ _
100 —
| | | | | | | I'_‘_:
6 7 8 9 10 11
o5 Energy (keV)

U255

LLE Review, Volume 84

(b) High mix

um

NATIONAL LAsER UsERS' FACILITY NEWS

Figure 84.59

X-ray radiographs taken along the cylin-
der axis of directly driven cylindrical tar-
get implosions. (a) Shot 18689 (19.1 kJ
with Fe backlighter) low-mix target with
dichloroprolystyrene marker layer (initial
Atwood number = 0.15); (b) (Shot 18687
(19.9 kJ with Ti backlighter) high-mix
targetwith Aumarker layer (initial Atwood
number = 0.95). Both images are taken
4.75 ns after tg in mass-matched implo-
sions.

Figure 84.60

X-ray fluencein photons per square micron plotted asafunction of x-ray energy for
Fe (6.7 keV), Zn (9.0 keV), and Ge (10.3 keV) K-shell x-ray emitters. Thetriangles
represent 500-eV energy bandwidth, and squares represent 400-eV bandwidth. The
experiments were carried out at an on-target intensity of 1016 W/cmZ2.

Figure 84.61

Typical radiograph obtained on spike evolution experiment. The Cu target in
this case was milled to generate a series of 10- to 20-um-thin, 200-um-long,
30-um-high ridges 150 pm apart, leaving a thin, flat Cu backing. The target
was placed on the side of a scale-1.2 OMEGA hohlraum with the ridges
pointing into the hohlraum. A laser drive consisting of 1-ns sguare pulses
heated thehhohlraumto 190 eV todrivethetarget. Theimage showsthegrowth
of the spikes and mushroom-like feet on the tips of the spikes.
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High-Yield Neutron Shots for Diagnostic Development: NIF
Phase 2 (Advanced) neutron diagnostics for burn history and
neutron imaging werefielded, with first observations made of
fusion gammas from an ICF target. The signal shown in
Fig. 84.62 is from a Gas Cerenkov burn history diagnostic
implemented on OMEGA.
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Figure 84.62

Typical Gas Cerenkov counter detector response for a high-neutron-yield,
DT-filled-capsule shot (red line). The Cerenkov signal isthe peak at ~0.6 ns
(marked CKV). The plot aso shows the signals from two other shots where
the Cerenkov signal was blocked (black line) and where there was no CO»
gas in the counter (blue line). The small hump in the back of the Cerenkov
signal is apparently due to gamma rays generated by interaction of the
neutrons generated in the implosion and the GXI diagnostic.

Los Alamos also supported several other campaigns at
OMEGA:

SandiaWBS3ablator characterization, NLUFlaser—plasma
instability work, AWE Jet experiment, and transient x-ray
diffraction materials work.

3. CEA Activities

In FY 00, CEA (France) activitieson OMEGA included the
installation and activation of two diagnostics—a penumbral
neutron imaging system (NIS) and an absolutely calibrated
time-resolved broadband x-ray spectrometer (DMX)—and
X-ray conversion efficiency experimentsin spherical geometry.

Time-Resolved Broadband X-Ray Spectrometer (DMX): DM X

(see Fig. 84.63) is a broad-bandwidth, absolutely calibrated
X-ray spectrometer that uses new coaxial x-ray detectors

228

(CXRD) to provide an overall ~100-ps temporal resolution in
a compact 20-channel instrument. Spectral resolution is ob-
tained by a combination of mirrors, filters, and detector spec-
tral response. The current configuration covers a range of
50 eV to 20,000 eV. DMX was successfully activated and
compared with a similar instrument (LLNL's Dante) on
OMEGA shotsin both direct and indirect drive. A satisfactory
agreement was found between the two diagnostics on spectral
shape and x-ray emission time history under various condi-
tions (Fig 84.64), but a discrepancy was observed on absolute
level shetween thetwo diagnostics.t Further work isinprogress
to understand the origin of this discrepancy.

X-Ray Conversion Experiments.  X-ray conversion experi-
ments on disks are sensitive to 2-D effects. The OMEGA
configurationdeliversavery uniform laser irradiation pattern,
enabling a quasi 1-D experiment in spherical geometry very
suitable for the validation of numerical simulations. A set of
experiments were carried out to study x-ray conversion on
gold-coated, 950-um-diam CH spheres (2.5 to 3 um gold
thickness) at laser intensities ranging from 3 x 1013 up to 8
x 1014 W/cm=2. X-ray conversion history at different energies,
x-ray imaging of plasma, and spectral measurements were
used as benchmark simulations.

Neutron Imaging of an Imploding DT Target: Recently, CEA
installed a new 14-MeV neutron imaging system (NIS) on
OMEGA. This diagnostic measures the size of the neutron-
emission area of a direct-drive implosion. A neutron image
resolution better than 10 um s required on future laser facili-
tiessuch asLMJand NIF. In June a prototype NI S was tested
onOMEGA, using thetechnique of penumbral imaging, which
has an ultimate resolution of 30 um. The apertureisamassive
cylinder (50 mm thick) of tungsten alloy, inside which an
aperture with a biconical shape is drilled. The shape of this
aperture is defined by entrance, middle, and output diameters
of 600 um, 760 um, and 1070 um, respectively. The entrance
side of the aperture is set at 55 mm from the target with an
aperture manipulator installed into a TIM. The aperture is
positioned by a four-stage piezoelectric vacuum compatible
actuator, which wastested in ahigh neutron flux environment.
Theimageisrecorded on adetector installed onthe Target Bay
floor at 8mfromthetarget chamber center (TCC). Thedetector
is composed of 8000 plastic scintillating fibers. The light is
generated mainly by the slowing of a proton produced by
elastic scattering of a neutron on hydrogen. The resulting
optical imageisthen amplified by a gated microchannel plate
andrecordedontheCCD. The CCD isprotected fromthedirect
interaction of the neutron by a shield made with polyethylene
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and lead. The coded image[seeFig. 84.65(a)] isthenunfolded =~ REFERENCES

by afll.tere.d autocorrelation technlque to produce the image 1. See J. L. Bourgade et al., "DMX: An Absolutely Calibrated
shown in Fig. 84.65(b). The source is observed to be 120 um Time-Resolved Broadband Soft X -Ray Spectrometer Designed for MJ
in diameter on this shot and can be compared with the 3-keV Class Laser-Produced Plasmas,” to be published in the Review of

X-ray image obtained on the same shot. Scientific Instruments.
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Figure 84.63
Coaxial x-ray diode Illustration of aDMX diagnostic.
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Figure 84.64
DMX/Dante experimental results comparison. (a) Time-integrated spectrum inferred from Dante (solid line and squares) and DM X (circles) on OMEGA

Shot 18326. Symbol s denote the mean energies of the channelsfor both diagnostics. (b) Spectrally integrated intensity asafunction of timefor hv <2 keV and
2<hv<5keV. DMX datawere rescaled with the same factor for both plots.
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Figure 84.65

(a) Penumbral image of an imploded DT target. The central disk istheimage of the neutrons passing through the entrance of the aperture. The neutron source
sizeinformation isin the area surrounding the central disk. (b) Processed neutron image of aDT imploded target (Shot 20290). Ten pixelsrepresent 28 um on
thisimage.
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