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In Brief

This volume of the LLE Review, covering October–December 2003, features “Direct-Drive Cryogenic
Target Implosion Performance on OMEGA,” by P. W. McKenty, J. A. Delettrez, L. M. Elasky, R. Epstein,
A. Frank (University of Rochester and LLE), V. Yu. Glebov, V. N. Goncharov, D. R. Harding, S. Jin,
J. P. Knauer, R. L. Keck, S. J. Loucks, L. D. Lund, R. L. McCrory, F. J. Marshall, D. D. Meyerhofer,
S. P. Regan, P. B. Radha, S. Roberts, W. Seka, S. Skupsky, V. A. Smalyuk, J. M. Soures, K. A. Thorp,
and M. Wozniak; J. A. Frenje, C. K. Li, R. D. Petrasso, and F. H. Séguin–PSFC-MIT; K. A. Fletcher,
S. Padalino, and C. Freeman–SUNY, Geneseo; and N. Izumi, J. A. Koch, R. A. Lerche, M. J. Moran,
T. W. Phillips, G. J. Schmid, and C. Sorce–LLNL (p. 1). Layered and characterized cryogenic D2 capsules
have been imploded using high-contrast pulse shapes on the 60-beam OMEGA laser at the Laboratory
for Laser Energetics. These experiments measure the sensitivity of the direct-drive implosion perfor-
mance to parameters such as the inner-ice-surface roughness, the adiabat of the fuel during the implosion,
and the laser power balance. The goal is to demonstrate a high neutron-averaged fuel ρR with low angu-
lar variance using a scaled α ~ 3 ignition pulse shape driving a scaled all-DT ignition capsule. Results are
reported with improvements over previous experimentsin target layering and characterization and in laser
pointing and target positioning on the OMEGA laser. These capsules have been imploded using up to
23 kJ of 351-nm laser light with an on-target energy imbalance of less than 2% rms, full beam smoothing
(1-THz bandwidth, 2-D SSD, and polarization smoothing), and new, optimized, distributed phase plates.
Pulse shapes include high-adiabat (α ~ 25) square pulses and low-adiabat (α < 5) shaped pulses. The data
from neutron and charged-particle diagnostics, as well as static and time-resolved x-ray images of the
imploding core, are compared with 1-D and 2-D numerical simulations. Scaling of target performance to
a weighted quadrature of inner-ice roughness at the end of the acceleration phase is investigated.

Additional highlights of research presented in this issue include the following:

• V. A. Smalyuk, J. A. Delettrez, S. B. Dumanis (visiting scientist, Columbia University), R. Epstein,
V. Yu. Glebov, D. D. Meyerhofer, P. B. Radha, T. C. Sangster, C. Stoeckl, and N. C. Toscano; J. A.
Frenje, C. K. Li, R. D. Petrasso, and F. H. Séguin–PSFC-MIT; and J. A. Koch–LLNL (p. 11)
characterize the compressed-core, temperature-density profiles of a cryogenic deuterium (D2) target
using measured primary deuterium–deuterium (DD) and secondary deuterium–tritium (DT) yields,
neutron-averaged ion temperature, and x-ray images at peak neutron production. In addition, the
authors infer the electron pressure and the areal density of the neutron production region to be
2.7±0.4 Gbar and ~10 mg/cm2, respectively.

• B. Yaakobi, D. D. Meyerhofer, and T. R. Boehly; J. J. Rehr–Dept. of Physics, University of
Washington; B. A. Remington, P. G. Allen, and S. M. Pollaine–LLNL; and R. C. Albers–LANL
(p. 16)  use a laser-source-based, extended x-ray absorption fine structure (EXAFS) measurement to
study the properties of laser-shocked metals on a nanosecond time scale. The ability of measuring
shock-induced temperatures of the order of 0.1 eV is essentially unique to EXAFS. EXAFS
measurements of vanadium shocked to ~0.5 Mbar with a 3-ns laser pulse yield a compression and
temperature in good agreement with hydrodynamic simulations and shock-speed measurements. In
laser-shocked titanium at the same pressure, the EXAFS modulation damping is much higher than
warranted by the increase in temperature. This is explained by the α-Ti to ω-Ti phase transformation
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known to occur around ~0.1 Mbar in the longer (µs) shocks obtained in gas-gun experiments. In the
ω-Ti phase, the disparate neighbor distances cause a beating of the modulation frequencies and thus
an increased damping. These results demonstrate that EXAFS measurements can be used for the study
of nanosecond-scale shocks and phase transformations in metals.

• J. Li and W. R. Donaldson (p. 25) tested metal–semiconductor–metal ultraviolet photodiodes
fabricated on GaN in the picosecond regime with an electro-optic sampling system. The best
performance of a device with a feature size of 1 µm showed a 1.4-ps rise time and 3.5-ps full width at
half maximum, which represents the fastest ultraviolet GaN photodiode reported to date. The derived
electron velocity in GaN was in good agreement with an independent photoexcitation measurement.
A comparison with Monte Carlo simulation was made, and slower impulse response observed in a
device with a smaller feature size of 0.5 µm was discussed.

• M. Z. Yates, C. Wolfe, J.-C. Lin, and F. Caruso (Dept. of Chemical Engineering, University of
Rochester) (p. 28) consider photonic crystals that offer great promise in a variety of applications in
optoelectronics, from lasers to the creation of all-optical circuits for computing. The presented research
project focuses on the creation of novel photonic crystals through the self-assembly of core-shell
structured colloidal particles. Layer-by-layer electrostatic self-assembly was used to deposit polyelec-
trolyte shells around spherical colloidal particles. By exploiting electrostatic attraction, shells of
controllable thickness were formed by alternating the deposition of positive- and negative-charged
polyelectrolytes. The coated colloidal particles were deposited as thin films of hexagonally close-
packed crystals onto glass slides. The crystalline films display a partial photonic band gap and
preferentially reflect light of a wavelength dependent on the size of the particles making up the crystal.
The chemical functional groups in the shell surrounding the colloidal particles offer a potential route
to immobilize optically active species in the shell to enhance the photonic band gap of the crystal.

• N. Usechak, G. Agrawal, and J. D. Zuegel (p. 36) report on a ytterbium fiber laser mode-locked at its
280th harmonic, which corresponds to a repetition rate greater than 10 GHz. The laser produces
linearly polarized, 2.6-ps chirped pulses with up to 38 mW of average output power. The mode-locked
pulses are tunable over a 55-nm window centered on 1053 nm.

• J. C. Lambropoulos [also Dept. of Mechanical Engineering and the Center for Optics Manufacturing
(COM)], B. E. Gillman (Zygo Corp.), S. D. Jacobs (also COM), and H. J. Stevens (Corning, Inc.)
(p. 40) report on a series of microgrinding and polishing experiments on glass-ceramics. Microgrinding
includes deterministic microgrinding (fixed infeed rate) and loose-abrasive lapping (fixed pressure).
Material mechanical properties (Young’s modulus, hardness, fracture toughness) and chemical
properties (chemical susceptibility, or mass loss under chemical attack) are correlated with the quality
of the resulting surface (surface microroughness and surface grinding-induced residual stresses).
Deterministic microgrinding (at fixed infeed) and loose-abrasive microgrinding (at fixed pressure) are
compared in terms of material removal rates and resulting surface quality.

Valeri N. Goncharov
Editor
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Introduction
Direct-drive, cryogenic inertial confinement fusion (ICF)
capsule implosion experiments under investigation using the
30-kJ OMEGA laser system1 at LLE will validate the scaled-
ignition performance of low-adiabat, cryogenic DT capsules.
This validation is pivotal in the development of direct-drive
ignition target designs for the 1.6-MJ National Ignition Facil-
ity2 (NIF), currently under construction at the Lawrence
Livermore National Laboratory. The physical limitations of
the target fabrication and laser subsystems on the NIF, how-
ever, place restrictions on the robustness of ICF ignition
designs. Demonstrating the viability of the ignition designs
driven under a variety of perturbation scenarios is critical to the
success of direct-drive ICF.

Target designers have, in the past, had to trade target
performance (thermonuclear gain) for increased target stabil-
ity.3 Many studies have been undertaken to examine the
minimum laser energy required to achieve ignition.4–7 All of
these studies have concluded that the minimum energy re-
quired for ignition scales as ~α2, where α is the shell adiabat,
defined as the ratio of the local pressure to the Fermi-degener-
ate pressure. As the compressibility of the fuel is increased (α
decreased), less laser energy is required to achieve ignition;
however, more-compressible fuel develops thinner fuel layers
during the implosion, resulting in reduced stability and, poten-
tially, layer failure. As the nonuniformity levels are reduced, it
becomes possible to field targets with lower fuel adiabat,
examining regions of higher target gain for fixed laser energy.
Eventually, targets with a fuel adiabat approaching α = 1 will
be used in direct-drive ignition.

The cryogenic implosion campaign at LLE is a staged
program comprised of several concurrent efforts including
experimental validation of target performance for progres-
sively lower fuel adiabat target designs employing cryogenic
D2 fuel; physical minimization of the interfacial cryogenic
surface roughness; and ultimately the implosion of cryogenic
DT targets on the OMEGA laser system. Recent advances in
all three of these efforts have LLE poised to demonstrate

Direct-Drive Cryogenic Target Implosion Performance on OMEGA

scaled-ignition performance with DT on OMEGA by the end
of FY05. Significant progress has been made in cryogenic
implosion experiments evaluating target performance with
high-adiabat solid-D2 and wetted-foam targets and low-adiabat
solid-D2 targets. It has been shown that there is good agree-
ment between the experimental observables and the results of
two-dimensional DRACO8 simulations for targets imploded
near target chamber center (TCC). The use of adiabat shaping9

has been shown theoretically to lead to increased stability for
both the “all-DT” and wetted-foam direct-drive NIF point
designs and the corresponding ignition-scaled experiments for
OMEGA. Dramatic advances in cryogenic layer characteriza-
tion and layering over the last year have resulted in the
production of sub-2-µm inner surface ice layers in targets for
implosion on OMEGA. The cryogenic DT fill and transfer
station (FTS) is currently being qualified and will be DT-
charged by the end of this fiscal year. With this system in place,
full-scale layering studies of cryogenic DT targets will be
undertaken, resulting in the fielding of ignition-scale cryo-
genic DT experiments on OMEGA.

This article reviews the performance characteristics of
recent OMEGA cryogenic implosion experiments and out-
lines the theoretical basis for new cryogenic experiments that
will examine low, α = 2 implosions for OMEGA. In the
following sections, (1) the experimental setup is presented;
(2) results of the implosion experiments are compared with
results from one- and two-dimensional (1-D, 2-D) radiation-
hydrodynamics simulations; (3) the direct-drive ignition de-
sign is optimized for better hydrodynamic stability using a
picket prepulse; and (4) the scaling of this design to OMEGA
operating conditions is examined. Conclusions are presented
in the last section.

Experimental Setup
1. Laser-System Configuration

Cryogenic capsules were imploded using two pulse shapes:
a high-adiabat (α ~ 25), 23-kJ, 1-ns square pulse and a low-
adiabat (α ~ 4), 17-kJ, 2.5-ns shaped pulse. The α ~ 4 pulse
shape has been scaled from the standard all-DT as shown in
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Fig. 97.1. Full beam smoothing techniques were applied to
each pulse using distributed phase plates (DPP’s),10 polariza-
tion smoothing with distributed polarization rotators
(DPR’s),11 and 2-D, single-color-cycle, 1-THz smoothing by
spectral dispersion (SSD).12 Laser power balance was opti-
mized using techniques employing x-ray fluence measure-
ments of standard OMEGA pointing targets.13 With these
techniques the variance of incident energy imbalance among
all 60 OMEGA beams is ~2% rms, with a 4- to 5-ps rms
mistiming when taken to target.
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Figure 97.1
The direct-drive NIF point design target is shown with the corresponding
OMEGA α = 4, energy-scaled capsule. The scaled pulse shapes are given in
the inset.

2. Capsule Metrology and Layering
Capsules used in these experiments fell into one of two

categories: utilizing fuel layers comprised of either solid D2
(SD) or a D2 wetted-foam (WF) layer over a solid D2 layer.
The SD target employs a thin, plastic outer shell composed of
a “strong GDP” (glow discharge polymer) (a high-strength
plastic, CH1.1 ρ ~ 1.20 g/cc) approximately 4 µm thick. This
shell, nominally 850 µm in diameter, is permeation filled with

D2 to pressures at room temperature in excess of 1000 atm,
which, when properly cooled, forms an ice layer of approxi-
mately 100 µm. Layering this surface requires the proper
selection of the triple-point isotherm in the capsule, cooling
gas pressure, and IR heating laser energy input. Currently a
quality layer (<2 µm rms) requires several days of technician
time. Optimization of this effort is being studied. Layer rough-
ness for this study spanned a range of values from 2 to
7 µm rms.

The WF shell used in these experiments was not optimized
for implosion on OMEGA but was part of initial foam–ice
layering studies in collaboration with General Atomics. The
shell consisted of a 4-µm CH layer overcoating a 62-µm foam
shell. The foam had a dry density of 120 mg/cc, with fibers
consisting of the same GDP mentioned above and an average
cell size of less than 1 µm. This shell underwent the same
permeation fueling as the standard SD cryogenic target, which
resulted in an inner ice layer estimated to be 65 µm in depth.
Accurate knowledge of the wetted-foam density and the result-
ant ice-layer thickness depends on the modeling of the freezing
of the liquid D2 fuel within the foam matrix. For this experi-
ment it was assumed that the foam, as it was cooled, became
impermeable to the liquid D2, preventing any diffusion of
liquid D2 in or out of the foam matrix. Conserving mass, the
wetted-foam density remains constant (~240 mg/cc) as densi-
fication proceeds.

While characterization of WF targets remains an issue due
to significant diffraction of the incident probe light, the SD
targets are characterized with white-light shadowgraphy simi-
lar to that first proposed and implemented by Koch.14 The
shadowgraphy technique produces a wealth of experimental
signal represented by a series of rings in the target image plane.
Recent analysis15 has identified the source of the faint trace
rings and confirmed the validity of the “bright ring” as the
primary carrier of information about the interfacial ice rough-
ness. After processing the information for a particular target
orientation, the target is rotated about its polar axis and another
sample is taken and processed. Such information can then be
interpolated and processed to give a full, 3-D representation of
the inner ice surface. The number of experimentally obtained
traces, as was pointed out by Stephens,16 limits the spatial scale
of this representation. OMEGA capsules undergo a minimum
of 20 roughness scans, which describe the amplitude and
nature of the first ten spherical harmonics. Complete spectral
decomposition of the ice surface would require more than a
hundred angular samples.
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3. Target Positioning
Sangster17 reported the early problems with positioning

cryogenic targets in the center of the OMEGA target chamber.
At the heart of this problem was static mis-positioning due to
image distortion through the shroud windows and dynamic
mis-positioning due to target vibration. The static mis-
positioning was corrected with careful and detailed proce-
dures comparing and documenting the position of surrogate
targets as viewed through the shroud windows and their true
position after the shroud was retracted. Each of the four
moving cryogenic transfer carts (MCTC’s) was examined
and given a unique set of positioning reticules for use with
target experiments.

The target vibration was caused by two problems: (1) the
vibration induced to the target stalk as the cryogenic shroud,
used to maintain the correct environment for the ice layer, was
pulled away from the target before laser irradiation, and (2) an
occasional, weak collision between the articulated target stalk
and the cryogenic shroud during this retraction. Many engi-
neering improvements were applied to the target shroud and
the MCTC. The most effective of these included the modifica-
tion to the shroud control software allowing a slower retraction
of the shroud and the replacement of the articulated target
stalks with a simple, narrower staple design. The slower
retraction speed allows transmitted vibrations to self-damp,
while the narrower stalk reduces the possibility of a collision
between the target and the retracting shroud.

With these modifications in place, the static mis-pointing
has now been reduced to less than 40 µm for all of the MCTC’s,
while target vibration has been virtually eliminated. All target
implosions discussed in this article were located within 40 µm
of TCC, with many achieving 20 µm at shot time.

4. Diagnostics
Cryogenic implosions on the OMEGA laser system are

diagnosed with a large number of instruments, including laser
scattering and absorption diagnostics; time-dependent and
time-integrated x-ray imaging; time-dependent and time-
integrated x-ray spectroscopy; time-dependent and time-inte-
grated fusion yield measurement; and fusion product spectros-
copy. The fusion product diagnostics include measurements of
both neutrons and charged particles. Data presented here
include measurements from the time-integrated x-ray imag-
ing, primary18 and secondary fusion yield,19 neutron20 and
proton spectroscopy,21 and time-dependent neutron and pro-
ton emission.22

Time-integrated x-ray imaging is used to determine the
position of the target at the time of the shot. These measure-
ments are made with both x-ray pinhole cameras and x-ray
microscopes. Three x-ray microscopes and five x-ray pinhole
cameras located in fixed positions around the target chamber
allow several views of the target emission to be recorded.
Subsequent analysis of the images locates the position of the
target to within ±10 µm.

The primary and secondary fusion product yields are mea-
sured with a combination of activation, scintillation, and track
detectors. These provide a direct measure of the implosion
performance. The ratio of secondary to primary product yields
is a measure of the final core conditions. Neutron spectroscopy
is used to determine the ion temperature, and the proton
spectroscopy determines the total areal density of the implo-
sion from the energy loss measured by wedged range filters.23

Time-dependent neutron emission is measured with a scin-
tillator coupled to an optical streak camera. The time evo-
lution of the fusion emission is sensitive to the overall coupling
of the laser energy to the target, and the emission from both the
shock wave and compression can be observed. These data
and those taken from laser absorption measurements are used
to determine the accuracy of the hydrodynamic simulation
of the implosion.

Implosion Results
1. High-Adiabat Pulses

The cryogenic implosion campaign is divided into several
phases dealing with the validation of stable implosions with
progressively lower fuel adiabat. The first phase of these
implosions used a high-adiabat (1-ns square, α = 25) laser
pulse to minimize the effects of laser imprint on target perfor-
mance. This allows experimental investigation of the effect of
ice roughness on target performance. Implosions were carried
out using several SD targets and one WF target. For brevity we
will examine one SD shot in detail and then speak briefly about
the wetted-foam shot.

The SD capsule used was ~875 µm in diameter and con-
tained a 92-µm D2-ice layer surrounded by a 3.8-µm GDP
wall. The inner ice roughness was measured to be ~4 µm rms
when averaged over 23 views. The power spectrum, shown in
Fig. 97.2(a), is heavily weighted toward the lowest end of the
spectrum with ~90% of the power contained in the first few
modes (l = 1 to 3). The capsule was determined experimen-
tally13 to be offset 22 µm from target chamber center at the



DIRECT-DRIVE CRYOGENIC TARGET IMPLOSION PERFORMANCE ON OMEGA

4 LLE Review, Volume 97

beginning of the implosion. This capsule produced a neutron
yield of 6.5 × 1010 neutrons—roughly 36% of the simulated
1-D LILAC24 yield. A DRACO simulation was run with the
roughness spectra from Fig. 97.2(a) and an initial 4.4% rms
l = 1 illumination nonuniformity corresponding to the 22-µm
offset.13 The simulated neutron yield of 6.9 × 1010 falls very
close to the experimental result. As can be seen from the
isodensity contours given in Fig. 97.2(b) (taken near the time
of peak neutron production), the core has developed under the
strong influence of the low modes with the effect of the l = 1
and 2 most prominent. The secondary-proton yields and aver-
age-areal-density results, shown in Fig. 97.2(c), are also in
good agreement between the experiment and the DRACO
simulation. One of the more-interesting results from this im-
plosion is the agreement between the range of experimentally
observed areal-density measurements with those predicted by
DRACO as shown in Fig. 97.2(d).

Additional results obtained for the other shots are compiled
in Fig. 97.3. In Fig. 97.3 the experimental yield-over-clean
[(YOC), the experimentally obtained yield divided by the 1-D
simulated yield] for all shots in this series is compared with the
trends of several series of perturbed DRACO simulations run
with increasing initial ice roughness for a specific fixed target
offset. The DRACO trend lines merge with increasing ice
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roughness due to the dominance of the ice perturbation at these
high levels. The experimental results are in good agreement
with the DRACO predictions.

The other part of the high-adiabat cryogenic implosion
series was the use of a WF target to measure the absorption
fraction and shock speed in this material. Such experiments,
carried out in spherical geometry, help to develop a predictive
capability for target performance. The need for examining
shock propagation within a wetted-foam matrix was pointed
out earlier25,26 in theoretical studies analyzing shock propa-
gation in foam. Studies at LLE use the 2-D astrophysical code
AMRCLAW27 that employs the adaptive-mesh-refinement
(AMR) scheme to highly resolve the shock flow around and
through the fiber elements. The results of such simulations are
shown in Fig. 97.4 and indicate that shocks travel faster in
wetted foam when compared to traditional Lagrangian hydro-
dynamics simulations that model the foam as a homogeneous
mixture. Of particular interest to target designers, in addition
to ascertaining the proper value of the shock velocity, are the
perturbed nature of the shock front and mechanisms for the
CH-DT homogeneous annealing in the wake of the shock. Both
of these processes will be examined in more detail when a new
three-dimensional (3-D) AMR code, ASTROBEAR,27 be-
comes available.

Figure 97.4
Numerical results detailing the difference in shock velocity for a variety
of materials including CH, CH(DT)4 mixture, fiber-resolved foam, and
pure DT.
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Comparison of neutron burn histories between the results of the particle
temporal diagnostic (PTD) and LILAC.

Clearly, more work needs to be done in addressing the use
of WF targets in ICF ignition experiments. Over the coming
year we will repeat the spherical experiments for various den-
sity dry foams and couple this information with ongoing planar
foam experiments studying shock transit with picket pulses in
warm foams and standard shock development in cryogenic
wetted foams. Additionally, techniques must be developed to
characterize the ice layer within the foam shell.

2. Low-Adiabat Pulses
The next phase of the OMEGA cryogenic implosion

program involves the validation of low-adiabat, ignition-
scaled implosions on OMEGA. The first set of experiments in
this phase employs the α = 4 pulse shape, shown earlier in
Fig. 97.1. Several implosions were undertaken using the
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OMEGA laser, but, again, only a single SD shot will be
described in detail.

The SD target was 865 µm in diameter with a 3.8-mm GDP
overcoat, an ice layer of ~92-µm depth, and an interior ice
surface roughness of ~4.5 µm. The power spectrum for this
surface, as shown in Fig. 97.6(a), is again heavily weighted
toward low-order modes. The capsule was determined to be
28 µm from target chamber center at the beginning of the
implosion. The neutron yield for this implosion was 4.3 × 109,
which represents the highest-ever experimental yield obtained
from a cryogenic α ~ 4 implosion (YOC ~ 16%). The spectra
from Fig. 97.6(a) and an initial 5.6% l = 1 illumination
nonuniformity, again due to the target offset, were used in a
DRACO simulation (laser imprint was excluded from this
calculation because the growth of these two perturbations, at
these levels, overwhelms the effect of the imprint as was
demonstrated in Ref. 3). The simulated yield was 5.9 × 109.
The secondary-yield comparison also showed the DRACO
simulation slightly overpredicting the experimental result;
however, the simulated average �ρR� was again in good agree-
ment as shown in Fig. 97.6(c) and the azimuthal variation in
Fig. 97.6(d).

Previously,3 low-adiabat target performance has been pre-
sented as a compilation of all perturbation sources using a
sum-in-quadrature representation of each source’s contribu-
tion to the roughness of the inner ice layer at the end of the
acceleration phase of the implosion. The scaling parameter σ
is defined as

σ σ σ2 2 20 06 10 10= × <( ) + ≥( ). ,l ll l

where σl is the rms roughness computed over the mode range
indicated. At this time during the implosion, this surface
decouples from the ablation region of the target. As such, the
effects of all major sources of perturbation leading to the initial
seed of the deceleration-phase Rayleigh–Taylor (RT) instabil-
ity have been set. An example of the σ  scaling is shown in
Fig. 97.7, where a comparison is made between the NIF α = 3
and OMEGA α = 4 designs.

Using the σ  scaling with yield allows the experimental
validation of the numerical modeling of current OMEGA
experiments, which, in turn, lends credibility to the ability of
these numerical models to predict ignition for direct-drive
target designs on the NIF. The σ  parameter and yield perfor-
mance were extracted from the DRACO simulations of the
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α = 4 implosion experiments and placed on the graph in
Fig. 97.7. It can be seen that the points are in reasonable
agreement with the σ  scaling. When nonuniformities on
OMEGA are improved, implosion experiments will approach
the ~40% YOC goal for these implosions as denoted by the
dashed lines in Fig. 97.7.
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Comparison of the σ  stability analysis for the NIF α = 3 and the OMEGA
α = 4 designs. The dashed lines indicate the predicted value of σ  and the
corresponding target performance for each of the two designs when all NIF
specifications for levels of nonuniformity are applied. The solid diamonds
represent results from 2-D DRACO simulations of the noted OMEGA
experiments.

Re-baseline of the Direct-Drive Point Design
The baseline direct-drive point design has not experienced

any significant changes since its introduction by Verdon28 in
the early 1990s. The design, consisting of a levitated 340-µm-
thick cryogenic DT layer coated with 3 µm of CH and irradi-
ated with 1.8 MJ of 351-nm light, has undergone several
design studies3,29,30 and has consistently been shown to be
robust to moderate levels of perturbation. The design’s only
weakness, which can be attributed to low ablation velocities, is
its strong susceptibility to laser imprint during the acceleration
phase of the implosion. The limited ablation velocities cannot
effectively stabilize the RT growth of the fast-growing, short-
wavelength-laser nonuniformities present in the laser-beam
profile. While several schemes have been adopted to smooth
these nonuniformities,10–12 the maximum ratio of the pertur-
bation amplitude to the in-flight shell thickness has been
shown to approach 70% during the acceleration phase of
the implosion.31

Recently, an old idea of modifying the seeds of RT growth
within the ablation region using picket pulses32 has been
examined for the point design.33 Goncharov9 modified this
process by employing a very narrow Gaussian picket added to
the foot of the drive pulse to launch an early, unsupported shock

wave into the target. Because the shock wave is unsupported,
it begins to decay after the rarefaction wave from the front
surface (created at the end of the picket) catches up to it. As the
shock decays, it creates a shaped adiabat within the fuel
layer—low near the shock front and high near the ablation
region. The high adiabat in the ablation region results in much
higher ablation velocities, which, in turn, provide for increased
stabilization of the RT growth present there.

The decaying shock technique has recently been applied to
several direct-drive, high-gain target designs,34–36 including
the Verdon point design. In all cases the scheme has been
shown to dramatically reduce the deleterious effects of laser
imprint. As such, the direct-drive-ignition design has been
modified to include a 200-ps laser picket, and an energy-
scaled design has been set for implosion experiments on
OMEGA. The energy-scaled design serves as the basis of all
following calculations.

The σ  stability analysis mentioned previously becomes
doubtful in cases of targets with very poor stability character-
istics. This is because the analysis assumes a continuous inner
ice layer to evaluate. For seriously perturbed implosions, how-
ever, the target shell can break apart, failing to provide the
continuous interface. Such is the case for the α = 2 design
without the benefit of a stabilizing picket. The effective σ
value for this design with the current levels of nonuniformities
present on OMEGA is greater than 10 µm. As was shown in
Ref. 9, the main fuel layer for this implosion was seriously
perturbed and on the verge of breakup. Dramatic improvement
in layer integrity was achieved, however, when a stabilizing
picket was employed. The calculated σ  for the α = 2 with
picket (α2p) falls close to 1 µm. With the addition of the picket
it now becomes possible to evaluate α2p target performance
using the σ  analysis.

Many 2-D DRACO simulations were run to evaluate the
performance of the α2p design under the influence of various
levels of laser imprint, laser power imbalance, and cryogenic
ice roughness. For example, we show two isodensity contours
of the α2p target imploded with a 1-µm inner ice roughness
in Fig. 97.8(a). The image shows split contours taken at t =
2.3 ns (end of acceleration) and at t = 2.7 ns (peak neutron
production). Analyzing the inner-ice-roughness spectrum at
the first time yields the σ  parameter for this run (σ  = 0.52),
while the final neutron performance is determined by the core
conditions at the second time (YOC = 77%). A scan of target
performance for the α2p design as a function of ice roughness
is shown in Fig. 97.8(b).
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Such simulations provide the necessary information to
develop the σ  scaling for this design as shown in Fig. 97.9.
From this graph it can be seen that the OMEGA α2p design is
almost as stable as the α = 4 design. Such results allow for the
confident fielding of low-adiabat direct-drive target designs on
both OMEGA and the NIF. The design and testing of the laser
picket required for the OMEGA α2p target is already under-
way at LLE, and experiments should commence in mid-FY04.
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Conclusion
The cryogenic implosion campaign at LLE is a staged

program comprised of several concurrent efforts including the
experimental validation of target performance for progres-
sively lower fuel-adiabat target designs; the physical minimi-
zation of the interfacial cryogenic surface roughness; and
ultimately the fielding and imploding of cryogenic DT targets
on the OMEGA laser system. Recent advances in all three of
these efforts have LLE poised to demonstrate scaled-ignition
performance with DT on OMEGA by the end of FY05. In the
area of target implosions, significant progress has been made
with several series of cryogenic implosion experiments evalu-
ating target performance with high-adiabat solid-D2 and WF
targets and low-adiabat solid-D2 targets. It has been shown that
there is good agreement between the experimental observables
and the results of 2-D DRACO simulations for targets im-
ploded near target chamber center. The use of adiabat shaping
has led to increased stability for both the “all-DT” and wetted-
foam direct-drive NIF point designs and the corresponding
ignition-scaled experiments for OMEGA. Dramatic advances
in cryogenic layer characterization and layering over the last
year have resulted in LLE producing sub-2-µm ice layers in
targets for implosion on OMEGA. The cryogenic DT fill and
transfer station (FTS) is currently being qualified and will be
DT-charged by the end of this fiscal year. With this system in
place, full-scale layering studies of cryogenic DT ice will be
undertaken, resulting in the fielding of ignition-scale cryo-
genic DT targets on OMEGA.

Figure 97.8
Results of a series of DRACO simulations evaluating YOC degradation due
to increasing inner ice roughness. (a) Split isodensity contours drawn at t =
2.3 ns (end of acceleration phase) and at t = 2.7 ns (stagnation); (b) decay of
YOC with increasing ice roughness.
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In inertial confinement fusion1 (ICF), a spherical shell is
irradiated either directly by a large number of overlapping laser
beams (direct drive) or by x rays produced in a high-Z
“hohlraum” (indirect drive).2 During the laser-driven accel-
eration phase of an implosion, the target compresses while it
converges to the center, then decelerates to peak compression
as the core of the target is heated to high temperatures, causing
a thermonuclear burn within its fuel. The current goal of ICF
research is to achieve ignition and a positive gain, where the
amount of energy released through thermonuclear fusion is
equal to or higher than the amount of laser energy used to drive
the target. The combination of high temperature and areal
density (ρR) in the compressed fuel is necessary to ignite the
target.2 This goal is expected to be achieved on the National
Ignition Facility (NIF),2 currently under construction at
Lawrence Livermore National Laboratory. In the direct-drive
ignition target design3 for the NIF, a 3.4-mm-diam, 350-µm-
thick cryogenic deuterium–tritium (DT) shell is imploded by
192 overlapped laser beams with a total energy of 1.5 MJ. The
fusion energy will be released through the nuclear reaction
D + T→4He (3.5 MeV) + n(14.1 MeV). An expected neutron
yield of 2.5 × 1019 (corresponding to a gain of ~45) will be
achieved at a fuel temperature of ~30 keV and an areal density
of ~1200 mg/cm2 at peak compression.

While cryogenic DT targets4,5 will be used for fusion
energy production, the current implosion program on the
60-beam, 351-nm OMEGA laser system6 uses cryogenic D2
targets to study the relevant implosion physics. The D2 targets
are hydrodynamically equivalent to DT targets, but much
simpler to produce and more useful for diagnosing target
conditions near peak compression. The primary fusion reac-
tion in D2 fuel has two branches: (a) D + D→3He (0.82 MeV)
+ n(2.45 MeV), and (b) D + D→T(1.01 MeV) + p(3.02 MeV).
The primary reaction product T reacts with D through the
secondary reaction D + T(0 to 1.01 MeV)→4He + n(11.9 to
17.2 MeV). Experiments with plastic targets estimated target
compression by using the size of the core emission and the
ratio of secondary DT to primary DD neutron yields. This
technique was first used by Azechi et al.7 and by Cable and

Hot-Core Characterization of a Cryogenic D2 Target at Peak
Neutron Production in a Direct-Drive Spherical Implosion

Hatchett.8 In their calculations, the core ρR was inferred from
the ratios of secondary to primary yields, assuming the core
had uniform temperature and density. For ICF to succeed, it is
necessary to infer core temperature–density profiles and di-
rectly compare them with hydrocode simulations. Because the
target ignition designs are based on hydrocode predictions,
they should be benchmarked by the most-comprehensive set
of measurements.

Recently Radha et al. modeled9 core temperature–density
profiles at peak neutron production in plastic-shell targets.
About ten different experimental observations with several
different types of targets (having various dopants in a gas fuel
and plastic shell) were necessary for a comprehensive charac-
terization of the core conditions.9 Kurebayashi et al.10 studied
the usefulness of secondary particles (neutrons and protons)
for hot-core modeling of plastic and cryogenic capsules. The
cryogenic D2 targets cannot have dopants, but because they are
much simpler (there is no complication of mixing of different
materials in the core), it is possible to characterize them (with
the same level of detail as plastic shells) with fewer experimen-
tal observables. This article describes experiments where mea-
sured primary DD and secondary DT neutron yields,
neutron-averaged ion temperatures, and x-ray images at peak
neutron production are used to infer the electron-pressure and
temperature–density profiles in cryogenic D2 implosions for
the first time. The areal densities of neutron production and
“triton-stopping” regions are introduced here to characterize
target compression. These quantities are the compression mea-
surements that are extended from the ρR inferred from the
ratios of secondary to primary yields. Because they are derived
from the temperature–density profiles consistent with experi-
mental measurements, they provide more-accurate measure-
ments of compression.

The experiments were direct-drive implosions of ~920-µm-
initial-diam targets with shells that consisted of ~100-µm-
thick inner D2-ice layers and outer 5-µm-thick plastic CD
layers.11 The targets were imploded with a 1-ns square pulse
shape with a total on-target energy of ~23 kJ on OMEGA.6
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The laser beams were smoothed with distributed phase plates,12

1-THz two-dimensional smoothing by spectral dispersion,13

and polarization smoothing14 using birefringent wedges. The
measured experimental yield ratios relative to the predicted
yields using 1-D simulations were typically ~30% in a large
number of similar implosions. In one implosion, the experi-
mental yield was closer to the predicted yield (59%); therefore,
this implosion was used for the analysis presented here. The
measured primary DD and secondary DT neutron yields for
this implosion were Y1 = 1.24 × 1011±8 × 108 and Y2 = 1.17 ×
109±3 × 107, respectively.10 The measured neutron-averaged
ion temperature was Ti = 3.6±0.5 keV and the neutron burn
width was τ = 170±25 ps.11 The core images11 were measured
with an x-ray framing camera with a spatial resolution of
~10 µm, a temporal resolution of ~40 ps, and a 200-µm-thick
beryllium filter (which transmitted x rays with energies of
more than ~2 keV).

The target core at peak neutron production was character-
ized by choosing temperature [T(r)] and density [n(r)] profiles
that produced the same primary and secondary neutron yields,
the neutron-averaged ion temperature, and the size of x-ray
images as measured within experimental uncertainties.9 In the
first stage of modeling, only those temperature–density pro-
files that were consistent with the primary DD neutron yield
and neutron-averaged ion temperature were selected from all
possible combinations at a particular electron pressure (the hot
core was assumed to be isobaric). In the second stage, profiles
consistent with the secondary DT neutron yield were chosen
from those selected in the first stage. Similarly, the tempera-
ture–density profiles consistent with all neutron measure-
ments were chosen at each electron pressure in the range of
1 to 10 Gbar. Finally, only those temperature–density profiles
that were consistent with the size of the x-ray core images were
chosen to characterize the hot core at peak neutron production.
The following assumptions were used in the core modeling:
(1) the core plasma was a fully ionized ideal gas; (2) the core
was isobaric Pe r( ) =[ ]const  at stagnation; (3) the tempera-
ture–density profiles were spherically symmetric; (4) the elec-
tron and ion temperatures as well as the densities were equal;9

(5) the core was static during the time of neutron production τ
(therefore, the inferred pressure and temperature–density pro-
files were considered to be neutron averaged); and (6) the
temperature decreased monotonically from the center. These
secondary DT neutron yields used Li and Petrasso’s plasma
stopping powers15 to calculate the triton’s energy loss as it
propagated through a 3-D core. The x-ray images were con-
structed using radiation-transport calculations in a fully ion-
ized deuterium plasma with free-free emission and absorption.16

Figure 97.10(a) shows one of the grids used to construct
temperature profiles. The temperature step was 250 eV, and
the distance step was 20 µm (distance steps of 15, 10, and
5 µm were used in additional, more-detailed grids). The curves
show examples of two (out of nearly ~1010) temperature
profiles T(r) used in the modeling. The corresponding density
profiles n(r) were calculated using Pe(r) = n(r) × T(r). The
range of temperatures that satisfy the measured DD neutron
yield and neutron-averaged ion temperature (calculated in the
first stage of modeling) is shown by the lightly shaded region
in Fig. 97.10(b) at an electron pressure of 2.6 Gbar. The results
of the second stage of modeling—the temperature profiles
consistent with secondary DT neutron yield (in addition to
primary DD yield and neutron-averaged ion temperature)—
are shown by the darkly shaded region. Similar calculations
were conducted for electron pressures in the range from 1 to
10 Gbar. As an example, the ranges of temperature profiles
consistent with all neutron measurements for three different
electron pressures (1.3, 2.6, and 5.2 Gbar) are shown in
Fig. 97.11(a). It was found that for any electron pressure above
1.3 Gbar, temperature–density profiles consistent with all
neutron measurements exist; therefore, neutron measurements
by themselves are not sufficient to accurately characterize the
target core at peak neutron production. The profiles at different
pressures, however, would make different sizes of x-ray emis-
sion, as can be seen from the profiles shown in Fig. 97.11(b).
Therefore, for various temperature–density profiles, the x-ray
images were constructed and compared with the one measured
at peak neutron production. In these calculations, the transmis-

Figure 97.10
(a) The temperature–radius grid. The temperature step is 250 eV, and the
distance step is 20 µm, as shown by the vertical dotted lines. The thick and thin
solid lines show examples of monotonically decreasing temperature profiles
as a function of distance used in core modeling. (b) The range of ion-
temperature profiles consistent with the measured primary DD yield and
neutron-averaged ion temperature (lightly shaded area), and in addition, the
secondary DT yield (darkly shaded area), at electron pressure of 2.6 Gbar.
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Figure 97.11
(a) The range of temperature profiles that satisfy measured primary DD,
secondary DT yields, and neutron-averaged ion temperature, calculated for
electron pressures of 1.6 (light), 2.6 (medium), and 5.1 Gbar (darkly shaded
area). (b) Examples of x-ray radial lineouts (normalized to their highest
values) calculated for the same pressures of 1.6, 2.6, and 5.1 Gbar.
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sion of the Be filter and the x-ray spectral response of the
framing camera’s gold photocathode were taken into account.
The size of the x-ray image is very sensitive to the core pressure
[see Fig. 97.11(b)]. The measured core image at peak neutron
production is shown in Fig. 97.12(a). Figure 97.12(a) also
shows two central lineouts of the measured image in horizontal
and vertical directions by thick and thin solid lines. The image
is slightly elliptical with FWHM’s (full width at half maxi-
mum) ranging from about 94 to 100 µm in two perpendicular
directions. The measured image is consistent with calculated
images in the electron-pressure range from 2.3 to 3.1 Gbar. The
shaded area in Fig. 97.12(a) is between the 2.3- and 3.1-Gbar
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Figure 97.12
(a) X-ray framing camera image of the core at peak neutron production (upper left side); the horizontal and vertical lineouts of this image (thick and thin lines).
The shaded area lies in between the lineouts of calculated images at electron pressures of 2.3 and 3.1 Gbar. All lineouts are normalized to the integrated inten-
sities under the curves. The range of (b) core temperature and (c) density profiles corresponding to electron pressures in the range from 2.3 to 3.1 Gbar, which
produce sizes of x-ray emission consistent with that of the measured x-ray image (shown by gray areas). The 1-D LILAC predictions are shown by dashed lines.

lineouts, and the measured lineouts lie within this area. The
ranges of inferred core temperature and density profiles, cor-
responding to this range of electron pressures, are shown in
Figs. 97.12(b) and 97.12(c), respectively. As a result, only a
relatively narrow range of temperature–density profiles is
consistent with all neutron and x-ray measurements, simulta-
neously. The dashed curves correspond to simulations using
the 1-D hydrocode LILAC,11 which are discussed below.

Even though temperature–density profiles contain all infor-
mation about the core condition, the core ρR has always been
a simple and useful measurement7,8 of target performance in
ICF. Modeling based on flat temperature–density profiles7,8

allows only approximate estimates of the areal density. De-
tailed temperature–density profiles consistent with all neutron
and x-ray measurements are required for accurate determina-
tion of the core ρR. The solid line in Fig. 97.13(a) shows a
cumulative DD neutron yield as a function of the core areal
density, calculated using temperature–density profiles at an
electron pressure of 2.6 Gbar. The ρR of the “burn” region of
~10 mg/cm2 was defined at 95% of the maximum value of the
cumulative yield. The burn region ρR inferred from the tem-
perature–density profiles at 1.3 Gbar [see Fig. 97.11(a)] is a
factor of 2 smaller. Even though the 1.3-Gbar profiles are
consistent with all neutron measurements, they were rejected
because they did not predict the measured x-ray images. This
means that the core ρR inferred solely from the yield ratio of
primary to secondary neutrons (especially using flat profiles
that are not consistent with all measurements) could be very
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inaccurate. The total target ρR was measured to be ~61 mg/cm2

at peak neutron production using a downshift in the secondary
proton spectra.10

Figure 97.13
(a) Cumulative yields as a function of core ρR, inferred from the experiment,
for an electron pressure of 2.6 Gbar (solid curve), and from a 1-D simulation
(dashed curve). The ρR’s of the “burn” regions (~10 and ~15 mg/cm2,
respectively) were defined at 95% of the maximum value of the cumulative
yield. (b) Probability for a secondary DT reaction (equal to a ratio of DT to
DD yields) as a function of core ρR, calculated for an electron pressure of
2.6 Gbar (solid curve). The triton probes a core ρR of ~23 mg/cm2 before
being stopped in the core. The dashed curve corresponds to a 1-D simulation
with a “triton-stopping” ρR of ~27 mg/cm2.

The ρR of a “triton-stopping” region is another useful
parameter describing the extent of the hot core that is probed
by the neutron measurements. The tritons are born in the
neutron-production region through the DD fusion reaction.
They are slowed down while they move through the core15

until they are stopped in the target. The triton-slowing rate
depends strongly on plasma temperature and density: it is
higher in colder, less-dense plasmas;7,8 therefore the ρR of a
triton-stopping region (or the ρR necessary to stop the triton)
is higher in hotter, denser cores. As the triton propagates in the
core, it can react with deuterium through a secondary DT
reaction, producing a secondary DT neutron.7,8 Figure 97.13(b)
shows (by a solid line) the probability for the DT reaction as a
function of the core areal density, calculated for the same con-
ditions as in Fig. 97.13(a) at an electron pressure of 2.6 Gbar.
In this calculation, the triton is born at the core center and
propagates toward the outer surface until it is stopped after
probing ~23 mg/cm2 of the core plasma. The probability for the
DT reaction dramatically increases right before the triton is
stopped because the DT-reaction cross section increases as the
triton slows down in the plasma. Therefore, the secondary DT
neutron yield is very sensitive to the temperature–density
conditions in the outer part of the hot core, while the primary
DD yield is more sensitive to conditions in the central part of
the core.

The modeling results were compared with the predictions11

of a 1-D LILAC simulation (dashed lines in Figs. 97.12 and
97.13). The predicted DD neutron yield of 2.1 × 1011 was close
to the measured yield of 1.24 × 1011, while the simulated
neutron-averaged ion temperature of 3.1 keV was a little lower
than that measured 3.6 keV. As a result, the simulated tempera-
ture profile [see Fig. 97.12(b)] was a little lower than the tem-
perature range inferred from the experiment, while the density
profile was a little higher [see Fig. 97.12(c)]. In the 1-D sim-
ulation, the burn and triton-stopping region ρR’s were very
close to those inferred from the experiment. In the simulation,
the burn ρR was ~15 mg/cm2 (~10 mg/cm2 in the experi-
ment) and the triton-stopping region ρR was ~27 mg/cm2

(~23 mg/cm2 in the experiment), as shown in Fig. 97.13.
Measurements based on monochromatic differential imag-
ing17,18 of core x rays are planned to infer the time-resolved
evolution of D2-core profiles in the near future, using tech-
niques similar to those described elsewhere.19

In conclusion, the compressed-core, electron temperature–
density profiles of a cryogenic deuterium (D2) target have been
characterized using measured primary DD and secondary DT
yields, neutron-averaged ion temperature, and core x-ray im-
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ages at peak neutron production. The inferred temperature–
density profiles are in good agreement with predictions of the
1-D hydrocode LILAC. The electron pressure, burn, and
triton-stopping region ρR’s were inferred to be 2.7±0.4 Gbar,
~10 mg/cm2, and ~23 mg/cm2, respectively.
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Introduction
Recently, x-ray diffraction has been used to study dynamic
material response to shocks of high pressure (~0.1 to 1 Mbar)
and high strain rate (~107 to 108 s−1).1–3 The goal of this work
is to demonstrate the use of extended x-ray absorption fine
structure (EXAFS)4 as a complementary characterization of
such laser-shocked metals. EXAFS is the modulation in the
x-ray absorption above the K edge (or L edge) due to the
interference of the photoelectron wave packet with the waves
reflected from neighboring atoms. Unlike synchrotron experi-
ments where the imposed temperature is known independently
and the main emphasis is on the study of the chemical structure,
in this experiment the emphasis is on the measurement of the
compression and temperature of the shocked material through
the EXAFS spectrum itself. The frequency of EXAFS modu-
lations is related to the interparticle distance, hence to the
compression. The damping rate of the modulation can yield the
lattice temperature, which is not available by other methods.
The assumption of three-dimensional compression, required
to relate the EXAFS-determined inter-atomic distance to the
density, was verified by comparison with measurements of the
shock speed, which yield the compression (through the known
Hugoniot equation of state).

EXAFS measurements were performed on vanadium and
titanium shocked to ~0.5 Mbar with a 3-ns laser pulse. The
radiation source for the EXAFS measurement was obtained by
imploding a spherical target using the 60-beam OMEGA
laser.5 For vanadium (where no phase transformation exists
below ~1 Mbar) the measurements demonstrate that EXAFS is
a useful method for measuring the compression and tempera-
ture of sub-Mbar shocks. For Ti, where an α-Ti to ω-Ti crystal
phase transformation is known to occur around ~0.1 Mbar,
over longer time scales (µs) behind a steady shock,6,7 the
measurements show that EXAFS can be used to study such
transformations over subnanosecond time scales.

 In a previous paper8 we showed that a CH shell imploded
by a multibeam laser system constitutes a ~120-ps source of
intense and relatively smooth spectrum of x-ray radiation,

Extended X-Ray Absorption Fine Structure Measurements
of Laser Shocks in Ti and V and Phase Transformation in Ti

suitable for EXAFS measurements. Using the 60-beam OMEGA
laser, the measured room-temperature Ti EXAFS spectrum
agreed with synchrotron results under similar conditions.

The subject of laser-shocked metals can be viewed from two
complementary points of view: as a problem in solid-state
physics and/or as a problem in plasma physics. The EXAFS
measurements in this experiment, and particularly the diffrac-
tion measurements1–3 of similar laser shocks, indicate that
laser-shocked metals for pressures under ~1 Mbar largely
retain their crystal-order properties. This is why the crystal
phase transformation in Ti could be demonstrated with laser-
driven shock waves. The shock dynamics have been simulated
with a plasma-physics hydrodynamic code (see Hydrody-
namic Simulations). The laser-deposition region where the
shock is generated is certainly a plasma region and can be
simulated only with a plasma-physics code. However, the
same code is used to simulate both shock generation and
propagation through the sample, thus relating the incident laser
intensity to the resulting shock strength. The hydrodynamic
code can well simulate the compressed solid because the semi-
empirical equation of state9 is normalized to known experi-
mental properties of the metal (such as specific heat, Grüneisen
parameter, and bulk modulus). The comparison of the code and
experimental results forms the basis for the study of the
compressed solid, which apart from its crystalline order is also
a high-density or strongly coupled plasma. Such plasmas are of
great interest in understanding the interior of planets and the
behavior of matter under extreme conditions.

Experimental
Figure 97.14 shows a schematic view of the target used to

measure EXAFS spectra in laser-shocked targets. Of the 60
OMEGA laser beams, 57 beams of ~21-kJ total energy are
focused on an empty CH shell whose implosion generates the
radiation source for measuring the absorption spectrum in V or
Ti. In previous laser-based EXAFS experiments10,11 a planar
high-Z target was used where the spectrum was dominated by
spectral-line emission and was thus not smooth. The low-Z
imploding target used here produces a very intense and smooth
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continuum spectrum,8 appropriate for absorption measure-
ments. The three remaining OMEGA beams are stacked and
used to launch a planar shock wave in the metal target. The
laser pulse shape was 1 ns square (each of energy ~50 J); thus
the three-stacked beams formed a 3-ns-long square pulse.
These beams were focused onto the planar target in a 3.8-mm-
diam focal spot, giving an irradiance of 0.4 to 0.5 TW/cm2. The
delay time of the three-stacked beams with respect to the
remainder of the beams was adjusted so that peak implosion
(and emission) of the spherical target occurred when the shock
wave had just exited the metal layer. The spherical target had
a diameter ~950 µm and a CH wall thickness ~20 µm. The
planar target consisted of 10-µm-thick polycrystalline V or Ti,
coated on both sides with a 17-µm-thick CH layer. The purpose
of the front CH layer was to prevent laser heating and ablation
of the metal. The purpose of the back CH layer was to prevent
shock unloading at the back metal surface. The heat shield
(0.5-mm-thick CH foil) minimizes the heating of the metal
layer due to soft radiation from the imploding spherical target.
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Figure 97.14
Schematic view of the experimental configuration. The imploding spherical
target serves as a radiation source for EXAFS measurements. The three-
stacked beams launch a shock through the Ti (or V) layer.

Two cross-calibrated x-ray spectrometers measured the
spectrum on calibrated film. One spectrometer measured the
EXAFS spectrum, the other the incident spectrum. The spectra
were measured simultaneously on a single target shot. A
typical record of the transmitted spectrum showing EXAFS
modulation is shown in Fig. 97.15. As explained in Ref. 8, the
high incident intensity enabled us to choose a relatively thick
sample (giving an optical depth of 3.5 just above the Ti K

edge), which yields high relative modulation amplitude in the
measured spectrum. However, the spectrum below the K edge
is then saturated; to accurately determine the K-edge position
and below-the-edge signal intensity, we used an Al attenuator
on part of the entrance slit, as seen in Fig. 97.15. A typical
incident spectrum is shown in Fig. 2(a) of Ref. 8. The spectral
resolution of the spectrometer, limited by the source size, was
~5 eV, much smaller than a typical EXAFS modulation period
(~60 eV).
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Figure 97.15
Typical record of the transmitted spectrum (from unshocked Ti) showing
EXAFS modulations above the K edge.

Although the EXAFS measurement is time integrated, a
meaningful shock diagnosis can be obtained without streaking
the spectrum in time because the x-ray pulse width is ~120 ps,8

much shorter than the shock transit time through the metal
(~2 ns). The timing of the shock relative to the implosion-
induced backlighter pulse was measured by the method of
active shock breakout (ASBO),12 a method that uses a fre-
quency-doubled YAG laser probe, reflected from the backside
of the target. Figure 97.16 shows a schematic of the setup and
a typical streak result; τ(Ti) and τ(CH) are the times when the
shock has traversed the metal layer and the back CH layer,
respectively. This measurement determines the correct timing
between the implosion beams and shock-producing beams. It
also yields the shock speed in the metal (~5 µm/ns), from
which, using the known Hugoniot equation of state, the shock
compression and pressure can be obtained. Finally, images
such as in Fig. 97.16 indicate a lateral nonuniformity (due to
the laser’s focal-spot distribution) of ±10% in the shock speed,
thus also in the shock compression.
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Figure 97.16
Schematic and a typical streak of the ASBO probe beam reflected from the backside of the target. τ (Ti) and τ (CH) are the times when the shock exits the metal
layer and the back CH layer, respectively. This measurement provides (a) the correct timing between the capsule-implosion beams and shock-producing beams,
(b) the shock speed in the metal, and (c) the lateral shock uniformity.

Hydrodynamic Simulations
The expected shock strength and the properties of the

shocked vanadium and titanium were determined using one-
dimensional simulations with the hydrodynamic code
LASNEX.13 The profiles of pressure, density, and temperature
versus position are shown for V in Fig. 97.17 and for Ti in
Fig. 97.18, at the time of arrival of the shock at the rear sur-
face of the metal layer for an incident laser intensity of
~0.5 TW/cm2. The range (around the volume average) of
parameter values within the V layer is (1) pressure: 0.43±
0.03 Mbar; (2) temperature: 980±160 K; and (3) volume
compression: 1.19±0.05. These variations in the axial direc-
tion are larger than the lateral variations due to laser
nonuniformity; for this reason a one-dimensional simulation
of the shocked metals is adequate. For Ti the comparable
ranges are (1) pressure: 0.33±0.05 Mbar; (2) temperature:
900±130 K; and (3) volume compression: 1.2±0.06. The
EXAFS measurements (in the case where the metals were
shocked) are averaged over the shocked volume; thus, the
volume averages are the appropriate theoretical quantities to
compare with the experiment.

Theory
The measured spectra were analyzed with the FEFF8

ab initio EXAFS software package.14 The basic theory of
EXAFS4 yields an expression for the relative absorption
χ µ µk k k( ) = ( ) ( )−0 1,  where µ(k) is the absorption coeffi-
cient and µ0(k) is the absorption of the isolated atom. The wave

number k of the ejected photoelectron is given by the de
Broglie relation h2 2 2k m E EK= − ,  where m is the electron
rest mass, E is the absorbed photon energy and EK is the energy
of the K edge. The basic EXAFS formula for a single reflection
in the plane-wave approximation is given by4

χ σ λ

φ

k N S F k k R k

kR k kR

j jj J

j j j

( ) = ( ) − − ( )[ ]

× + ( )[ ]

∑ 0
2 2 2

2

2 2

2

exp

sin , (1)

where Nj is the number of atoms in the the j-th shell, that is,
the number of atoms surrounding the absorbing atom at a
distance Rj, and λ(k) is the electron mean free path for colli-
sions. FEFF8 uses the scattering potential to calculate the
amplitude and phase shift of the photoelectron waves scat-
tered from several shells of neighboring atoms including
multiple-scattering paths. The total χ(k) is constructed in the
curved-wave approximation (i.e., the assumption of plane
wave is removed) and iteratively fitted to the experimental
χ(k). The main fitting parameters are the nearest-neighbor
distance R and the vibration parameter σ2 appearing in the
Debye–Waller term. R yields the density or compression if we
assume three-dimensional compression. The agreement of the
resulting compression with the value derived from the shock-
speed measurement justifies this assumption. The vibration
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Figure 97.17
One-dimensional shock profiles versus position calculated by the hydrody-
namic code LASNEX for the instant when the shock has just traversed the
V layer, assuming an incident laser intensity of ~0.5 TW/cm2 in a 3-ns
square pulse.
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Figure 97.18
One-dimensional shock profiles versus position calculated by the hydrody-
namic code LASNEX for the instant when the shock has just traversed the
Ti layer, assuming an incident laser intensity of ~0.5 TW/cm2 in a 3-ns
square pulse.
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Calculated σ2 due to thermal vibrations for V from a correlated Debye model.

amplitude σ2 depends mainly on the temperature but also
on the compression. σ2 is calculated as a function of temp-
erature, using the Debye model15 for the phonon density of
states, including correlation between the motions of the ab-
sorbing and neighboring atoms; σ2 depends on the density
through the Debye temperature. The density dependence of
the Debye temperature was calculated using an empirical
model.9 Figure 97.19 the shows the resulting σ2 for V as a
function of temperature and compression. As seen, compres-
sion increases the amplitude of the EXAFS signal because of
the decrease in σ2. Similar curves have been calculated for
titanium. Thus, knowing the compression and σ2, the tempera-
ture can be derived.

Results and Analysis
1. Vanadium

The measured absorption spectra from V are shown in
Figs. 97.20 and 97.21. Figure 97.20 shows the total absorption
curve in V, with and without shocking. The frequency of the
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EXAFS oscillations is seen to become smaller when the shock
is applied. Since that frequency (in k space) is proportional to
the distance R to the nearest neighbors [see Eq. (1)], the
lowering of the frequency indicates a smaller R, thus a shock
compression. Figure 97.21 shows a magnified view of the
EXAFS modulations for the unshocked case (a) and the shocked
case (b). The modulations are clearly seen to decay faster when
the vanadium is shocked, due to the increased temperature.
This comparison demonstrates the usefulness of EXAFS spec-
tra in measuring the temperature of shocked metals in the
range of T ~ 10 to 100 meV.

The results of fitting the V EXAFS spectra with the
FEFF8 code14 for the unshocked and shocked cases are shown
in Fig. 97.22. For the unshocked case, the fitting parameters
were (for the first shell) R = (2.585±0.008) Å and σ2 =
(0.0111±0.0006) Å2. In the vanadium crystal (body-centered

Figure 97.21
Expanded view of the EXAFS modulations in V shown in Fig. 97.20 for the
unshocked case (a) and the shocked case (b). The modulations are clearly seen
to decay faster when the V is shocked, due to the increased temperature. This
comparison demonstrates the usefulness of EXAFS spectra in measuring the
temperature of shocked metals.
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Table 97.I:  LASNEX-calculated and measured parameters for shocked vanadium.

LASNEX Parameter Ranges EXAFS Measurement Shock-Speed Measurement

Compression Temperature Compression Temperature Compression

1.19±0.05 980±160 K 1.15±0.01 770±70 K 1.15±0.06

cubic), the first shell has eight atoms at a distance of (3/5)1/2a,
where the crystallographic parameter a is 3.02 Å, yielding for
the nearest neighbors a distance of 2.615 Å. Thus, the R found
here is smaller than the expected value by ~0.03 Å; interest-
ingly, the value found for R (vanadium) in V EXAFS synchro-
tron experiment16 was also 2.58 Å, in agreement with our
value. From the measured value of σ2, we derive (using
Fig. 97.19) the temperature 530±25 K. The increase of ~130 K
over room temperature is due to the radiation heating caused
by the imploding target.

For the shocked case, the fitting parameters (for the first
shell) were R = (2.570±0.013) Å and σ2 = (0.0157±0.0011) Å2.
Comparing R for the unshocked and shocked cases, we derive
a volume compression of (2.585/2.570)3 ~ 1.15. The value of
σ2 results in a temperature of 900±70 K. This increase in
temperature includes the effect of radiation heating; the net
temperature due to the shock alone is 770±70 K.

Table 97.I summarizes the measured and computed param-
eters for the shocked-V experiment. EXAFS results indicate a
weaker shock than predicted by LASNEX, but they are in
agreement with the shock-speed measurement (as seen by the
compression values). The measured values are accompanied
by their uncertainties, whereas the LASNEX values are ac-
companied by their ranges in the axial direction. The uncer-
tainty in the EXAFS measurement is determined by the fitting
procedure and is smaller than the axial or the lateral non-
uniformities described above. The EXAFS-derived values
relate to the average over the shock volume. Likewise, the
compression in the last column of Table 97.I is derived from
the shock speed averaged (laterally) over the streak record,
and its uncertainty is smaller than the range of variation in
the speed.

2. Titanium
Phase transformations in shocked metals can be measured

by a discontinuity in the Hugoniot curves or directly by x-ray
diffraction. EXAFS can indicate a phase transformation if the
Debye–Waller factor σ2 undergoes an abrupt increase.17 This
can occur if the transformation is to a disordered state or if the
nearest-neighbor distances in the new crystal are disparate and

the beating of the frequencies corresponding to the various
distances causes a stronger modulation damping. Shocked
titanium (at much longer duration than here) is known to
undergo an α-Ti to ω-Ti phase transformation at a pressure
in the range of 0.029 to 0.09 Mbar, depending on sample
purity.6,7 The pressure in this experiment is well above this
range. It is not known, however, whether the transformation
can occur on the nanosecond time scale. Figure 97.23 shows
the EXAFS spectra from Ti, before (a) and after (b) being
compressed with an ~0.5 Mbar shock. The experimental con-
ditions were the same as in the vanadium experiment except
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Figure 97.23
EXAFS spectra from Ti, before (a) and after (b) being compressed by a
~0.5 Mbar shock. The modulation with shocking is seen to be strongly
damped. This is shown to reflect an α-Ti to ω-Ti phase transformation.
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that the laser intensity was 0.5 TW/cm2. As in the case of vana-
dium (Fig. 97.20), the EXAFS modulations in the shocked case
have a lower frequency than in the unshocked case, indicating
shock compression. However, the modulations in the shocked
case are seen to be much more strongly damped than in the case
of vanadium. This is shown below to reflect an α-Ti to ω-Ti
phase transformation.

Figure 97.24 shows the fitting of the FEFF8 EXAFS
code to the measured Ti EXAFS spectra taken before (a) and
after (b) the shock, assuming α-Ti for both. The first-shell
fitting parameters result in a volume compression of 1.2±0.03.
This compares well with the LASNEX value of 1.2±0.06, but
the error is much larger than for vanadium. The σ2 value of the
unshocked case is 0.0088 Å2, which corresponds to a tempera-
ture of 380 K. For the shocked case, σ2 = 0.029±0.008 Å2,
which corresponds to a temperature of T = 2100±570 K. The
obtained temperature is in sharp disagreement with the LASNEX-
predicted value (~900 K). This strongly suggests that the large
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Fitting the FEFF8 EXAFS code to the measured Ti EXAFS spectra taken
before (a) and after (b) being compressed by a ~0.5 Mbar shock, assuming
α-Ti phase.
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Fitting the FEFF8 EXAFS code to the measured Ti EXAFS spectrum,
assuming the α-Ti phase (the hcp phase at normal conditions) and the ω-Ti
phase. Only the compression was adjusted (to fit the frequency of modula-
tion) and the LASNEX-predicted temperature T = 900 K was assumed.

σ2 value is not due to a high temperature but due to a structural
rearrangement such as a phase transformation. The large fitting
errors also suggest that the assumed crystal structure (hcp) is
not the correct structure for the shocked titanium. These
conclusions are supported by the good agreement between
measurements and simulation for comparable shocks in vana-
dium (Fig. 97.22), where no phase transformation is expected.
In fact, whereas each α-Ti atom has six equidistant neighbors,
ω-Ti atoms have two possible atomic environments:6 at site A
there are 15 neighbors at two different distances, and at site B
there are 11 neighbors at three different distances. Different
distances translate to different EXAFS frequencies that, through
beating, cause enhanced damping. Figure 97.25 shows this to
be the case. Here FEFF calculations assuming the ω-Ti crystal
structure, averaging over sites A and B, were carried out for the
LASNEX-predicted temperature of 900 K. Only the compres-
sion was adjusted to fit the experiment, and the resulting value
of 1.23 is close to the predicted value of 1.2. It should be noted
that the α-Ti to ω-Ti phase transformation entails an ~2%
volume compression.7 Also shown is the FEFF calculation for
the α-Ti phase, using the LASNEX-predicted temperature and
adjusting the compression to agree with the data. Figure 97.25
clearly shows that assuming the ω-Ti phase agrees with the
experiment much better than assuming the α-Ti phase. Thus,
the damping is dominated by the crystal structure of ω-Ti rather
than by the temperature.
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A critical test of the assumption of phase transformation can
be obtained by repeating the measurement for successively
weaker shocks. Figure 97.26 shows the transmitted spectrum
from a Ti sample for four different values of laser intensity
(volume-averaged pressures from LASNEX are indicated). The
reduction of the intensity by a factor ~2 to 0.23 TW/cm2 shows
no significant change in the spectrum. This clearly proves that
the high damping rate is not due to a high temperature. At an
intensity of ~0.12 TW/cm2 (corresponding to a pressure of
~0.12 Mbar) the damping rate is intermediate between the
unshocked and shocked cases. Thus, the results are consistent
with a phase transformation occurring, very roughly, around
0.12 Mbar.
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Figure 97.26
Transmitted intensity from the Ti sample for four different values of laser
intensity (average pressure values from LASNEX are also shown). The
comparison indicates that a phase transformation occurs for laser intensity of
~0.12 TW/cm2, which corresponds to a pressure of ~0.12 Mbar.

Laser-shocked monocrystalline silicon was found1–3 to
compress uniaxially, at least during the ~5-ns time scale of the
diffraction measurement. The question arises as to whether the
fast damping of the Ti EXAFS spectrum could be the result of
such elastic (1-D) compression, where the varied neighbor
distances would lead to beating of the corresponding EXAFS
frequencies. To address this question we calculated the first-
shell Ti EXAFS spectrum under the assumption of 1-D com-
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Demonstration that the fast damping of EXAFS from shocked Ti is not due
to a 1-D compression. The calculated 1-D compression in α-Ti (in the
polycrystalline sample) was averaged over all directions of (0002) poles in
space, weighted by the measured pole figure of the Ti sample. The latter was
normalized to the pole figure of an equivalent powdered-Ti sample.

pression for α-Ti. The result is compared in Fig. 97.27 with a
calculated first-shell EXAFS curve for a 3-D compression as
well as with the experimental result (in Ti the contribution of
more-distant shells is relatively small). The assumed 1-D and
3-D compressions (both for T = 900 K) were adjusted to yield
agreement between the measured and calculated EXAFS modu-
lation frequency. In each case the coordinates of a cluster of
atoms around the absorbing atom were adjusted to reflect the
assumed compression. The ratio R0/R is the reduction in
distances in the direction of shock propagation (in the 1-D
case). In the case of 1-D compression, the results depend on the
direction of compression with respect to the atomic planes,
whose orientation is different for each crystallite of the poly-
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crystalline sample. To account for this, we measured the pole
figure of a Ti sample (Fig. 97.27, labeled “foil”), i.e., the
statistical distribution map of the normals (or poles) to the
(0002) basal planes. Since the pole-figure measurement of
this distribution has an instrumental component, we corrected
the result by deconvolving the measured pole figure of a
powdered, i.e., an isotropically distributed, Ti sample (see
Fig. 97.27). The 1-D curve in Fig. 97.27 was obtained by
averaging the EXAFS spectrum of the compressed cluster over
all pole directions in space, weighted by the pole figure
(normalized as explained above). Figure 97.27 shows that 1-D
compression does increase the EXAFS damping rate but not
nearly enough to explain the measurements. We therefore
conclude that the observed high damping rate in shocked Ti is
very likely due to the α-Ti to ω-Ti phase transformation.
Furthermore, the agreement of compression in Ti and V de-
duced from shock-speed and EXAFS measurements indicates
3-D compression, since the latter has been assumed in order to
arrive at a compression value from the EXAFS results.
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Experimental results on the fabrication, packaging, and
testing of very fast metal-semiconductor-metal photodiodes
(MSM-PD’s) made on gallium nitride (GaN) have been previ-
ously reported.1 The devices—with feature sizes ranging from
0.3 µm to 5 µm—were packaged in a circuit that was designed
to easily couple the electrical transients out of the device, thus
making them suitable for practical applications. A temporal
response of 55±5-ps full width at half maximum (FWHM) was
measured in all devices, independent of feature size. External
bias was changed from 1 V to 10 V, and the device area was
decreased by a factor of 4 to reduce the total capacitance,
neither of which had a significant effect on the measured speed.
Only high illumination levels produced a change in the device
response. This change was attributed to space-charge screen-
ing effect. These results led to the conclusion that the device
response was dominated by the packaging and measurement
system. Theoretical calculations2–5 have predicted, however,
that the steady-state peak electron velocity in GaN is around
3 × 107 cm/s, which is higher than that in GaAs. This implies
that the inherent speed in GaN detectors should be sub-
stantially faster than in GaAs devices. Joshi et al.,6 in particu-
lar, using Monte Carlo simulations, studied the dynamic
response of GaN MSM-PD and predicted a FWHM of
3.5 ps for a device with 0.25-µm feature size under low-bias
and low-level illumination.

To explore the inherent device response, a double-pulse
measurement was performed1 by splitting the optical beam
into two parts with an adjustable delay and then recombining
them to excite the device under test. Separable pulses from a
typical device were observed at delays of less than 26 ps,
confirming a much-faster inherent response.

In this article results measured with electro-optic (EO)
sampling are reported.7,8 This technique is connector-free and
has a bandwidth of more than 1 THz, corresponding to a
temporal resolution of 360 fs, providing a much-faster mea-
surement system. To minimize the capacitance effect inherent
to the MSM structure, small devices with active area of 25 ×
25 µm2 were selected. The sampling point, defined by the

Picosecond Response of Ultraviolet Photodiodes on GaN

laser spot, was close to the active device area. A sufficient time
window existed (about 15 ps) before the transient reflections
from the circuit terminals set in, ensuring that the measure-
ment of the intrinsic response could be separated from the
packaging circuit.

The devices were made on GaN wafers (2-µm thickness)
grown on c-plane sapphire and purchased from a commercial
source. The residual impurities produced an electron concen-
tration below 1 × 1016 cm−3. Fabrication was carried out at the
Cornell Nanofabrication Facilities (CNF) using electron-beam
lithography. Metallization used to form Schottky contacts was
either Ni/Au or Ti/Pt. Details of the device fabrication can be
found in Ref. 1.

The device was excited by beams from a femtosecond,
frequency-doubled, Ti:sapphire, mode-locked laser tuned at
λ = 720 nm, with a 76-MHz repetition rate and an average
power of 1 mW. The fundamental beam was used to probe the
photogenerated electrical signal via a movable LiTaO3
electro-optic crystal positioned close to the active area
(Fig. 97.28), which served as a detector of the electrical
transient. The excitation beam was focused down to the active
area without passing through the electro-optic (EO) crystal. To
maximize the EO coupling, the sampling beam was precisely
focused on the edge of the metal pad, where the strongest
electric field is located. The distance between the ends of the
metal pads (1.3 mm in Fig. 97.28) defines the onset of the first
reflection of the electric pulse and was seen in the evanescent
portion of the transient. The dc bias needed to generate the dark
electric field between the fingers was applied via wire bonds.

It should be noted that even though the optical wavelength
of 360 nm was only 5 nm above the energy gap of the GaN film,
the penetration depth was around 370 nm, as determined by
transmission measurement at this wavelength. This is signifi-
cantly shorter than the 2-µm thickness of GaN film and the
1-µm distance of the finger spacing. Therefore, the deep-
carrier effect as observed in a silicon MSM diode9 is negli-
gible here.
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Figure 97.29 shows the fastest temporal response of the
photodiode with 1-µm finger width and spacing and 25 ×
25-µm2 active area, under 12-V bias. The pulse shape in
Fig. 97.29 is strongly asymmetrical: the 1.4-ps rise time is
limited by the optical pulse width and by the RC time constant
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Figure 97.29
Electrical pulses generated by illumination of 360-nm photons and the bi-
exponential fitting. The finger spacing and width of the diode are both 1 µm.

in the MSM structure and pads. The slower trailing transient,
determined by the carrier transit across the finger gap, can be
fitted with a bi-exponential function with time constants of
2.1 ps and 22 ps. They are attributed to the electron and the
hole components, respectively. It should be pointed out that
while the faster electron part is closely fitted with an exponen-
tial, the slower hole component is masked with reflections
from the ends of the metal pads.

The electron velocity from the ratio of the half-distance
between the electrodes (0.5 µm) to the measured FWHM
(3.5 ps) is estimated to be 1.43±0.1 × 107 cm/s. This result
compares favorably with the value of 1.5 × 107 cm/s mea-
sured10,11 under an electric field of 120 kV/cm in a femto-
second optical time-of-flight experiment that monitors the
change in the electro-absorption associated with the transport
of photogenerated carriers in a GaN p-i-n diode.

The dependence of pulse duration and electron velocity on
the electric field was extracted by changing the bias voltage
from 5 V to 14 V. The inset in Fig. 97.30 shows the measured
FWHM as a function of average electric field, which is calcu-
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Figure 97.30
The experimentally determined electron velocity and measured FWHM
(inset) as a function of average electric field.
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A schematic view of the sample configuration for measuring the electrical
response of the MSM GaN photodiodes.
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Figure 97.31
Impulse response measured from a device with 0.5-µm finger width and
spacing. Both rise time and FWHM are longer than those from a device with
1-µm finger width and spacing as discussed in text.

lated by dividing the bias voltage by 1-µm finger spacing. In
the low-field region, the experimentally determined electron
velocity, shown in Fig. 97.30, increases with bias. Above
100 kV/cm, the electron velocity begins to flatten, reaching a
plateau at 120 kV/cm. If the average of the plateau region is
used, rather than the peak, then the estimated electron velocity
becomes 1.3±0.1 × 107 cm/s. The fact that the peak velocity
measured in our experiment is lower than the calculated
steady-state peak electron velocity for GaN2 may be attributed
to the high defect density in the device and/or the capacitance
effect of MSM structure that are not accounted for by theory.

The high-field results of Fig. 97.30 can be compared with
Monte Carlo simulations.6 For a device with 0.25-µm finger
spacing, the corresponding FWHM is expected to be around
1 ps, based on our measured electron speed. This is substan-
tially faster than the simulated results of 3.5 ps.6 To check
further, a device with 0.5-µm finger spacing was tested. A
typical transient, shown in Fig. 97.31, shows two features
distinct from the 1-µm device: a slower rise time of 3.2 ps and
a broader FWHM of 6.2 ps. This result is at first surprising;
however, it is consistent with an increased capacitance that
dominated the measured response from the smaller device. In
the MSM structure, the device capacitance increases with

smaller finger spacing. For our samples, the capacitances are
calculated12 to be 0.0126 pF and 0.0263 pF for the 1-µm
and 0.5-µm devices, respectively. With a measured package-
circuit impedance of 63 Ω,1 the corresponding RC time con-
stant would increase with increased capacitance and gives a
10%–90% rise time of 3.7 ps for the 0.5-µm device, essentially
accounting for the slower response observed in Fig. 97.31.
Further comparison with theory will then require devices
fabricated with much smaller detection areas.

In summary, EO sampling has been used to test the intrinsic
response of GaN MSM photodiodes. The best performance
measured from devices with 1-µm feature size showed a fast
10%–90% rise time of 1.4 ps and FWHM of 3.5 ps. This result
represents the fastest ultraviolet GaN photodiode reported to
date. The peak velocity of electrons in GaN was determined to
be 1.43 × 107 cm/s, which compares favorably with indepen-
dent photoexcitation experiments.

ACKNOWLEDGMENT
This work was supported by the U.S. Department of Energy Office of

Inertial Confinement Fusion under Cooperative Agreement No. DE-FC03-
92SF19460, the University of Rochester, and the New York State Energy
Research and Development Authority. The support of DOE does not consti-
tute an endorsement by DOE of the views expressed in this article.

REFERENCES
1. J. Li, W. R. Donaldson, and T. Y. Hsiang, IEEE Photonics Technol.

Lett. 15, 1141 (2003).

2. U. V. Bhapkar and M. S. Shur, J. Appl. Phys. 82, 1649 (1997).

3. J. D. Albrecht et al., J. Appl. Phys. 83, 4777 (1998).

4. J. Kolnik et al., J. Appl. Phys. 78, 1033 (1995).

5. B. Gelmont, K. H. Kim, and M. Shur, J. Appl. Phys. 74, 1818 (1993).

6. R. P. Joshi, A. N. Dharamsi, and J. McAdoo, Appl. Phys. Lett. 64, 3611
(1994).

7. S. Alexandrou, R. Sobolewski, and T. Y. Hsiang, IEEE J. Quantum
Electron. 28, 2325 (1992).

8. U. D. Keil and D. R. Dykaar, Appl. Phys. Lett. 61, 1504 (1992).

9. C.-C. Wang, S. Alexandrou, D. Jacobs-Perkins, and T. Y. Hsiang,
Appl. Phys. Lett. 64, 3578 (1994).

10. M. Wraback et al., Appl. Phys. Lett. 76, 1155 (2000).

11. M. Wraback et al., Appl. Phys. Lett. 79, 1303 (2001).

12. Y. C. Lim and R. A. Moore, IEEE Trans. Electron Devices ED-15, 173
(1968).



SELF-ASSEMBLY OF COATED COLLOIDAL PARTICLES FOR OPTICAL APPLICATIONS

28 LLE Review, Volume 97

Introduction
Nearly two decades ago, theoretical predictions indicated the
possibility of creating omnidirectional photonic-band-gap
materials that would prevent the propagation of certain wave-
lengths of light in all directions, while allowing transmission
of other light wavelengths.1,2 Since that time, there has been a
growing interest in creating these materials experimentally
due to the wide variety of potential applications afforded by the
control of light propagation, including use in optical comput-
ing and telecommunications.3 Researchers have taken two
approaches to construction of photonic-band-gap materials:
(1) lithographic technologies similar to that used in microelec-
tronics manufacture and (2) colloidal self-assembly of spheri-
cal particles. The self-assembly approach is promising due to
its simplicity and low cost.

Under appropriate conditions, spherical colloidal particles
will self-assemble to form a hexagonal close-packed structure
called a “colloidal crystal.” There are regularly spaced air
voids in the interstitial regions between colloidal particles
making up the crystal. Since air has a much lower refractive
index than the particles, the refractive index of the crystal
varies periodically on a length related to the diameter of the
particles making up the crystal. The periodic variation of
refractive index within the colloidal crystal leads to preferen-
tial reflection of certain wavelengths of light. The maximum
reflectance occurs at a wavelength equal to roughly twice the
diameter of the particles making up the crystal. Therefore, the
position of the band gap and thus the color of the crystal may
be adjusted by adjusting the size of the particles making up the
crystal. Colloidal crystals are often referred to as “photonic
crystals” due to the photonic-band-gap properties. They are
also referred to as “artificial opals” due to the similarity with
gemstone opal. Naturally occurring opal is a colloidal crystal
of spherical silica particles. The “opalescence” observed in
gemstone opal is caused by preferential reflection of light
within the photonic band gap.

Colloidal crystals exhibit a “pseudo” photonic band gap;
that is, only a portion of the light in the photonic band gap is

Self-Assembly of Coated Colloidal Particles
for Optical Applications

reflected while some fraction propagates into the crystal. The
rejected fraction of light can be enhanced by increasing the
refractive index contrast between the particles and air voids in
the structure. The photonic band gap is also very sensitive to
the quality of the crystal. A few faults or dislocations in the
crystal structure will greatly diminish the intensity of the
reflected light. It is desirable to have a complete photonic band
gap with 100% of the light in the band gap reflected. Theoreti-
cal predictions have indicated, however, that even with a
perfect colloidal crystal, a full band gap may not be attained, no
matter how high the refractive index contrast.4 Since a simple
colloidal crystal is unable to form a complete band gap,
researchers have focused on creating more complex structures
to attempt to create a complete photonic band gap. One
approach is to form binary colloidal crystals made up of two
different-sized particles.5 Another approach is to use the col-
loidal crystal as a template for creating an “inverse opal”
structure in which the air voids within a colloidal crystal are
filled and then the colloidal particles are removed, leaving
spherical hexagonally close packed holes in a solid matrix.6

The inverse opal structure has been shown to yield a complete
photonic band gap.3 Yet another approach is to form colloidal
crystals from core-shell structured particles.7 Theoretical pre-
dictions indicate that colloidal crystals of some types of core-
shell particles should exhibit a full photonic band gap.8

In the present study, core-shell structured particles were
formed using electrostatic layer-by-layer self-assembly as
depicted in Fig. 97.32. In the layer-by-layer technique, coat-
ings of polyelectrolytes with alternating charges are deposited
onto colloidal particles through electrostatic attraction.9 In
addition to polyelectrolytes, other charged species may be
deposited during the coating process, including proteins and
luminescent nanoparticles.10 The thickness of the poly-
electrolyte shell surrounding the particle may be adjusted by
the number of layers deposited. Each layer deposited is typi-
cally of the order of 1 nm thick. Layer-by-layer self-assembly
is a simple, versatile technique for controlling size and compo-
sition of colloidal particles with nanometer-scale precision.
Typically, only a small fraction of the ionic groups in the
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polyelectrolytes are neutralized during deposition. After coat-
ing, therefore, ionic species such as organic dyes or fluorophores
may be immobilized in the shell via ion exchange with the
polyelectrolyte counterions. By introducing luminescent or
high-refractive-index species in the shell surrounding the
particles, the technique offers potential as a simple route for
creating optically modified particles that may be used to create
photonic crystals with enhanced properties.

A variety of techniques may be employed to crystallize
electrostatically charged colloidal particles. The simplest tech-
nique is simple evaporation of a few drops of an aqueous
colloid on a clean, flat surface. If the surface has the same
electrostatic charge as the suspended particles, opalescent
colloidal crystals will form as the water evaporates. At room
temperature, complete drying occurs in a few hours. Crystals
are generally deposited on the outer fringes of where the
droplets were placed on the surface, similar to “coffee ring”
formation. While simple evaporation provides a relatively
rapid route to crystallization, crystal quality is usually poor
with small domain sizes. Also, it is not possible to control
crystal area and thickness to obtain a uniform crystalline film
over a large area of the surface.

If the liquid interface is moved across the surface at a
constant velocity while evaporating, a colloidal crystal can be
deposited as a uniform thin film. Colvin et al.11 demonstrated
that a uniform crystalline film can be deposited as a liquid
interface moves down a solid surface, referred to as “vertical
deposition.” The technique involves placing a clean glass slide
oriented perpendicular to the liquid surface of the colloidal
suspension so that the glass is partially submerged. As the
solvent evaporates, a crystalline deposit forms where the

meniscus meets the slide surface. A thin crystal film forms
over a large area of the slide surface as the meniscus slowly
moves downward due to solvent evaporation. Vertical deposi-
tion was first reported for colloidal silica suspended in ethanol
and is effective because of the relatively rapid rate of evap-
oration of ethanol. For aqueous colloids, vertical deposition is
also effective, but the lower rate of evaporation makes the time
required prohibitively long. Fujishima et al.12 recently
modified the vertical deposition technique by slowly lifting
the glass slide from the colloidal suspension, as shown in
Fig. 97.33. By lifting, aqueous colloids can be crystallized
more rapidly than in the case where the meniscus moves
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Figure 97.32
Layer-by-layer electrostatic self-assembly technique for
coating colloidal particles with polyelectrolytes. The tech-
nique may also be employed to coat particles with a
variety of electrostatically charged species including
nanoparticles and proteins. After shell formation, charged
species may be immobilized through ion exchange with
the polyelectrolyte counterions.
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Figure 97.33
Vertical deposition technique for colloidal crystallization.
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downward by solvent evaporation. In addition, the thickness of
the crystal may be adjusted by varying the lifting velocity, with
thinner crystals forming with higher lifting velocity. Fujishima’s
technique was used in the present study to crystallize core-
shell structured particles.

Experimental
Monodisperse-sized polystyrene particles (640 and 270 nm

in diameter) were purchased from Microparticles GmbH
Berlin, Germany. Poly(sodium 4-styrene sulfonate) (PSS,
MW = 70,000 g/mol), poly(allylamine hydrochloride) (PAH,
MW = 15,000 g/mol), sodium chloride (NaCl, 99%), hydrogen
peroxide (30% aqueous solution), and ammonium hydroxide
(28% aqueous solution) were purchased from Sigma-Aldrich
and used as received. Glass microscope slides (Fisher Scien-
tific) were cleaned prior to use by heating at 70°C for 15 min
in a solution of hydrogen peroxide, ammonium hydroxide, and
deionized water in a ratio of 1:1:5, respectively, by volume.
After cleaning, microscope slides were stored under deionized
water until used. Particles were crystallized through vertical
deposition from an ~1-wt% colloidal suspension by lifting a
clean glass slide at a velocity of 0.15 µm/s.

Findings
1. Crystallization of Uncoated Colloidal Particles

Vertical deposition of 270-nm-diam polystyrene particles
produced the crystals shown in Fig. 97.34. Figure 97.34(a) is
a high-magnification image (1-µm bar) showing hexagonal
packing and long-range order of the crystal on the surface. The
crystal quality is very good, although there are some faults and

Figure 97.34
Crystals of uncoated polystyrene colloids (270-nm diam) formed through vertical deposition. (a) A high-magnification image (1-µm bar) shows the hexagonal
packing and long-range order of the crystal. (b) A low-magnification view (10-µm bar) of the same sample shows drying cracks in the crystalline film.
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dislocations in the structure. In addition, there are periodically
cracks in the crystal due to contraction of the crystal upon
drying. Figure 97.34(b) is a low-magnification image (10-µm
bar) of the same sample showing drying cracks in the crystal-
line film. It was not possible to eliminate drying cracks in the
sample. Overall, however, vertical deposition produces the
highest-quality crystals of the techniques investigated. A crys-
talline film covering a 1-cm2 area can be formed rapidly (in
approximately 12 h), and several crystals can be formed in
parallel. In addition, the optical properties of the crystals can
be studied using standard reflectance or transmission spectros-
copy since the crystals form in a thin film on a microscope
slide. Vertical deposition with controlled lifting was used
exclusively for crystallization of coated colloidal particles
because of the numerous advantages of the technique over the
others that were studied.

2. Crystallization of Coated Colloidal Particles
Initial coating experiments were conducted using 640-nm-

diam polystyrene colloids that had sulfate groups on their
surface. These negatively charged particles were coated with
alternating PAH/PSS layers using an established procedure
from the literature.7 The coating procedure has been optimized
for particles near 640 nm in diameter. Briefly, each polyelec-
trolyte layer was deposited from an aqueous solution contain-
ing 1 mg/mL of polyelectrolyte and 0.25 M of NaCl. The high
salt concentration has been shown to produce thicker polyelec-
trolyte layers by screening electrostatic repulsion in the poly-
electrolyte chain to allow a more-coiled polymer conformation.
After each coating step, the particles were washed three times
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with pure deionized water using repeated centrifugation/
redispersion steps prior to coating the next layer. Particles
coated in this manner had minimal aggregation and could be
crystallized rapidly by placing a few drops of an ~1-wt%
suspension onto a clean glass slide and allowing it to evaporate
as reported by Liang.7 While crystal formation is rapid, the
crystal area is small and difficult to control, as discussed above.
We focused on vertical deposition to create high-quality crys-
tals from coated colloids over a large surface area.

The position of the photonic band gap is at a wavelength
equal to roughly twice the diameter of the particles making up
the crystal, which, for 640-nm-diam particles, places the band
gap in the near-infrared region. Our interest is in creating
photonic crystals with band gaps in the visible-light wave-
length range (~400 to 700 nm). Therefore, we began investi-
gating methods to coat and crystallize smaller 270-nm-diam
particles. An initial attempt at coating these smaller particles
was made using the same coating procedure that had been
effective for 640-nm-diam particles. It was found, however,
that gross aggregation of the particles occurred after the first
layer was deposited. The particles were very difficult to
redisperse after centrifugation. Aggregation could be mini-
mized by placing the particles into an ultrasonic cleaning bath
to disperse. Once dispersed, the particles were centrifuged
slowly for several minutes to sediment aggregated particles.
The aggregated particles were redispersed by the ultrasonic
cleaning bath. This sedimentation/redispersion process was
repeated several times to minimize aggregation of particles;
however, aggregation could not be completely eliminated.

In the first attempts to crystallize the coated 270-nm par-
ticles via vertical deposition, nothing was deposited onto the
glass surface because of slow flocculation of the particles. It
was postulated that some rearrangement of the polyelectrolyte
multilayers was occurring and leading to flocculation. If the
polyelectrolytes rearrange so that portions of the oppositely
charged layer beneath the outermost layer are exposed, this
will lead to patches of both positive and negative electrostatic
charge on the particle surface. Flocculation will then occur via
electrostatic attraction between particles. To maintain electro-
static repulsion, the coated particles were kept in a dilute
solution (0.1 mg/mL) of polyelectrolyte with the same charge
as the outermost layer on the particle surface. If any oppositely
charged patch is exposed, the free polyelectrolyte in solution
around the particles can adsorb to cover it more rapidly than a
charged particle will attach via flocculation. The stability of
the particles was greatly enhanced by the small excess poly-
electrolyte. In pure water, the 270-nm-diam polyelectrolyte-

coated polystyrene particles flocculated and sedimented in less
than one day. In 0.1-mg/mL polelectrolyte solution, there was
no visible flocculation of the particles even after two weeks.

The PAH/PSS-coated, 270-nm polystyrene particles were
crystallized via vertical deposition from an ~1-wt% aqueous
suspension (containing 0.1 mg/mL of PSS for maintaining
colloidal stability). Figure 97.35 shows scanning-electron-
microscopy images of the crystalline deposit. Figure 97.35(a)
is the deposit formed by particles coated with two polyelectro-
lyte layers. By comparison with crystals of uncoated particles
(Fig. 97.34), it can be seen that the coated particles produce a
much-lower-quality crystal. Hexagonal packing is present, but
there are many areas where the crystal structure is disrupted.
Figure 97.35(b) shows the deposit formed from particles
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Figure 97.35
Crystals of 270-nm-diam polystyrene particles coated using the “standard”
coating procedure with 0.25-M NaCl concentration. (a) Particles coated with
two polyelectrolyte layers (1-µm bar). Some hexagonal packing is observed,
but crystal quality is poor. (b) Particles coated with four alternating polyelec-
trolyte layers (10-µm bar). Crystallization is completely disrupted due to
aggregation of the particles during the coating process.
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coated with four alternating PAH/PSS layers. After four coat-
ing layers, the crystal structure is completely disrupted. The
coating process introduces aggregation of the particles, and
aggregation increases after each layer is coated. The procedure
developed for coating 640-nm particles is clearly not as effec-
tive for coating the smaller 270-nm particles.

A greatly improved coating procedure was developed fol-
lowing modifications suggested recently by Gittins.13 In
Gittins’ study, gold nanoparticles as small as 11-nm diameter
were coated with polyelectrolyte layers without inducing par-
ticle aggregation. It was reported that much-lower salt concen-
tration (1 mM) was required to prevent aggregation of the
particles. It is well known that salt reduces electrical double-
layer repulsion between particles. By lowering the salt concen-
tration, electrostatic repulsion could be maintained while
coating the particles. The same approach was applied for
coating 270-nm polystyrene colloids. The particles were
coated with alternating layers of PAH and PSS using solutions
containing 1 mg/mL of polyelectrolyte and 1 mM of NaCl
(instead of 0.25 M of NaCl). With the lower salt concentration,
the aggregation of particles was greatly reduced. Upon cen-
trifugation of the coated particles, the sediment appeared
opalescent, indicating crystal formation. The crystal formation
in the sediment also suggested there was very little particle
aggregation and strong electrostatic repulsion was being
maintained throughout the coating process.

To test if the new procedure was coating the particles as
expected, the zeta potential was measured after each layer was
deposited. Figure 97.36 shows the zeta potential results. The
zeta potential is related to the surface charge of the particles.
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Zeta potential of 270-nm-diam polystyrene particles as a function of layer number
during layer-by-layer deposition of PAH/PSS with improved coating procedure.
The polyelectrolytes were deposited from a 1-mg/mL solution containing 1 mM of
NaCl. Layer 1 is PAH (positive), layer 2 is PSS (negative), and additional layers are
deposited with an alternating polyelectrolyte charge. The alternating sign of the
zeta potential implies that the polyelectrolytes are adsorbing onto the particles via
electrostatic attraction.

The sign of the zeta potential alternates from positive to
negative as expected when the alternating polyelectrolyte
layers are deposited. The high magnitude of the zeta potential
(>40 mV for every layer) indicates that good colloidal stability
is maintained. Unfortunately, we could not measure the growth
of the polyelectrolyte layers using single-particle light scatter-
ing because the particles are too small for accurate measure-
ment. We can infer, however, that the polyelectrolytes are
being deposited from the zeta potential measurements.

The particles coated using the improved procedure were
crystallized through vertical deposition from an ~1-wt% aque-
ous colloidal suspension (containing 0.1 mg/mL of PSS).
Figure 97.37 shows the crystalline deposit formed by parti-
cles coated with two polyelectrolyte layers. The image shown
in Fig. 97.37(a) depicts a broken section of the crystalline
film, showing that it is approximately ten particle layers thick.
The image shown in Fig. 97.37(b) depicts the hexagonal
packing and long-range order of the crystal. There are numer-
ous drying cracks present, but overall crystal quality is very
good. The quality of the crystals formed from the two-layer–
coated, 270-nm particles is very nearly the same as that for the
uncoated particles (shown in Fig. 97.34).

Figures 97.38(a) and 97.38(b) show crystals of particles
coated with four and six alternating polyelectrolyte layers,
respectively. The particles coated with four polyelectrolyte
layers produce very good crystals. There are drying cracks
where the crystal has contracted, but the overall packing of the
crystal is good. There are some areas where the crystal structure
is disrupted. Particles coated with six polyelectrolyte layers
produce noticeably poorer-quality crystals [Fig. 97.38(b)].
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Figure 97.37
Crystals of 270-nm-diam polystyrene particles coated with two polyelectrolyte layers using the improved coating procedure. (a) Image of a broken section
of the film showing the crystal thickness (1-µm bar). (b) Surface of the crystal showing the long-range-hexagonal, close-packed structure with drying cracks
visible (1-µm bar).
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Figure 97.38
Crystals of 270-nm-diam polystyrene particles coated with (a) four alternating PAH/PSS layers (1-µm bar) and (b) six alternating PAH/PSS layers (1-µm bar).
As the number of polyelectrolyte layers increases, the crystal quality decreases. In image (b), regions of randomly aggregated particles are visible.
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There are regions where the particles are randomly oriented,
probably due to aggregation during the coating process. Since
the crystal quality degrades as a function of number of layers
coated, it can be inferred that some small amount of particle
aggregation occurs during the coating process. Each layer
applied leads to additional aggregation and further reduction
in crystal quality.

The photonic band gap of the crystals was probed with
reflectance spectroscopy as shown in Fig. 97.39. The peak
reflectance located near 575 nm is due to the photonic band
gap. The band gap causes the crystals to appear green in color.
The most-prominent feature of the reflectance spectra of the
samples is the decrease in band-gap intensity with an increas-
ing number of polyelectrolyte layers coating the particles. The
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intensity decreases and the width of the band gap increases due
to poorer crystal quality. The optical data in Fig. 97.39 confirm
the observation in Figs. 97.37 and 97.38 that crystal quality
decreases with an increasing number of polyelectrolyte layers.
Even with the improved coating technique, a small amount of
particle aggregation occurs during each coating. Particles
coated with two polyelectrolyte layers produce crystals nearly
as high in quality as the uncoated particles. High-quality
crystals are obtainable with up to four polyelectrolyte coatings,
but poorer quality is produced with six-layer–coated particles.
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Figure 97.39
Reflectance spectra of colloidal crystals in Figs. 97.34, 97.37, and 97.38
taken at a 6° angle. The crystals have a pseudophotonic band-gap reflectance
peak located at ~575 nm, which visually gives them a green appearance. The
peak height and sharpness decrease with an increasing number of polyelec-
trolyte layers coating the particles because of poorer crystal quality. The
decrease in crystal quality is most likely due to a small amount of particle
aggregation in each coating step.

It is notable that the band gap does not significantly shift
position when coated. Since the position of the band gap is
related to the particle diameter, one would expect a shift to
longer wavelengths as the particle diameter becomes larger
due to deposition of polyelectrolytes. The band gap of the
sample coated with two layers is actually slightly shifted to
shorter wavelengths. It is unclear at this point why the blue
shift occurs. The band gap is slightly shifted to longer wave-
lengths for the crystals formed with particles coated with four
layers. Further coating broadens and weakens the peak so that

the shift is not discernible. It is known that salt increases the
thickness of the polyelectrolyte layers during deposition. Since
our improved coating process uses less salt, we expect the
thickness to be small; unfortunately, we were unable to actu-
ally measure the layer thickness. The small layer thickness
would cause the band gap to shift only slightly. Coupled with
a blue shift, the net effect is that the band gap stays in nearly the
same position. Further work is needed to fully understand the
optical properties.

Conclusions and Future Directions
We have demonstrated that high-quality crystals of poly-

electrolyte-coated particles may be formed by vertical deposi-
tion. The colloidal crystals display preferential reflection of
light due to the pseudo band gap of the crystal. The crystal qual-
ity degrades with the number of polyelectrolyte layers coated
on the particles. It is postulated that there is slight particle
aggregation during the coating process that disrupts crystalli-
zation. The crystal degradation is apparent from the reduction
in the maximum intensity of reflected light. Particles coated
with two polyelectrolyte layers have a maximum intensity of
reflectance nearly the same as the uncoated particles. The
reflectance intensity decreases for particles coated with four
layers, and there is almost no reflectance for particles coated
with six layers. Further work is needed to completely eliminate
particle aggregation during the particle-coating process.

The polyelectrolyte-coated particles offer intriguing possi-
bilities for controlling and enhancing the optical properties of
the colloidal crystals. The polyelectrolyte shells surrounding
the particles have a high number of free ionic groups. A variety
of optically active species may be immobilized in the shell
through ion exchange. For example, ionic fluorophores may be
immobilized in the polyelectrolyte shell by simply dispersing
the particles in an aqueous solution of the dye.14 In addition,
optically active species, including fluorescent quantum dots,
may be introduced into the shells during the coating pro-
cess.15,16 It should be possible to enhance the band gap by
choosing a dye that adsorbs near the band-gap maxima. In
addition, it should be possible to choose luminescent com-
pounds that emit light at a wavelength near the photonic-band-
gap maxima. It has been shown recently that lasing from
colloidal crystals is possible when a dye that emits in the band-
gap wavelength is incorporated into the structure.17

ACKNOWLEDGMENT
We acknowledge support from the NSF International Research Fellow-

ship Program and the Laboratory for Laser Energetics.



SELF-ASSEMBLY OF COATED COLLOIDAL PARTICLES FOR OPTICAL APPLICATIONS

LLE Review, Volume 97 35

REFERENCES

1. S. John, Phys. Rev. Lett. 58, 2486 (1987).

2. E. Yablonovitch, Phys. Rev. Lett. 58, 2059 (1987).

3. A. Blanco et al., Nature 405, 437 (2000).

4. K. M. Ho, C. T. Chan, and C. M. Soukoulis, Phys. Rev. Lett. 65, 3152
(1990).

5. K. P. Velikov et al., Science 296, 106 (2002).

6. D. J. Norris and Y. A. Vlasov, Adv. Mater. 13, 371 (2001).

7. Z. Liang, A. S. Susha, and F. Caruso, Adv. Mater. 14, 1160 (2002).

8. A. Moroz, Phys. Rev. Lett. 83, 5274 (1999).

9. F. Caruso, Adv. Mater. 13, 11 (2001).

10. D. Wang, A. L. Rogach, and F. Caruso, Nano Lett. 2, 857 (2002).

11. P. Jiang et al., Chem. Mater. 11, 2132 (1999).

12. Z. Z. Gu, A. Gujishima, and O. Sato, Chem. Mater. 14, 760 (2002).

13. D. I. Gittins and F. Caruso, J. Phys. Chem. B 105, 6846 (2001).

14. F. Caruso et al., Macromolecules 32, 2317 (1999).

15. W. Yang et al., J. Colloid Interface Sci. 234, 356 (2001).

16. A. S. Susha et al., Colloid Surf. A, Physiochem. Eng. Aspect 163, 39
(2000).

17. M. N. Shkunov et al., Adv. Funct. Mater. 12, 21 (2002).



A TUNABLE, HIGH-REPETITION-RATE, HARMONICALLY MODE-LOCKED, YTTERBIUM FIBER LASER

36 LLE Review, Volume 97

Fiber laser and amplifier development in the wavelength
region near 1 µm has experienced significant progress owing
to the exceptional efficiency and gain bandwidth of ytterbium-
doped fibers.1–5 In fact, both ytterbium fiber lasers and ampli-
fiers are becoming more attractive than their bulk counterparts
due to their confined spatial mode, impressive bandwidth,
good pump absorption, ease of alignment, and inherent com-
patibility with optical fiber. To date, however, experimental
efforts regarding ytterbium fiber lasers have been directed only
toward fundamental mode-locking, which typically limits pulse
repetition rates below 100 MHz.1–5

This article focuses on another important parameter of
mode-locked lasers that has thus far attracted little attention in
this wavelength regime—high repetition rate. High-repeti-
tion-rate ytterbium fiber lasers would be a useful source of
ultrafast picket-fence pulse trains that have been proposed to
improve the performance of fusion laser systems.6 In this
scheme, shaped nanosecond pulses are replaced by a train of
ultrafast “picket” pulses that deliver the same average power

A Tunable, High-Repetition-Rate, Harmonically Mode-Locked,
Ytterbium Fiber Laser

while increasing the third-harmonic conversion efficiency. A
high-repetition-rate and broadly tunable source would also be
useful for synchronously pumping multi-GHz optical para-
metric oscillators.7

The laser considered in this research uses a 976-nm
pumped linear cavity, shown in Fig. 97.40, similar to that
reported by Lefort et al. in 2002.2 A bulk phase modulator8

actively FM mode-locks the laser, enabling synchronization to
an external reference frequency. Velocity matching between
the optical and microwave fields in the modulator’s LiNbO3
crystal, in conjunction with a resonant design, offers efficient
phase modulation at the device’s resonance frequency
≈10.3 GHz. A synthesized microwave signal generator (HP
model 83732B) amplified by a traveling-wave tube amplifier
(Hughes model 8010H) provides up to 10 W of microwave
power to the modulator. To reduce intracavity loss, the crystal
facets were antireflection coated, resulting in an insertion loss
of <1% at 1053 nm.

HR1

Yb3+-doped fiber WDM coupler

E12764

976-nm pump

Port 2

l/4

Port 3

PBS1

l/2

PBS2

Port 1

FM
modulator

Grating pair

HR2

Figure 97.40
Laser cavity configuration: HR, high-reflectivity mirrors; PBS, polarizing beam splitters; WDM, 976/1050-nm wavelength division multiplexer. The double-
sided arrows and the dots surrounded by circles represent the horizontal and vertical polarizations, respectively.
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Figure 97.41
Mode-locked optical pulse spectrum and its associated sech2 fit. The inset
contains superimposed mode-locked spectra illustrating the 1025- to
1080-nm tuning range.

The laser delivers output to three different ports, as shown
in Fig. 97.40. The combination of a half-wave plate (λ/2) and
a polarizing beam splitter not only provides variable output
coupling, yielding up to 38 mW from port 1 and up to 6.5 mW
from port 2, but also selects the optimum polarization for the
FM modulator and grating pair. Depolarization in the fiber
section of the cavity results in 2.5 mW of leakage from port 3.

The mode-locking threshold was measured to be as low as
30 mW, but the pump laser was operated at a power of 150 mW
in an effort to maximize the output power and facilitate auto-
correlation measurements. All of the results presented in this
article were obtained using this pump power and the output
from port 1, where the laser had a slope efficiency of 32% (if
we consider all three ports the slope efficiency is 40%). The
cavity also incorporates a grating pair, which compensates the
normal dispersion introduced by 1 m of ytterbium-doped fiber
and 1.2 m of fiber associated with the 976/1050 WDM coupler.

A typical mode-locked pulse spectrum, measured with an
optical spectrum analyzer (Ando model AQ6315A), reveals a
bandwidth of 0.9 nm, as seen in Fig. 97.41. This spectrum is
best fit by a sech2 function shown by the dashed curve.
Considering this to be the spectral shape, a 0.9-nm bandwidth
(FWHM) implies a 1.3-ps (FWHM) transform-limited sech
pulse. According to the simple FM mode-locking theory, an
FM modulator in a purely linear dispersionless cavity should

produce chirped Gaussian output pulses with Gaussian spec-
tra.9 In light of this, our spectral measurements suggest that
cavity dispersion and fiber nonlinearity play a role in shaping
the laser pulses.

An interferometric autocorrelator employing two-photon
absorption (TPA) in the photocathode of a photomultiplier
tube was used to perform autocorrelation measurements
(Fig. 97.42).10 This sensitive diagnostic was required to mea-
sure the �4-pJ pulses resulting from the extremely high repeti-
tion rate. The autocorrelation trace was also best fit by the TPA
response to a sech pulse, indicating a pulse width of 2 ps
(FWHM).11 Comparing the fit with the 1.3-ps pulse expected
for a transform-limited field, the output pulses are found to be
broadened by a factor of ≈1.5 due to chirp and resulting in a
time-bandwidth product of 0.49.
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Figure 97.42
Autocorrelation results. The fit shown in this figure was obtained by using
the two-photon absorption response to a 2-ps hyperbolic-secant pulse.

Mode-locked operation was achieved with central wave-
lengths ranging from 1022 nm to 1080 nm by inserting a razor
blade in front of HR2 (not depicted in Fig. 97.40) and adjusting
its position. The central wavelength also depended on the
driving modulation frequency, the cavity length, and the angu-
lar position of mirror HR2. The effect of tuning on the pulse
spectrum is shown in the inset of Fig. 97.41, where several
different spectra in the tuning range of 1022 to 1080 nm have
been superimposed on one another. The spectral shape varies
little over the tuning range, although the spectral width in-
creases as the center wavelength is decreased.
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Side-mode suppression and timing jitter are two common
figures of merit used to evaluate the quality of a mode-locked
pulse train. These quantities are derived from the pulse-train
power spectrum shown in Fig. 97.43 and obtained using a
25-GHz photodetector with a nominally flat frequency re-
sponse (New Focus model 1414) and a 26.5-GHz microwave
spectrum analyzer (Agilent model E4407B). As expected, the
microwave spectrum shown in the inset of Fig. 97.43 is
composed of peaks at the 10.31455-GHz driving frequency,
its harmonics, and much weaker structures spaced by the
36.8-MHz fundamental repetition rate of the laser cavity (not
visible in the figure), which are due to supermode noise.12 A
side-mode suppression of greater than 72 dB was measured
with respect to the largest of these side modes. Dividing the
laser�s mode-locked repetition rate by its fundamental repeti-
tion rate reveals that there are 280 pulses simultaneously
circulating in this cavity.

Since Fig. 97.43 shows that each peak is δ-function-like,
having a FWHM narrower than the minimum resolution (1 Hz)
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Figure 97.43
The microwave spectrum of the laser versus detuning from the
10.31455-GHz modulation frequency. The figure reveals that the signal at
the modulation frequency is located 80 dBs above the noise floor. The inset
shows the signal at 0 Hz, the ≈ 10.3-GHz repetition rate, and the first har-
monic located at ≈ 20.6 GHz. Note that the strength of the noise floor has
increased (in the inset) due to the reduced resolution of the spectrum analyzer
over the broad frequency range used.

of the spectrum analyzer, the timing jitter and pulse energy
fluctuations of the output pulse train were characterized. An
upper bound on rms timing jitter is related to the integrated
spectral power over the offset frequency range fl�fh according
to13

σ
π

= ( )∫[ ]1

2
2

1

1 2

f
L f df

m
f
fh ,

where σ is the rms timing jitter, fm is the repetition frequency
of the mth harmonic around which this measurement is made,
and L( f)  is the single-sided phase-noise spectral density de-
tuned from fm. Integration of the ~20-GHz peak over an offset
range from 10 Hz to 12 kHz yields an upper bound on rms
timing jitter of 370 fs, which is only slightly larger than the
283-fs jitter measured for the microwave signal generator
using the same range. Above 12 kHz, L(f) was dominated by
the ≈ −81-dBc electronic noise floor (seen in Fig. 97.43 at the
20-kHz detuning) of the detector/spectrum analyzer combina-
tion, prohibiting an accurate jitter quantization over the typi-
cally quoted range (10 Hz to 10 MHz). The rms-energy fluc-
tuations were quantified13 over the 10-Hz to 10-MHz range,
indicating an rms fluctuation of 16.9 fJ, which corresponds to
an energy fluctuation of 0.85% for the 2-pJ pulses.

In conclusion, a tunable, high-repetition-rate, mode-locked,
ytterbium fiber laser has been demonstrated. The hyperbolic-
secant pulse spectrum indicates that the chirp introduced by the
FM modulator is interacting with the cavity dispersion and
fiber nonlinearity to play a role in shaping the laser pulses. The
pulse-train timing jitter was found to be primarily due to the
electronics and could be reduced by using a cleaner signal
generator for jitter-sensitive applications. Finally, this laser�s
output pulse train consisting of linearly polarized, 2-ps chirped
pulses could produce up to 38 mW of average power, making
it suitable for many future applications.
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Introduction
Glass-ceramics are attractive structural materials due to their
good mechanical properties, chemical stability at higher tem-
peratures, and tailored microstructures via appropriate heat
treatments. In the cold working of glass-ceramics, several
options are available: loose-abrasive grinding (lapping, at
fixed nominal pressure) or deterministic microgrinding (at
fixed nominal infeed, with bound-abrasive tools), both of
which primarily remove material by microcracking. These
manufacturing operations are usually followed by polishing
to remove the residual stresses or damage left from the grind-
ing operations.

The goal of the work described in this article is twofold: to
determine which properties of glass-ceramics are responsible
for material removal and the quality of the resulting surface
(roughness, residual stresses induced by grinding), and to com-
pare loose-abrasive grinding with deterministic microgrinding.

Measurements
Five novel glass-ceramic materials (labeled GC1-GC5)

were provided by Corning, Inc. The surface roughness of the
as-received samples was in the range of 4 to 8 µm (peak-
to-valley).

1. Elastic Properties and Microindentation Measurements
Longitudinal and shear wave speeds were first measured

and then converted to Young’s and shear moduli. Young’s
modulus was also independently measured from the load-
displacement curve in 4-pt bending tests. Modulus of rupture
was measured in 4-pt bend tests for as-received samples, as
well as for samples in which controlled flaws were introduced
on the tension side by Vickers indentation. Knoop hardness
was measured at loads of 50 to 200 gf. Vickers hardness was
measured at loads from 10 to 1000 gf. Between five to ten
indents at each load were performed (15-s dwell time). All
materials were measured in air.

For the fracture toughness measurements, the length c of
the cracks emanating from the Vickers indentation corners

Deterministic Microgrinding, Lapping,
and Polishing of Glass-Ceramics

was measured optically. We used indentation1—the approach
of Evans2—to extract the fracture toughness Kc from the
measured indentation crack size. In our glass-ceramics tests,
the range of indentation crack size to indent diagonal c/(D/2)
was from 2 to 3 and thus covered by the Evans approach.
Ponton and Rawlings3,4 published an exhaustive analysis
comparing the prediction of the fracture toughness by many
different indentation models to the fracture toughness mea-
sured by bulk methods. They examined many ceramics
(zirconias and aluminas), as well as many glass-ceramics,
concluding that several models gave good agreement between
the bulk and indentation fracture toughness measurements.
The Evans model2 was one such model. Our work on the
fracture toughness of optical glasses5 also has shown that the
Evans model provides a good prediction of fracture toughness.

2. Chemical Susceptibility Measurements
The alkali resistance of the glass-ceramics was tested by

immersing two test pieces in a boiling aqueous solution of
equal parts Na2CO3 and NaOH for 3 h. The resulting mass
loss, measured in an analytical balance, indicates the mater-
ial’s chemical susceptibility or alkali resistance. Table 97.II
summarizes the measured micromechanical and chemical prop-
erties of the glass-ceramic materials.

3. Deterministic Microgrinding Measurements
Deterministic microgrinding is a fixed-infeed-rate material

removal process utilizing computer-numerically-controlled
(CNC) machining platforms. We sequentially used three thin-
walled diamond-bound-abrasive (metal bond 75N, medium
hardness) cup wheel tools on the Opticam SX CNC machining
platform.6 The tools were dressed before grinding each new
type of material. To examine the effect of abrasive size in
deterministic microgrinding, we used the three tools on glass-
ceramics samples in the form of thin disks (aspect ratio about
30/1): first, a rough tool (average abrasive size of 70 µm) at an
infeed rate of 100 µm/min, then a medium tool (abrasive size
10 to 20 µm) at an infeed rate of 50 µm/min, and finally a fine
tool (abrasive size 2 to 4 µm) at an infeed rate of 10 µm/min.
The tool rotation rate was 5000 rpm, and the work rotation rate
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was 150 rpm. The tool rotation rate and diameter correspond to
a surface speed of about 14.1 m/s. Three to five samples were
tested at each setting. Following grinding with each tool, the
surface roughness was measured with a white-light interfer-
ometer (Model NewView 1000, Zygo Corp., Middlefield, CT)
and so was the power (sag), induced by the grinding process.

4. Loose-Abrasive Lapping and Polishing
Removal Rate Measurements
Lapping and polishing experiments used thin glass-

ceramic disks of approximately 2.2-mm thickness and
62-mm diameter. The as-received saw-cut specimens were
first lapped on a Strasbaugh platform with 22-µm alumina
abrasives (cast-iron plate and aqueous slurry), then with 7-µm
alumina abrasives (same slurry composition), and finally pol-
ished with 1-µm alumina abrasives (aqueous slurry, new poly-
urethane lap used for each material). The initial condition for
each process was the final surface from the previous step. In the

lapping and polishing experiments, the pressure was main-
tained at 10 to 14 kPa and the relative speed at 1.22 m/s. Surface
roughness was measured at the center and near the edge of the
circular surfaces.

5. Grinding-Induced Surface Residual Stress Measurements
Surface residual stresses induced by the lapping process

(see the previous section), i.e., the Twyman effect for glass-
ceramics, were measured on flat disks of samples (aspect ratio
of about 30/1) whose two sides (S1 and S2) were first polished
to approximately one-wave flatness. Subsequently, one sur-
face (surface S1) was lapped by 22-µm Al2O3 abrasives for
about 2 to 3 min, then by 7-µm Al2O3 abrasives for about
30 min, and finally polished by 1-µm Al2O3 abrasives for
about 20 to 45 min. The slurry and processing conditions were
as described in the previous section. During this process, the
other surface (S2) remained polished, and its power (sag) was
measured with the white-light interferometer.

Table 97.II:  Summary of the measurements of the mechanical and chemical properties of glass-ceramics.

GC1 GC2 GC3 GC4 GC5

Thermoelastic properties

Density ρ (kg m–3) 3.18 2.93 2.98 2.99 2.98

Thermal expansion coefficient α (10–6 °C–1) 8.6 6.02 – – 4.21

Young’s modulus E (GPa), ±5% 130 130 123 138 113

Shear modulus G (GPa), ±5% 52.2 53.4 48.9 56.8 46.0

Poisson ratio ν 0.242 0.219 0.255 0.217 0.229

Modulus of rupture (MPa), ±10%

As-received 178 162 145 159 124

With Vickers flaw @ P = 1 kgf 138 120 80 118 76

Microindentation hardness

Knoop hardness @ 0.2 kgf (GPa), ±5% 9.3 10.0 9.4 9.9 8.7

Vickers hardness @1 kgf (GPa), ±10% 9.5 9.4 9.3 10.0 8.2

Microindentation cracking

Crack size 2c (µm) @ 500 gf 83.6 70.6 81.7 73.0 80.8

Indent. fracture toughness Kc
MPa m( ) ±, %10 1.41 1.75 1.53 1.63 1.55

Chemical susceptibility (alkali attack)

Mass loss per unit area (mg/cm2) 162±20 43±12 41.3±3.3 33±2.3 114±0.3
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Results
For the deterministic microgrinding experiments (fixed

infeed rate), Fig. 97.44 shows the correlation of surface rough-
ness and chemical susceptibility (alkali resistance). The results
generally indicate that materials with higher chemical suscep-
tibility also lead to higher surface roughness. Figure 97.45
shows the correlation of surface microroughness with abrasive
size, indicating that, for a given material, finer abrasives lead
to lower surface roughness. Figure 97.46 shows the depen-
dence of the grinding-induced surface residual force per unit
length on the Vickers indentation crack size.

For the loose-abrasive lapping experiments, Fig. 97.47
shows the dependence of the material removal rate on the ma-
terial figure of merit E5/4/[Kc Hv], Fig. 97.48 the dependence
of surface microroughness on hardness, and Fig. 97.49 the
dependence of surface roughness on chemical susceptibility.

For the polishing experiments, Fig. 97.50 shows the
dependence of the polishing rate on Vickers hardness and
Fig. 97.51 the polishing rate versus the material figure of merit
E5/4/[Kc Hv]. Figure 97.52 shows the dependence of the
lapping-induced surface-grinding force on microindentation
crack size.

Figure 97.44
Dependence of surface roughness induced by deterministic microgrinding on
chemical susceptibility, as measured by the mass loss under alkali attack.

Figure 97.45
Dependence of surface microroughness on abrasive size in deterministic
microgrinding.

Figure 97.46
Dependence of grinding-induced force P0 on indentation crack size (at 1 kgf).
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Figure 97.48
Dependence of surface roughness induced by lapping with 22 µm Al2O3 on
material hardness.

Figure 97.49
Dependence on chemical susceptibility of surface roughness (measured in
center of the plate) induced by lapping with 22-µm Al2O3 abrasives.

Figure 97.50
Dependence of polishing rate on Vickers hardness (at 1 kgf).
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Discussion
Some of our results are as intuitively expected. For ex-

ample, Figs. 97.44 and 97.49 indicate that higher chemical
susceptibility leads to higher surface roughness, both under
deterministic microgrinding and under loose-abrasive lap-
ping. Similarly, Fig. 97.45 indicates that larger abrasives lead
to higher surface roughness. However, the dependence of
grinding-induced surface residual force on abrasive size is not
entirely obvious.

It is well known that grinding of brittle surfaces with loose
or bound abrasives induces a state of residual compression on
the ground surface. This phenomenon is often referred to as
the Twyman effect.7 The measured power (sag) of the surface
is an indication of the extent of the residual force per unit of
length along the edge of the ground surface. In the Twyman
effect, a thin brittle disk is ground on one side, without altering
the other side. As a result of grinding, the ground side is in a
state of compressive stress and becomes convex, whereas the
other side (on which the power is measured) is concave. The
measured power ∆h (sag of the thin plate) was converted to an
equivalent force P0 per unit length along the circumference of
the ground edge, as described in Ref. 7:

P
E

h
t

D0

24

3 1
=

−( )




ν

∆ , (1)

where E is the Young’s modulus, ν the Poisson ratio, t the
plate thickness, and D the plate diameter. The computed force
P0 is shown in Fig. 97.46 for deterministic microgrinding and
in Fig. 97.52 for the loose-abrasive lapping experiments.

The results in Fig. 97.46 show that the surface grinding
force does not necessarily diminish as the size of the abrasive
gets smaller. Rather, for deterministic microgrinding, the inter-
mediate abrasive (10 to 20 µm) gives the lowest surface
grinding force. This result may be a consequence of the onset
of ductile grinding, i.e., suppression of lateral cracking as the
dominant material-removal mechanism in favor of plastic
scratching. Ductile grinding is known to lead to high surface
grinding forces.8

The correlation, reported in Fig. 97.46, between grinding-
induced surface force P0 and indentation crack size 2c was
first reported for optical glasses by Lambropoulos et al.,7

whose results show that the same correlation holds also for
glass-ceramics.

Figure 97.51
Dependence of polishing rate on mechanical properties: fracture toughness
Kc (MPa m1/2) and Vickers hardness Hv (GPa, at 1 kgf) from microindentation.

Figure 97.52
Dependence on microindentation crack size (at 1 kgf) of lapping-induced
surface grinding force P0 for lapping with 22-µm and 7-µm Al2O3 abrasives.
The lapped surface is S1 (originally polished). P0 is proportional to the
change in power, measured on the polished surface S2, from the initial power
(S1 polished) to the value after S1 is lapped.
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Figure 97.47 shows the lapping material removal rate ver-
sus the combination of mechanical properties, which was used
previously by Lambropoulos et al.9 in optical glasses, extend-
ing the work by Buijs and Korpel-Van Houten.10,11 Thus, it is
concluded that, in lapping of glass-ceramics,

dh

dt

E

K Hc

~ ,
5 4

2 (2)

where E is Young’s modulus, Kc is fracture toughness, and H
is the hardness. This correlation results from using a lateral
crack model as the basis for the material removal mechanism.

Figure 97.48 shows the dependence of the surface rough-
ness of the 22-µm alumina-lapped surface on the glass-ceramic
hardness. As in optical glasses,8

surface roughness ~ .
1

H
(3)

Table 97.III: Comparison of deterministic microgrinding and loose-abrasive grinding (lapping) for the cold working of
glass-ceramic materials (L is the nominal abrasive size used). For deterministic microgrinding the
abrasives are diamonds embedded in a metal bond. For lapping and polishing the abrasives are alumina.

Surface Removal Rate

(µm/min)

rms Surface Roughness

(µm)

Surface Residual Force

(N/m)

Determinisitic microgrinding
(fixed infeed)

L = 70 µm 100 1.2–1.7 400–1100

L = 15 µm 50 0.5–1 200–700

L = 2 to 4 µm 10 0.05–0.3 300–800

Lapping
(fixed pressure)

L = 22 µm 5–9 0.9–1 900–1300

L = 7 µm 1–4 0.7–0.8 800–1200

Polishing
(fixed pressure)

L = 1 µm 0.04–0.1 0.01–0.1 —

The results for polishing material removal rate show that
increasing hardness generally leads to a diminishing removal
rate, an expected result (see Fig. 97.50). Figure 97.51 shows a
new result, however, instances of which have been reported by
Lambropoulos et al.12,13 for polishing of optical glasses: The
polishing rate has the same dependence on material properties
combination E5/4/Kc Hv as the lapping rate (Fig. 97.47). This
result is not unexpected from a fundamental point of view:
since in any material removal process atomic bonds must be
broken among surface atoms, a property characterizing such
bond strength (for example, fracture toughness) is expected to
influence the polishing removal rate.

Our measurements on the deterministic microgrinding and
lapping of glass-ceramics also allow us to compare these two
processes in terms of the material removal rate and quality
(surface roughness, residual stresses) of the resulting surface.
Table 97.III summarizes the data for the samples studied in this
report. Deterministic microgrinding maintains a faster re-
moval rate than lapping (over the range of lapping pressures
and relative speeds used), while for comparable abrasive sizes
the surface roughness is lower than that for lapping, and the
grinding-induced surface residual forces are significantly re-
duced as compared to lapping.
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In this article mechanical and chemical properties of glass-
ceramics and their response under deterministic or loose abra-
sive grinding conditions have been correlated. The quality of
the resulting surface in terms of the material removal rate, the
surface microroughness, and the surface residual stresses in-
duced by microgrinding have been characterized. Neither the
effects of material grain size and abrasive grain size nor the
correlation of “feeds and speeds” have been examined since
these alter the rate at which the tool penetrates into the work
surface. In addition, the issue of subsurface damage and that of
the deepest flaw induced by microgrinding have not been
addressed. These issues should be studied in the context of the
mechanical strength of the glass-ceramic components, espe-
cially in relation to applied thermal or mechanical forces acting
on these components after grinding.

Conclusions
The microgrinding and polishing behavior of five novel

glass-ceramics have been studied. The mechanical properties
of the glass-ceramics, as well as their material removal rate and
quality of the resulting surface, have been measured for deter-
ministic microgrinding (fixed infeed rate; metal bond diamond
cup wheel on a CNC machining platform; embedded diamond
abrasives of 70 mm, 15 µm, and 3 µm in size), loose-abrasive
lapping (fixed nominal pressure, 22 µm and 7 µm Al2O3 loose
abrasives), and polishing (fixed nominal pressure, 1 µm Al2O3
abrasives). The quality of the worked surface was character-
ized in terms of the grinding-induced surface microroughness
and the grinding-induced surface residual force.

Findings on deterministic microgrinding of glass-ceramics
under fixed infeed rate include the following:

1. Workpiece surface microroughness scales linearly with
chemical susceptibility of the glass-ceramics under alkali
attack conditions. Higher mass loss under alkali attack gen-
erally leads to higher surface roughness in deterministic
microgrinding and higher tool-wear rate.

2. Smaller bound abrasives lead to lower surface micro-
roughness.

3. Intermediate bound abrasives (10 to 20 µm) lead to the
lowest grinding-induced surface residual compressive force.
Very large or very small bound abrasives lead to higher
surface residual forces.

4. The grinding-induced surface residual compressive force
increases with indentation-produced surface cracks; thus,
microindentation may be used to predict surface-grinding
force.

Findings on the loose-abrasive grinding and polishing of
glass-ceramics under fixed nominal pressure include the fol-
lowing:

1. The lapping removal rate increases with E5/4/Kc Hv, as in
optical glasses.

2. The surface roughness for 22-µm abrasives increases with
1 H ,  as in optical glasses.

3. The surface roughness for 22-µm abrasives increases with
chemical susceptibility to alkali attack, as it did for deter-
ministic microgrinding.

4. The polishing removal rate decreases with increasing hard-
ness H, and increases with increasing E5/4/Kc Hv. This
result identifies fundamental similarities between the lap-
ping and polishing material removal mechanisms.

5. The grinding-induced surface residual compressive force is
an increasing function of indentation-produced surface
cracks; thus, microindentation may be used to predict sur-
face-grinding force.

In comparing deterministic microgrinding with loose-
abrasive microgrinding, it was found that deterministic micro-
grinding maintains a faster removal rate than lapping, while for
comparable abrasive sizes, the surface roughness induced by
deterministic microgrinding is lower than that for lapping,
while the grinding-induced surface residual forces are signifi-
cantly reduced.
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