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In Brief

This volume of the LLE Review, covering the period April–June 2002, features “Modeling Laser–Plasma Interaction Physics Under Direct-Drive Inertial Confinement Fusion Conditions” by J. Myatt, A. V. Maximov, and R. W. Short (p. 93). They report on pF3D, a parallel, three-dimensional laser–plasma interaction (LPI) code developed at LLNL for modeling indirect-drive plasmas, which recently has been modified for use under direct-drive conditions. Unlike indirect drive, modeling direct drive requires simulation of inhomogeneous supersonic flows and density profiles that include a critical surface. The treatment of the critical surface is particularly problematic in codes employing the paraxial approximation for the light waves. Myatt et al. describe the first results of the modified code: realistic simulations motivated by long-scale-length exploding-foil experiments conducted on LLE’s 30-kJ, 351-nm, 60-beam OMEGA laser system and intended to represent future NIF direct-drive conditions.

Additional highlights of research presented in this issue are

- A. V. Okishev, D. Battaglia, I. A. Begishev, and J. D. Zuegel (p. 103) have developed a new highly stable, diode-pumped, cavity-dumped, compact Nd:YLF regenerative amplifier (regen) of continuously shaped nanosecond pulses with a gain of ~10^9 for the front-end laser system of OMEGA. High output energy, long-term energy and temporal pulse shape stability, and high-quality beam profile have been demonstrated. Reliability, simplicity, modular design, and compactness are key features of this new diode-pumped regenerative amplifier.

- An experiment recently completed by J. P. Knauer and V. N. Goncharov (p. 108) has tested the ability of a direct-drive ICF laser pulse shape to vary the adiabat within a target shell. A picket pulse was added to a pulse shape designed to implode a cryogenic shell of D_2 with a ratio α of internal pressure to Fermi-degenerate pressure of 5. The effect of a picket is to strengthen the shock in the outer portion of the shell so that the ablation interface has a large α and the fuel maintains its α = 5, resulting in increased stability and improved capsule performance.

- F. J. Marshall, J. A. Delettrez, R. L. Keck, J. H. Kelly, P. B. Radha, and L. J. Waxer (p. 116) describe implosion experiments with enhanced beam balance. Marshall et al. have implemented a new technique that determines the beam peak intensities at target chamber center on a full-power target shot by simultaneously measuring the x-ray flux produced by all 60 beams seen separated on a 4-mm-diam, Au-coated spherical target. Up to nine x-ray pinhole camera images are electronically recorded per shot from which beam-to-beam variations in peak intensity are determined, taking into account view angle and x-ray conversion efficiency. The observed variations are then used to correct the beam energies to produce a more-uniform irradiation. The authors present the results of implosion experiments with enhanced beam balance and comparisons to experiments with standard beam balance.

- W. T. Shmayda, Y. Cao, and J. A. Szpunar (p. 125) present the effects of textures on hydrogen diffusion in nickel. Deuterium and tritium— isotopes of hydrogen—are the primary fuels for inertial confinement fusion (ICF), so determining and controlling their rate of diffusion through containment materials are important to the design of ICF facilities. When polycrystalline metals have texture, the preferential orientation of the metals affects hydrogen absorption and diffusion. Hydrogen permeation results
show that there are significant differences among the three main textures of nickel membranes. Plating current density has a strong influence on texture development of nickel deposits. The texture of deposits can be easily manipulated by controlling plating conditions. In the experiments performed by Shmayda et al., textured Ni membranes were prepared using electrodeposition, and the effects of fabrication on their diffusion rates were determined.

- A great deal of interest has been generated by the discovery of superconductivity in hexagonal magnesium borides not only because of MgB$_2$'s high critical temperature and current density but also its lower anisotropy, larger coherence length, and higher transparency of grain boundaries to current flow. R. Sobolewski, P. Kús, A. Plecenik, L. Satrapinsky, and Y. Xu (p. 130) have for the first time fabricated MgB$_2$ superconducting films on flexible substrates. They describe their process, by which these films could be deposited on large-area foils (up to 400 cm$^2$) and, after processing, cut into any shapes (e.g., stripes) with scissors or bent multiple times, without any observed degradation of their superconducting properties.

- V. A. Smalyuk, P. B. Radha, J. A. Delettrez, V. Yu. Glebov, V. N. Goncharov, D. D. Meyerhofer, S. P. Regan, S. Roberts, T. C. Sangster, J. M. Soures, and C. Stoeckl (p. 133) have inferred the growth of target areal density near peak compression in direct-drive spherical target implosions with 14.7-MeV deuterium–helium$^3$ (D$^3$He) proton spectroscopy on the OMEGA laser system. The target areal density grows by a factor of ~8 during the time of neutron production (~400 ps) before reaching 123$^{\pm}$16 mg cm$^{-2}$ at peak compression in an implosion of a 20-$\mu$m-thick plastic CH target filled with 4 atm of D$^3$He fuel.

- J. R. Zurita-Sanchez and L. Novotny (p. 139) have performed a theoretical investigation of a semiconductor quantum dot interacting with a strongly localized optical field, as encountered in high-resolution, near-field optical microscopy. The strong gradients of these localized fields suggest that higher-order multipolar interactions will affect the standard electric dipole transition rates and selection rules. For a semiconductor quantum dot in the strong confinement limit, Zurita-Sanchez and Novotny have calculated the interband electric quadrupole absorption rate and the associated selection rules, finding that the electric quadrupole absorption rate is comparable with the absorption rate calculated in the electric dipole approximation.
Modeling Laser–Plasma Interaction Physics Under Direct-Drive Inertial Confinement Fusion Conditions

Introduction
Laser–plasma interaction (LPI) processes taking place in indirect- and direct-drive targets differ significantly in several ways. Plasma electron densities \( n_e \) in hohlraum targets are typically a few percent of the critical density \( n_c = \frac{m_e \omega_0^2}{4 \pi e^2} \), so that the main instability mechanisms are stimulated Raman and stimulated Brillouin scattering (SRS and SBS, respectively), which typically have very large predicted linear gains due to the long scale lengths of near-uniform plasma. The theoretical challenge here is to understand the nonlinear saturation mechanisms that are responsible for the small, observed reflectivities. In direct-drive targets the plasma is inhomogeneous, with the linear gain for parametric instabilities often limited by the inhomogeneity of the plasma, rather than by damping of the unstable waves. In direct-drive targets, all electron densities up to critical (\( n_c \sim 8 \times 10^{21} \text{ cm}^{-3} \) for 0.351-\( \mu \)m light) can be accessed by the laser. As a consequence of the dispersion relations of the participating waves, SBS can take place anywhere in the underdense region \( n_e < n_c \), and SRS can take place anywhere below the quarter-critical surface \( n_e \leq n_c/4 \). At the quarter-critical surface SRS is in competition with two-plasmon decay (TPD), a particularly dangerous instability because of its low threshold and its ability to produce hot electrons that preheat the target. Complicated physics is expected at the critical surface itself, including but not limited to resonance absorption, profile modification, instability, and surface rippling. Interactions in the underdense plasma corona are further complicated by the crossing of multiple beams. These beams can interact parametrically via common decay waves, excited simultaneously by several beams, or via electromagnetic seeding involving specular or parametric reflections at or near the critical-density surface. The need to take into account such complications means that simple theoretical models are of rather limited use. One must adopt multidimensional simulation tools that are able to model the necessary physical processes on a large scale in order to have a hope of interpreting current experimental data and making predictions for future experiments.

While modeling LPI in indirect-drive-relevant plasmas has received a great deal of attention, and several semipredictive simulation codes have been developed, the same cannot be said for direct drive. Recently pF3D, a three-dimensional, parallel LPI interaction code developed by LLNL, has been modified at LLE for use in direct-drive conditions. The significant advantage of pF3D over the code HARMONY is its efficient parallelization using message passing, which has been exploited using Hydra, a 64-processor SGI Origin. This article describes recent developments in this regard, and in addition to some background on pF3D and similar codes, shows some of the first results that have modeled long-scale-length OMEGA multibeam experiments.

This article is organized as follows: The next section gives the background behind the modeling of large-scale LPI experiments and includes a discussion of the physical effects that make such simulations especially challenging. The section on Simulations gives details specific to the simulation of OMEGA experiments, including the treatment of the expanding plasma, the critical surface, and collisional absorption. It also contains the first pF3D results in direct-drive geometry, including simulations of SBS backscatter for a range of laser intensities. Simulations exhibiting self-smoothing of laser light are also presented. The final section explains the relevance of these simulations not only to present, but also to future OMEGA and National Ignition Facility (NIF) experiments. Further advances expected in the near future are also explored.

The Physics of Large-Scale Modeling
One of the reasons for the complexity of LPI, and indeed plasma physics in general, is the mixing between disparate length scales. In LPI, the plasma response at scales around a fraction of the laser wavelength \( \lambda_0 \) is generally not independent of those taking place at the much larger hydrodynamic scale length of the target, \( l_h \). For NIF-scale targets irradiated by 0.351-\( \mu \)m light, this ratio can be very large:
for practical purposes. Complications are that the plasma decomposed around each frequency present, taking into account nonlinear couplings between each, as is done in both pF3D and HARMONY, i.e., it is through the plasma response that the transverse electromagnetic components are nonlinearly coupled.

To make these general statements more concrete, we will describe how the above procedure applies to SBS (both near-backward and near-forward) in the simulation codes pF3D and HARMONY (although the algorithms differ between the two codes, the general approach is essentially the same in each). Raman scattering can be treated in a similar way, but for simplicity we will consider only Brillouin here. Consider a transverse electromagnetic wave characterized by its amplitude \( \mathbf{E} \). The time-enveloped amplitude \( \mathbf{E} \) is defined by the equation \( \mathbf{E} = \mathbf{E} \exp(-i\omega_0 t) + \text{c.c.} \), and it satisfies the time-enveloped Maxwell equation:

\[
\left\{ 2i\partial_t + \frac{c^2}{\omega_0} \nabla^2 + \omega_0 \left[ 1 - \frac{n_e}{N_e} \left( 1 - i v_{ei} / \omega_0 \right) \right] \right\} \mathbf{E} = 0. \tag{1}
\]

where \( \mathbf{E} \) is assumed to vary on time scales much greater than \( \omega_0^{-1} \). We have ignored here the term proportional to \( \nabla (\mathbf{V} \cdot \mathbf{E}) \), but we have retained the damping of electromagnetic waves, usually neglected in underdense plasma, since it is important close to the critical surface in direct-drive plasmas. Motivated by physical arguments, we expect the electric field to contain two spectral features, one corresponding to transverse waves propagating in the general direction of the laser axis and another propagating in the near-backward direction (SBS in the underdense region is expected to be reasonably well collimated in the backward direction as the longitudinal correlation length of the laser is greater than in the transverse direction by a large multiple of the \( f \) number). Hence, we write

\[
\mathbf{E}(x,t) = \mathbf{E}_+ (x,t) \exp \left[ i \int_0^z k_0(z')dz' \right] + \mathbf{E}_- (x,t) \exp \left[ i \int_z^L k_0(z')dz' \right]. \tag{2}
\]

Here the axially dependent wave number \( k_0(z) \) must satisfy the linear dispersion relation for transverse waves

\[
k_0(z) = \omega_0 / c \sqrt{1 - N_{e,sec}/N_e},
\]

and the electron density \( N_{e,sec} \) is defined later in Eqs. (4) and (6). The slowly varying envelopes then satisfy the equations

\[
l_0/\lambda_0 \sim 10^3 \text{ to } 10^4 \text{(an example of this is the onset of large-scale flow due to SBS momentum deposition)}.
\]

In recent years one advance in simulations that has made large-scale simulations possible has been the use of wave-envelope methods that attempt to surmount these problems.

Another major complication for LPI is the complexity of the plasma response. Typical experimental scales of interest to laser fusion (both direct and indirect drive) are lengths of the order of 1 mm and times of 1 ns. It is quite impossible to model the plasma over these scales using any first principles model, such as particle-in-cell (PIC), Vlasov, or Fokker–Planck. One must necessarily deal with a reduced description, the simplest being the plasma fluid, where the only information obtained from the single particle distribution function is its hydrodynamic moments. Although fluid models are the simplest (though still containing a host of nonlinearities), one cannot often neglect linear and nonlinear kinetic effects. Advances have been made in combining both linear wave–particle interaction (Landau damping), electron kinetic effects such as nonlocal electron transport, and nonlinear frequency shifts into fluid codes.

1. Wave-Envelope Methods and the Paraxial Approximation

The basic idea in wave-envelope methods is to take advantage of the fact that it is often possible to write the transverse electric field of the laser as a sum of components that are each well characterized by a given frequency and wave number and also well separated from one another (spectrally). By enveloping around, and hence explicitly removing, the characteristic spatial and temporal frequency of each component, one arrives at equations where only the slow variation of the envelope needs to be followed. This leads to a relaxation of numerical constraints, coarser grids, and larger simulation volumes. An example of this is the paraxial approximation where one needs only to resolve the Rayleigh length and not the wavelength of the light. In the paraxial approximation, the constraint that the envelope function be slowly varying in space restricts the model to describe only light propagating within a range of wave numbers and frequencies not too far from the characteristic frequencies. Experience shows that an angular \( \pm 30^\circ \) can be tolerated, but this is often good enough for practical purposes. Complications are that the plasma responds to the ponderomotive force and ohmic heating, which are quadratic in the electric field. Hence there are ponderomotive and thermal sources at the beat frequencies, both spatial and temporal, of all the transverse components. To retain the advantage, the plasma response must likewise be harmonically decomposed around each frequency present, taking into account nonlinear couplings between each, as is done in both pF3D and HARMONY, i.e., it is through the plasma response that the transverse electromagnetic components are nonlinearly coupled.
2. Plasma Response

The presence of the high-frequency beat terms between \( E_+ \) and \( E_- \) in the ponderomotive force,

\[
\mathbf{F}_{\text{pond}} = \nabla U = e^2 \left( \frac{1}{4m_e} \omega_0^2 \right) |\mathbf{E}|^2,
\]

motivates a decomposition of all the fluid variables in the same fashion as outlined here for the electron density \( n_e \):

\[
n_e = N_0 + \left[ n_1 \exp i \psi(z) + \text{c.c.} \right].
\]  

In this decomposition, \( n_1 \) is the (complex) amplitude of the ion-acoustic wave (IAW) driven by the backward SBS process, whose phase \( \psi(z) \) is given by

\[
\psi(z) = \int_0^z k_0(z') dz' - \int_z^L k_0(z') dz'.
\]

so that \( \partial_z \psi(z) = k_{1\text{IAW}}(z) \), where \( k_{1\text{IAW}} = 2k_0 \) denotes the local wave number of the SBS-driven IAW. The amplitude satisfies

\[
\left( \frac{d}{dt} + \omega_0 - 2i k_0 u_+ + \omega_{ia} \right) n_1 + \left( \omega_0 - 2i k_0 C_a^2 \frac{\partial}{\partial z} - C_a^2 \nabla^2 \right) n_1 = -k_0^2 \frac{Zn_e}{m_i} N_0 E_+ E_-^* + S_a,
\]

where

\[
d/dt = \partial/\partial t + \mathbf{u} \cdot \nabla
\]

is the convective derivative, \( C_a = \sqrt{(ZT_e + 3T_i)/m_i} \) is the IAW sound speed, \( \omega_{ia} \) is the ion-acoustic damping rate, and \( S_a \) is the thermal Cherenkov source of ion waves. (We have changed the notation slightly from Ref. 3.) In Eq. (4), \( N_0 \) denotes the slowly varying part of the electron density for which the quasineutral limit is correct. For use in Eqs. (3), the slowly varying part \( N_0 \) must itself be decomposed into a sum of a secular piece, \( N_{e,\text{sec}} \), and a quasi-static, large-scale perturbation \( n_0 \),

\[
N_0 = N_{e,\text{sec}} + n_0.
\]  

The secular piece of the background equilibrium electron density is the part that varies over the interaction region, due to hydrodynamic expansion of the target, and whose phase has been taken into account by allowing \( k_0 \) to be a function of \( z \) in the usual WKB (Wentzel, Kramers, Brillouin) manner. Its value at a particular axial location is equal to the transverse spatial average of \( N_0 \). The quasi-static, large-scale perturbation \( n_0 \) is related to flow generation caused by momentum transfer, self-focusing/filamentation, and forward-scattering processes.

The slowly varying plasma-hydrodynamic quantities satisfy a nonlinear set of equations,

\[
\partial_t \rho + \nabla \cdot (\rho \mathbf{u}) = 0,
\]  

\[
\partial_t (\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla (P + P_e) - (\rho \nabla U)_0 - 2v_F \rho \mathbf{u},
\]
incidence increases exponentially with laser intensity up to the level of observed SBS backscatter for single-beam, normal SBS and make comments about TPD only. In general terms, scatter energy and spectra. In the present work, we discuss aperture backscatter stations (FABS) have measured the multiple-beam irradiation of solid, planar CH targets. Full-targets at the start of the main pulse using single, staggered conditions that closely resemble NIF direct-drive ignition drive experiments.

Most efforts have concentrated on hohlraum conditions, where no critical surface is present, but we are now applying pF3D, solving Eqs. (3), (5), and (7) to OMEGA direct-drive experiments.

Simulations of Long-Scale-Length OMEGA Experiments

Experimental OMEGA campaigns have addressed LPI conditions that closely resemble NIF direct-drive ignition targets at the start of the main pulse using single, staggered multiple-beam irradiation of solid, planar CH targets. Full-aperture backscatter stations (FABS) have measured the time-integrated, time-resolved SBS as well as SRS backscatter energy and spectra. In the present work, we discuss SBS and make comments about TPD only. In general terms, the level of observed SBS backscatter for single-beam, normal incidence increases exponentially with laser intensity up to intensities of about $2 \times 10^{14}$ W/cm², with corresponding reflectivities of ~1%, after which it begins to saturate with reflectivities greater than, or around, 10%. This level can be reduced significantly by the addition of SSD (smoothing by spectral dispersion) bandwidth (0.5 or 1 THz experimentally) and by polarization smoothing (PS), both of which seem to be more efficient at removing the frequency upshifted (blue) part of the backscattered spectrum than the downshifted (red), and leads to reflectivities of a fraction of a percent. Similar behavior is also seen in the case of multiple-beam irradiation.

The SBS spectra (features near $\lambda_0 \sim 351$ nm) consistently show two distinct features. One feature (referred to as the “blue feature”) has a shift to shorter wavelengths that increases in time up to a maximum experimentally observed spectral shift of $\delta \lambda = \lambda_0^2/(2 \pi c) \delta \omega - 1$ nm. This is due to SBS in the underdense plasma corona where the flow velocity due to target expansion is supersonic and $|u_l| > C_a$. The other spectral feature is shifted to longer wavelengths (the “red feature”) and is seen predominantly in the specular direction, i.e., if the beam is not normally incident and there is no opposing beam that could specularly reflect light into the FABS, then this feature is absent. This feature must arise from interactions very close (tens of microns) to the critical surface and is presumably seeded by specular reflection. The blue component is observed only in the backscatter direction and is seen regardless of the angle between the laser axis and the target normal. The temporal duration of the blue feature also differs between multibeam and single-beam irradiation, but this is likely due to the different hydrodynamics between the two targets. It then seems that the two spectral features have their origins in two well-separated regions in the plasma. Based on the expected hydrodynamic profile, from SAGE simulations, the red feature must come from a region separated by only tens of microns from the critical surface, whereas the blue feature comes from a region hundreds of microns out into the corona. The critical region is not currently modeled in a self-consistent manner in pF3D and will not be addressed in detail here. (The actual details on how the critical surface is presently treated will be detailed below.) Work is under way to study this region separately using a full-wave code that does not assume the paraxial approximation and uses the pF3D simulations to provide the necessary boundary conditions.

Detailed understanding of the experiment is necessary for confident predictions and future NIF/OMEGA experiments. Before proceeding with our simulations relevant to the current OMEGA experiments, we will discuss in detail the modeling of both the inhomogeneous plasma profile and the critical surface.

1. Modeling the Hydrodynamic Expansion of the Target

Hydrodynamic evolution of the target during the nanosecond laser pulse is significant, and previous experience with experiments conducted at LULI has shown that this must be modeled accurately for close agreement with experimental data. The predictive value of SAGE has been verified over several experimental campaigns, so we have chosen to initialize our plasma hydrodynamics using data provided by SAGE. Figure 91.1 shows the initial conditions, taken from SAGE, corresponding to the $z$ component of the expansion velocity $u_z$ and the plasma electron density $N_e$ for various times relative

\[
\frac{3}{2} \left[ \partial_t P + \nabla \cdot (u P) \right] + P \cdot u = \nabla \cdot (k \nabla T) + Q, \quad (7c)
\]

\[
\frac{3}{2} \partial_t \delta T_e + \nabla \cdot (u \delta T_e) + \delta T_e \nabla \cdot u = \nabla \cdot (k_{e,\text{NL}} \nabla T_e) + Q_e. \quad (7d)
\]

Here, $\rho = m_i N_0/Z$ is the ion mass density, $Z$ is the average ion charge, $P_e = N_0 T_e$ and $P_i = (\rho/m_i) T_i$ are the electron and ion pressures, respectively, $Q_e$ and $Q_i$ are the electron and ion heating rates, $k$ and $k_{e,\text{NL}}$ are the ion and (possibly nonlocal) electron thermal conductivities, and the quantity $\nu_T$ denotes the damping operator describing Landau damping and ion–ion collisions (see Ref. 12).
to the start of the interaction pulse. This flow velocity gives a spatially dependent Doppler shift to IAW, and its gradient localizes the three-wave SBS interaction, which are all essential features of the experiment.

\[
\frac{u_z}{C_a} = \begin{cases} 
400 \text{ ps} \\
600 \text{ ps} \\
800 \text{ ps} 
\end{cases}
\]

Figure 91.1
The component of the plasma expansion velocity (normalized to \(C_a\) for hydrogen at 1 keV) in the direction of the target normal, and electron plasma density as a function of the axial coordinate \(z\). The gradient in the expansion velocity limits the resonance region for backward stimulated Brillouin scattering due to the detuning of the three-wave coupling via a flow-induced Doppler shift in the IAW frequency. The important feature is the plateau that provides a more-favorable region for SBS growth, which moves outward toward the laser and lower electron plasma densities in time. The three curves (dashed, solid, dotted) correspond to the times 400, 600, and 800 ps after the start of the interaction pulse, respectively.

2. Modeling the Critical Surface
To relax the numerical constraints in the electromagnetic part of the problem, we previously used the paraxial approximation by setting \(\varepsilon_{\text{par}} = 0\) in Eq. (3). This causes difficulty near the critical surface, however, since the local wave vector \(k_0(z)\) there is smaller and vanishes, \(k_0(z_c) = 0\), at the turning point \(z = z_c\), invalidating our approximation. One approach is to retain the second derivative in Eqs. (3) in a region surrounding the critical surface. We currently adopt a simpler method: Fig. 91.2 shows a typical simulation volume having its \(z\) axis along the target normal and with the plasma density increasing with the axial coordinate due to target expansion. The length of the simulation box is chosen so that \(n_e(z = 0) \sim 0.1 \, n_c\) and \(n_e(L_z) \sim 0.7\)–\(0.8 \, n_c\), which implies a standoff of approximately 10 \(\mu\)m from the end of the simulation volume and the UV critical surface. Appropriate DPP boundary conditions must be provided for \(E_+\) at \(z = 0\) (see Fig. 91.3). The boundary conditions for \(E_-\) at \(z = L_z\) are obtained by treating the end of the simulation volume as a partially reflecting mirror by setting

\[
E_-(\vec{x}_L, L_z) = \sqrt{R(z)} \, E_+(\vec{x}_L, L_z),
\]

Figure 91.2
The typical geometry used in simulating direct-drive LPI experiments. The solid target is assumed to have its outward normal along the \(z\) axis (pointing to the left), with the UV critical surface as indicated. The laser is incident from the left. The simulation volume is smaller than the envelope of the beam as indicated; DPP and SSD are modeled by applying the appropriate boundary condition (i.e., amplitude and phase) for the complex electric-field envelope \(E_+\) at \(z = 0\) (see Fig. 91.3). This gives rise to the characteristic speckle pattern in the box as it propagates to the end of the box at \(z = L_z\). The region between \(z = L_z\) and the UV critical surface is not modeled in pF3D, but the reflection from the critical surface is accounted for by setting \(E_+ = \sqrt{R} \, E_+\) at \(z = L_z\), where \(R\) is the reflectivity arising from the stand-off region as calculated from the SAGE hydrodynamic profile. The envelope \(E_-\) then propagates backward through the box, exiting at \(z = 0\), where the plasma reflectivity can be measured. Typically, the simulation volume is reduced to two dimensions with backward SBS present due to numerical constraints.
with the reflectivity coefficient given by

\[ R = \exp \left[ 2 \int_{z'}^{z} \kappa_{ab}(z', t) \, dz' \right], \]

where \( \kappa_{ab} = \nu_{ei}/V_g \). Typical values near the peak of the interaction pulse are \( R \approx 0.6 \). In this way, the electromagnetic (EM) backscatter seed has at least the proper intensity for the corresponding SAGE profile (if nonlinear interactions are negligible). The phase is not correct, although this is not expected to be important. Changes to this model will be made as our understanding regarding the nonlinear interactions near critical is improved. Angular and frequency broadening will be modeled if it is found to be important. We will incorporate a full-wave solver near the turning point if necessary.

3. SBS Backscatter Signal in Simulation and Experiment

As in the experiment, simulations show a blue feature in the spectrum of backscattered light due to SBS coming from a flat region of expansion velocity. Indeed, examination of the plasma expansion velocity profile (Figs. 91.1 and 91.4) shows that there is a preferred location for SBS growth, the flat “shelf” of uniform velocity, which has a characteristic size of \( \sim 200 \mu m \). In all other parts of the profile, the inhomogeneity scale length is short. This shelf is swept further downstream (toward the laser) with time, so that at later times the local plasma density at the shelf falls rapidly (see Fig. 91.1). Based on an estimate of the expected SBS intensity gain in the shelf region, we may also be able to explain simply the early “quenching” of the SBS signal seen in the multibeam experiments.\(^{15}\)

Assuming the strong damping limit, and a uniform expansion velocity, the convective intensity gain in practical units is given by \( I_{\text{SBS}} = I_{\text{seed}} \exp(G) \), with \( G = z_{\text{int}}/L_G \), and

\[ L_G^{-1} = 0.045 \frac{1}{v_n} \frac{\omega_n}{c} \frac{n_e}{n_c} \left[ \sqrt{1 - n_e/n_c} - I_{15}\lambda_{\text{mu}} \right] \frac{1}{T_{\text{keV}}}. \]

Taking \( z_{\text{int}} \) to be \( \sim 200 \mu m \) (as Fig. 91.1 shows to be the length of the shelf), \( v_n/2k_0C_n = 0.1, I_{15} = 0.4, \lambda_{\text{mu}} = 0.351, \) and \( T_{\text{keV}} = 2.2 \), we arrive at a gain \( G \) that as a function of the plasma density, \( G \sim 100(n_e/n_c)/\sqrt{1-n_e/n_c} \), drops from a value of \( G = 30 \) to 10 as the plasma density drops from \( n_e/n_c = 0.25 \) to 0.1. This factor-of-3 reduction in the gain as the shelf moves to lower density (Fig. 91.1) explains why the SBS signal drops when the laser intensity is at its peak. This gain will be achieved after a time, \( t_{\text{SBS}} \) given approximately by \( t_{\text{SBS}} \sim G/v_n/2k_0 \) \( < 30 \) ps. Figure 91.5 shows actual power reflectivities, taken from recent pF3D simulations, at various times in the pulse (to gain a picture of the interaction over the whole laser pulse, some approximations have been made\(^{16}\)).
Currently we are investigating the more complicated, and less easily predicted, effects of EM seeding from the critical surface and the effects of multiple-beam irradiation and quantifying the ability of SSD bandwidth to suppress SBS.

a. EM seeding of backward SBS. The EM seeding of Brillouin backscatter in the strongly underdense region is affected by the plasma inhomogeneity. Each frequency component of the backscattered light can be resonant with ion waves only in a spatially narrow region such that the frequency-matching conditions are satisfied locally and $\omega - \omega_i = \omega_{IAW}[1 - M_i(z)]$, where $\omega_i$ is the frequency of the backscattered radiation and $\omega_{IAW} = k_{IAW} |C_\alpha|$ is the IAW frequency for a sound wave with wave number $k_{IAW}$. The spatial extent of this resonance region is determined by the width of the ion-acoustic resonance $\sim v_{IA}^{-1}$ and the scale length of the flow Mach number $M_z$. The wave-number-matching conditions $k_0 = k_1 + k_{IAW}$ are determined by the scattering geometry only since the magnitude of the wave vector of scattered light is essentially unchanged, $|k_1| = |k_0| = \omega_0/c^2$$\sqrt{1 - n_e/n_c}$, because the shift by the ion-acoustic frequency $\omega_0 - \omega_i$ is very small compared to $\omega_0$.

It has been suggested that the sonic point is of special importance because light specularly reflected by the critical surface with little or no spectral shift [17] will be resonant with the IAW at this point and may drive them to large amplitude.

This effect is evident in Fig. 91.4. The resonance may be less important, however, if the reflected light is not monochromatic and is spread in angle and frequency due to nonlinear interactions near the critical surface. In addition, experimental evidence indicates that the absorption is much greater than predicted by Eq. (10), and the backscattering seed at the sonic point may be substantially less than is shown in Fig. 91.4. We would not expect specularly reflected light to provide an efficient seed for SBS occurring in the supersonic region due to the large frequency mismatch.

In summary, the parametric reflections from other beams (in multibeam geometries) are expected to be more important than specular reflection for seeding the blue part of the scattered light spectrum, and there is much experimental evidence for synergy between the beams, while interactions near the sonic point are influenced by both specular and parametric reflections in both single and multibeam geometries. The region near the critical surface associated with the red feature in the spectrum of reflected light is the most complicated and best investigated with a code capable of solving the full wave equation.

b. Anomalous absorption. In the absence of parametric reflections, at low intensity, one would expect the laser absorption $\eta$ to be due to classical inverse Bremsstrahlung only. Integrating the equations for laser intensity [obtained from Eq. (3)],

$$\frac{\partial}{\partial t} \left( V \frac{|E|^2}{g} \right) = \frac{\eta g V}{\eta} \left( V \frac{|E|^2}{g} \right),$$  \hspace{1cm} (9)

over SAGE density and temperature profiles, one obtains the reflectivity $R = 1 - \eta$, where

$$R = \exp \left[ -2 \int_0^{z_t} \kappa_{ab}(z') dz' \right].$$  \hspace{1cm} (10)

$\kappa_{ab} = V_{ei}/g$ is a function that depends on the density and temperature, and $z_t$ is the turning point for the transverse waves, defined by $1 - n_e(z_t)/n_c = -\sin^2(\theta) = 0$. For a SAGE profile at $t = 400$ ps, the above formula predicts $R = 0.025$ (for $\theta = 0^\circ$). This lower bound on the reflectivity is larger than the experimentally observed reflectivity by approximately two orders of magnitude.
Possible explanations for this serious discrepancy include inaccuracies in the \textit{SAGE} profiles near the critical surface, where most of the absorption occurs, and where it is especially sensitive to temperature through the electron-ion collision frequency,

\[ v_{ei} \approx 8.16 \frac{\ln \Lambda}{10} Z_{\text{eff}} \frac{n_e}{n_c} \left( \frac{0.351}{\lambda_{0,\mu m}} \right)^2 T_e^{3/2} P_s^{-1}, \]  

(11)
a factor that appears in the exponent of the equation for the reflectivity, Eq. (10). Other possible explanations are the geometric effect of diffuse scattering through a rough critical surface (although a scattering into $2\pi$ radians would be required, and this can be ruled out experimentally) and increased collisionality brought about by ion turbulence. A close investigation of the backscatter spectrum, together with pF3D simulations, might be the best route to resolving this outstanding problem and offers the possibility of providing a diagnostic for laser absorption.

4. Self-Focusing Instability and Self-Smoothing

Another area where pF3D simulations are expected to provide insight is the investigation of so-called plasma-induced self-smoothing of laser light. This is a mechanism in which the spatial and temporal correlation length of the laser light can be dramatically reduced, as a result of nonlinear plasma response related to the self-focusing (SF) instability and forward SBS. Although this is presently a very active area of research, with strong experimental evidence showing its importance to backward SBS in underdense plasmas,\textsuperscript{18–20} effects likely of importance to direct drive such as laser imprint and saturation of TPD have not been investigated either experimentally or theoretically (including through simulation).

The onset of self-smoothing is related to the SF instability and has a threshold which, in practical units, is given by

\[ p \approx 0.39 \frac{I_{i5} \lambda_{0,\mu m}}{T_{e,keV}} \left( \frac{n_e}{n_c} \right)^2 > 1, \]  

(12)

where the factor of order unity (0.39 here) comes from assuming a cylindrical top-hat DPP (distributed phase plate) spectrum in 3-D.\textsuperscript{21} For relevant parameters, it is seen that SF might become important at higher intensities, nearing $1 \times 10^{15}$ W/cm$^2$. This is demonstrated in Fig. 91.6, which shows a longitudinal slice of the electric-field intensity of a DPP beam. Notice the reduction in the size of the laser speckle pattern, which is also associated with a reduction in the linear coherence time.

The increased incoherence of the laser beam can disrupt and reduce the level of coherent parametric instabilities, which is beneficial for inertial confinement fusion (ICF). Regarding SBS, the shelf in the expansion velocity makes the OMEGA experiments quite different from previous investigations of SBS in inhomogeneous plasmas, where there was no preferential region for growth. Competition between self-smoothing and SBS can be revealed by the spatial location of SBS ion waves, as reported for LULI experiments using a Thomson-scattering diagnostic.\textsuperscript{18} A close examination of

Figure 91.6
At laser intensities nearing $I = 1 \times 10^{15}$ W/cm$^2$, the threshold for the self-focusing instability [Eq. (12)] is exceeded in the intense laser speckles. This leads to a reduction in the transverse correlation length of the laser light and frequency broadening. This effect, which has become known as plasma self-induced smoothing, could have an impact on parametric processes such as the two-plasmon-decay instability. This figure illustrates this by showing a longitudinal cross section of the laser intensity (in real space), normalized to the average intensity. The light propagates along the $z$ axis, from bottom to top in the figure. The quarter-critical surface is just beyond the region where the self-smoothing has set in. This could have a saturating effect on the two-plasmon-decay instability.
the SBS signal at high laser intensity may then give valuable information on self-smoothing. This is of broad significance because the incoherence generated by filament instability that is responsible for self-smoothing will affect all resonant parametric processes.

Self-smoothing could have important consequences for the TPD instability since the observed behavior of TPD electrons seems to suggest saturation near 10^{15} W/cm^2, which is similar to the threshold of SF. The TPD instability, as inferred from fast electrons, is also dependent on SSD bandwidth. This dependence seems consistent with a reduction of filamentation at higher SSD bandwidth. The addition of SSD bandwidth is assumed to suppress SF/filamentation, but this has not been studied in the present context.

**Discussion**

We began by discussing the importance of large-scale simulations in the interpretation and understanding of LPI in ICF fusion experiments and the differences between the indirect- and direct-drive approaches. We also outlined the difficulties and challenges that these types of simulations present and indicated that LPI in direct-drive plasmas has received comparatively little attention. We have set out to remedy this situation and have, in collaboration with LLNL, begun to modify the interaction code pF3D for use in modeling direct-drive plasmas.

The first pF3D results of backward SBS scattering using a realistic inhomogeneous plasma profile, as predicted by the code SAGE for recent LPI interaction experiments, have been presented. These simulation results have been used to interpret the experimental backscatter data and have reproduced the behavior of the blue spectral feature observed. Future work will carefully examine the effect of SSD bandwidth and polarization smoothing.

The narrow region near critical is currently treated in a rather simple way. This region is being studied with a separate code for solving the full wave equation. These two codes could be integrated in the future if necessary.

A large discrepancy was found in the level of absorption due to inverse bremsstrahlung between that calculated from SAGE and the value obtained experimentally. The level of ion-acoustic fluctuations near the sonic point is dependent on the plasma reflectivity and may potentially be used as a diagnostic for absorption. The pF3D code may be used in conjunction with experiments to resolve this problem.

Finally, it was demonstrated that self-smoothing will become important at higher laser intensities, which will impact all parametric processes including SBS, SRS, and TPD. It will also modify the laser imprint. Due to the potential importance of all these processes, the newly modified pF3D will be used to address these issues in the very near future.
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16. We have adopted the following methodology that assumes that there are no correlations that live longer than several tens of picoseconds. To put this in perspective, the damping time of an ion wave with wave number given by 2\omega/\epsilon is approximately 1 ps, and only ten times larger for forward SBS at 5’. The time for SBS to reach its asymptotic state, \tau_{SBS} can be crudely approximated as \tau_{SBS} = \frac{G\nu_B}{2\omega_0}, which is less than 10 ps. At the chosen starting time the
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Highly Stable, Diode-Pumped, Cavity-Dumped Nd:YLF Regenerative Amplifier for the OMEGA Laser Fusion Facility

Introduction
The OMEGA facility is LLE’s 60-beam, 30-kJ (UV) laser system for performing inertial confinement fusion (ICF) experiments. One of the main features of the OMEGA laser is a flexible optical pulse-shaping system that produces 0.1- to 5-ns, complex-shaped, low-energy pulses that must be amplified to ~1-mJ level before being injected into power amplifiers. Regenerative amplifiers (regens) are well suited for this application, which requires high energy stability and output-beam quality, including low (<1%) beam ellipticity.

High output-pulse-energy stability was achieved on OMEGA with a negative-feedback system in a flashlamp-pumped regen. This system establishes a stable prelase before the energy in the cavity starts to build up; however, this feedback system can cause dramatic pulse-shape distortion, which is difficult to compensate for. A sophisticated negative-feedback system that does not distort the input-pulse shape was developed for the flashlamp-pumped OMEGA regen. The only pulse-shape distortion in this regen results from gain saturation in the regen’s active element.

This article presents the design and test results of a new highly stable, diode-pumped, cavity-dumped, compact Nd:YLF regenerative amplifier that does not use a negative-feedback system and thus has reduced system complexity.

Regenerative Amplifier Concept
The regenerative amplifier is the key component of the OMEGA laser driver line. The following tight requirements on regen stability and beam quality must be met:

- output-pulse energy > 0.2 mJ,
- high long-term energy stability (<1% rms fluctuation),
- high temporal pulse shape stability (<1% rms deviation),
- high beam quality (TEM00; ellipticity <1%),
- wavelength tunability to match gain peak to seed-pulse wavelength, and
- OMEGA operational availability >90% with reliability and compactness.

Two major factors affect regen output-pulse-energy stability: gain fluctuations and injected-pulse-energy fluctuations.

Gain fluctuations change the energy and timing of the intracavity peak pulse; hence, they dramatically affect the regen’s output-pulse energy when cavity dumping occurs at a given time. Diode pumping, due to its high stability, makes gain fluctuations negligible, contributing to output-pulse-energy stability. Stable gain also provides high temporal pulse-shape stability because the distortion caused by gain saturation is constant. The end-pump geometry of diode pumping significantly improves beam quality.

Injected-pulse-energy fluctuations primarily change the intracavity peak pulse timing, which causes output-pulse-energy variations when the regen is cavity dumped at a fixed time. In our case, the injected pulse energy changes because of (1) fluctuations in the pulse-shaping system and (2) different input-pulse shapes that present significantly different input-pulse energies. Earlier studies have shown that output-pulse-energy fluctuations due to injected-pulse-energy fluctuations are minimized when the gain-over-loss ratio is high. We have developed a fast and simple regen simulation model that corresponds very well to our experimental results. The rate-equation regen model described in Ref. 6 has been simplified by treating the regen’s active element as a thin gain layer. The input pulse is sliced in time. Gain and level populations in the active element are recalculated after each slice propagation using recurrence relations for fluence, gain coefficient, and gain-recovery coefficient. According to our calculations, the energy of the regen intracavity peak pulse depends weakly on the injected pulse energy for a broad range of injected energies, which is in agreement with results obtained in Ref. 7. Also, our calculations show that the peak of the intracavity energy dynamics is relatively flat and the peak pulse energy for different injected energies stays constant for several round-trips. These considerations make the concept of building a highly stable regen without a negative-feedback system viable.
Regenerative Amplifier Design

A cavity-dumped Nd:YLF regen with a 220-cm-long linear cavity has been developed to accommodate shaped pulses of up to 7-ns duration. The regen layout is shown in Fig. 91.7.

The choice of Nd:YLF as an active medium is required to match the gain peak of the Nd:phosphate-glass OMEGA amplifiers. The regen cavity is semiconfocal, formed by high-reflective mirrors—one flat and the other with a 4-m radius of curvature. An $8 \times 8 \times 20$-mm Nd:YLF active element was placed near the middle of the cavity to avoid pulse-overlap effects during long-pulse amplification. The regen gain center wavelength can be tuned to the injected-pulse wavelength by adjusting the temperature of an active element placed on the Peltier element.

Two 25-W, fiber-coupled diode arrays operating at 805 nm were used for regen pumping. The regen was pumped at a 5-Hz repetition rate, although a higher repetition rate should be possible. An 800-$\mu$s pump-pulse duration was found to be optimal. The 0.6-mm pump fiber core was re-imaged into a 0.9-mm spot in the center of the active element. The cavity mode diameter inside the active element was calculated to be $\sim 1$ mm, so the pumped volume diameter was smaller than the mode diameter, allowing it to serve as an intracavity gain aperture. An additional intracavity aperture was installed for tighter beam-quality control.

Regen reliability is provided by a simple cavity design: a no-feedback-system, cavity-dumped linear resonator. A small, 15-in. $\times$ 38-in. regen footprint is provided by folding the cavity. A high gain/loss ratio in the cavity-dumping regime provides output-pulse-energy stability, while a thermostabilized solid-aluminum block design contributes to the overall regen parameter stability (Fig. 91.8).

Experimental Results

To test the regen performance, square optical pulses of various durations and energies produced by our pulse-shaping system were used. First of all, we wanted to demonstrate that our regen simulation model adequately describes regen dynamics. We calculated and measured intracavity regen dynamics [Fig. 91.9(a)] and square-pulse distortion of the regen peak pulse [Fig. 91.9(b)] when a 4-ns FWHM, $\sim 170$-pJ square pulse was injected. It is evident that our regen model agrees well with experimental results. (In practice, energies of $\sim 10$ to 100 pJ are used.)
Figure 91.8
OMEGA diode-pumped regen design. Regen enclosure is made of a solid-aluminum block and includes regen and diagnostics compartments. The regen footprint is 15 in. × 38 in., including an optical diagnostics compartment.

Figure 91.9
(a) Regen intracavity dynamics and (b) peak square-pulse distortion calculated and measured for a 4-ns injected square pulse.
To demonstrate regen insensitivity to an injected-pulse energy, we changed the injected square pulse width (energy) and measured the cavity-dumped output-pulse energy [Fig. 91.10(a)]. The output energy stays within a 1% range when injected energy changes by 600%. A decrease in the gain/loss ratio makes the regen more sensitive to injected energy variations [Fig. 91.10(b)].

We were able to inject pulses with energy as low as several picojoules, which yielded an $\sim 10^9$ regen overall gain. Regen energy stability was excellent: <0.9% rms fluctuations over a 24-h period [Fig. 91.11(a)]. It is worth noting that output-pulse-energy stability is higher at lower output energies [Fig. 91.11(b)].

We also measured the long-term stability of the output temporal pulse shape (Fig. 91.12). Temporal-pulse-shape variations did not exceed 1% rms over 5 h of operation. Temporal-pulse-shape stability is an extremely important driver-line parameter for OMEGA operations.

The regen beam profile was measured with an IR scientific-grade CCD camera with more than 1000:1 dynamic range and corresponded to a TEM$_{00}$ mode. The beam ellipticity over the beam above the 0.001 level was computed using a second-moment calculation method was 1.5% with no intracavity aperture and <1% with the intracavity aperture that supported the TEM$_{00}$ mode.

**Conclusion**

A highly stable, diode-pumped Nd:YLF regen for use in the OMEGA front-end laser system has been developed. This regen produces shaped optical pulses of up to 7-ns duration with low, <0.9% rms energy fluctuations for further amplification on OMEGA. Excellent temporal-pulse-shape stability and beam quality are the main advantages in comparison to previous designs.
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Figure 91.10

Regen output-pulse energy does not change with variations of injected-pulse energy, when (a) gain/loss ratio is high, and (b) becomes more sensitive to injected-pulse energy with decreasing gain/loss ratio. Note that the vertical scale of (b) is expanded to show the variation with input energy.
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Improved Performance of Direct-Drive Implosions with a Laser-Shaped Adiabat

Introduction

The minimum energy required for ignition of the imploding capsule in inertial confinement fusion is a strong function of the fuel adiabat (the ratio of the shell pressure to the Fermi-degenerate pressure) \( \alpha_{stag} \) at the time of maximum compression: \( E_{\text{min}} \sim \alpha_{stag}^3 \). Thus, to minimize the energy, the shell must be driven on the lowest possible adiabat. The performance of low-adiabat implosions is limited by hydrodynamic instabilities that tend to disrupt the shell during the acceleration phase. The most important instability is the Rayleigh–Taylor (RT) instability seeded by single-beam non-uniformities and surface roughness. The main mechanism that reduces the RT growth is mass ablation from the target surface, characterized by the ablation velocity \( V_a \). The ablation velocity, in turn, increases with the adiabat \( \alpha \) in the ablation region as \( V_a \sim \alpha^{3/5} \). As the shell accelerates, the RT instability takes place at the outer part of the shell, which ablates during the implosion. Thus, one can satisfy the requirements of the lower-adiabat fuel at the maximum compression and the higher-adiabat ablation region by shaping the adiabat inside the shell.

Experiments have been done in both planar and convergent geometries to understand the evolution of perturbations at the ablation surface during acceleration of a planar foil or implosion of a cylinder or hemisphere. The ablation surface and the shell–fuel surface are coupled in that perturbations on the shell–fuel interface can “feed out” to the ablation surface and perturbations that grow on the ablation surface can “feed through” to the shell–fuel interface.

Interface perturbations grow exponentially \( a = a_0 e^{\gamma t} \) during the “linear” phase of the RT instability and reach a saturation phase (when \( a \sim \lambda/10 \)) where the growth continues at a reduced rate. Here, \( a \) is the amplitude of the perturbation, \( a_0 \) is the initial perturbation amplitude (the seed), \( \gamma \) is the growth rate, and \( \lambda \) is the wavelength of the perturbation.

A great deal of effort has gone into reducing the seeds \( a_0 \) due to illumination nonuniformities (imprinting) and target imperfections. The effect of imprinting has been reduced by a number of beam-smoothing techniques, including distributed phase plates (DPP’s), \( 14 \) polarization smoothing (PS) with birefringent wedges, \( 15,16 \) smoothing by spectral dispersion (SSD), \( 17 \) and induced spatial incoherence (ISI). \( 18 \) The effect of the RT instability can also be reduced by lowering the RT growth rate. It has been shown that the ablation-surface RT growth rate is reduced by the ablation process. \( 3 \) Subsequent theoretical work that includes the effect of thermal transport \( 19 \) and experiments with planar targets \( 8 \) shows that the dispersion formula for a CH target is given by

\[
\gamma = 0.98 \sqrt{\frac{kg}{1+kL}} - 1.7 \cdot kV_a,
\]

where \( k \) is the perturbation spatial wave number, \( g \) is acceleration, \( L \) is density scale length, and \( V_a \) is ablation velocity.

The ablation velocity term not only reduces the growth rate but stabilizes the interface for perturbation wavelengths shorter than the cutoff wavelength \( \lambda_c \), where

\[
\lambda_c = \frac{4\pi L}{\sqrt{1 + 4 \left( \frac{0.98}{17} \right)^2 \frac{Lg}{V_a^2}}},
\]

which, in the limit that \( kL \ll 1 \), is

\[
\lambda_c = 2\pi \left( \frac{1.7}{0.98} \right)^2 \frac{V_a^2}{g}.
\]

The \( \ell \) mode of a perturbation on a spherical target is given approximately by the circumference of the target \( (2\pi r) \) divided by the perturbation wavelength, so that the cutoff \( \ell \) mode \( \ell_c \approx 2\pi r/\lambda_c \). A capsule is stable for modes equal to or larger than \( \ell_c \).

The ablation velocity is defined as the velocity at which the ablation surface moves into the target. This is given by the mass...
ablation rate (the rate at which material is removed from the ablation surface) divided by the density of the same material. The mass ablation rate is determined by the intensity of the incident radiation onto the target; therefore, decreasing the density of material at the ablation surface can increase the ablation velocity.

Two techniques—radiation preheat\(^{20}\) and driving a decaying shock wave\(^{21}\)—have been proposed to decrease the density at the ablation surface by raising its temperature and causing the shell to decompress. Decreasing the density at the ablation surface increases the ablation velocity, the entropy of the ablation surface, and thus the adiabat. One must be careful, however, to increase the shell adiabat at the ablation surface only and not the whole shell or the fuel. The entropy of the fuel must be minimally affected by these techniques so that the target will continue to be compressed efficiently.

**Adiabat Shaping in Spherical Implosions**

An experiment was designed to test the technique of launching a decaying shock wave into a spherical shell, setting the adiabat of the shell high at the ablation surface and low at the fuel–shell interface. This was accomplished by adding a narrow picket pulse to the beginning of a laser pulse shape designed to implode a target with a low shell adiabat as shown by the thick solid curve of Fig. 91.13. The picket pulse initiates a shock wave in the shell that becomes unsupported in that the pressure at the ablation surface is decreased, resulting in the generation of a rarefaction wave the propagates toward the shock wave. The rarefaction wave overtakes the shock wave, and the resultant shock wave decays as it propagates through the shell. The laser-irradiation pulse shape is designed so that the shock wave affects the ablation surface with minimal change at the shell–fuel interface.

The experiment was designed around a D\(_2\)-filled polystyrene shell, 33 µm thick and 905 µm in diameter filled to a pressure of 15 atm. Two pulse shapes (shown in Fig. 91.13) were used to compress this shell with a low adiabat (\(\alpha = 2\)) at the fuel–shell interface. The main drive pulse, shown as the thin solid curve, has a 2-TW, 700-ps-long foot followed by a power law rise\(^{22}\) to a peak intensity of 20 TW on target. The foot pulse drives a shock wave that is fully supported throughout the implosion and changes the entropy of the shell and fuel. The dotted curve in Fig. 91.13 shows an actual pulse shape used during the experiments.

The optimum picket pulse is one that will raise the adiabat of the ablation surface without affecting, or minimally affecting, the fuel–shell interface adiabat. It was found by one-dimensional (1-D) hydrodynamic simulations that this optimum pulse for the implosions with a picket pulse was comprised of a narrow, 100-ps-FWHM (full width at half maximum), Gaussian picket combined with the main drive pulse described above. This combined pulse, shown as the thick solid curve in Fig. 91.13, has a picket 750 ps before the half-maximum point of the compression pulse shown as the thin solid curve. The optimum picket pulse has an intensity of 55% of the drive pulse intensity, is 100 ps wide between the half-intensity points, and precedes the compression pulse by 750 ps. This pulse shape is shown as the thick solid curve. The actual picket was 120 ps wide so it had to be positioned 340 ps ahead of the drive pulse with an amplitude of 40% of the drive pulse. The actual picket and drive pulse combination used is shown as the dashed curve.

---

**Figure 91.13**

(Inset: Types of targets used to study the effect of a picket pulse on the implosion of a spherical gas-filled shell. Targets with either a 33-µm- or 27-µm-thick polystyrene shell were filled with either 15 atm of D\(_2\), 3 atm of D\(_2\), or a mixture of 12 atm of 3He and 6 atm of D\(_2\).) Pulse shape used to measure the effect of a picket pulse before a drive pulse on the performance of an implosion. The drive pulse was designed to implode a spherical cryogenic DT target on an isentrope. This pulse shape implodes a gas-filled CH shell as an \(\alpha = 2\) isentrope. This pulse shape is shown as the thin solid curve (which is covered by the thick solid curve after 0.25 ns). The actual pulse shape delivered by the laser is shown as the dotted curve. The optimum picket pulse has an intensity of 55% of the drive pulse intensity, is 100 ps wide between the half-intensity points, and precedes the compression pulse by 750 ps. This pulse shape is shown as the thick solid curve. The actual picket was 120 ps wide so it had to be positioned 340 ps ahead of the drive pulse with an amplitude of 40% of the drive pulse. The actual picket and drive pulse combination used is shown as the dashed curve.)
The effect of the picket on the implosions is shown in Figs. 91.14 and 91.15. Stability was calculated using the output from the 1-D hydrodynamics simulation code LILAC\textsuperscript{23}. The calculation uses LILAC output to determine values for the shell’s physical quantities, an assumed initial perturbation spectrum at the ablation surface, and a model for RT growth\textsuperscript{12} to determine the amplitude of perturbations at the ablation surface during an implosion. The initial perturbation is a quadrature sum of the illumination nonuniformity as calculated by a two dimensional (2-D) hydrodynamics simulation and the measured target outer-surface roughness.\textsuperscript{24} The amplitude of the inner peak, or bubble, of the perturbation divided by the shell thickness is shown in Fig. 91.14. It is assumed that the perturbation disrupts the shell when this value is equal to 1. For the case of the pulse shape without a picket (shown as the thick solid curve), this occurs at the peak of the compression pulse at 1.28 ns. The thin solid curve in Fig. 91.14 shows the result when a picket is added to the beginning of the compression pulse. The bubble-to-shell thickness ratio stays below 1 during the entire time that the laser irradiates the target, reaching a maximum value of 0.7 near the end of the compression pulse. This analysis indicates that the shell driven with a picket pulse is more stable during the acceleration phase of the implosion than one driven without a picket.

Figure 91.15 shows the simulated shell density and adiabat as functions of radius at the time of maximum acceleration for two separate implosions. Densities are plotted as solid curves,
and the adiabats are plotted as dashed curves. Figure 91.15(a) shows the results for illumination without a picket for both the ideal and actual pulse shapes, and Fig. 91.15(b) shows the results for pulses with a picket, again for both the ideal and actual pulse shapes. The ablation surface is at the position of 376 µm, where the density is 2.5 g/cm³. The value of the adiabat at the ablation surface without a picket is 3.9 and with a picket is 5.6. The fuel–shell interface is at a position of 372 µm for the pulse shape without a picket and 370 µm for illumination with a picket. The value of the adiabat is 1.7 for pulses without a picket and 2.1 for pulses with a picket.

**Experimental Results**

The OMEGA²⁵ laser system was used to implode spherical targets with the above pulse shapes. Sixty beams of 351-nm radiation were incident onto the target. All beams had polarization smoothing, 1-THz bandwidth, 2-D SSD, and DPP’s with an intensity envelope given by a third-order super-Gaussian to minimize the illumination nonuniformities imposed by the laser. The targets used for these measurements are shown as the inset in Fig 91.13. The shells were made of polystyrene either 33 or 27 µm thick and filled with three gas-fill conditions: 15 atm of D₂; 3 atm of D₂; and a mixture of 12 atm of ³He and 6 atm of D₂. All targets had a 1000-Å layer of aluminum to act as a gas-retention barrier. The laser pulse shapes were optimized for an outer diameter of 906 µm, and the delivered targets had diameters that ranged from 901 to 923 µm.

Both x-ray and fusion particle (neutron and proton) diagnostics were used to measure and quantify the implosions. X-ray framing cameras²⁶ were used to measure the time and spatially dependent x-ray emission during the implosion. X-ray microscopes²⁷ were used to study the final core spatial shapes. Neutron yields and spectra were measured with scintillator time-of-flight counters²⁸–³⁰ at 3.5 and 7 m from the center of the target chamber. Protons from fusion processes were detected with range filters³¹ designed to determine both their yield and energy spectrum.

It is important that the 1-D hydrodynamic simulation calculate the implosion dynamics correctly when a model is used to determine the growth of perturbations. Two x-ray framing cameras were used to measure the radius of the imploding shell as a function of time. The data for all 15-atm-gas-filled, 33-µm-thick CH shells are plotted in Fig. 91.16. These data are from 15-atm-D₂-filled and 12-atm-³He/6-atm-D₂-filled targets. The experimental data are the value of the peak x-ray emission radius of a two-dimensional image and are plotted as crosses. The LILAC-calculated position of the outer and inner shell surfaces are plotted as solid and dashed lines. The inner and outer shell radii are determined by radii at which the density is 1/e times the peak density of the shell. Data for laser irradiation without the picket pulse are plotted in Fig. 91.16(a), and data for laser irradiation with the picket are plotted in Fig. 91.16(b). The LILAC calculations agree reasonably well with the experimental data. This indicates that the motion of the imploding target is calculated correctly.

X-ray images of the core emission from a Kirkpatrick–Baez (KB) microscope are shown in Fig. 91.17. These images are integrated in time; however, most of the x-ray emission from the core comes during the peak compression of the target. The image from an implosion without a picket pulse is shown in Fig. 91.17(a), and the image from an implosion with a picket pulse is shown in Fig. 91.17(b). The images show a more-intact fuel mass when a picket pulse is added to the main compres-
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sion pulse. Lineouts along the lines shown in the images are plotted in Fig. 91.17(c). The lineout of the image without a picket pulse is plotted as a dashed curve. Lineout data from the image with a picket pulse are plotted as the solid line. Figure 91.17(c) shows that the lineout from the implosion with a picket is typical of that from a “limb-brightened” image and shows that the implosion was more stable than the implosion without a picket.

Results from the fusion-product-yield measurements for three shots for each target and pulse shape are shown in Table 91.I. It can be seen from the data that for the 15-atm-D2-filled, 33-µm-thick shell, there is a factor-of-3 increase in the number of 3-MeV neutrons from the target irradiated with a picket pulse than that from the target without a picket. The experiment was optimized for the 33-µm-thick shells; the improvement for the 27-µm-thick shells is only 50%. Both the 3-atm-D2-filled and the 3He-D2-filled, 33-µm-thick shells show an improved fusion yield by a factor of 2. The ratio of the measured primary neutron yield to the neutron yield predicted by the hydrodynamics simulation [usually referred to as yield-over-clean (YOC)] for the 15-atm-D2-filled, 33-µm-thick shells improves from 0.03 to 0.19. In all cases, the YOC can be seen to improve significantly.

Table 91.I: Summary of fusion-product measurements and simulation output. The first column describes the composition, shell thickness (mm, in square brackets), and fill pressure (atm, in parentheses) of the target.

<table>
<thead>
<tr>
<th>Target</th>
<th>Experimental Measurements</th>
<th>LILAC Simulation Output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yield (D2)</td>
<td>Yield (DT)</td>
</tr>
<tr>
<td>Without picket</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D2(15)CH[33]</td>
<td>4.14 × 10^9</td>
<td>7.99 × 10^6</td>
</tr>
<tr>
<td>D2(3)CH[33]</td>
<td>1.06 × 10^9</td>
<td>8.00 × 10^5</td>
</tr>
<tr>
<td>3He(12)D2(6)CH[33]</td>
<td>9.32 × 10^8</td>
<td>9.30 × 10^5</td>
</tr>
<tr>
<td>D2(15)CH[27]</td>
<td>1.98 × 10^10</td>
<td>3.89 × 10^7</td>
</tr>
<tr>
<td>With picket</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D2(15)CH[33]</td>
<td>1.27 × 10^10</td>
<td>3.57 × 10^7</td>
</tr>
<tr>
<td>D2(3)CH[33]</td>
<td>1.98 × 10^9</td>
<td>1.83 × 10^6</td>
</tr>
<tr>
<td>3He(12)D2(6)CH[33]</td>
<td>1.44 × 10^9</td>
<td>1.77 × 10^6</td>
</tr>
<tr>
<td>D2(15)CH[27]</td>
<td>2.96 × 10^10</td>
<td>5.22 × 10^7</td>
</tr>
</tbody>
</table>
Neutron-production rates for the 15-atm-D$_2$-filled, 33-µm-thick shell, measured (open symbols) and predicted (solid curves), are shown in Fig. 91.18. The thin curve and open square plots are data from the implosion without a picket. The thick curve and open circle plots are from the matching implosion using a picket. The experimental data were measured with the “neutron temporal diagnostic” (NTD). The temporal offsets needed to compare experimental and simulation data were determined by maximizing the cross-correlation of the drive portion of the pulse as a function of a temporal shift relative to the laser pulse without a picket. This aligned the leading edges of the main drive pulse for all of the data. It is assumed that the neutron production is determined by the compression of the target by the drive pulse. An additional time shift was introduced to align the position of the shock neutron production calculated by LILAC for shapes without and with the picket pulse. The experimental data and the output from hydrodynamic simulations were processed in this manner so that the timing could be compared for all data. The temporal error for the relative times of emission is estimated to be of the order of 30 ps. The measured neutron burn rate divided by the calculated neutron burn rate from LILAC is plotted in Fig. 91.19. The data from implosions without a picket are plotted as open squares, and the data from implosions with a picket are plotted as open circles. The ratio of burn rates peaks at 0.35 for implosions with a picket pulse, while the ratio without a picket pulse peaks at 0.2. The neutron-burn-rate ratios show that the duration of neutron emission is longer for implosions with a picket pulse. Comparing the experimental data with predictions indicates that the implosions using a picket not only attain higher absolute yields than the implosions without a picket, they also return, as was stated earlier, a larger fraction of the 1-D yield. This suggests more-stable implosions with less mix due to RT growth.

While the experimental results from the neutron diagnostics reported above are encouraging, results from several other diagnostics remain inconclusive. Ion temperatures, inferred from the broadening of the neutron spectra, were reported to be from 2.1 to 2.5±0.5 keV for the 33-µm-thick shells and from 2.6 to 2.8±0.5 keV for the 27-µm-thick shells. There were no appreciable differences between implosions using the laser pulses with or without the picket. Additionally, the downshift of the primary proton energy can be used to measure the total $\rho R$ of the target integrated over the time of proton emission. The measured mean energy for the compression yield was 11.3±2.0 MeV for the implosion without a picket and 11.6±1.8 MeV for the implosion with a picket. The total $\rho R$ for both of these targets was inferred to be 106±8 and 108±8 mg/cm$^2$, respectively.
Finally, results from the measurements of the 14.7-MeV proton emitted from the D\(^3\)He reaction are shown in Table 91.II. Targets filled with D\(^3\)He allowed for the measurement of the primary proton yield from the shock wave convergence at the center of the capsule. The mean energy for the protons was measured as 14.3 MeV for the laser irradiation both without and with a picket pulse. The number of protons from the shock wave is 7.1±1.2×10\(^5\) without a picket pulse and 7.5±1.1×10\(^5\) with a picket pulse as shown in column 2 of Table 91.II. Comparison of these measurements infer that the shock strength of the compression pulse is unaffected by the introduction of a picket. This would indicate that the shock created by a picket decayed in the shell before it had a chance to significantly alter the adiabat of the fuel.

### Conclusion

An experiment has been performed to measure the effect of a picket pulse on the implosion of a spherical target. The purpose of this pulse was to initiate a decaying shock wave that lowers the density of the shell at the ablation interface but does not significantly affect the entropy of the shell–gas interface. The yields of fusion products are improved both in terms of the absolute value and in terms of the comparison to 1-D hydrodynamic simulation output. The increase in neutron yield for implosions with a picket pulse is not due to the added energy in the picket since both the absolute and relative neutron yields improved.

Between the two pulse shapes there is little change in either the total target \(\rho R\) or the ion temperature. The neutron temperature measurement is the neutron-weighted ion temperature. It is possible this weighted measurement will be the same for both types of implosions. The \(\rho R\) as measured with the protons from the D\(^3\)He reaction measures the total \(\rho R\) of the target and not just the fuel \(\rho R\). This measurement is dominated by the thick target shells and is less sensitive to the fuel.

The emission rate for the 3-MeV neutrons compared to the simulation output shows that the start of emission calculated by the simulation compares well with the experimental data. The neutron-burn-rate measurements indicate that the 1-D simulation overestimates the duration of the neutron emission, probably due to the multidimensional effects not included in this type of calculation. The neutron emission from implosions using a picket pulse reaches a higher emission rate and a higher ratio of the experimental neutron burn rate to the \textit{LILAC}-calculated neutron burn rate. Comparing the experimental data with predictions indicates that the implosions using a picket not only attain higher absolute yields than the implosions without a picket, they also return, as was stated earlier, a larger fraction of the 1-D yield. This demonstrates that picket pulses stabilize the implosion, resulting in less mix due to the RT growth at the ablation interface.

### Table 91.II: Summary of 14-MeV proton measurements. The first column describes the target as in Table 91.I. The second column is the total number of protons emitted during the compression of the target. Column 3 is the number of protons emitted when the shock wave reaches the center of the target. The downshift of the protons is shown in column 4, and the calculated total \(\rho R\) of the target is shown in column 5.

<table>
<thead>
<tr>
<th>Target</th>
<th>Yield (D(^3)He)</th>
<th>Yield (D(^3)He)</th>
<th>(\Delta E)</th>
<th>(\rho R_{\text{total}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without picket</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{D}_2(15)\text{CH}[33])</td>
<td>2.96 (\times) 10(^6)</td>
<td>7.11 (\times) 10(^5)</td>
<td>3.5(\pm)0.3</td>
<td>106(\pm)8</td>
</tr>
<tr>
<td>(\text{He}^3(12)\text{D}_2(6)\text{CH}[33])</td>
<td>2.94 (\times) 10(^6)</td>
<td></td>
<td>3.4(\pm)0.3</td>
<td>104(\pm)8</td>
</tr>
<tr>
<td>(\text{D}_2(15)\text{CH}[27])</td>
<td>1.83 (\times) 10(^7)</td>
<td></td>
<td>2.6(\pm)0.2</td>
<td>81(\pm)6</td>
</tr>
<tr>
<td>With picket</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\text{D}_2(15)\text{CH}[33])</td>
<td>7.26 (\times) 10(^6)</td>
<td>7.51 (\times) 10(^5)</td>
<td>3.6(\pm)0.3</td>
<td>108(\pm)8</td>
</tr>
<tr>
<td>(\text{He}^3(12)\text{D}_2(6)\text{CH}[33])</td>
<td>5.75 (\times) 10(^6)</td>
<td></td>
<td>3.5(\pm)0.2</td>
<td>106(\pm)6</td>
</tr>
<tr>
<td>(\text{D}_2(15)\text{CH}[27])</td>
<td>2.96 (\times) 10(^7)</td>
<td></td>
<td>3.0(\pm)0.2</td>
<td>92(\pm)6</td>
</tr>
</tbody>
</table>
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Direct-Drive Implosion Experiments with Enhanced Beam Balance on OMEGA

Introduction

Laser-driven, direct-drive inertial confinement fusion (ICF) is accomplished by near-uniform illumination of spherical fuel-bearing targets with high-power laser beams. A goal of ICF is to achieve thermonuclear ignition and gain, which requires symmetric compression of the fuel to high temperatures ($\approx 4$ keV) and high areal densities ($\approx 0.3$ g/cm$^2$). Both target imperfections and departures from symmetric laser illumination contribute to degradation of target performance. Low-mode ($\ell \leq 10$) perturbations of the intensity, generally due to beam-to-beam variations, can cause distortions of the core at stagnation; whereas small-scale imperfections in the target layers and in the single-beam intensity profiles contribute to higher-mode ($\ell \geq 10$) perturbations, which lead to Rayleigh–Taylor unstable growth, target breakup, and mixing of material from the shell and from the gas fill. Both can degrade target performance by reducing the peak temperature and areal density of the final fuel region.

Direct-drive ICF implosion experiments are currently being performed on LLE’s OMEGA laser system. The goal of these experiments is to attain near-ignition conditions in the compressed fuel region. Implosion experiments are being performed with both surrogate cryogenic targets (where the shell acts as the main fuel layer) and actual cryogenic targets (where the shell is principally solid fusion fuel). The cryogenic targets are being prepared by the newly implemented Cryogenic Target Handling System using D$_2$ as the fuel layer. The eventual goal is to demonstrate optimized implosions of cryogenic DT-fuel targets. Studies of the performance of surrogate fuel targets have shown that the smoothness of the individual beams has a measurable effect on target performance; however, the effect of beam balance on the target performance has not been quantified.

This article presents a method that measures the beam-to-beam intensity variations at the target and then uses these measurements to correct the beam intensities, thereby minimizing the variations. The beam-to-beam UV intensity variations at the target are inferred from measurements of the x-ray flux produced by each of the 60 beams of OMEGA seen separated on a 4-mm-diam, Au-coated spherical “pointing” target. Up to eight x-ray pinhole camera (XPHC) images are electronically recorded per shot from which variations in intensity are determined, taking into account view-angle effects and x-ray conversion efficiency dependence on intensity. The observed variations are then used to correct the beam intensities to produce more-uniform irradiation (or enhanced beam balance). The enhanced beam balance condition is in contrast to the standard beam balance condition arrived at by balancing the output of the laser as measured by 60 cross-calibrated full-beam calorimeters. As applied to imploding targets, the enhanced balance condition consistently yields improved symmetry of the imploding shell as observed by multiple-view x-ray imaging diagnostics. This is evidence of a more-uniform final fuel layer in the imploding target, an important goal for eventual attainment of ignition and gain.

Measurement of On-Target Intensity Using X-Ray Imaging

To accurately determine the intensity of a beam striking a laser target, it is necessary to be able to measure the full-beam intensity and/or energy before focusing and then to account for all losses incurred in transporting the beam to the target. In addition, the beam profile at its focus must be known. OMEGA uses distributed phase plates and spectrally dispersed frequency modulation to produce a time-averaged intensity pattern at the target, which is smoothed in space (smoothing by spectral dispersion (SSD)). The SSD version currently in use on OMEGA smooths the beam in two dimensions with an effective bandwidth of 1 THz and is enhanced by the use of polarization smoothing (PS). The smoothed beam instantaneously has a so-called super-Gaussian shape given by

$$I_{UV}(r) = I_{UV}(0) \times e^{-\left(r/\sigma_r\right)^{\eta}},$$

where $I_{UV}(0)$ is the intensity at the beam peak, and $r$ and $\sigma_r$ are in units of distance from the beam center. Typical values for OMEGA 1-THz-SSD-with-PS beams are $\sigma_r = 300$ $\mu$m and $\eta = 2.5.$
Since the integral of Eq. (1) over time and space yields the beam energy, it is easy to see that for beams of equal size (i.e., equal $\sigma_r$ and $\eta$) a measurement of the beam’s peak intensity is sufficient to measure the beam energy. Here, advantage is being taken of the high UV-absorption efficiency of Au at high intensities (>90% for intensities below $10^{13}$ W/cm$^2$). Inverse-bremsstrahlung-heated Au plasmas reradiate most of their energy in the soft x-ray range (1 to 10 keV), making it possible to image the emission and, with knowledge of the x-ray conversion efficiency, to infer the UV intensity that produced the observed x-ray flux. Phenomenologically, the x-ray flux resulting from an incident intensity $I_{\text{UV}}$ can be expressed as

$$I_x = C_{\text{UV-x}} \times I_{\text{UV}}^\gamma,$$

where $C_{\text{UV-x}}$ is a constant dependent upon the x-ray band (energy range) and detection method utilized (see Subsection 3).

Spherical targets coated with Au have been used to verify beam alignment on OMEGA since target experimental operations began. This method can determine the beam placement to an accuracy of ~10 $\mu$m. It has been noted for some time that although beam energies have been made to be nearly equal at the output of the laser, intensities on target appear to differ significantly. Figure 91.20 shows an x-ray image from a pointing target recorded by a charge-injection-device (CID), x-ray-sensitive camera at the image plane of an x-ray pinhole camera. (The pinhole cameras use 10-$\mu$m-diam pinholes at a distance of 164 mm and a magnification of 4.0. The CID cameras have 38.5-$\mu$m-sq pixels, giving a resolution at the target of ~12 $\mu$m.) The pinholes themselves are covered with a 101.6-$\mu$m-thick Be foil with an additional 50.8 $\mu$m of Be between the pinhole and the detector acting as a vacuum window and a light shield for the camera. The camera sensitivity and window transmission provide for an effective energy band with a minimum of ~2 keV and falling sensitivity above 4 keV (see Ref. 13 for further details). Two of the beams at the center of the image have been highlighted (beams 4-2 and 4-4), and lineouts through the images are shown. Despite the fact that the beam energies are reported to be nearly equal, the peak x-ray intensities are seen to differ by a factor of ~2. This suggests that either the reported energies are in error or other factors, such as beam size on target or unaccounted-for losses, differ significantly for these two beams. (These two beams were chosen since from this view the beams are at the same angle to the view direction normal; any angular effects on the observed intensity should therefore be equal.) The following method is suggested by images obtained on beam-pointing shots: Measure the beam intensities on target using a set of cross-calibrated x-ray cameras; correct the observed intensities for view-angle effects and conversion-efficiency dependence. The incident-beam-intensity variations can then be determined. Once these corrections are determined, the beam-to-beam intensity differences can then be reduced, resulting in more nearly spherical implosions. This technique and its application and results are the subject of the remainder of this article.
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(a) TIM (ten-inch manipulator)-based pinhole camera image of a 4-mm-diam, Au-coated pointing target taken with a CID camera. Beams 4-2 and 4-4 are shown in enlarged insets. (b) Lineouts through the x-ray beam spots showing the detected intensities in analog-to-digital units (ADU’s). Despite nearly equal reported energies, the peak x-ray intensities differ by about a factor of 2.
1. The View-Angle Effect on the Observed X-Ray Intensity
   The effect of view angle on observed intensity has been determined by uniformly illuminating a 1-mm-diam, Au-coated sphere (Fig. 91.21) at an intensity equal to the mean intensity on a pointing shot (~10^{14} W/cm^2). Since all beams now overlap, the individual beam energies are ~6 times lower.

   The azimuthally averaged radial lineout of the x-ray image [Fig. 91.21(b)] is seen to closely match that expected from an optically thin plasma shell, as characterized by

   \[ I_x(r) = I_x(0) \times \left( \frac{r_0 / \Delta r}{1 + \Delta r / r_0} \right) \times \left[ \sqrt{(1 + \Delta r / r_0)^2 - (r / r_0)^2} - \sqrt{1 - (r / r_0)^2} \right] \]  

   where \( I_x(0) \) is the intensity observed at the center of the image (face-on), \( r \) is the distance in the target plane from the center of the image, \( r_0 \) is the plasma emission radius, and \( \Delta r \) is the plasma thickness. The profile of Fig. 91.21(b) is best fit by values of \( r_0 = 500 \mu m \) and \( \Delta r = 113 \mu m \).

2. Camera Cross-Calibration
   Up to eight x-ray cameras are used on a pointing shot, producing different views of the beams on target. To compare beam images from two cameras, the view-angle effect must be removed, leaving only the difference in collection solid angle (pinhole area) and camera gain. Figure 91.22 shows one such comparison of beam peak intensities seen from two cameras after correcting for the view-angle effect using Eq. (3) and using the best-fit parameters as determined from the results shown in Fig. 91.21 (\( \Delta r = 113 \mu m \)), whereas \( r_0 = 2 \) mm for these targets. The observed intensities follow a straight line with a zero intercept and a slope equal to the ratio of the sensitivity of the two cameras.

3. Conversion-Efficiency Dependence and Determination of On-Target Beam-to-Beam Variation
   An estimate of the power-law conversion of UV to x rays was determined by varying a single-beam energy, yielding a value of \( \gamma \) in Eq. (2) of ~3.7. This preliminary value was then used when fitting values of the observed beam shapes. Combining Eqs. (1) and (2) yields

   \[ I_x(r) = I_x(0) \times \left[ e^{-r / \sigma_x} \right]^\gamma \]  

   Figure 91.22
   View-angle-corrected beam peak intensities as viewed by two x-ray pinhole cameras. The straight-line correlation demonstrates the validity of the view-angle correction and determines the cross-calibration factor for the two cameras.

   Figure 91.21
   (a) An x-ray pinhole camera image of a uniformly illuminated, 1-mm-diam, Au-coated sphere used to determine the angular effect on the observed surface flux density. (b) The azimuthally averaged radial profile of the uniformity target. Regions of the target not covered by gold (at points of support during coating) were excluded from the azimuthal averaging.
where

\[ I_x(0) = C_{UV-x} \times [I_{UV}(0)]^\gamma. \]  

(5)

Figure 91.23 shows a fit of a single beam (4-4) to Eq. (4). The peak values are determined in this manner for every beam by using up to eight pinhole cameras.

With a set of cross-calibrated cameras, variations from beam to beam can be determined for all 60 beams of OMEGA. During laser system operation, some beam-energy variation occurs due to variations in amplification and input beam (driver line) energy. System calorimeters [e.g., high-energy diodes (HED’s)] are used to account for these variations. If beam-energy variations are accounted for by variations in the HED-measured beam energies, then beam-to-beam variations not due to beam-energy variations should remain the same and show up as differences on target. This is seen in a plot of the ratio of the normalized inferred peak UV intensity \( I_{UV}^* \) derived from x-ray imaging to the normalized HED determined UV intensity \( I_{UV} \) for all 60 beams on one shot as compared with the average of the same for seven shots (Fig. 91.24). The values are seen to be stable despite large variations in beam energy.

Using the average values of these ratios, \( R_i \), is given by

\[ R_i = \frac{I_{UVi}^*}{E_{UVi}^*}, \]

(6)

where \( I_{UVi}^* \) is the normalized x-ray-inferred UV peak intensity and \( E_{UVi}^* \) is the HED-determined normalized UV energy on target (both for the \( i \)th beam). Applying these corrections to the HED-measured energies allows for a more accurate determination of the power-law conversion parameter \( \gamma \) [Eq. (4)]. A best-fit value of \( \gamma = 3.42 \pm 0.13 \) is seen to fit the observed x-ray to UV variation (Fig. 91.25).
Enhanced On-Target Beam Balance

In the standard balance technique, the gains in the amplifiers by stage, and the losses by stage (primarily in the split regions), are adjusted to produce equal beam energies at the system output calorimeters. The UV energies on target are inferred from continuous-wave (cw) laser measurements of the losses incurred in each beam by the mirrors, lenses, diffracting optics, vacuum windows, and debris shields from the system output calorimeters to the target (i.e., from the transport to the target). Variations of these losses are kept to a minimum by replacement of the poorest-performing elements. In contrast, the enhanced balance technique uses the measured x-ray intensities at the target to determine the gain of the last IR amplifier required to produce equal intensities (x-ray and, hence, by inference UV also) at the target. An algorithm has been developed by which a beam’s desired UV energy output can be achieved with a variation in the capacitor-bank voltage of the final disk amplifier.

Using the measured values of \( R_i \), it is possible to further minimize on-target variations by iteration. From Eq. (6) it follows that

\[
I_{\text{UV},i}^* = R_i \times E_{\text{UV},i}^*.
\]

The normalized beam energies are varied to attempt to make all values of \( I_{\text{UV},i}^* \) equal to 1. The adjustments are made by changing the capacitor bank voltage of the last amplifier and by observing the resultant change in output energy. The response follows the equation

\[
E_{\text{UV}} = E_{\text{IR}} \times G_{\text{amp}}(V_{\text{bank}}) \times \varepsilon_{\text{UV}},
\]

where \( E_{\text{UV}} \) is the inferred UV energy, \( E_{\text{IR}} \) is the input IR energy, \( G_{\text{amp}} \) is the gain of the laser amplifier for a capacitor bank voltage of \( V_{\text{bank}} \), and \( \varepsilon_{\text{UV}} \) is the efficiency of the UV conversion crystals, which is also a function of \( G_{\text{amp}} \) and \( E_{\text{IR}} \).

Figure 91.26 shows a comparison of a standard balance pointing shot (in which IR variations are minimized) to an enhanced balance pointing shot (in which peak-intensity variations are minimized). The standard balance shot [Fig. 91.26(a)] has a small variation in the inferred normalized UV beam peak intensities \( \sigma_{\text{rms}}(I_{\text{UV}}^*) = 2.8\% \). The beam-to-beam variations have been reduced by about a factor of 3.

Enhanced-Balance Implosion Experiments

With the enhanced-balance-correction constants \( R_i \) determined, the beam peak intensities can be inferred from the HED-determined beam energies corrected by the enhanced-correction constants \( R_i \). Figure 91.27 shows x-ray microscope images of a set of implosions performed with standard balance and enhanced balance. Three pairs of targets were used. All were 930-μm-diam, 18.5-μm-thick CH shells filled with 15, 7, and 3 atm of D₂ gas, respectively. A clear difference is seen in the shape of the core apparently due to the change in direct-drive illumination uniformity. [The two cases had average values of \( \sigma_{\text{rms}}(I_{\text{UV}}^*) = 6.0\% \) for the standard balance condition and 2.2% for the enhanced balance condition.] Figure 91.28 shows another comparison of core shape for a different shell thickness (27 μm) and fill pressure (20 atm D₂).

All enhanced balance implosions show more-symmetric cores; however, small-scale structure is common to both cases.

Analysis of the angular dependence of the illumination uniformity demonstrates the effect on the implosion. The calculated overlap intensity shown in Fig. 91.29 is displayed in an Aitoff projection for the standard-balance, 15-atm-filled case (shot 24119, see Fig. 91.27). The overlap intensity calculation assumes HED-measured beam energies corrected for by
the enhanced balance analysis [Eq. (7)] with all beams having the same super-Gaussian profile ($r_0 = 300 \mu m$ and $\eta = 2.5$). Absorption is modeled by a simple cosine dependence on the angle the rays make with the target normal. The individual peaks seen are at the overlap of five or six beams and are due to the imperfect overlap of the OMEGA beams with the given target size, number of beams, and beam shape (~1.5% peak to valley for perfect beam balance). Also shown is a lineout through the computed intensity pattern as would impinge on the limb of the target as seen from the x-ray microscope. The intensity pattern has an ~7% peak-to-valley variation with two minima at 40° and 220° and maxima at 120° and 290°, where the angle referred to is clockwise with respect to the vertical. After applying enhanced balance, the intensity variations due to beam balance are reduced to less than 2%.

Figure 91.27
Direct-drive implosion experiments performed on OMEGA with 18.5-µm-thick CH shells filled with 15, 7, and 3 atm of D₂ gas. All shots were with ~23 kJ of UV on target in a 1-ns square pulse, using 1-THz SSD with PS. The enhanced balance implosions show a more-uniform spherical stagnation region. The calculated convergence ratios for these implosions (initial fuel–shell interface radius divided by final radius, CR) are indicated.

Figure 91.28
Comparison of KB (Kirkpatrick–Baez) microscope–imaged implosion cores for a pair of 27-µm-thick CH shells filled with 20 atm of D₂. (a) with standard balance and (b) with enhanced balance. The enhanced balance implosion again shows a more spherically shaped core.

Figure 91.29
(a) The calculated overlap intensity on a standard balance implosion (OMEGA shot 24119) presented as an Aitoff projection of the entire spherical surface. The measurements from the pointing shots infer a peak to valley of 7%. (b) The lineout through the limb of the target as seen from the KB microscope used in Figs. 91.27 and 91.28.
An *ORCHID*\(^1\) 2-D hydrocode simulation was performed using the calculated intensity on the target limb from phase angle \(40^\circ\) to \(220^\circ\) for the axisymmetric laser illumination. Radiation transport is not included in this simulation. The effect of radiation losses, however, was accounted for by lowering the effective incident intensity. By its nature, a 2-D simulation can only simulate axisymmetric flow. Figure 91.30 shows the result of the simulation near the time of maximum shell compression showing a slightly distorted core with an ellipticity \(e = 1.08\). Shown as an inset is the observed x-ray image with the axis of the minima in the calculated intensity indicated. The ellipticity of the core image and the simulation are in good agreement, confirming that the main effect is explained by a measurable beam imbalance. Correcting the beam imbalance nearly removes the residual ellipticity as a result of the more-uniform illumination by the 60 beams of OMEGA.

![Figure 91.30](image.png)

Figure 91.30
Isodensity contours from an *ORCHID* 2-D hydrocode simulation of the implosion of an 18.5-\(\mu\)m-thick, 15-atm-filled CH shell (OMEGA shot 24119). The time of this snapshot is 1.9 ns from the start of the laser pulse (near the time of maximum shell compression). The input intensities used were those calculated for this experiment and occurring on the limb of the target as observed from the KB microscope. The corresponding image is shown as an inset with the symmetry axis of the 2-D simulation indicated.

The symmetry of the implosions appears to correlate with the beam balance. To determine the effects on other measures of target performance, a series of implosion experiments were performed with 1-THz SSD smoothing with PS and 1-ns square pulses. The targets ranged from 18 to 25 \(\mu\)m in thickness and were filled with 3 or 15 atm of \(D_2\) gas. Figure 91.31(a) shows the ratio of the measured D-D neutron yield to the *LILAC* hydrocode\(^{15}\)-predicted yield [yield over calculated (YOC)] for these experiments. This measure of target performance is used as a means of comparison to account for differences in energy on target and shell-thickness differences from shot to shot. The enhanced balance target implosions were performed with slightly less energy (typically 21 kJ on enhanced balance shots and 23 kJ on standard balance shots) since after correction for imbalance, some beams could not be raised to sufficiently high levels, necessitating all others to be lowered. The results are seen to follow the included trend lines (dashed) with little obvious difference due to balance condition. Figure 91.31(b) shows the measured ratio of D-T neutron secondary yield to D-D neutron primary yield in these same experiments. [The only difference between the two balance conditions is the apparent larger variation in the standard balance values of the 15-atm-filled target implosions. Despite a definite change to more-symmetric shell stagnations, the primary and secondary neutron yield measurements indicate little dependence of target performance on balance condition (at least

![Figure 91.31](image.png)

Figure 91.31
Measurements of the fusion yield’s dependence on balance condition from a set of 3- and 15-atm-\(D_2\)-filled CH shell implosions: (a) the ratio of the measured to the simulated primary D-D neutron yield; (b) the ratio of the measured secondary DT neutron yield to the measured primary D-D neutron yield.
with these measurements).] Whereas, it has been shown in past experiments that these measurements show a dependence on single-beam smoothing.\textsuperscript{5,6,10}

Additional measurements of the directional dependence of the total $\rho R$ at the time of peak fusion production have recently been reported by Séguin \textit{et al}.\textsuperscript{16} Their measurements are derived from the slowing down of 14.7-MeV D-He$^3$ fusion reaction-generated protons observed from different directions around the target. They find that the observed $\rho R$ asymmetries are significantly different for the two balance conditions reported in this work (standard and enhanced). Although asymmetries still exist, they appear to be lower when the optimum x-ray-inferred enhanced balance condition is imposed.

\textbf{Conclusions}

A method for determining and optimizing the beam-to-beam intensity variation of the 60 beams of the OMEGA laser system, as configured for direct-drive illumination (with 1-THz SSD and polarization smoothing), has been developed. This method infers the beam-to-beam energy balance by direct observation of x rays emitted by Au plasmas produced by OMEGA’s focused high-power laser beams. The UV energy balance is determined from the observed x-ray balance by taking into account x-ray conversion efficiency and view-angle effects in a semi-empirical manner. Optimized or enhanced balance is achieved by removing the precisely determined beam-to-beam energy variation by adjusting the gain of the last amplifier. The method has achieved a three-fold reduction in the beam imbalance, from an inferred level of ~6\% (rms) to ~2\% (rms).

Direct-drive implosions with enhanced beam balance consistently show more spherically shaped stagnation cores. A 2-D hydrocode simulation of an uncorrected (standard balance) implosion shows that the magnitude and direction of the resulting core distortion are consistent with arising from beam imbalance. In contrast there is little effect on the YOC ratio or fuel areal density.

The small differences in beam-to-beam energy (<10\%) have not been explained by repeated measurements of transport losses in the mirrors, lenses, diffracting optics, and windows. It is likely that the differences are due to scattering losses not accounted for by the spatially integrating techniques employed to measure transport and can be determined only by a technique, such as described in this work, that measures the intensity at the target with calibrated imaging diagnostics.
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Introduction
The transition metal–hydrogen systems have been intensively researched for many years because of the various applications of these systems. A large hydrogen solubility in some transition metals allows their use for safe and high-capacity hydrogen storage.\(^1,2\) At the other end of the spectrum, hydrogen ingress at low concentrations can induce mechanical degradation of nickel and nickel alloys and compromise the intended application of the metal.\(^1,3\) An understanding of hydrogen adsorption/desorption characteristics on, and hydrogen mobility in, the metals is needed to predict the hydrogen impact on the metal systems.

Both deuterium and tritium are used as fuel for inertial confinement fusion (ICF) energy. In ICF applications, both adsorption on surfaces and permeation through metals are of importance. Hydrogen adsorption and desorption processes intimately control the degree to which surfaces become contaminated and subsequently the extent to which these surfaces can be decontaminated. In general, the smaller the adsorption rate, the shorter the residence time on a surface, and the simpler the structure of the oxide on a surface, the less susceptible that surface is to tritium contamination for a given set of exposure conditions. Contamination can proceed by simple condensation on a surface followed by absorption into the subsurface structure and by beta-activated radical surface reactions that capture mobile tritium atoms on surfaces into more tightly bound tritium-bearing complexes that are difficult to remove.

Surface tritium can also be absorbed into the metal and permeate to the opposite side, from where it can escape the process loop or contaminate a coolant circuit. For example, a nickel-alloy vessel with 1/32-in.-thick walls filled with tritium gas at 1 atm and room temperature will permeate 0.3 pCi/s/cm\(^2\) in steady state, a tolerable release rate in part because the time to attain steady state is 6.3 years. At 300°C, however, this container will reach steady-state permeation within 1.6 h and release tritium at 0.8 µCi/s/cm\(^2\). Such releases are unacceptably high and require intervention to preclude unacceptable releases to the environment or accumulation in cooling circuits. Permeation-resistant barriers, engineered composites, and low-absorption-coated, textured surfaces can offer relief from these emissions.

Hydrogen molecules dissociate on metal surfaces, dissolve atomically into the substructure, and interact with the microstructure of the metals. The interaction depends not only on the hydrogen concentration in the bulk but also on the prevalent microstructure; i.e., the mixture of crystal defects, grain boundaries, grain size, grain orientation, and phase composition present within the metal matrix. The density and blend of these features depends on the manufacturing and operating history of the metal.

For example, electrodeposition is the preferred approach to fabricate nickel membranes in industry. The texture of the nickel membranes can be controlled by the deposition parameters. Since hydrogen permeation in single-crystal metals is anisotropic, textured polycrystalline metals may exhibit different permeation properties for different textures. While an earlier study\(^4\) has shown that texture can influence hydrogen adsorption and diffusion in metals, to date there has been no systematic investigation of the effect of textures on hydrogen permeation through nickel. In this article, the relationship between hydrogen permeation and grain orientation in nickel membranes is studied. To this end, the following section outlines the experimental procedures used to prepare and characterize the nickel membranes and to measure the permeability of the membrane. Subsequent sections describe the details of the microstructure and its influence on permeation.

Experimental Procedure
Nickel membranes were electroplated in a Watt’s bath at 50°C. The electrolyte comprised 300 g/l of NiSO\(_4\) • 6H\(_2\)O, 35 g/l of NiCl\(_2\) • 6H\(_2\)O, and 35 g/l of H\(_3\)CO\(_3\) to make a pH-3 liquid. The electroplating current density was controlled galvanostatically between 0.1 to 0.8 A/cm\(^2\). The anode was pure nickel. A titanium cathode substrate was chosen to support the nickel film during deposition because the nickel membranes could be easily peeled off. The substrate surface
was mechanically polished to minimize imprinting the substrate grain structure on the growing nickel film. Additionally, film thickness usually exceeded 50 µm to further minimize imprinting the substrate orientation on the film’s texture in preference for that favored by the electrodeposition parameters. The nickel deposits were then removed from the substrates to measure their grain orientation without any interference from the substrate. The permeability of these membranes were subsequently studied in an electrochemical cell.

The membrane surface texture was measured with a Siemens x-ray diffractometer outfitted with a molybdenum target. Maps of the orientation of the (100), (110), and (111) directions were measured in 5° polar and radial steps up to a maximum tilt of 80°. Orientation distribution functions (ODF) were calculated from these maps, also known as pole figures, according to the procedure described by Bunge with the aid of the software TexTool 3.0.

Hydrogen permeation was measured electrochemically with the aid of two cells separated by the nickel membrane of interest using the configuration shown in the Fig. 91.32. Hydrogen was injected into the membrane on the upstream side at a fixed rate, and the extraction rate was measured on the downstream side.

The electrolyte in both cells was 0.1 N NaOH to yield a pH 13 solution. On the exit (anode) side, a separate Ni/NiO electrode served as a saturated calomel electrode to maintain the membrane at a constant potential of 0.3 V relative to the anode. Prior to any measurements, both compartments were deoxygenated by bubbling nitrogen gas through the solutions. The measurements were carried out at 22°C. Before charging the membrane, an anodic potential 0.3 V was applied for 24 h to extract any residual hydrogen from the membrane and to reduce the background permeation current density. A graphite cathode on the entry side was polarized galvanostatically to ensure that the singly charged ionic hydrogen flux impinging on the upstream surface was constant and fixed at a current density of 0.1 mA/cm². At this current density, the hydrogen flux reaching the membrane is $6 \times 10^{14}$ particles/s-cm². Permeant hydrogen is collected downstream of the membrane as the anodic current flows between the membrane and the anode. Sometime after the initiation of a cathodic current, an anodic current appears downstream and grows in strength to a maximum value. At this time, the hydrogen concentration gradient across the membrane thickness is linear, being highest at the entry side and nearly zero at the exit side. The time integral of the permeation current becomes constant once the linear concentration gradient is established within the membrane. Extrapolating the straight portion of the time-integrated curve back to the time axis yields a unique value known as the lag time ($t_L$). This time is related to the hydrogen diffusion coefficient ($D$) for the material by the relation

$$t_L = \frac{x^2}{2D},$$

where $x$ is the membrane thickness.

The concentration of adsorbed hydrogen on the upstream surface reflects the dynamic equilibrium between particles arriving from the electrolyte and particles disappearing into the metal. If the arrival flux rate far exceeds the absorption flux rate, hydrogen bubbles form on the upstream surface. Hydrogen transport through the metal is the rate-limiting step. If the absorption rate exceeds the arrival rate, the permeant flux is limited by the hydrogen arrival rate at the surface rather than by the adsorption rate into the metal. In this work, hydrogen transport through the metal is the rate-limiting step. In this case, steady-state permeation is described by Fick's First Law, and the concentration of absorbed hydrogen on the input
surface, \( C_0 \), is uniquely related to the steady-state anodic current density \( I_{ss} \) by the relation

\[
C_0 = \frac{I_{ss}x}{FD},
\]

where \( F \) is the Faraday constant (= 96,485 Coul/g-atm).

**Results and Discussion**

1. **Microstructure and Texture**
   
   The microstructure across the cross section of each nickel deposit comprised three distinct zones. Grains in the vicinity of the film–substrate interface were equiaxed and fine. Immediately above this layer, the structure began to change from equiaxed grains to columnar grains. Beyond that and for the remainder of the film up to the nickel–air interface, the grains were columnar and orientated perpendicular to the substrate for most electroplating conditions.

   The orientation of grains, i.e., the texture of the surface, was measured by Bragg diffraction to generate the ODF’s. Figure 91.33 illustrates the ODF of the titanium substrate used in this work. This ODF is typical of a cold-rolled titanium plate. A typical ODF for a nickel membrane electrodeposited for the present work is presented in Fig. 91.34. Inspection of these two distribution functions indicates that there has been no textural imprinting by the substrate on the nickel deposit. The nickel texture has been determined solely by the deposition parameters.

   Either (100) or (110) fiber textures can be obtained by changing the deposition conditions. At low current density, the (100) fiber texture is preferred. At high current density, the (110) fiber texture dominates. The (111) texture can be derived by annealing deposits with strong <100> texture at 800 °C for 1 h.

2. **Hydrogen Permeation and Analysis**
   
   The temporal behavior of hydrogen permeation through nickel with different textures is shown in Fig. 91.35. The permeation behavior for a nickel sample without any dominant texture has been included for reference. In all cases, the permeation current increases smoothly with increasing charging time to a maximum constant value. There are significant differences, however, among the textured and nontextured membranes. Hydrogen transport through (111) texture is faster than for any of the other textures. The time to attain steady-state permeation is longest in (110) texture nickel. Compared to the sample without any dominant texture, the response time for surfaces with a dominant texture is rapid.
Hydrogen diffusivity and near-surface hydrogen concentration have been calculated using Eqs. (1) and (2) for the various nickel membranes and are listed in Table 91.III. Diffusion coefficients for (100) and (110) single-crystal samples have been provided for comparison. The coefficients are seen to increase as one moves toward more-open crystal structures, i.e., from (100) to (110) and then to (111) textured samples. The sample without any dominant texture exhibits the lowest diffusion coefficient of all the samples investigated. Diffusion coefficients for polycrystalline nickel membranes with dominant (100) and (110) textures are respectively higher than for (100) and (110) single-crystal membranes, but both exhibit the same trend when moving toward more-open structures, i.e., from (100) to (110) textures.

The near-surface concentration \( (C_0) \) of hydrogen in the sample without any dominant texture is the highest. The concentrations in (111) and (110) textured cases are the lowest of the samples studied and lie within experimental error of each other. This table suggests that the near-surface hydrogen concentration on the upstream side of the membrane is depleted by rapid transport through the membrane. The higher the diffusivity, the lower the subsurface hydrogen concentration.

Hydrogen permeation through a metal membrane in an electrochemical environment involves three steps: hydrogen atom absorption, diffusion across the membrane, and desorption. The molecular dissociation and the atomic association steps on the upstream and downstream sides of the membrane respectively that are normally associated with gas-phase hydrogen permeation are not present in this case because the hydrogen arrives and leaves the membrane as ions in the electrolyte. Hydrogen transport is characterized by three interaction energies: absorption, diffusion, and desorption. Typically adsorption and desorption energies are the same for polycrystalline metals without any dominant texture. The diffusion energy tends to be governed by bulk microstructural features, such as grain orientation, grain boundary density, and trap density. Both activation energies can influence the total hydrogen permeation flux and the temporal evolution of that flux.

Hydrogen adsorption energies differ for various crystal planes.\textsuperscript{12–14} These have been measured for the three low-index planes: (100), (110), and (111) of nickel.\textsuperscript{12} The net adsorption energy of a surface can be estimated from weight-averaged linear combinations of adsorption energies on low-index planes and the preponderance of those planes on a specific surface. Typically, the results are displayed on an inverse pole figure to account for the distribution of the low-index planes in a selected direction in the specimen relative to the crystal axes. Crystals in face-centered cubic metals such as nickel possess higher degrees of symmetry, and the three low-index planes, (100), (110), and (111), are adequate to uniquely specify a surface orientation. Consequently only the unit stereographic triangle needs to be shown. Figure 91.36 displays the net surface adsorption energy dependence of hydrogen on nickel. This figure shows that the adsorption energy is highest for (100) and lowest for (111). Hydrogen is expected to adsorb more easily through (111) planes than either (100) or

<table>
<thead>
<tr>
<th>Membrane Surface Structure</th>
<th>( D ) ( (10^{-9} \text{ cm}^2/\text{s}) )</th>
<th>( C_0 ) ( (\text{mmol/cm}^3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polycrystalline Ni</td>
<td>2.6 ( \pm 5% )</td>
<td>0.38 ( \pm 10% )</td>
</tr>
<tr>
<td>(100)</td>
<td>3.4</td>
<td>0.18</td>
</tr>
<tr>
<td>(110)</td>
<td>6.5</td>
<td>0.12</td>
</tr>
<tr>
<td>(111)</td>
<td>8.5</td>
<td>0.13</td>
</tr>
<tr>
<td>Single-Crystal Ni</td>
<td>0.56 (Ref. 9)</td>
<td></td>
</tr>
<tr>
<td>(100)</td>
<td>0.51 (Ref. 10)</td>
<td></td>
</tr>
<tr>
<td>(110)</td>
<td>0.62 (Ref. 11)</td>
<td></td>
</tr>
</tbody>
</table>
(110) planes. As a consequence, hydrogen ingress and transport through nickel can be tailored by altering the surface orientation of crystals to favor or suppress the (111) plane. Diffusivity can also be modulated by orientation.\textsuperscript{9–11} Table 91.III indicates that hydrogen transport is more rapid in single crystals via (110) than (100) orientations. Polycrystalline membranes are combinations of many single crystals with different orientations. Texturing a polycrystalline membrane provides a method for selecting a dominant orientation with the intent of enhancing or suppressing hydrogen adsorptions and subsequent transport. Hydrogen transport can be modulated by textural control in addition to the bulk microstructural features discussed earlier.

Conclusions
Nickel membranes with differing textures have been grown and analyzed. Deposition parameters that influence the texture during the growing process have been identified. These protocols were implemented to construct membranes for permeation experiments. Electrolytic permeation has been used to study the impact of texture on hydrogen permeation through nickel.

Four conclusions can be derived from this work: First, textured nickel films can be grown on titanium without textural imprinting from the substrate. Plating current density has a strong influence on texture forms of nickel deposits. At low current density, the (100) fiber texture is the dominant component; at high current density, the (110) fiber texture dominates. Annealing at 800°F for 1 h, (100) texture converts to (111) texture. Second, hydrogen permeation through nickel membranes depends on texture. Diffusion coefficients increase as one moves from (100) to (110) to (111) textured samples. The diffusion coefficient of a sample without a dominant texture is smaller than for textured samples. Diffusion coefficients of polycrystalline textured membranes are higher than similar single-crystal membranes, but both sets of membranes exhibit similar trends in behavior. Third, adsorption energies for different orientations have been calculated by using the weight-averaged combinations of the absorption energies for the three basic planes in nickel: (100), (110), and (111). Absorption energies for different orientations are presented. Finally, hydrogen transport in the bulk is expected to depend on texture in addition to the microstructural features such as grain size, traps, and grain boundary density typically discussed in the literature.
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Superconducting Properties of MgB$_2$ Thin Films Prepared on Flexible Plastic Substrates

The recent discovery of superconductivity at 39 K in hexagonal magnesium diborides\(^1\) has stimulated very intensive investigations of the fundamental mechanism of superconductivity in MgB$_2$ as well as the possible practical applications of this new superconductor. In comparison with high-temperature cuprates, MgB$_2$ superconductors have more than two-times-lower anisotropy, significantly larger coherence length, and higher transparency of grain boundaries to the current flow. At the same time, when compared to conventional metallic superconductors (including Nb$_3$Sn or NbN), they have at least two-times-higher critical temperature $T_c$ and energy gap, as well as higher critical current density $J_c$. As a result, MgB$_2$ superconductors are expected to play an important role for high-current, high-field applications, as well as in cryoelectronics, where they might be the material-of-choice for above-300-GHz clock-rate digital electronics. In addition, MgB$_2$ devices could operate in simple cryocoolers.

The availability of high-quality superconducting thin films with single-crystal-like transport properties\(^2\) is the key to realization of practical MgB$_2$ cryoelectronic devices. Films with high values of $T_c$ and $J_c$ have been prepared on SrTiO$_3$, Al$_2$O$_3$, Si, SiC, and other substrates by various deposition techniques.\(^3\)\(^-\)\(^8\) All of the above procedures required post-annealing at temperatures higher than 600°C, and the superconducting properties of the resulting films depended very strongly on the conditions of their annealing. The best reported MgB$_2$ thin films are characterized by $T_c = 39$ K and $J_c > 10^7$ A/cm$^2$ at 4.2 K and $5 \times 10^5$ A/cm$^2$ at 30 K, both at zero external magnetic field.\(^9\) Preparation of MgB$_2$ thin films on unconventional substrates, such as stainless steel\(^10\) or plastic foils, is also desirable. MgB$_2$-on-steel films are interesting for the preparation of low-magnetic shielding and antennas, while plastic foils are very attractive for their bending and shaping abilities.

In this article, we present the preparation and superconducting properties of MgB$_2$ thin films fabricated on flexible substrates (Kapton-E polyamide foil), using three specially designed, rapid annealing processes. Flexible plastic substrates introduce a number of novel aspects to superconducting technology, such as the ability to cut the final structures into desired shapes for, as an example, magnetic shielding. They are also unbreakable and can be rolled into small superconducting coils or form flexible microwave or high-speed digital microstrips and coplanar transmission lines.

Kapton-E foils up to 20 $\times$ 20 cm$^2$ (limited in size by our deposition apparatus) were cleaned in acetone, ultrasonically washed in ethanol, and air-dried before being placed in our vacuum chamber. Mg-B precursor films 100 nm to 200 nm thick with a nominal composition of 1:2 were prepared on the unheated foil by simultaneous evaporation of Mg (purity 99.8%) and B (purity 99.9%) from separate W and Ta resistive heaters at a vacuum of $8 \times 10^{-4}$ Pa. After deposition, the Mg-B films were $ex$-$situ$ annealed in a special low-temperature process to avoid overheating the Kapton foil, which had to be kept below its 300°C deformation temperature.

Several rapid annealing procedures have been implemented. Initially, the Mg-B films were placed inside a quartz tube on a thick sapphire plate and introduced for 10 to 300 s into a pre-heated furnace. The furnace temperature varied from 350°C to 500°C, and the Ar atmosphere could be changed from 3 kPa to 100 kPa in a flow regime. In another approach, the Mg-B films were placed “face down” on a resistive heater and annealed at 500°C to 600°C in pure Ar for 60 to 180 s. For overheating protection, the foil was covered with a sapphire plate and a large Cu block on top. After annealing, the samples were cooled down in approximately 30 s to room temperature. Both of the above annealing methods resulted in superconducting MgB$_2$ with $T_{c, on}$ up to 33 K and a transition temperature $\Delta T_c \approx 10$ K. The highest $T_{c, on}$ was obtained after annealing for 180 s at 500°C on a resistive heater. Unfortunately, under such conditions, the color of the Kapton foil changed from yellow to black and it partially lost its flexibility. The maximal $J_c$ was only about 500 A/cm$^2$ at 4.2 K, suggesting that the damaged foil stressed the MgB$_2$ film.

Much better results were obtained using the third annealing method; thus, the remainder of this work will be devoted to
those films. The Mg-B thin films were radiatively heated with halogen lamps in vacuum; simultaneously, the substrate side of our samples was placed on an external water-cooled radiator to protect the plastic foil. The distance between the samples and the halogen source was 7 cm, and the vacuum chamber was pumped down to a base pressure of $1 \times 10^{-2}$ Pa to minimize the oxygen content and other gas impurities during annealing. The foil temperature was controlled by a thermocouple located very close to its surface. The duration of the annealing process was 60 to 180 s, and the temperature at the film surface varied from 300°C to 650°C. After annealing, the vacuum chamber was filled with Ar and the films were cooled to room temperature in 20 to 30 s. Even for the highest Mg-B annealing temperature, the Kapton was always kept below 300°C, no deformation or change of color was observed, and the resulting MgB$_2$ samples were fully flexible.

Figure 91.37 shows the surfaces and the critical temperature parameters of three films annealed under different conditions. For samples annealed for at least 1 min at film surface temperatures of 550°C to 650°C, the film morphology exhibited domains or lamellar structures [Figs. 91.37(a) and 91.37(b), respectively] and their maximal $T_{c,\text{on}}$ was only 20 K and 30 K, respectively. The film presented in Fig. 91.37(b) showed signs of heat-induced substrate damage and its $\Delta T_c$ was very wide. After extensive trial-and-error studies, we realized that the best annealing conditions consisted of pre-heating at 300°C and only very brief, 30-s heating at 600°C, followed by post-heating for 60 s again at 300°C. The films produced in this manner were characterized by very smooth surfaces [Fig. 91.37(c)], without domains, cracks, or lamellar structures. X-ray diffraction exhibited no diffraction peaks, indicating an amorphous phase analogous to that of similar post-annealed MgB$_2$ films prepared on Si and sapphire substrates from Mg-B precursors.

The homogeneity of our thin films was studied by Auger spectroscopy. The Auger spectra (Fig. 91.38) show a strong non-stoichiometry of Mg and B on the film surface, as well as an enhanced content of oxygen and presence of carbon. The damaged surface layer was only ~20 nm thick, however, as estimated by the rate of Mg-B etching and scanningelectron microscopy studies. The bulk of the film had a uniform 1:2 stoichiometry ratio, with only small oxygen content, apparently from the residual oxygen in the annealing vacuum chamber.

The films prepared according to the annealing recipe shown in Fig. 91.37(c) also had the best superconducting properties. The maximal $T_{c,\text{on}}$ obtained was 29.3 K, as shown in Fig. 91.39, where we plotted the resistive superconducting transitions for both the stripe cut from a film by scissors and the one patterned by photolithography and Ar-ion etching. The
cut stripe was approximately 1 mm wide and its superconducting properties are representative of our plain MgB\(_2\) films, while the patterned bridge was 10 \(\mu\)m wide and 120 \(\mu\)m long. We note that Ar-ion etching resulted in a slight reduction of \(T_{c,\text{on}}\); at the same time, however, \(\Delta T_c\) was decreased to 2 K. The patterned microbridge was also used for \(J_c\) measurements. The inset in Fig. 91.39 shows the \(J_c\) dependence on temperature, together with the fit based on \(J_c(T) = k(1-T/T_c)^\alpha\), where \(k\) is a constant and \(\alpha\) is a fitting parameter. The fit shown in Fig. 91.39 was obtained for \(\alpha = 2\) and indicates that our film is granular with a network of superconductor–normal metal–superconductor (SNS) weak links.\(^{11,12}\) At 4.2 K, \(J_c\) reached a value >7 \(\times\) 10\(^5\) A/cm\(^2\).

**Conclusion**

In conclusion, the preparation of superconducting MgB\(_2\) thin films on flexible plastic foils has been presented. Our films were amorphous and exhibited a very smooth surface. The films were annealed under optimal conditions, using rapid radiative (halogen lamps) heating of Mg-B and simultaneous water-cooling of the Kapton foil, and were characterized by \(T_{c,\text{on}}\) of about 29 K, \(\Delta T_c\) of about 3 K, and \(J_c > 7 \times 10^5\) A/cm\(^2\) at 4.2 K. The measured \(J_c(T)\) characteristics indicated the presence of a SNS weak-link network in the films. The Auger measurement showed that besides the ~20-nm-thick film surface, the bulk of the film exhibited a fully stoichiometric composition of Mg and B. Finally, we note that our rapid annealing procedure prevented any substrate degradation and is suitable for high-temperature annealing of thin films prepared on substrates unstable at high temperatures.
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The goal of the inertial confinement fusion (ICF) implosion is to achieve high-enough temperature and compression of the fuel to sustain thermonuclear burn. The burn begins with spark ignition of the central hot spot that is created as a result of shock heating and target compression. The burn wave then propagates into the higher-density regions of the compressed shell, releasing energy through the products of thermonuclear reactions. The combination of high temperature and high density–radius product (called areal density or $\rho R$) of the compressed target is necessary to ignite the target and achieve high gain. In the direct-drive ignition target design for the National Ignition Facility (NIF), a 3.4-mm-diam, 350-µm-thick cryogenic deuterium–tritium (DT) shell is imploded with 192 overlapped laser beams with a total energy of 1.5 MJ. The hot-spot areal density must be ~300 mg/cm$^2$ at a temperature exceeding ~10 keV to ignite. The expected neutron yield of $2.5 \times 10^{19}$ (corresponding to a gain of ~45) will be achieved at a fuel temperature of ~30 keV and a target areal density of ~1200 mg/cm$^2$ at peak compression. Areal densities measured so far in cryogenic implosions are far below the values necessary for ignition because far-lower laser energy is used and the unstable growth of target perturbations inhibits achieving the desired compression. In recent implosions on the 60-beam, 351-nm OMEGA laser system, areal densities of ~40 mg/cm$^2$ have been achieved with cryogenic D$_2$ targets and laser energies of ~23 kJ.

Because of the technical complexity associated with cryogenic equipment, most ICF implosions use plastic or glass shells filled with different gases, allowing a large variety of diagnostics to be used in experiments. Indirect-drive implosions on the Nova laser achieved ~15 mg/cm$^2$ of gas and ~70 mg/cm$^2$ of shell areal densities, respectively. Recent studies on OMEGA reported up to ~15 mg/cm$^2$ of gas and ~60 mg/cm$^2$ of shell areal densities measured with charged-particle diagnostics. Measurements using shell absorption of x rays emitted from the hot core reported ~100 mg/cm$^2$. The highest reported values of areal densities, up to ~1 g/cm$^2$, are from implosions on the GEKKO XII laser system.

To date, all reported values of target compression are time averaged over the neutron and charged-particle production. During this time, the target areal density is expected to grow by an order of magnitude or more. Time-integrated particle spectra (used to measure average areal densities) clearly show signatures of time evolution. For example, in OMEGA experiments with 24-µm-thick shells filled with 18 atm of D$_3$He gas, primary proton spectra have two distinctive features from shock and compression phases of implosion. These features are produced when target areal densities differ by a factor of ~10, with a corresponding time difference of ~500 ps. This article describes experiments where the measured neutron production histories combined with primary 14.7-MeV proton spectra of D$_3$He fuel allows the first determination of areal-density growth during the time of neutron production up to peak compression. These measurements become possible when all other aspects contributing to the shape of the proton spectrum, such as geometrical broadening from the finite size of the proton-production region, broadening from small-scale target nonuniformities, and ion temperature broadening, are taken into account. In this article we not only present for the first time target-areal-density evolution, a fundamental quantity for ICF, but also provide areal-density growth measurements for the study of unstable growth of target perturbations, an area of the utmost importance to the success of ICF.

The experiment consisted of two direct-drive implosions on the 60-beam OMEGA laser system. The targets were 950-µm-initial-diam, 20-µm-thick plastic CH shells filled with 18 atm (shot 25220) and 4 atm (shot 25219) of D$_3$He gas. Neutron-production histories from the reaction $\text{D} + \text{D} \rightarrow \text{He}(0.82 \text{ MeV}) + n (2.45 \text{ MeV})$ were measured with the neutron temporal diagnostic (NTD). Proton spectra from the reaction $\text{D}^+ \text{He} \rightarrow \text{He}(3.6 \text{ MeV}) + p(14.7 \text{ MeV})$ have been measured with seven wedged-range filters (WRF’s) to ensure approximately uniform coverage of the target. The shapes of the time-integrated proton spectra depend primarily on the evolution of the target areal density and the temporal history of proton production (which is approximately proportional to the measured neutron-production history). Implo-
sions of targets with an equivalent mass of D₂ and DT fuels provide values of neutron yield and ion temperature (measured using scintillator detectors), neutron burn width (using the neutron bang-time detector),¹⁴ and average fuel areal density (from detection of knock-on deuterons),⁹ which together are used to estimate sizes of particle production and fuel regions at peak neutron production. These sizes are required to determine the extent of geometrical and temperature broadening contributions to the shapes of proton spectra. Results from equivalent implosions with shells having titanium-doped layers provide measurements of areal-density modulations (by means of differential imaging),¹⁶ which also contribute to the widths of the proton spectra. The targets were imploded with a 1-ns square pulse with a total on-target energy of ~23 kJ. All laser beams were smoothed with distributed phase plates,¹⁷ 1-THz, two-dimensional smoothing by spectral dispersion,¹⁸ and polarization smoothing¹⁹ using birefringent wedges. The average beam-to-beam energy imbalance was about 3% to 4%.

Figure 91.40 shows the results of a simulation of shot 21240, which had a 12-atm-D³He fill, performed with the 1-D hydrocode LILAC;²⁰ these results were used to develop and test a fitting method to determine the areal-density evolution. Protons born in nuclear reactions [Fig. 91.40(a)] are slowed down by the plasma of the gas fuel and plastic shell [the simulated areal-density evolution is shown by a solid curve in Fig. 91.40(b)] on the way out from the target core to the detector. The energies of protons leaving the target are calculated using the Bethe–Bloch stopping power²¹ relation, which depends very weakly on the plasma density and temperature. The slowing-down curve shown in Fig. 91.40(c) has been calculated for a fully ionized CH plasma with an electron density of 10²⁵ cm⁻³ (corresponding to plastic density of ~35 g/cm³) and a temperature of 0.5 keV. The proton spectrum [Fig. 91.40(d), solid line] represents the integral of the protons born and slowed down by the target. The resulting proton spectrum is additionally broadened by the core ion temperature of 3.4 keV and geometrical effects, discussed below.

The areal-density evolution is inferred by fitting a constructed spectrum \( P_c(E) \) to the measured \( P_m(E) \) proton spectrum. The spectrum \( P_c(E) \) is constructed using the measured neutron-production rate (assumed to be proportional to the proton-production rate) and the target areal density \( \rho R_t \), assumed to have a Lorentzian form as a function of time \( t \):

\[
\rho R_t(t) = C_0 \sqrt{(t - C_1)^2 + (C_2/2)^2}.
\]

The best fit is achieved using a \( \chi^2 \) minimization of the deviation between \( P_c(E) \) and \( P_m(E) \) by varying three fitting parameters \( C_0 \), \( C_1 \), and \( C_2 \). The sensitivity and systematic errors of
this method have been tested with the simulation results shown in Fig. 91.40 by comparing the fit with the simulated areal-density evolution. The dashed lines in Figs. 91.40(b) and 91.40(d) show that a good fit for the yield is achieved when the fitted areal-density evolution is very close to the actual. This method is very sensitive because even small (10% at ~100 mg/cm²) variations in areal density result in sizable deviations (~0.5 MeV) in the proton spectrum. The fitting assumes that the ion temperature, size of the core, shell, production region, and stopping power do not change in time. The uncertainties of these approximations are included in the systematic errors discussed below.

Geometrical broadening effects are described schematically in Fig. 91.41(a), and the resulting broadening shapes are shown in Fig. 91.41(b). In these calculations the gas fuel occupies a spherical region of radius \(R_2\) and a proton-production region of radius \(R_1\). On the way to the distant detector, protons lose their energy primarily in the shell of thickness \(R_3 - R_2\). Protons that are born on the \(x\) axis (which passes through the core center and the detector) always leave the target in a direction normal to the shell, while protons that are born off this axis penetrate the shell at some angle to the shell normal. As a result, even for an undistorted shell, the protons reaching the detector will have an energy spectrum broader than that originally emitted from the production region since the amount of proton energy loss depends on the path length in the shell. Figure 91.41(b) shows spectra of monoenergetic protons after passing a uniform shell of various areal densities for a target with \(R_1 = 27 \mu m\), \(R_2 = 33 \mu m\), and \(R_3 = 63 \mu m\), taken from the LILAC simulation presented in Fig. 91.40. The number of protons reaching the detector in the \(x\) direction as a function of coordinate \(z\) (\(0 \leq z \leq R_1\)) have the distribution

\[
F(z) = Cz \sqrt{R_2^2 - z^2},
\]

where \(C\) is a constant derived using the target geometry shown in Fig. 91.41(a). The effective areal density seen by the protons going to the detector as a function of \(z\) is

\[
\rho R_{\text{eff}}(z) = \rho \left( \sqrt{R_3^2 - z^2} - \sqrt{R_2^2 - z^2} \right).
\]

Substituting \(z\) for \(\rho R_{\text{eff}}\) in the expression for \(F(z)\) and converting areal density to proton energy using Fig. 91.40(c) results in the geometrically broadened shapes shown in Fig. 91.41(b).

The original monoenergetic proton spectrum shifts to lower proton energies and broadens as a result of geometrical effects. For each shot, the parameters \(R_1\), \(R_2\), and \(R_3\) have been calculated using experimental results from a large number of shots with fills having an equivalent mass of \(D_2\) and DT. For example, in implosions with 15-atm-\(D_2\) fuel (mass equivalent to 18 atm of \(D^3\)He), \(R_2 = 36 \mu m\) has been calculated using conservation of fuel mass \((8.3 \times 10^{-7} \text{ g})\) and measured fuel areal density \((\sim 15 \text{ mg/cm}^2)\). In order to match the experimental neutron yield of \(\sim 1.6 \times 10^{11}\), the particle-production volume must have \(R_1 = 22 \mu m\) with a measured ion temperature of ~3.7 keV and a neutron burn width of ~170 ps. In an implosion with 3-atm-\(D_2\) fuel (mass equivalent to 4 atm of \(D^3\)He), radii of \(R_1 = 25 \mu m\) and \(R_2 = 32 \mu m\) were calculated based on the fuel mass of \(1.67 \times 10^{-7} \text{ g}\), fuel areal density of ~4 mg/cm², neutron yield of ~6.6 \times 10^{10}, ion temperature of ~5 keV, and neutron burn width of ~150 ps. The shell thickness \(R_3 - R_2\), the most-insensitive parameter on fitting results, has been taken to be ~30 \(\mu m\) for both types of implosions.
Figure 91.42 shows the proton spectrum fitting results for shot 25220 with 18 atm of D\textsuperscript{3}He gas for seven detectors, which provided approximately uniform coverage of the shell. Inferred areal-density time histories for all seven directions are shown by the solid lines in Fig. 91.42(h) together with the neutron-production history (dotted line). The additional small effect of short-scale (with mode number $\ell > 6$) areal-density nonuniformities on proton spectrum broadening has been corrected by reducing the areal density shown in Fig. 91.42 by 7% with the uncertainty ranging from 0% to 15% included in the error bars. Differential imaging measurements\textsuperscript{16} of inner-shell, titanium-doped layers show areal-density perturbation levels of $\sim$15% at peak neutron production. In the whole shell these values are about $\sim$7%, as calculated by 2-D simulations,\textsuperscript{16} because the whole shell is more uniform than the inner layer, which is unstable during the deceleration phase of the implosion. The constant correction due to this effect is a good approximation (even though the measured shell modulations grow throughout the implosion) since its contribution to spectral broadening is maximum at peak neutron production and lower at peak compression because of lower amount of protons contributing to it. In experiments, $\sim$70% of total proton spectrum width is due to the areal-density evolution, $\sim$20% is due to geometrical effects, and the remaining $\sim$10% is due to temperature, short-scale (with mode number $\ell > 6$) areal-density perturbations, and instrumental broadening. A discussion of the experimental error analysis is presented in Appendix A.

Figure 91.43 summarizes the results for shots with (a) 18-atm- and (b) 4-atm-D\textsuperscript{3}He fills and compares them with 1-D \textit{LILAC} predictions. The more-stable 18-atm-fill shot has a measured peak areal density of 109$\pm$14 mg/cm\textsuperscript{2} (thick solid line), which is close to the 1-D simulation result (thin solid line); however, the more-unstable 4-atm shot has a measured peak areal density of 123$\pm$16 mg/cm\textsuperscript{2}, much lower than the 1-D simulation result of 230 mg/cm\textsuperscript{2}. During neutron production (from 1.6 to 2.0 ns), the areal density grows by a factor of $\sim$8 in the 4-atm shot. At peak compression, the areal-density asymmetries with low mode numbers $\ell \leq 6$ are $\sim$10% and $\sim$20% for 18-atm- and 4-atm-fill targets, respectively, as estimated from the measured values in the seven detectors. The measured peak areal density is only about 10% higher for the 4-atm-fill target than that of the 18-atm-fill target. This is consistent with core sizes of $R_2 = 32$ $\mu$m and 36 $\mu$m, respectively, estimated using neutron and particle measurements.
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Figure 91.42
The proton spectra and fitting results (smooth solid lines) for shot 25220 with 18 atm of D\textsuperscript{3}He gas [(a)–(g)]. (h) Also shown is the inferred areal-density evolution in seven directions (solid lines) and the neutron-production history (dotted line) for this shot.
In conclusion, the target areal density grows by a factor of ~8 during the time of neutron production (~400 ps) before reaching $123 \pm 16 \text{ mg/cm}^2$ at peak compression in the shot with a 20-µm-thick plastic CH target filled with 4 atm of D$_3$He fuel. This value is lower by a factor of ~2 than the 1-D simulation result of 230 mg/cm$^2$. For the more-stable, 18-atm-fill target, the target areal density reaches $109 \pm 14 \text{ mg/cm}^2$ at peak compression, close to the 1-D prediction of 115 mg/cm$^2$.
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Appendix A

The errors in the areal-density evolution measurements include systematic errors calculated from the sensitivity analysis of the fitting results and statistical errors of measured proton spectra. The biggest systematic error is the uncertainty in plasma conditions that affect proton stopping power. The relevant error is about $\pm 0.5 \text{ MeV}$ at a proton energy of 10 MeV, which translates to an areal-density uncertainty of $\pm 10\%$ at 100 mg/cm$^2$. The use of neutron instead of proton-production history resulted in a 24-ps temporal shift of the areal-density evolution. The assumption that the proton-production size $R_1$ is constant during proton production gives an uncertainty of $\pm 0.3 \text{ MeV}$ at 10 MeV, which translates to an areal-density uncertainty of $\pm 6\%$ at 100 mg/cm$^2$. The uncertainty in the other geometrical parameters $R_2$ and $R_3$ are negligibly small in the present analysis. The additional uncertainty due to possible ion-temperature evolution is also calculated to be negligible compared to other errors. The statistical errors due to the noise in the proton spectra, neutron-production history, and the errors in the fitting parameters $C_0$, $C_1$, and $C_2$ have been estimated to be $\pm 0.5 \text{ MeV}$ at 10 MeV, which translates to an areal-density uncertainty of $\pm 10\%$ at 100 mg/cm$^2$. Averaging over seven independent measurements makes them even smaller.
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Multipolar Interband Absorption in a Semiconductor Quantum Dot: Electric Quadrupole Enhancement

Introduction
A quantum dot is an artificially created semiconductor structure in the size range of 5 to 100 nm. As a whole, it behaves like an atom since the quantum effects of the confined electrons are enlarged with respect to the interactions of the electrons inside each atom. Since the conception of quantum dots in the early 1980s, the study of their physical properties continues to be a very active field of research. Quantum dots can now be synthesized by various methods and have a multitude of potential technological applications, which include lasers with high optical gain and narrow bandwidth, and wavelength tunability. Also, dipole–dipole interaction between neighboring quantum dots is being explored for applications in quantum computing. Furthermore, quantum dots are potential single-photon sources, which may be used to create nonclassical electromagnetic states.

Near-field optical techniques have extended the range of optical measurements beyond the diffraction limit and stimulated interests in many disciplines, especially material sciences and biological sciences. Spatial resolution is increased by accessing evanescent modes in the electromagnetic field. These modes are characterized by high spatial frequencies and therefore enable the probing of subwavelength structures. Near-field optical techniques have also been employed to study the optical properties and dynamics of charge carriers in artificial nanostructures such as quantum wells, quantum wires, and quantum dots (see, for example, Refs. 6–8).

Nanostructures interacting with optical near fields do not necessarily behave in the same way as nanostructures interacting with far-field radiation. In Ref. 9, for example, the response of a quantum well when excited by the diffracted field of an aperture enhances quadrupole transitions, giving rise to a modified absorption spectrum of the quantum well. Furthermore, absorption properties may also be modified due to nonlocal spatial dispersion as described in Ref. 10. Recently, Knorr et al. formulated a general theoretical, self-consistent multipolar formalism for solids. This formalism can even be extended to account for delocalized charges. The spectral response originating from the interaction between semiconductor quantum dots and the optical field generated by a small aperture has been discussed in Refs. 12–14. References 13 and 14 account for the highly inhomogeneous excitation field produced by the subwavelength aperture.

This article focuses on the interaction of a spherical semiconductor quantum dot with a highly confined optical near field. It has been shown that such fields can be generated near laser-illuminated, sharp-pointed tips. Here, we adopt this geometry and approximate the fields near the tip by an oscillating electric dipole oriented along the tip axis. In Ref. 18, it has been demonstrated that this is a reasonable approximation and that the dipole moment can be related to the computationally determined field-enhancement factor. Furthermore, our analysis relies only on the field distribution and not on the actual enhancement factor. We will consider a spherical quantum dot in the strong-confinement limit.

The interaction between a quantum dot and the optical near field is described semiclassically using the multipolar expansion. For far-field excitation, the first term in this expansion, the electric dipole term, gives rise to a response that is considerably stronger than the response produced by subsequent terms. This is due to the fact that the physical dimension of the quantum dot is much smaller than the wavelength of optical radiation and also due to the weak spatial variation of the exciting far field. The spatial variations of optical near fields, however, are much stronger, and, as a consequence, it is expected that the contribution of higher terms in the multipolar expansion cannot a priori be neglected. In this article, the strength of electric quadrupole absorption compared with the strength of the electric dipole absorption will be analyzed. This study is motivated by two basic questions: (1) To what extent are standard selection rules modified by higher-order multipolar transitions in confined optical fields? and (2) Can optical resolution be improved by selectively exciting higher-order multipole transitions? To keep the analysis as simple as possible, we will neglect the Coulomb interaction between hole and electron as well as the spin of these particles.
The article is organized as follows: In the next section, the semiclassical multipolar Hamiltonian formalism is presented. In the same section, the wave functions for the hole and the electron in an ideal spherical quantum dot are reviewed, and the field operator representation is outlined. In subsequent sections, the absorption rate in the electric dipole approximation is discussed, and the absorption rate arising from the electric quadrupole term in the multipolar expansion is derived. The theory is applied to a quantum dot near a laser-illuminated metal tip. Approximated parameters for GaAs are used to estimate the absorption rate for electric dipole transitions and electric quadrupole transitions. In the last section, results are discussed and conclusions and future work are presented.

Preliminary Concepts

1. The Multipolar Hamiltonian

A semiclassical approach is used to describe the interaction of a quantum dot with the electromagnetic field. In this approach, the electromagnetic field obeys the Maxwell equations, and the Hamiltonian of the system \( \hat{H} \) can be separated into two contributions as

\[
\hat{H} = \hat{H}_0 + \hat{H}_I,
\]

where \( \hat{H}_0 \) and \( \hat{H}_I \) are the unperturbed Hamiltonian (absence of fields) and the interaction Hamiltonian, respectively. In the Coulomb gauge, they are defined as

\[
\hat{H}_0 = \frac{1}{2m} \hat{p}^2 + V(r),
\]

\[
\hat{H}_I = -\frac{\epsilon}{m} \hat{p} \cdot \mathbf{A}(r,t) + \frac{\epsilon^2}{2m} \nabla^2 (r,t) + e\phi(r,t),
\]

where \( V(r) \) is the potential energy, \( \hat{p} \) is the canonical momentum, \( \mathbf{A}(r,t) \) is the vector potential, and \( \phi(r,t) \) is the scalar potential. The multipolar Hamiltonian is obtained by using the canonical transformation \( \hat{U} = \exp(i\hat{z}/\hbar) \) in which \( \hat{z} \) is given by

\[
\hat{z} = \int \hat{P}(r) \cdot \mathbf{A}(r,t) d^3 r \equiv 0,
\]

where \( \hat{P}(r) \) is the polarization. If the vector potential \( \mathbf{A}(r,t) \) and the scalar potential \( \phi(r,t) \) are expanded in a Taylor series with respect to a reference charge distribution at \( \mathbf{R} \) as follows:

\[
\mathbf{A}(r,t) = \sum_{n=0}^{\infty} \frac{1}{(n+2)!} (r - \mathbf{R}) \cdot \nabla^n \mathbf{B}(r,t) \cdot (r - \mathbf{R}),
\]

\[
\phi(r,t) = \sum_{n=0}^{\infty} \frac{-1}{(n+1)!} (r - \mathbf{R}) \cdot \nabla^n \mathbf{E}(r,t),
\]

then this choice of \( \mathbf{A}(r,t) \) and \( \phi(r,t) \) satisfies condition (4). By substituting Eqs. (5) and (6) into Eq. (3), we obtain

\[
\hat{H}_I = \hat{H}_E^0 + \hat{H}_M + \hat{H}_Q + \ldots.
\]

Here \( \hat{H}_E^0, \hat{H}_M, \) and \( \hat{H}_Q \) are the first three terms of the multipolar expansion, namely, the electric dipole, the magnetic dipole, and the electric quadrupole, respectively, which are defined as

\[
\hat{H}_E^0 = -\hat{d} \cdot \mathbf{E}(r,t)|_{r=R},
\]

\[
\hat{H}_M = -\hat{m} \cdot \mathbf{B}(r,t)|_{r=R},
\]

\[
\hat{H}_Q = -\nabla_1 \cdot \hat{Q}(r_1,t)|_{r_1=R},
\]

where \( \hat{d}, \hat{m}, \) and \( \hat{Q} \) are the electric dipole moment, the magnetic dipole moment, and the electric quadrupole moment, respectively, with respect to a reference charge distribution at \( \mathbf{R} \). The nabla operator \( \nabla_1 \) acts only on the spatial coordinates \( r_1 \) of the electric field. It is important to mention that \( \hat{m} \) depends on the canonical momentum. For weak fields, however, the canonical momentum can be approximated as the mechanical momentum.

2. The Quantum Dot Wave Functions (Strong Confinement)

We assume that a spherical quantum dot is made of a direct band-gap semiconductor for which the bulk electric dipole transitions are allowed between the valence band and the conduction band. In a generic manner, we assume that the valence band has \( p \)-like character and the conduction band has \( s \)-like character. The latter assumption is commonly encountered for several semiconductors such as the GaAs. We consider that an electron and a hole are completely confined in a sphere with radius \( a \) by the potential energy
\[ V(r) = \begin{cases} 0 & \text{if } r \leq a, \\ \infty & \text{if } r > a, \end{cases} \]  

(9)

where \( r \) is the radial coordinate. Also, we assume that the electron (hole) has the same effective mass \( m_e \) (\( m_h \)) as in the bulk material. This consideration is valid if the volume of the sphere is much larger than the volume of a primitive cell in the crystal. Strong confinement is achieved if the Bohr radii of electron (\( b_e \)) and hole (\( b_h \)) are much larger than the radius of the quantum dot \( a \). By assuming the aforementioned conditions, the wave function of the electron in the conduction band can be expressed as

\[ \Psi^e(r) = \frac{1}{\sqrt{V_0}} u_{c,0}(r) \zeta^e(r). \]  

(10)

Here \( u_{c,0}(r) \) is the conduction-band Bloch function (with lattice periodicity) having the corresponding eigenvalue \( k = 0 \), and \( V_0 \) is the volume of the unit cell. Similarly, the corresponding wave function for the hole in the valence band is

\[ \Psi^h(r) = \frac{1}{\sqrt{V_0}} u_{v,0}(r) \zeta^h(r), \]  

(11)

with \( u_{v,0}(r) \) being the valence-band Bloch function with eigenvalue \( k = 0 \). \( \zeta^e(r) \) and \( \zeta^h(r) \) are the envelope functions, which vary spatially much slower than \( u_{c,0}(r) \) and \( u_{v,0}(r) \). Roughly, the energy difference between adjacent electron (hole) energy levels is

\[ \left( \frac{\hbar^2}{m_e a^2} \right) \left[ \frac{\hbar^2}{(m_h a^2)} \right]. \]

If this energy difference is much larger than the Coulomb interaction \( e^2 / (4 \pi \varepsilon_0 \varepsilon \alpha^2) \), the electron–hole interaction can be neglected. Under this assumption, the envelope function \( \zeta^{e,h}(r) \) for the electron (hole) satisfies the time-independent Schrödinger equation in which the potential energy is given by Eq. (9). The solution in spherical coordinates \((r, \theta, \phi)\) is given by

\[ \zeta_{n,l,m}^{e,h}(r, \theta, \phi) = \Lambda_{nl}(r) Y_{l,m}(\theta, \phi). \]  

(12)

Here \( Y_{l,m}(\theta, \phi) \) is the spherical harmonics and the radial function \( \Lambda_{nl}(r) \) is

\[ \Lambda_{nl}(r) = \frac{2}{a^3} \frac{1}{j_{l+1}(\beta_{nl})} j_l \left( \frac{\beta_{nl} r}{a} \right). \]  

(13)

\( j_l \) is the \( l \)-th order spherical Bessel function, \( \beta_{nl} \) is the \( n \)-th root of \( j_l \), i.e., \( j_l(\beta_{nl}) = 0 \). The corresponding energy levels \( \varepsilon^{e,h} \) are found to be

\[ \varepsilon^e = \varepsilon_g + \frac{\hbar^2}{2m_e} \left( \frac{\beta_{nl}}{a} \right)^2, \]  

(14)

\[ \varepsilon^h = \frac{\hbar^2}{2m_h} \left( \frac{\beta_{nl}}{a} \right)^2, \]  

(15)

where \( \varepsilon_g \) is the bulk energy band gap. Figure 91.44 shows the resulting level scheme. According to Eqs. (14) and (15), the energy is independent of the quantum number \( m \), thus the energy level \( nl \) is \((2l+1)\)-fold degenerate.
3. Field Operator Representation

The annihilation carrier field operator $\hat{\Psi}$ can be expressed as a linear combination of hole creation operators in the valence band and electron annihilation operators in the conduction band, i.e.,\(^{21,22}\)

$$
\hat{\Psi}(r) = \sum \left[ \frac{1}{\sqrt{V_0}} u_{c,0}(r) \xi_{nlm}^e(r) \hat{f}_{nlm}^e + \frac{1}{\sqrt{V_0}} u_{v,0}(r) \xi_{nlm}^h(r) \hat{g}_{nlm}^h \right].
$$

(16)

where $\hat{f}_{nlm}^e$ is the annihilation operator for an electron in the conduction band with envelope function $\xi_{nlm}^e(r)$. On the other hand, $\hat{g}_{nlm}^h$ is the creation operator for a hole in the valence band with envelope function $\xi_{nlm}^h(r)$. The creation carrier field operator $\hat{\Psi}^\dagger$ is the adjoint of Eq. (16).

Absorption in the Electric Dipole Approximation

We consider a monochromatic electric field oscillating with frequency $\omega$ as

$$
E(r,t) = \tilde{E}(r)e^{-i\omega t} + \text{c.c.}
$$

(17)

Here $\tilde{E}(r)$ is the spatial complex amplitude and “c.c.” means complex conjugate. By setting the origin $O$ at the center of the quantum dot and using the rotating-wave approximation, the electric dipole transition rate $\alpha^E$ for photon absorption is\(^{21,22}\)

$$
\alpha^E = K_e \sum_{nrlm} \sum_{rst} \delta_{nl} \delta_{ir} \delta_{rm} \delta \left[ \hbar \omega \left( \epsilon_{nl}^e + \epsilon_{rm}^h \right) \right],
$$

(18)

where $\delta$ is the Kronecker delta, $\delta$ is the Dirac delta function, and $K_e$ is the absorption strength given by

$$
K_e = \frac{2\pi}{\hbar} e^2 |\tilde{E}(0) \cdot \mathbf{P}_{cv}|^2,
$$

(19)

and

$$
\mathbf{P}_{cv} = \frac{1}{V_0} \int_{\text{UC}} u_{c,0}^*(r') \mathbf{r}' u_{v,0}(r') d^3r' = -\frac{\hbar}{m_0 \omega} \mathbf{m}_{cv}.
$$

(20)

Here $\mathbf{m}_{cv}$ is defined as

$$
\mathbf{m}_{cv} \equiv \frac{1}{V_0} \int_{\text{UC}} u_{c,0}^*(r') \nabla u_{v,0}(r') d^3r'.
$$

(21)

with UC denoting the volume of the unit cell. In Eq. (20), we have used the fact that $\mathbf{r} \equiv -i \mathbf{p}/m_0 \omega$ ($m_0$ and $e$ are the rest mass and the charge of the electron, respectively). From Eq. (18), we notice that the absorption strength ($K_e$) depends only on the bulk material properties of the quantum dot. That is, it depends on the Bloch functions $u_{c,0}$ and $u_{v,0}$ and is not influenced by the envelope functions $\xi_{nlm}^e(r)$ and $\xi_{nlm}^h(r)$. Also, Eq. (18) indicates that the allowed transitions are those for which electron and hole have the same quantum numbers, i.e.,

$$
n = r \quad \text{and} \quad l = s \quad \text{and} \quad m = t.
$$

These relationships define the selection rules for electric dipole transitions in a semiconductor quantum dot.

Absorption Arising from the Quadrupole Term

1. Electric Quadrupole Hamiltonian

The electric quadrupole interaction Hamiltonian $\hat{H}^Q$ can be represented as

$$
\hat{H}^Q = \int \hat{\Psi}^\dagger(r) \hat{H}^Q(r) \hat{\Psi}(r) d^3r,
$$

(22)

$$
\hat{H}^Q(r) = -\nabla \cdot \left( \mathbf{Q}(r) \mathbf{E}(r,t) \right)|_{\mathbf{r}=0},
$$

(23)

where the $\mathbf{Q}(r)$ is the quadrupole moment

$$
\mathbf{Q}(r) = \frac{1}{2} \epsilon \mathbf{r} \mathbf{r}.
$$

(24)
Here, and in the following, the subsequent listing of two vectors [as in Eq. (24)] denotes the outer product (dyadic product). The interband terms are found by substituting Eq. (16) and its adjoint into Eq. (22), thus

\[ \hat{H}_Q = -\nabla_1 \left[ e \sum_{nlm \, rst} \int u_{v,0}^* (r') \right. \]

\[ \times \zeta_{nlm}^{e_h}(r') \hat{Q}(r)u_{v,0}(r)\zeta_{rst}^{h}(r')d^3r \]

\[ \left. \times E(r_1, t) \right|_{r_1=0} + \text{h.c.}, \]  

(25)

where “h.c.” denotes the Hermitian conjugate. We calculate the integral of Eq. (25) by decomposing it into a sum of integrals over the volume occupied by each of the unit cells. By applying the coordinate transformation \( r' = r - R_q \), where \( R_q \) is a translational lattice vector (the lattice remains unchanged when it is translated by \( R_q \)), Eq. (25) becomes

\[ \hat{H}_Q = - \nabla_1 \left[ e \sum_{nml \, rst} \int u_{c,0}^* (r') \right. \]

\[ \times \zeta_{nlm}^{e_h}(r') \hat{Q}(r)u_{c,0}(r)\zeta_{rst}^{h}(r')d^3r \]

\[ \times E(r_1, t) \right|_{r_1=0} + \text{h.c.}, \]  

(26)

Since \( u_{i,0}(r' + R_q) = u_{i,0}(r') \) (\( i = c,v \)), and the functions \( \zeta_{nlm}^{h}(r' + R_q) \) and \( \zeta_{nlm}^{e}(r' + R_q) \) are practically constant in each unit cell volume, Eq. (26) can be approximated as

\[ \hat{H}_Q = - \nabla_1 \left[ e \sum_{nml \, rst} \int u_{c,0}^* (r') \right. \]

\[ \times \zeta_{nlm}^{e_h}(r') \hat{Q}(r)u_{c,0}(r)\zeta_{rst}^{h}(r')d^3r \]

\[ \times E(r_1, t) \right|_{r_1=0} + \text{h.c.}, \]  

(27)

Here \( P_{cv} \) is given by Eq. (20), and \( \hat{Q}_{cv} \) is defined as

\[ \hat{Q}_{cv} = \frac{1}{2V_0} \int u_{c,0}^* (r') r' r'u_{c,0}(r')d^3r'. \]  

(28)

The term containing \( R_qR_q \) has vanished because of the orthogonality of the Bloch functions, i.e., \( \langle u_{i,0} | u_{j,0} \rangle = \delta_{ij} ; j = c,v \). The \( \hat{Q}_{cv} \) vanishes since we are assuming that the valence band is \( p \)-like and the conduction band is \( s \)-like. Thus, using \( \hat{Q}_{ev} = 0 \), and replacing \( \Sigma_q \rightarrow \int dR \), Eq. (27) becomes

\[ \hat{H}_Q = - \nabla_1 \left[ e \sum_{nml \, rst} \int u_{c,0}^* (r') \right. \]

\[ \times \zeta_{nlm}^{e_h}(r') \hat{Q}(r)u_{c,0}(r)\zeta_{rst}^{h}(r')d^3r \]

\[ \times E(r_1, t) \right|_{r_1=0} + \text{h.c.}, \]  

(29)

Here \( D_{nmrst} \) is defined as

\[ D_{nmrst} = \int e^{e_h}_{nlm}(R)R \zeta_{rst}^{h}(R)d^3R, \]  

(30)

with the integration running over the volume of the quantum dot. Equation (29) is the final expression for the electric quadrupole Hamiltonian \( \hat{H}_Q \). The factor \( D_{nmrst} \) depends only on the envelope functions. By using the definition of \( \zeta_{nlm}^{e_h}(R) \) given by Eq. (12), \( D_{nmrst} \) becomes
\[ D_{nlrst} = A_{nlrs} B_{lm} B_n \left[ \frac{C_{st}}{2(2l+1)} \right] n_x \pm n_y \]
\[ \times \left\{ \delta_{(m+1)} \left[ \tilde{\delta}_{(s-1)} + \tilde{\delta}_{(s+1)} \right] + \delta_{(m-1)} \left[ (l-m+1)(l-m+2) \tilde{\delta}_{(s-1)} - (l+m)(l+m-1) \tilde{\delta}_{(s+1)} \right] \right\} \]
\[ + \left[ \frac{l+m+1}{2l+3} \tilde{\delta}_{(s-1)} + \frac{l-m}{2l-1} \tilde{\delta}_{(s+1)} \right] \]  

(31)

where the coefficients \( A_{nlrs}, B_{lm}, \) and \( C_{lm} \) are given by

\[ A_{nlrs} = 2\pi \int_0^R r^2 \Lambda_{nl}(R) \Lambda_{rs}(R) r dR, \]  

(32a)

\[ B_{lm} = \frac{(2l+1) (l-m)!}{4\pi (l+m)!}, \]  

(32b)

\[ C_{lm} = \frac{2(l+m)!}{(2l+1)(l-m)!}. \]  

(32c)

2. Electric Quadrupole Selection Rules and Absorption Rate

Using again the Fermi Golden Rule, the electric quadrupole transition rate (\( \alpha^Q \)) for photon absorption reads as

\[ \alpha^Q = \frac{2\pi}{\hbar} \sum_{nlm rst} \left| \langle nlm; rst | \hat{H}^Q_{nl} | 0 \rangle \right|^2 \delta \left[ \hbar \omega - \left( \epsilon_{nl}^e + \epsilon_{rs}^h \right) \right]. \]  

(33)

Here \( |0\rangle \) is the ground state of the quantum dot. By substituting Eq. (29) into Eq. (33), we obtain that the electric quadrupole transition rate

\[ \alpha^Q = \frac{2\pi}{\hbar} \sum_{nlm rst} \left| \langle nlm; rst | \hat{H}^Q_{nl} | 0 \rangle \right|^2 \delta \left[ \hbar \omega - \left( \epsilon_{nl}^e + \epsilon_{rs}^h \right) \right]. \]  

We find that the electric quadrupole absorption rate contains the dyadic product of \( P_{cv} \) and \( D_{nlrst} \) and vice versa. While \( P_{cv} \) depends on the bulk material properties, \( D_{nlrst} \) depends on the quantum dot properties [see Eqs. (20) and (31)]. This term implies that the allowed electric quadrupole transitions occur when the quantum numbers \( l,s,m, \) and \( t \) fulfill

\[ m-t=\pm 1 \text{ and } l-s=\pm 1 \]

or

\[ m-t=0 \text{ and } l-s=\pm 1. \]

These relationships form the selection rules for the electric quadrupole transitions in a semiconductor quantum dot. Figure 91.45 illustrates the first few allowed quadrupole transi-
tions. We find that the quadrupole selection rules exclude any electric dipole allowed transitions. This allows the electric quadrupole transitions to be spectroscopically separated from electric dipole transitions.

**Absorption Rates in Strongly Confined Optical Fields**

To compare the electric dipole and electric quadrupole absorption rates in strongly confined optical fields, we consider a quantum dot in the vicinity of a laser-illuminated metal tip. This situation is encountered in so-called “apertureless” schemes of near-field optical microscopy. Strongest light confinement is achieved when the metal tip is irradiated with light polarized along the tip axis. For this situation, Fig. 91.46(a) shows the field distribution \( |\mathbf{E}|^2 \) rigorously calculated by the multiple multipole (MMP) method near a gold tip with 10-nm end diameter and irradiated with \( \lambda = 800 \text{-nm} \) light. In MMP, electromagnetic fields are represented by a series expansion of known analytical solutions of Maxwell equations. To determine the unknown coefficients in the series expansion, boundary conditions are imposed at discrete points on the interfaces between adjacent homogeneous domains. The calculated field distribution, for our particular geometry, can be well approximated by the field generated by an electric dipole aligned along the tip axis \( z \) and located at the origin of tip curvature. Figure 91.46(b) demonstrates the validity of this dipole approximation: the rigorously calculated field strength \( |\mathbf{E}|^2 \) for the metal tip is plotted along the \( z \) axis (solid line) and compared with the corresponding field generated by the dipole (dashed line). The only adjustable parameter is the dipole moment \( \mathbf{p}_0 \), which can be related to the computationally determined field enhancement factor. Because of this very good approximation, we simply replace the laser-illuminated metal tip by a dipole.

The electric field \( \mathbf{E}(\mathbf{r}) \) generated by an oscillating electric dipole with moment \( \mathbf{p}_0 \) located at \( \mathbf{r}_0 \) and oscillating at the angular frequency \( \omega \) can be represented as

\[
\mathbf{E}(\mathbf{r}) = \frac{k_0^2}{\epsilon_0} \mathbf{G}^\ast(\mathbf{r}, \mathbf{r}_0, \omega) \mathbf{p}_0.
\]  

Here, \( k_0 = \omega/c \) (\( c \) being the vacuum speed of light), and \( \mathbf{G}^\ast(\mathbf{r}, \mathbf{r}_0, \omega) \) is the free-space dyadic Green’s function. We consider the situation depicted in Fig. 91.47, where a sharp metal tip illuminated with light polarized along the tip axis (\( z \) axis) is substituted by a dipole with magnitude \( p_0 \) and oriented in the \( z \) direction. The dipole is located at \( \mathbf{r}_0 = z_0 \mathbf{n}_z \), and the quantum dot coordinates are \( \mathbf{r} = x \mathbf{n}_x + y \mathbf{n}_y \). The quantum dot is scanned in the plane \( z = 0 \), while the position of the exciting dipole is kept fixed.
To calculate the electric quadrupole absorption rate ($\alpha^Q$) and the electric dipole absorption rate ($\alpha^E$), we consider Bloch functions for the valence band and conduction band that are similar to those of GaAs. If we ignore spin-orbit coupling and spin degeneracy, the $p$-like valence band is three-fold degenerate. The Bloch functions are calculated by using the empirical pseudopotential method with parameters taken from Ref. 26. GaAs has a lattice constant of $d = 0.565$ nm, and the effective masses of electron and hole are $m_e = 0.067 m_0$ and $m_h = 0.080 m_0$ (light hole), respectively. Inclusion of the heavy hole will only shift the hole energy levels, as long as the heavy-hole Bohr radius is larger than the quantum dot radius.

We consider the lowest-allowed electric dipole transition, i.e., the transition with the lowest-allowed energy difference between initial and final states. During this transition, an electron with quantum numbers $(100)$ and a hole with quantum numbers $(100)$ are created. Since there is no preferential coordinate axis, we take the rotational average of Eq. (18). Also, by taking into account the degeneracy of the valence band (three-fold), the averaged electric dipole absorption rate becomes

$$\langle \alpha^E \rangle = \langle K_e \rangle \delta \left[ \hbar \omega - (\varepsilon_{10} + \varepsilon_{11}^h) \right].$$  \hspace{1cm} (36)

where

$$\langle K_e \rangle = \frac{2 \pi e^2}{\hbar^2} \left| \tilde{E}(0) \right|^2 \left| P \right|^2$$  \hspace{1cm} (37)

and

$$\left| P \right| = \left| P_{cv1} \right| = \left| P_{cv2} \right| = \left| P_{cv3} \right|.$$  \hspace{1cm} (38)

By computing numerically the integral of Eq. (20) over a unit cell of the crystal, we obtain that $|P| = 0.75 d$.

The lowest-energy-allowed electric quadrupole transition creates a hole with quantum numbers $(110)$, $(11-1)$, or $(111)$ (three-fold degeneracy) and an electron with quantum numbers $(100)$. Again, there is no preferential coordinate axis, so the rotational average of Eq. (34) has to be evaluated. Since the electric quadrupole moment is the dyadic product of two vectors with independent orientations, the rotational average of Eq. (34) is obtained in a straightforward manner. After evaluating the average and taking into account the degeneracy of the valence band and the hole energy level, the averaged electric quadrupole absorption rate becomes

$$\langle \alpha^Q \rangle = \langle K^Q \rangle \delta \left[ \hbar \omega - (\varepsilon_{10}^e + \varepsilon_{11}^h) \right].$$  \hspace{1cm} (39)

Here $\langle K^Q \rangle$ corresponds to

$$\langle K^Q \rangle = \frac{2 \pi e^2}{\hbar^2} \left| P \right|^2 |D|^2 \times \sum_{i,j} \left[ \left( \frac{\partial}{\partial x_i} \tilde{E}_j(0) \right)^2 + \left( \frac{\partial}{\partial x_j} \tilde{E}_i(0) \right)^2 \right].$$  \hspace{1cm} (40)

The $i$th Cartesian coordinate is denoted by $x_i$ and $\tilde{E}_i(r)$ is $i$th Cartesian component of the electric field $\tilde{E}_i(r)$. $|D|$ corresponds to

$$|D| = |P_{10010}| = |P_{100111}| = |P_{10011-1}|.$$  \hspace{1cm} (41)

The integration of Eq. (41) over the quantum dot volume renders a value $|D| = 0.3 a$.

**Discussion of the Near Field–Quantum Dot Interaction**

We analyze absorption rates for quantum dots with the two different radii: $a = 5$ nm and $a = 10$ nm. For $a = 5$ nm, the electric quadrupole transition is excited at a wavelength of $\lambda = 500$ nm and the electric dipole transition at $\lambda = 550$ nm. On the other hand, the quadrupole transition for a quantum dot of radius $a = 10$ nm occurs at $\lambda = 615$ nm and the electric dipole transition at $\lambda = 630$ nm.

For a quantum dot that is just beneath the exciting dipole ($r = 0$), Fig. 91.48 shows the ratio of the quadrupole absorption rate and the dipole absorption rate ($\langle \alpha^Q \rangle / \langle \alpha^E \rangle$) as a function of the normalized separation $z_0 / \lambda$. The vertical dashed line indicates the minimum physical distance between quantum dot and the dipole, i.e., the limit at which the tip and quantum dot would touch (we assume a tip radius of 5 nm).

For the quantum dot with radius $a = 5$ nm and an excitation wavelength of $\lambda = 550$ nm, the normalized minimum distance
1.0

The electric quadrupole absorption rate $\langle \alpha Q \rangle$. Both plots are symmetrical with respect to the $z$ axis. In the case of $\langle \alpha E \rangle$, this symmetry is generated by the dominant field component $E_z$, whereas in the case of $\langle \alpha Q \rangle$, the symmetry is due to the strong field gradient $\partial E_z / \partial z$. The electric dipole absorption rate is proportional to the square of the particle dipole moment $p_0$ and to the square of the lattice constant of the crystal $d$. On the other hand, the quadrupole absorption rate is also proportional to the square of $(a/\lambda)$. This is evident in Fig. 91.50 where the ratio $a/\lambda$ in Fig. 91.50(b) is twice the ratio $a/\lambda$ in Fig. 91.50(a). A comparison between the widths of the curves in Figs. 91.49 and 91.50 shows that no improvement of spatial resolution can be achieved by selectively probing optical quadrupole transitions!

**Conclusions**

As was mentioned above, laser-irradiated metal tips are used in near-field optical microscopy as miniature light sources.\textsuperscript{17} A strongly enhanced and localized optical field is created at the tip apex if proper polarization conditions are used. Using this technique, spectroscopic measurements with spatial resolutions of only 10 to 20 nm have been demonstrated.\textsuperscript{17} To date, this is the highest spatial resolution of any optical spectroscopic measurement. This technique will be
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**Figure 91.48**

Ratio of the electric quadrupole absorption rate $\langle \alpha Q \rangle$ and the electric dipole absorption rate $\langle \alpha E \rangle$ as a function of the normalized distance $(z_0/\lambda_0)$ between excitation dipole $(r_0 = z_0, 0)$ and quantum dot center $(r = 0)$. The quantum dot radius is $a = 5$ nm in (a) and $a = 10$ nm in (b). The vertical dashed line indicates the minimum physical separation between the center of the quantum dot and the exciting dipole. This separation corresponds to $a_1 + a$, where $a_1 = 5$ nm is the radius of curvature of the metal tip.

**Figure 91.49**

Electric dipole absorption rate $\langle \alpha E \rangle$ as a function of the normalized lateral coordinates $(x/\lambda, y/\lambda)$. The height of the excitation dipole is $z_0 = 0.025 \lambda$. The vertical axis has units of $\left(2\pi^2 \frac{\hbar e p_0 (e \varepsilon_0)}{\hbar^2 \varepsilon_0} \right)^{1/2} \left[ \frac{\varepsilon_0}{\varepsilon_0 + \varepsilon_1} \right]$, and the symbols $e$, $\varepsilon$, $d$, and $p_0$ denote the elementary charge, the lattice constant, and the dipole moment, respectively.
applied in our future investigations to experimentally verify the quadrupole transitions predicted in this work. Single CdSe quantum dots will be dispersed on a flat substrate, and the quantum dot luminescence will be recorded as a function of excitation wavelength and tip position.

In this work, higher-order multipole interactions between a semiconductor quantum dot and a strongly confined optical field have have analyzed. Expressions have been derived for the electric quadrupole interaction Hamiltonian, the associated absorption rate, and selection rules. It has been assumed that the quantum dot has a \(p\)-like valence band and an \(s\)-like conduction band. Also, the Bohr radii of electron and hole were assumed to be larger than the sphere radius (strong confinement limit), and no Coulomb interactions between hole and electron have been taken into account. Because of their different selection rules, electric dipole and electric quadrupole interband transitions can be separated and selectively excited. The electric quadrupole absorption strength depends on the bulk properties of the material (Bloch functions) as well as on the envelope functions (confinement functions). This differs from the electric dipole absorption strength, which depends only on the bulk properties of the semiconductor. When the quantum dot with radius \(a\) interacts with the confined optical field produced by a sharply pointed tip, the ratio between the electric quadrupole absorption rate and the electric dipole absorption rate can be as high as 0.3 for \(a = 5\) nm and even 0.6 for \(a = 10\) nm. Electric quadrupole transitions cannot be ignored in the extreme near field, i.e., for separations between tip and quantum dot smaller than \(\lambda/10\). The inclusion of electric quadrupole transitions modifies the absorption spectra of quantum dots in the extreme near field. We have shown, however, that no improvement in the spatial resolution can be achieved by selective probing of electric quadrupole transitions. Future studies will be directed at electric quadrupole excitonic interactions.
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Figure 91.50

Electric dipole absorption rate \(\alpha_Q\) as a function of the normalized lateral coordinates \((x/\lambda, y/\lambda)\). The height of the excitation dipole is \(z_0 = 0.025\) \(\lambda\). The symbols \(e, d,\) and \(p_d\) denote the elementary charge, the lattice constant, and the dipole moment, respectively. The quantum dot radius is \(a = 0.01\) \(\lambda\) in (a) and \(a = 0.02\) \(\lambda\) in (b). The width of the curve is roughly the same as in Fig. 91.49, which indicates that no improvement of resolution can be achieved by quadrupole transitions. The vertical axis has units of \(2\pi e^2 d p_d / \varepsilon_0 \lambda^2 |i\theta h\lambda^6| \delta (\omega - (\varepsilon_{10} + \varepsilon_{11}))\).
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