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In Brief

This volume of the LLE Review, covering October—December 2001, features “ Time-Integrated Light
Images of OMEGA Implosions’ by P. Morley and W. Seka (p. 1). E. Kowaluk initiated this project for
aesthetic rather than scientific reasons when he began taking visible light photographs of imploding
OMEGA targets. These beautiful images are used to communicate LLE’s mission to the general public.
A closer examination of theimagesreveal ed aone-to-one correspondence between the bright spotsinthe
image and each of the 60 laser beams. The intensity of the bright spots has been related to refraction and
absorption in the plasma surrounding the imploding target. These photographs are now proving to bethe
basis of a new laser—plasma interaction diagnostic.

Additional highlights of research presented in this issue include the following:

e V.N.Goncharov (p. 6) presentsan analytical model of the nonlinear bubble evolution of single-mode,
classical Rayleigh-Taylor (RT) instability at arbitrary Atwood numbers. The model follows the
continuous evolution of bubbles from the early exponential growth to the nonlinear regime when the
bubble velocity saturates.

e J A.Marozas(p. 11) demonstrates areduced-autocorrel ation phase plate design for OMEGA and the
National Ignition Facility (NIF). Direct-drive inertial confinement fusion (ICF) for the NIF requires
that the time-averaged rmslaser nonuniformity be below the 1% level. The lower spatial frequencies
of the laser nonuniformity are dangerous to the hydrodynamic stability of the |CF target. A reduced
autocorrelation phase design shifts the speckle energy up into the higher spatial frequencies where
smoothing by spectral dispersion (SSD) and thermal smoothing inthetarget coronaare most efficient.
A novel design method for calculating a reduced correlation phase plate is presented, and the
smoothing performance results are compared to a standard phase plate.

e \W. Shmayda (p. 25) describesLLE’ s Tritium Recovery System, which isused to clean up the various
exhaust streams and to control tritium activity in the gloveboxes. This system is optimized for
minimum environmental impact and maximum personnel safety. It uses the best-available technol o-
giesto extract tritium from inert gas streams in the elemental form. Therationale for the selection of
varioustechnologiesisdiscussed in detail. Thisapproach reducesthe volumes of effluent that require
treatment to the extent practical and also avoids the need to oxidize HT to HTO with its higher
radiotoxicity, thereby contributing to safety.

e S Papernov and A. W. Schmid (p. 30) use a SiO,-thin-film system with absorbing gold nanoparticles
to study the connection between the pulsed-laser energy absorption process and film damage
morphology. They show that, at low laser fluences (bel ow the threshol d where damage can be detected
optically), the probability of crater formation and the amount of the material vaporized are almost
independent of the particle size. Inhomogeneities in the particle environment are responsible for
variances in the observed particle/damage crater correlation behavior. In the proposed damage
mechanism the initial absorption is confined to the nanoscale defect. Energy absorbed by the defect
quickly heats the surrounding matrix, changing it from a transparent to an absorbing media, which
creates a positive-feedback mechanism that leads to crater formation.



e G. Sabouret, C. Williams, and R. Sobolewski (p. 40) report on the time-resolved dynamics of the

superconducting-to-resistive transition in dc-biased epitaxial Y Bay,Cuz0;_, (YBCO) microbridges,
excited by nanosecond-long current pulses. Theresistive switching was induced by the collaborative
effect of both the Cooper-pair bias current and the quasiparticle pulse excitation, which together
always exceeded the bridge critical current, forming the supercritical perturbation. The experimental
dynamicswas analyzed using the Geier and Schon (GS) theory, which was modified to include the dc
bias. Theresistive state was established after adelay timety, in agreement with the GS model, which
depended in a nonlinear way on both the excitation pulse magnitude and the bridge dc bias.

W. T. Shmayda (LLE) and S. Zukotynski, D. Y eghikyan, and F. Gaspari from the Department of
Electrical Engineering and Computer Engineering at the University of Toronto describe(p. 44) aseries
of thin, hydrogenated amorphous carbon films that have been deposited using the saddle-field
deposition configuration. These films are a precursor to depositing tritiated films. Smooth, low-
porosity filmsupto 15 umthick and with densitiesup to 2 g/cc have been grown. Theinternal structure
of thefilmsisfeatureless. Operating pressure plays an important role in modulating the film quality,
growthrate, and density. Eliminating the substrate biasreduces negativeionincorporationinthefilms
to help increase film density and improve film quality.

William R. Donaldson
Editor



Time-Integrated Light mages of OMEGA Implosions

Introduction

Beginning in the spring of 2001, a series of remarkable photo-
graphs were taken that clearly show spherical target implo-
sions as they might appear to the naked eye. Not surprisingly,
the spherical target itself is not visible. The dominant feature
in the photographs is the reflection of the laser beams hitting
the target. These reflections appear as bright spots of light,
organized in avery symmetric pattern.

Thesefirst experimental photographs, takenwith aesthetics
in mind more than quantitative measurement, were part of a
series of visually appealing photographs of the inside of the
target chamber. They represent atime-integrated picture of the
target shot, from beginning to end (Fig. 89.1).

Upon closer scrutiny thesephotographsarefoundto contain
useful and interesting information about the interaction of the
laser beamswiththeplasma. Thelocation and brightnessof the
spots as well as the number that are visible raised some
guestions, and the explanations were not intuitively obvious.

E11509

Figure 89.1

A time-integrated photograph showing a spherical target implosion. Beam
reflections dominate the image and provide useful information about laser—
plasma interactions. The concentric rings and spokes around each spot are
camera artifacts. Note that almost 60 spots are visible, despite this being a
picture of only one side of the target.
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Inlight of this, an effort was made to make the photographs
more quantitative. A UV transmission filter was added to the
camera, and the film was switched from color to monochro-
matic, which allows a quantitative evaluation of the images.
The filter passed 351-nm light, corresponding to the incident
laser wavelength (Fig. 89.2).

Incident 351-nm laser

Port H12f

Camerawith
351-nm pass filter !
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Figure 89.2

A rough layout of the experiment. Laser beams enter the target chamber
and strike the spherical target. Reflections from the beams are seen and
recorded by the camerain port H12f.

At the same time, in an effort to simulate the images, a
program was written that performs ray tracing and absorption
on the simulated laser beams. This program is designed to
show whether the usual physical assumptions about laser—
plasma interactions can explain the main features of the pho-
tographs. The simulation also adds time resolution to the
images, explaining the photographsin anew light.

Experiment

The first photographs (Fig. 89.1) were taken on color film
by a camera mounted on a port outside of the target chamber.
This port is dlightly off center from a symmetry axis and
contributes to a small asymmetry in the photographs. The
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camera is operated in an unconventional way by adding a
number of magnifying objectivelensesin series. Thismakesit
difficult to know precisely what the actual f number and focal
length are, particularly since the objectives were not designed
for 351-nm light.

Several qualitativefeatures, however, areapparentimmedi-
ately, the most important being that each spot is very distinct
and corresponds to one particular laser beam. The outer spots
appear to be larger and brighter than the inner spots, and the
target itself iswashed out. The origin of the soft circular glow
in Fig. 89.1 cannot be easily identified, but it does not accu-
rately portray thesizeof thetarget. When color filmisused, the
areaappearsred. Thismay belight scattered from the quarter-
critical surface due to either Raman scattering or the two-
plasmon-decay instability.

Perhaps the most-interesting feature is that all 60 beam
spots are visible, which, considering that the photograph
shows only one side of the target, was not expected. It means
that thebeamsbehind thetarget arevisibleaswell asthebeams
incident on the front of the target. Thisis especially striking
considering that the target turns opaque long before the laser
pulse reaches its maximum.

The addition of the UV filter and monochromatic film
changed thelook of the photographs (Fig. 89.3). The spotsare
much smaller and well defined, and several features are now
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Figure 89.3

A UV photograph of the target implosion. This picture shows precise, small,
clearly defined beam reflection spots. The outer spots suffer from over-
exposure and camera artifacts, masking some important details.

visiblethat had been obscured. Most notabl eisthe streaking of
the outer spots, indicating that, over the course of the shot,
these spots move appreciatively fromtheir original positionin
the radial direction. These outer spots also overexposed the
film, showing that they contain much more energy than the
inner spots, which are barely visible in places.

These monochromatic photographs were digitized for di-
rect comparison to the output of the simulation.

Theory and Simulation
Theindex of refraction’ of aplasmadependsontheel ectron
density, as shown in Eq. (1):

H=~1=ne/nc, D

where u is the index of refraction, n is the electron density,
and n; isthecritical density wherethelocal plasmafreguency
equalstheincident light frequency. A beam of light entering a
region where ng > n. will be reflected and/or absorbed at the
critical-density surface. A ray of light passing through aplasma
of density n < n. canbebent by refraction. Refraction depends
on the direction of the ray and the direction and magnitude of
the plasma density gradient.

Thisintroducesthe possibility that the laser beams striking
the back of thetarget are refracted through the plasmainto the
cameralens. Thisisparticularly likely since each laser spot is
focused to be dlightly bigger than the spherical target, with
about 5% of the incident laser energy passing around the
original target sphere. Thebeamsstriking thefront of thetarget
may be refracted and reflected as they approach the critical
surface, again having their path bent into the cameralens. In
thisway, all 60 beams can become visible in the photograph.

The path of aray through a medium of varying index of
refraction is given by?

d( d
E(“d_);):w (Snell's law), @

where sisthe path taken by theray and x isthe position vector
along the path.

Thisequation canberewritteninaform suitablefor numeri-
cal simulation:

LLE Review, Volume 89
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X; —x-+%ds 3
i+1 i ds , ()

dx; dx;
Uity d';l=ui 5 T Vr()Cs. (4)

Given the plasma density as a function of position,
Egs. (1), (3), and (4) are sufficient to trace the path of aray
through a plasma.

Thesimulation takesasinput aLILAC, 1-D plasmadensity
profile, which gives density as a function of radius. One
density profileisgivenfor eachtimestep of 100 ps. Theplasma
is assumed to be stationary while the light passes through it.
Once the density is read in, the index of refraction and its
gradient are calculated as a function of radius.

Raysarethentracedthrough thisplasmaby incrementingds
in small steps. Each laser beam is assumed to be focused in
suchaway that itisslightly wider than thetarget and composed
of many parallel rays. Because the beams are slightly wider
than the target, some rays strike the target center and are re-
flected straight back, somemissand go straight by, and therest
are scattered through the 180° between those two extremes.

Rather than tracing every possible path, the program itera-
tively throws away all the raysthat do not land on the camera
lens. After identification of the exact region of the laser that
strikes the lens, this region istraced with many rays, yielding
higher resolution.

The ray tracing can be done in two dimensions since any
singleray remainsinits plane of incidence. Thisplaneisthen
rotated to trace out the full shape of the spot intheimage. This
processisthenrepeated for eachlaser beam. Theposition of the
camera and the position of each beam are read in from atext
file, making it easy to switch the parameters for different tar-
get shots.

Theresult of thisray tracing istranslated into image space
by taking into account the angle at which each ray strikes the
cameralens. By rotating each beam and taking into account the
geometry of thetank, the full 2-D photograph isreconstructed
(Fig. 89.4).

This process is repeated in 100-ps steps until 1200 ps =
1.2 ns have passed. By this point the laser beam has switched
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Figure 89.4

A simulated time-integrated image of an imploding target in the light of the
60 OMEGA beams driving it. This image shows the apparent locations of
each beam reflection as seen from port H12f.

off and no longer contributesto theimage. The separate time-
resolved images are saved and compiled into one time-inte-
grated image to compare with the experimental data.

The simulations also allow for laser light absorption, via
inverse bremsstrahlung in the plasmas:

d

o= (5)

where the absorption coefficient3

167 Z2ngnie® InA(v)

k= 32 vz
3cv2(27tmeka)/ (1—vg/v2)

(6)

The radial intensity distribution of the beam is approxi-
mated with agaussian, yielding data about the beam power as
it strikes the cameralens.

Results

Thesimulationsarein good agreement with the experimen-
tal photograph (Fig. 89.5). The spots appear in the same
symetrical pattern and show roughly the same relative levels
of brightness.
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Thetimeresolution of the simulated images explains many
of the features seen in the photograph. It is now apparent that
most of the image is formed in the first 300 ps as areflection
from the solid sphere, with only a very thin plasma corona
around it. As the plasma expands and fully forms, absorption
takes over and the reflected intensity drops significantly. The
outer beam spots seen in Figs. 89.1-89.4 are due to beams
behindthetarget andtheir spill-over past thetarget. They suffer
theleast absorption asthey arerefracted into the camera. They
arestill clearly visible even at the end of thelaser pulse, which
explainsthe overexposure these spots produced on thefilm, as
well asthe outward radial displacement with time (Fig. 89.6).

Conclusion and Discussion

Thesimulation appearsto explain most of themain features
of the experimental photographs. The time resolution yields
further information that was not available from the time-
integrated photographs.

A careful comparison of the simulated images with the
experimental photographsis limited by the setup of the cam-
era. The camera has several objective lenses, making it diffi-
cult to know the exact path of the light through them. Port
H12f of the target chamber is also not completely centered
within the six beams surrounding it, leading to asymmetry in
the photographs, which is duplicated in the simulation.

(b)
.1L
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-
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Figure 89.5

The remarkable agreement between simulated and actual photographs is
apparent in the overlay of the simulations on the experimental image. Small
disagreements in position and intensity are expected since the simulation is
based on a 1-D plasma profile. In (b) small x’'s have been drawn on the
simulated image corresponding to experimental spot position. Several pre-
dicted spots seem to be obscured on the experimental photograph. It is
expected that with better camera equipment and filtering, these spots will
bevisible.

Moreimportantly, however, an overall scaling problemwas
found with the camera. The exact scale of the experimental
photographsisnot completely certain. The photographs, taken
on film, must be digitized in order to compare them with
computer simulation.

Inlight of this, work has begun on a new camera designed
to take quantitative digital photographs. This camera will be
constructed of reflective optics, and the exact path of the light
through it will be known. The simulation will beimproved as
well. When higher-quality imagesbecomeavailable, it will be
useful to add effectslike plasmavel ocity and Doppler shifting
to the code.

Further development of these ideas will likely address the
potential of the new apparatus as a diagnostic for cryogenic
target shots. The centering of thetarget, pointing of the beams,
and early power-balance nonuniformitiescanall potentially be
examined using this diagnostic. Further work will be devoted
to determining the limits of the simulation and the experimen-
tal photographs.

@ (b)
© @
Figure 89.6

A series of simulated photographs showing the image seen by the camera at
(a) 100 ps, (b) 400 ps, (c) 800 ps, and (d) 1100 ps. Reflection dominates until
~300 ps, when absorption in the plasma grows to almost 100%. From this
point on, beams that refract from behind the target form most of the image.

LLE Review, Volume 89
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Analytical Model of Nonlinear, Single-M ode, Classical
Rayleigh—Taylor Instability at Arbitrary Atwood Numbers

An interface between two fluids subject to an external force
pointing from the heavier to the lighter fluid is hydrodynami-
cally unstablel [Rayleigh-Taylor (RT) instability]. Thisinsta-
bility plays an important role in astrophysics and inertial
confinement fusion.? In the limit of small perturbation ampli-
tudesn (kn << 1, wherekistheperturbation wave number), the
perturbations grow exponentially® n ~ nye?t with the growth
rate y=4Arkg, where Ar=(pn—p)/(pn+p1) is the
Atwood number, p,, and p, are the densities of heavier and
lighter fluids, respectively, g isthe interface acceleration, and
Mo is the initial amplitude. As the amplitude becomes large
enough (kn ~ 1), theinterface can be divided into the spikes of
the heavier fluid penetrating into the lighter fluid and bubbles
of thelighter fluid rising into the heavier fluid. Theexponential
growth of the bubble amplitude changes to the linear-in-time
growth38 i ~ Ut, where Uy, is the bubble velocity. Such a
transition iscommonly referred to asa® nonlinear saturation,”
although, strictly speaking, only the bubble velocity saturates,
not theamplitude. To describetheevol ution of the perturbation
after the saturation, two analytical approaches have been
proposed in the past.38 The weakly nonlinear theories® (up to
thethird-order accuracy in kn) captureonly theinitial slowing
down of the exponential growth. The other approach uses an
expansion of the perturbation amplitudes and conservation
equations near the tip of the bubble3#7:8 (or spike®) up to the
second or higher order inthetransverse coordinate. Inthe past,
the second approach hasbeen applied only to thefluid—vacuum
interfaces (At = 1)3%46-8 and has been shown to be in good
agreement with numerical simulations and experimental data.
Inthisarticle, the Layzer’stheory will be extended to include
finite density of the lighter fluid (A < 1). We also report an
exact solution of conservation equations (valid at thetip of the
bubble) in the form of a convergent Fourier series.

First, weconsider twoirrotational,incompressible, inviscid
fluids in two-dimensional (2-D) geometry. The fluids are
subject to an external acceleration g pointing from the heavier
to thelighter fluid. They axisis chosenin the direction of the
density gradient. The velocity potential ¢ in the absence of
viscosity and thermal conduction obeys the L aplace equation

A¢p=0%9+059=0. 1)

In addition, the function ¢ must satisfy the following jump
conditions at the fluid interface y = n(xt):

QM +Vydxn =y, @)

[[vy —vxaxn]] =0, ()

Hp (amb - %vz + gnm = f(t), (4)

where [[Q]]= Q" = Q' (superscriptsh and | denotethe heavy-
and light-fluid variables, respectively) and f(t) is an arbitrary
function of time. Equations (2) and (3) are derived from the
mass-conservation equation and continuity condition for the
velocity component normal to the fluid interface, and Eq. (4)
isthe Bernoulli’s equation. Following Ref. 4, we expand Egs.
(2)—(4) and theinterface amplitude ) near thetip of the bubble
[localized at the point {x,y} ={0,7(0,t)} ] to the second order
in x, n = np(t) + ny(t)x2. The function ny(t) is related to the
bubble curvature R as R = -1/(2n,). To satisfy boundary
conditions (2)—(4) (six equations), we need six unknowns.
Thus, in addition to the functions ng(t), n,(t), and f(t), the
velocity potential must contain three unknowns. We write the
velocity potential near the bubble tip in the following form:

0" = ay(t) cos(lox)e <), (5)

¢ = bl(t)cos(kx)ek(y_"(’) +hy(t)y. (6)

The form of the light-fluid potential [Eq. (6)] will be verified
later using the results of numerical simulations. Substituting
Egs. (5) and (6) into the boundary conditions (2)—(4) and

LLE Review, Volume 89
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expanding the latter near the bubble tip gives

. Lk
T72=—T70§(k+6172), (7)

k?— 4 Arkn, —12 Arnj

o k= 6my)
.5 2 (4A7 —3)K? +6(3A7 —5)kn, +36 Arns
+ ngk 5
2(k—67]2)
+ Argn, =0. ()

Equation (7) can be integrated directly. The result, assuming
initial sinusoidal perturbation with amplitude ny(0), takes the
form

2
M=k {E —10(0) k?} e o7l ©)

Furthermore, substituting Eg. (9) into Eq. (8), thelatter can be
integrated to give an analytic expression for the bubble veloc-
ity. This expression is very lengthy, however, and will be
reported elsewhere. In practice, one can easily calculate the
bubble amplitude by solving the system (7)—(8) using, for
example, the Mathematica software package.® Next, we ob-
tained an asymptotic solution for the bubblevel ocity by taking
the limit of t — « in Egs. (9) and (8). This gives

k 2Ar 9
AT YT o M 10
M2=7g b 71 A 3k (10)

The last equation agrees with the prediction of the drag—buoy-
ancy model.® Solution of Eq. (8) provides a continuous bubble
evolution from the linear to the nonlinear regime, while the
drag—-buoyancy model calculates only the asymptotic behavior.

Next, we verify the choice of the velocity potential in the
lightfluid [Eq. (6)] by comparingthevelocity profilesobtained
from Eg. (6) and full numerical simulation. For such purpose,
wefirst cal culatethe coefficientsb, and b, asfunctionsof time:

LLE Review, Volume 89

_ 12001,

_, _6mptk
bL=1 6mp—k

= om- (11)

Since 1,(t — o) =—k/6, then b =0 and by, — 1g. Then,
substituting Eqg. (11) into the definition of the light-fluid
velocity,

vl = —biksin(kx)eV¥-10)
and
vy = bk cos(kx) o) by,

wefindthat asymptotically, thelight-fluid vel ocity component
paralel to the acceleration becomes flat near the tip of the
bubble (no x or y dependence), and the transverse velocity
component in that region goes to zero. To confirm this result,
we performed a 2-D simulation using an incompressible,
inviscid Eulerian code. Figure 89.7 showsthevel ocity profiles
(vy and vy) at two different times, calculated using results of
simulationsfor the fluid interface with At = 0.4 and theinitial
amplitude of velocity perturbation vq = 0.0l\/g7» ,Where 1 is
the perturbation wavelength. The vertical lines show theinter-
face between the heavier and lighter fluids (the heavier fluidis
on the right side of the lines). Velocity vy is plotted at the
position of thebubblecenter (x=0), and thetransversevel ocity
vyisplotted at x=0.02 A [v, (x=0) =0 at all times]. When the

0.2 T T I T T

0.03

0.02

TC5885

Figure 89.7

Velocity profiles at two different times calculated using results of a 2-D
simulation. Dashed lines represent profiles in the linear regime, and solid
lines correspond to velocities in the nonlinear regime.
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perturbations are in the linear regime (kng << 1), the velocity
decaysexponentially from theinterface toward the lighter and
heavier fluids (dashed lines). As the bubble amplitude be-
comes nonlinear (kng > 1), the longitudinal velocity vy in the
light fluid flattens out near the bubble tip and the transverse
velocity goesto zero (solidlines), inagreement with theresults
of Eq. (11).

Applying the model to the Richtmyer—Meshkov (RM)
instability, wetakethelimit of g— OinEq. (8). Theasymptotic
bubble velocity in this case becomes

3+Ar 1
—3(1+AT)E' (12)

URM -

In hisoriginal paper,# Layzer takes only the first harmonic
as a solution of the Laplace equation (1). Later, several at-
tempts have been made to construct an exact solution for the
case of Ar =1 near thetip of the bubble, writing the solution of
Eq. (1) as a Fourier series:3

¢=ialei|kx—|ky_ (13)
=

It can be shown,3 however, that keeping thefirst two termsin
the expansion and applying the boundary conditions up to the
fourth order in x leads to an imaginary component in the
solution for the asymptotic bubble velocity. To overcomethis
difficulty, Refs. 3have suggested keeping thebubblecurvature
R as afree parameter of the problem, limiting the values of R
by the convergence condition of series (13). We propose a
different approach to construct an exact solution that is valid
near the bubble tip. It can be shown that writing the velocity
potential in the form

o" = i a11.009(21 + ke @ HIKYT0) (14
=0

¢ = i byi+1 cog(2l +1)kx]e(2|+1)k(yfn°) +by  (15)
1=0

leads to areal value of bubble velocity in all approximation
orders. Such an expansion requires no additional free param-
eters to provide convergence for the solution. Figure 89.8
shows plots of the first four coefficients a,_; as functions of

time for the case of At = 1. Observe that coefficients a decay
exponentially with |, satisfying the convergence condition.
Next, we calculate asymptotic values of 1, and U, using
solution (14)—(15). Theresult is

wo)=——K_ U () =1.025 | 2AT_ 9

The convergence of solution (14)—(15) is very fast. Keeping
only two termsin each sumin ¢" and ¢' gives the solution for
N, and U, within 99.5% accuracy. Remarkably, the values
giveninEg. (16) areinagreement with theresultsof Ref. 3 (for
At =1), wherethe authorsintroduced afree parameter R. This
parameter was chosen at the edge point of theregion wherethe
Fourier series (13) converges.
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Figure 89.8

Coefficients aj—az of the Fourier series (14) for A = 1.

To validate the analysis described above, we compare the
results of the model with numerical simulations. Figure 89.9
showsthebubbleevolutionfor thecaseof A;=0.1and Ar=0.4.
We start the simulation by imposing a velocity perturbation
with amplitude vg = 0.01\/97 . Solid lines represent the solu-
tion of Eq. (8); solid dots (At =0.4) and solid squares (Ar=0.1)
correspond to the results of simulations. Good agreement
between theory and simulations confirms the accuracy of the
model. Next, we comment on a possibility of applying the
Layzer-type analysis to study evolution of the spikes. Refer-
ence 8 has shown that such an analysisgivesquiteareasonable
agreement with simulations for the case of At = 1. The appro-
priate velocity potential for the spikesat Ar < 1inthe Layzer-
type model hasthe form
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A cos(kx)e_k(y_"f’) +ayy,

o' = by cog(kx)e<V ™)

Substituting the above expressions into Egs. (2)—(4) and ex-
panding thelatter until the second order inx givestheevol ution
equations that can be obtained from Egs. (7) and (8) by
substituting n — —n, At — —At, and g — —g. Taking the limit
of t — o, the asymptotic spike velocity becomes

Us = 2Ar /(1- Ar)(g/3K).

The last formula agrees with the prediction of the drag—
buoyancy model.® Simulations, however, show that the spike
velocity for theinterfaces with At > 0.1 does not saturate to a
constant value. Figure 89.9 showsthe spike amplitudes cal cu-
lated using the simulation (open circlesfor Ay = 0.4 and open
squaresfor Ar=0.1) andtheresultsof themodel (dashedlines).
As seen from the results of the simulations, the spike velocity
for Ar> 0.1 keeps growing linearly in time, even after pertur-
bations become nonlinear. Thisis caused by the formation of
vorticesintheproximity of thespiketip. If theAtwood number
is not too small, vortices move with the spike, modifying its
velocity field and accelerating the spike into the light fluid.
Thus, todescribethe spikeinthenonlinear regime, thevel ocity
potential must bemodifiedtoincludeevolution of thevortices.
Thisisasubject of current research.

0.3

0.2
2

0.1

0.0

0 1 2 3

TC5887

Figure 89.9

Bubble (solid lines, solid circles and squares) and spike (dashed lines, open
circles and squares) velocities calculated using the potential model (lines)
and numerical simulation (circles and squares).
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The procedure described above for the 2-D flow can be
applied to analyze the bubble evolution in 3-D geometry.
Taking the z axis in the direction of the density gradient and
assuming cylindrical symmetry of the bubble, the velocity
potential in the heavy and light fluids takes the form
9" =a(t) Jp(kr)e™™®, ¢ =by(t) Jo(kr)e +by(t)z, where
Jo(X) is the Bessel function of zero order. Expanding the
velocity potential and the jump conditions across the fluid
interface up to the second order in r yields the following
system:

mo=—g+| g+ X0y

o 2= 4Arkn, ~32 Arnj
0
4(k—8n3)

ey (5A7 —4)k? +16(2 Ay — 3)kn, +64 Arns
0
8(k—8n,)°

+ Argn, =0. (18)

The asymptotic bubble velocity and 7, derived from the
system (17)—(18) take the form

Ma(t— o) = —k/8,

US D (e0) =2 A7 /(1+ Ar )(g/K).

For the RM case (g = 0), the asymptotic bubble velocity
becomes U\ = 2/(1+ Ay)/(kt). Repeating calculations by
keeping higher harmonics in the expansion

oM = Yoo (2 + 1)kr]e_(2'+1)kZ ,

¢ = Y obar1do[(2 +1)kr]e(2|+1)kz bz,
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the asymptotic bubble velocity convergesto

. 2Ar g k
ugP ~102 |20 9 .
b A k' 27 67 (19)

For At = 1, these values are close to the results of Ref. 3,
whereauthorshavefoundthefollowingvalues: Uy, = 0.99,/g/k
and 1, =-k/6.4.

In summary, the nonlinear analytical model of the classical
single-mode RT instability at arbitrary Atwood humbers was
developed. The model gives a continuous bubble evolution
fromtheexponential growthtothenonlinear regime, wherethe
bubble velocity saturates at

UE® =247 /(1+ Ar)(9/3)

and

U ® =240 /(1+ Ar)(g/k)

Theresultsof themodel agree very well with the numerical
simulations and predictions of the drag—buoyancy model.®
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A High-Pass Phase Plate Design for OMEGA and the NIF

Introduction

Thedirect-drive configuration utilized ininertial confinement
fusion (ICF)12 driven by high-powered lasers requires target
illumination with ahigh degreeof uniformity, especially inthe
lower spatial-frequency modes. Nonuniformity in laser irra-
diation seeds the Rayleigh—Taylor hydrodynamic instability,
which consequently degrades target performance.3- Various
techniques, such as two-dimensional (2-D) smoothing by
spectral dispersion (SSD),10-13 distributed phase plates
(DPP's),1415 polarization smoothing (PS),16-22 and multiple
beam overlap, are employed on the OMEGA laser16:23.24 and
will be employed on the National Ignition Facility (NIF) to
improve the on-target irradiation uniformity and reduce the
laser imprint. The nonuniformity in the lower frequencies (or
spherical-harmonic ¢ modes) is particularly dangerousin ICF
implosions due to hydrodynamic instabilities that develop
during the longer imprinting periods associated with these
modes. In addition, these low-order modes are also the most
difficult to smooth with the af orementioned methods.

Reduced-autocorrelation phase plates were proposed to
reduce the power spectrum of the low-¢ modes and were
designed with discrete phase elements of fixed spatial aper-
ture.2> These phase plates were calculated by changing se-
lected phase elements in order to minimize the local
autocorrelationfunction of the near-field phaseterm; hencethe
name. Thereduced-autocorrel ation phase plates, cal culated by
this method, were able to reduce the nonuniformity in the
lower-¢ modes by only a modest average factor of 2 without
any near-field phase aberrations. In addition, due to the dis-
cretenatureof thephaseplateelements, theenvel opeof thefar-
fieldintensity patternwasnot controllable(except by changing
the shape/size of the discrete phase elements).

Thenovel and improved design technique presented in this
article calculates continuous versions of these specialized
phase plates by directly manipulating the power spectrum of
the far-field intensity pattern. These new designs are dubbed
“high-pass phase plates’ to distinguish them from their prede-
cessors and to emphasize the method of directly manipulating

LLE Review, Volume 89

the spectrum. The novel phase plate design technique calcu-
lates continuous phase plates that produce well-defined far-
field intensity envelopes with a high degree of azimuthal
symmetry and a controllable power spectrum. The high-pass
phase plates are abl e to reduce the nonuniformity in the lower-
¢ modes by average factors of 4 to 10 (depending on the type
of high-pass filter employed) without any near-field phase
aberrations. Thenovel platedesigntechniquepresented canal so
be applied to standard phase plates because it requires no con-
trol of the far-field power spectrum. In addition, this technique
is computationally efficient, and the calculation speeds are
improved by two orders of magnitude over current methods.

The performance of high-pass phase platesis significantly
affected by any near-field phase aberrations present on ahigh-
powered ICF laser beam. If the phase aberration is strong
enough, the resultant far-field intensity’s power spectrum
tends toward that produced by a standard continuous phase
plate. Simulationsof thefar-fieldintensity patternwith applied
phase aberrations (either measured or simulated), using the
codeWaasikwa’ 24 showsthat thelower-/-moderange can till
benefit from these high-pass phase plates. High-pass phase
plate designs for both OMEGA and the NIF can redize a
reduction of about a factor of +/2 to 2in nonuniformity over
thelower-¢-band range (11 < ¢ < 25) in the presence of typical
laser system phase aberrations.

In the following sections, an overview of the novel phase
plate design technique will be presented. Next, standard phase
plate designs will be compared to high-pass designs for both
OMEGA and the NIF. The affect of near-field phase aberra-
tions will then be discussed followed by the improvement
realizedinthelower-/-band rangein the presence of near-field
phase aberrations.

A Novel Phase Plate Design Technique

A novel phase plate design technique was developed to
calculate continuous phase plates that produce awell-defined
far-field intensity envelope with a high degree of azimuthal
symmetry and a controllable power spectrum and is incorpo-

11
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rated in a code called Zhizhoo’ .26 Zhizhoo' can be configured
to calculate a continuous near-field phase plate that produces
a speckled far-field spot who's envel ope matches almost any
well-behaved function and hasthe ability to control the power
spectrum of thefar-field intensity in order to produce a speck-
led patternwith reduced nonuniformity inthelow-order modes.
A phase plate that reduces the nonuniformity in the low-order
modesisreferred to as a high-pass phase plate. The technique
is computationally efficient and can completeacalculationin
10 to 20 min running on an SGI Origin 2000 machine with
eight parallel processors.

The goal of the novel phase plate design technique is to
produce a diffractive phase optic that varies slowly acrossthe
whole beam aperture and possesses no sharp discontinuities
or phase anomalies. Simulated annealing is the current tech-
nique used at LLE to calculate continuous phase plates, but it
tendsto be computationally inefficient and takestens of hours
to complete a calculation.241°> The novel phase plate design
technique wraps an additional iterative process around a stan-
dard phase-retrieval techniquethat isableto control the spatial
and spectral properties of the speckled far-field intensity pat-
tern while calculating a continuous phase plate. Two user-
supplied design functions drive the algorithms to produce the
required phase plate: the near-field beam intensity
|E0(xnf ' Ynf )|2 and the far-field intensity envelope target

tiargee (X6 Vi ), Where (Xor, Vg ) @nd (xr,¥sr ) are the near-
field and far-field coordinate systems, respectively.

1. Standard Phase-Retrieval Technique

Thecoreor central algorithm of thenovel phaseplatedesign
technique presented hereisbased on astandard phase-retrieval
technique known as the error-reduction scheme; the error is
guaranteed to never increase after every iteration.2’-28 The
standard phase-retrieval algorithm employs the property of
Fourier optics that connects the complex near- and far-field
quantities viathe Fourier transform,2® wherethe far field isat
the focal plane of the final lens in the long laser chain in
OMEGA and the NIF, viz.,

E(xi¢,Ysr) = I E(Xnf » o)

exps —i 2r
Ayy f

= (?{E(an i )}! (1)

[ Xe Xn + Vit Y ]} Xyt Ayt

12

1
(Auv )

E(Xnf» Ynf ) = I E(xfr . Vir)

. 2r
exp{+| o7 [X¢t Xnf + Vit Yo ]}dxff dyss
uv

= 3’_1{|§(Xff » Vit )} )

where Ay = 351 nm is the UV laser wavelength, f is the
focal length of the final focusing lens (f = 1.8 m for OMEGA
and f = 7.7 m for the NIF), and operators $1'} and & 1}
definethe2-D spatial Fourier transform and itsinverse, respec-
tively, that map the complex-valued electric field from the
near-field coordinates (an ,ynf) to the far-field coordinates
(xff Vit ) and vice versa. The magnitudes of the near-field or
input beam shape

EO(anvYnf)=|E(anaynf )| ©)
and the speckled far-field objective pattern
EO(Xffanf):‘é(XfvKff)‘ (4)

are known a priori before the iterative procedure is initiated.
During the iterative procedure, the known input beam shape
replacesthe calculated amplitude of the near field and the far-
field objective pattern replacesthe cal culated amplitude of the
far field, while the calculated phase of both complex fieldsis
retained.28 A diagram of this iterative procedure isillustrated
inFig. 89.10. Thisalgorithm convergesquickly and accurately
to almost any desirable far-field envelope; the main restric-
tionsarethat the envel ope be squareintegrable and possess no
sharp discontinuities, i.e., a well-behaved function.3! The
phase cal cul ated during this standard techniqueis bounded by
+r dueto theinherent range of thearctangent function used to
calculatethe phase based onthereal and imaginary partsof the
complex field quantities.

Bounding the phaseinthismanner resultsin many sharp 27-
phase discontinuitiesthat theoretically will not scatter energy;
however, arealistic devicewill scatter energy out of thedesired
far-field envel ope because this boundary is not exactly repro-
duced due to limitations in the manufacturing process.32 The
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standard phase-retrieval technique can also produce phase
anomalies that have sharp z-phase discontinuities (accurately
referred to as phase dislocations33 or phase vortices and im-
precisely called phase poles or spiral phase singularities),
which scatter additional light when they are illuminated (be-
cause afield value of zero is expected at phase dislocations)
and are not due to amanufacturing limitation, although manu-
facturing limitations can exacerbate the scatter. A n-phase
discontinuity occurs independently of the direction that the
phase dislocation is traversed,3! and a total of 27 phase is
accumulated on alineintegral path encircling aphase disloca-
tion of order 1.3 Both of these scattering sources limit the
usefulness of the standard phase technique.

The sharp 27-phase discontinuities can be removed by a
number of different phase-unwrapping agorithms.3® The
phase anomalies pose amuch moreinsidious problem because
not only do they inhibit many phase-unwrapping agorithms,
they also are one of the main reasons that the standard phase-
retrieval technique stagnates or fails to converge.36 If one
attempts to artificially remove the phase discontinuities, they
will simply reappear later in another location during the
standard phase retrieval’siteration process.3! Using the stan-
dard phase-retrieval techniqueal onerendersthephasedisloca-
tionsirremovable.

The number of phase anomalies can be reduced by initial-
izing the standard phase technique with distributions that do
not inherently contain phase anomalies®* (which can fre-
quently occur in random distributions); however, some prob-
lems benefit equally as well from a random distribution.36
Another method attemptsto removepairsof phasedislocations
by smoothing over the region containing them and then re-
stricting the degree of freedom in that region during further
iterations. Thismethod, however, resultsinarather tediousand

complicated algorithmthat requiressearching for and identify-
ing pairs of phase dislocationsthat may not even reside on the
current computational grid.3*

Phase dislocations are associated with zeros of complex
functions.3~42 |f a phase dislocation exists, a complex zero
exists (although the opposite is not necessarily true). One
source of phasedislocationsinthenear fieldishard clipping or
aggressive attenuation of the spatial spectrum (or far field).31
If anear-field object’s spectrum extends beyond the computa-
tional domain of thefar field or extendsinto aregion wherethe
far-field target is zero, hard clipping can occur. Alternatively,
aggressive attenuation of the spatial frequencies can occur
during theapplication of thefar-field constraints, i.e., applying
a far-field target function that falls rapidly toward zero in
regions where the near-field object’s spectrum has significant
values. Both of these mechanisms can occur when the near-
field phase possesses large gradients, which will introduce
complex zeros into the near field during the phase-retrieval
procedure. It can also be shown, however, that if a near-field
object has a spectrum with compact or finite support (i.e., a
band-limited function), anear-field phase without phasedisl o-
cations can be found.31

2. Initial Guess and Construction of the Far-Field Objective

Both the standard phase retrieval and novel phase plate
design techniques require an initial guess of the near-field
phase. Through ajudiciouschoice, theal gorithmscanbegiven
ajump-start on convergence that helps prevent stagnation (as
mentioned in the previous section). A random initial guess
whose values take on any phase in the interval 0 < ¢ < 27
can be a useful generic starting point for many applications
where phase dislocations are not that much of aconcern. This
random pattern, however, is not a prudent starting point for
continuous phase plate designs.

ot Form NF 303 Calc FF
npu X1 =
> Eo Pppp > Eo @
Eo Pppp A
Eobj
T Form FF
; T =
Eo. Pppe [« Eobj» Pit
Calc NF

Figure 89.10

A flow diagram depicting the iterative process
employed in the standard phase-retrieval tech-
nique. Theideabehind thistechnique hasalong
history dating back to Wolf30in 1962. Gerchberg,
Saxton, and Fienup extended this idea to two
dimensions, and thebasic error-reduction scheme
is shown in this figure.27.28 This iterative tech-
nique is at the core of the novel phase plate
design technique.
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r——>
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The best choice for a continuous phase plate design is one
whose phase is already continuous and produces a far-field
pattern that adequately covers the targeted region. A scaled,
colored-noise (see Carslon,*! pp. 153-154) phase pattern is
suitable for this purpose and is given by a Fourier filter
operation:

ci’DPP(an Yot ) =a- .%{ff‘l{f?{g“(xm » Ynf )}

20
exp{—ln(Z)-(k:ij ] NG
DPP

whereaisthescaling constant, ng(f Ynf) €[

-1,1] isarandom
number field, key = (KZ +k&

o istheradial wave number
of the near-field coordmatesystem ko =360 rad/m isthe
FWHM filter point, and {-} isthe real operator. When the
color-noise phase pattern, given by Eq. (5), isused, the result-
ant far-field speckle pattern possesses a simple Gaussian
envelope. The scaling constant ais used to effectively spread
out the resultant far-field speckle pattern to cover the targeted
area (the value used in this article is a = 50 rad for both
OMEGA andthe NIF). Itisimportant for the constant a to be
large enough to encompass the targeted area of the far field
but not solargethat it extendsbeyond the computational region
of the far field (otherwise, aliasing effects can play havoc on
the algorithm).

Oncetheinitial phase &)Dpp(xnf \Ynf ) i chosen, manipu-
lating the initial speckled far-field pattern produced by the
initial phase generatesthefirst far-field objective pattern. The
initial speckled far-field pattern is given by

Eo (it Yit ) = ‘Z?{Eo(xnf Y )'eXp{i&)DPP(an Y )}H (6)

First, the envelope of the initial speckled far-field intensity
patternisfound by using an optimal filter technique (described
in detail in the following section):

I, (Xt Yir ) = ‘711{0” { opt(kxff’kyff)

3{!50(xff,yff )\ZH} ™

14

where ‘i‘opt(kxff ,kyff ) istheoptimal filter. Next atransforma-
tion function A(Xst,Ysr) isdefined as

12
Ifftarget(xffvyff)
T Cay) | X, Yis ) 2 0
Iffenv(xffvyff) ffenv( Vi )

A(Xe, Yir ) = { , (8)

0 ;. otherwise

where I, (X5, Y1) is the far-field target intensity enve-
lope. The function A(Xff,yff) transforms the initial far-field
pattern as

éObi(Xff'yff)=A(Xffayff)' éo(xfvKff)v 9)

where Eobj(xff yff) yields the first speckled far-field objec-
tive based on the initial far-field pattern Eq(sf,Ysr). The
importance of Eq. (9) is both subtle and critical to the conver-
gence to a continuous phase plate; the initial phase
(I)Dpp(xnf »Ynf ) iscorrelated to the generated speckle pattern.
If this correlation is not maintained, convergence can be lost
and the resultant phase pattern tends to produce a speckled far
field with a Gaussian-shaped envelope and, under extreme
cases, ahigh central peak develops. The transformation func-
tion A(X¢, s ) may contain anomalously high values where
Iffenv(xff ,yff)~0. These values are eventualy suppressed
during the enhancement procedure described inthe next section.

3. Wrapper Algorithm: Phase Continuity and Convergence

Enhancement

The continuity of the calculated phaseis controlled using a
two-step process: a 2-D phase-unwrapping procedure is ap-
plied to the phase map, calculated using the standard phase-
retrieval method, followed by alow-pass filter that removes
any residual high frequencies. The 2-D phase-unwrapping
problem can be expressed in the form of Poisson’s equation.
The2-D phase-unwrapping a gorithmimplementedin Zhizhoo’
directly solves Poisson’ sequation on the whole computational
grid using cosine transforms and does not need to painstak-
ingly iterate around the grid asin other methods.3® The cosine
transform technique acts globally on the phase function and
thereforeisrelatively immuneto any local phaseanomaliesin
that it tends to smooth over discontinuities, which isa highly
desirable feature in the design of continuous phase plates.
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Initially, when there are a number of phase anomalies, some
residual high-frequency artifacts that remain after the 2-D
phase-unwrapping operation need to beadditional ly smoothed.
A simple, smooth, low-pass filter is used to remove the high-
frequency artifacts, where the filter is a super-Gaussian:

20
K
\Pq,(kxnf,kym)zexp —In(Z)(i] . (10)
DPP

where Ko, =1270 rad/m is the FWHM filter point. Note
that the filtering function used here is the same as that imple-
mented in theinitial guessof the phase except that the quantity
kODPP islarger. The filtering is implemented as

(I)DPP(an ' Ynf ) = ﬂ?{f}_l{‘l’(b(kxnf ’kYnf )
8;{q)bPP(an ' Y )}}}, (11)

where ®@ppp(Xnf,Ynf ) is the unwrapped phase, J1{-} is the
real operator, and the coordinate transformations
Ky, =27 /(Auy f) and Ky, - = 2myse /(Ayy f) arerequired
to use the definitionsin Egs. (1) and (2).
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The speckled far field must be recal culated to account for
any changes that occur due to the updated phase plate
(I)Dpp(xnf ,ym«) after continuity is corrected by the unwrap-
ping and filtering process. This speckled far field becomesthe
current speckled far-field objective and is represented as
E()bj(xff » Vit ) At first, the resultant unwrapped and filtered
phase mapping does not produce a speckled far-field pattern
whose envel ope matches the target envelope. The whole pro-
cedure is then repeated until the continuous phase mapping
converges and produces the targeted far-field envelope or
reaches a fixed number of iterations. A flow diagram of the
completeZhizhoo’ design processincluding thestandard phase-
retrieval techniqueisillustrated in Fig. 89.11.

Anadditional featureisalsoimplemented to encouragefast
and accurate convergence before thewhol ewrapper algorithm
is repeated; the far-field target objective is “enhanced” or
“emphasized” to compensate for any shortcomings of the
current phase mapping, i.e., any azimuthal asymmetries or
spurious peaks and valleys in the current far-field intensity
envelope are corrected by modifying the 2-D far-field objec-
tive to dampen the peak-to-valley variation. Thisideais simi-
lar to the input/output algorithm described by Fienup.28 The
emphasis is a critical step in the algorithm because it main-
tains the correlation between the current phase plate and the
speckle pattern that it generates. Without this step the algo-
rithm would diverge.

Input Phase Fixed Dppp
. > retrieval  number »| Phase unwrap
Eo Pppp T _______ |
= P
Eopi = = l«- 1 HPfilter !
> Eo— Eoy [© emphasize '
|
oy Y
Output X {.} _
Phase filter
Pppp

TC5913

Figure 89.11

A flow diagram depicting the iterative process employed in the novel phase plate design technique and used in the code Zhizhoo'. Initialized near-field phase
andfar-field objectivefunctionsarefed into theiterative process. The standard phase-retrieval block (seeFig. 89.10) isexecuted first, followed by the 2-D phase
unwrap and phase filter. Next, the speckled far field I%{,bj(xﬂ ,Xff) isrecalculated based on the latest unwrapped and filtered phase plate. Finally, the updated
far field E(’)bj(xff ,yff) is compared to the far-field objective Eobj(xff ,yff) to test for convergence and maximum number of iterations reached to determine
whether or not to proceed. If proceeding, then thefar-field objectivefunctionsare modified to maintain correl ation with thel atest iteration of the near-field phase.
The modifications include a convergence enhancement, which is applied to the far-field objective. The second optional modification alters the far-field
objective's power spectrum by high-pass filtering before continuing back into the standard phase-retrieval block. The dashed box denotes optional blocks.
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Theemphasisfunctionrequirestheenvel opeof thefar-field
intensity to make these corrections. The far-field envelope is
calculated using either a low-pass or an optimal filter tech-
nique.*2 The low-pass method uses a super-Gaussian filter

. K 10
‘I—‘ff(kxﬁ,kyff):exp{—ln(Z)(ﬁ] } (12)

where k¢ = (kfff + kgff )]’/2 is the radial wave number of the
far-field coordinate system and kg, defines the approximate
frequency wherethe envel ope power spectrum and the speckle
spectrum intersect (Kg, = 43.2 x 103 rad/m for OMEGA and
Keny = 5.88 x 108 rad/m for the NIF). The optimal filter uses
the far-field power spectrum and a model of the power spec-

trum of the speckle:

[11

i e )= =(lg )
‘Popt(kxﬁ ’kyﬁ): FE g By Xt 7 i C(13)

‘rff (kaf Ky )‘2

where ‘rff (kXff Ky )|2 defines the power spectrum of the far-
fieldintensity and E(kXff , kyff ) representsthe power spectrum
of the speckle intensity, which is given by the autocorrelation
of the near-field intensity.#3 The optimal filter is the best
method of obtaining the envelope; however, it is not compat-
ible with the design of the high-pass phase plate because a
model for the far-field power spectrum is not known for this
caseapriori. Thefar-fieldintensity envel ope Iffenv(xff ,yff) is
calculated by applying aFourier-filtering technique similar to
Eq. (7) tothefar-fieldintensity I¢ (Xs, Y5 ) Whileusing oneof
thefiltersin Eq. (12) or (13). The emphasis function may now
be calculated as

Aemp (Xt Vit ) = 0t A%t Vst ). (14)

where A(Xff ,yff) is defined in EQ. (8) and « is an enhance-
ment factor that can be used to hasten convergence by over-
compensating for the distortionsin the envel ope function and
is defined as

os1; Al yp)>1
o= 1 ) A(Xff ) Vit ) =1 . (15)
oy Aoy ) <1
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Care must be taken in selecting the constants ¢, and o,
because amplifying oscillations may occur that lead to loss of
control and convergence failure. The values found to yield
adequate convergence that avoids oscillations are o1 = 1.1
and a1 =0.9. Theemphasisfunction A gmp(Xst, Yi ) modifies
the current far-field objective before the next trial of the
standard phase-retrieval technique as

I§obj(Xff Vit ) = Nemp(Xst - Yir ) Ié6bj(><ff Vit ), (16)

where E’)bj(xﬁ,yﬁ) represents the current objective and
Eobj (xff Vi ) represents the new trial. Eventually the empha-
sis function decays toward unity as the continuous phase
mapping converges, thereforethe emphasisfunctionissimilar
to a merit function. The emphasis function is 2-D, which
enables Zhizhoo' to compensate for any azimuthal asymme-
tries or other distortionsin the far-field intensity envelope.

The number of iterations or sets of the wrapper algorithm
that are executed in Zhizhoo' may end when either a conver-
gence criterion is reached or a maximum number of sets has
occurred. The convergence criterion used in zZhizhoo' is a
simplermserror of thecal culated far fieldrel ativetothedesign
specification, viz.

- ~ v2
” [Eébj(xffv)’ff)_Eobj(xff!Yff )]deff dytf
Vspace
Off = . 2 (17)
” [Eobj(xff-yff )] axg dyse
Vspace

where E{)bj (xff Vit ) represents the objective produced by the
current realization of the phase plate and Eqp (Xsf, Yt ) repre-
sents the objective prior to the emphasis function modifica-
tions. At the completion of all the sets, the calculated con-
tinuous phase plate produces a speckled far-field intensity
pattern whose envelope matches the objective function ex-
tremely well without any azimuthal asymmetries or distor-
tions. Inaddition, the phasediscontinuitiesor complex zerosof
the near field are removed.

4. High-Pass Phase Plate

The ability to control the far-field intensity’s power spec-
trum and produce a high-pass phase plate is merely an exten-
sionto the novel phase plate design technique; astep, whichis
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added to the algorithm, revises the power spectrum of the far-
field objective during theiterative process. This step becomes
part of the wrapper algorithm, asindicated in Fig. 89.11, and
modifiesthefar-field objectiveby high-passfilteringitspower
spectrum. The high-pass filtering must be done as part of the
wrapper algorithm because it is necessary to maintain the
correlation between the speckle pattern produced by the cur-
rent phase plate (i.e., after the 2-D phase unwrapping and
filtering process) just as in the application of the emphasis
function. The current implementation applies the high-pass
filtering before the emphasis function modifications. As the
continuous-phase mapping converges, it will produce a far-
field intensity envelope that matches the targeted objective as
well as produce speckle with dramatically reduced power in
the lower-¢ modes. The amount of power that can be removed
depends on the type of filter used. A sharp-cutoff, wideband
filter can achieve about a factor-of-10 reduction in the power
spectrum across the whole requested band, whereas a slowly
varying filter envel ope can realize as much as a factor-of-100
reduction in the lowest-¢ modes.

After 2-D phase unwrapping and filtering, the current
phase-plate realization yields an intensity speckle field
|E6bj (Xt » Vit )|2 comprised of aunity-mean, uniformly random
speckle field, which is modulated by the far-field envelope.
The far-field envel ope must be removed so that the high-pass
filter doesnot affect thetargeted envel ope but primarily so that
the high-pass filter operates directly on the random speckle
field. Separating the unity mean from the uniformly random
specklefield and modulating its sum by the envel opefunction,
constructs amodel for this speckle field:

2
|E6bj(xfvKff)| ='ffem,(xff,Yff)[1+SpeC'(Xff,Yff)]: (18)

where It (X5, Y5 ) isthe slowly varying envelope function
obtained by low-pass filtering the speckle field and
spec'(xff ,yff) isazero-mean specklefield. Thelow-passfilter
used to calculate Iffenv(xff,yff), for this case, is given by
Eq. (12) except with a super-Gaussian of order 5. The high-
pass filter operates on the zero-mean speckle field

spec’(X¢ , Yt ) -

Let E()bj(xff ,yff) be the far-field objective function pro-
duced by the current realization of the phase plate after 2-D
phase unwrapping and filtering, which is fed into the speckle
model to yield the current zero-mean speckle field
spec’(xff » Vit ) . The high-pass-filtered speckleisthen given by
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SpeC( Xt » Yt )

_ l%{g—l{\pr(kxﬁ Ky ) ] spec’ (et i )}}} (19)

where \PHP(kaf ,kyff ) represents any type of high-passfilter.
In this article, the sharp-cutoff filter is given by

L kg >200/rqyg

Whip Ky Ky ) = . (20
0; kit <200/rsyq

or the slowly varying filter is given by

otk \° 2
Whip(Kyg; Ky ) = ©Xp] =In(2) et . (2D)

where r¢,q = 500 um is the fuel pellet radius for OMEGA.
After high-pass filtering, the zero-mean speckle field is then
substituted back into the speckle model to form the new far-
field objective Eqyj(Xst, ¥t ), viz.,

Eonj (X5t st ) = {lffem, (¢t er ) [ 1+ spec( Xt , Ve )]}0'5- (22)

Thenew far-field objective Eqp; (Xff Vi ) wouldthen bemodi-
fied further by the emphasis function as described in the
previous section.

Phase Plate Design Results

Two types of continuous phase plates were designed using
Zhizhoo' for each laser: OMEGA and the NIF. Thefirst type of
phaseplateisreferredto asastandard phaseplateto distinguish
it from the second type, a high-pass phase plate. The standard
phase plate is used as the basis of comparison to measure the
ability of the high-pass phase plate to reduce the power in the
lower-¢ modes.

1. OMEGA Phase Plate Designs

The targeted far-field intensity envelope for the first
OMEGA phase plate design is a super-Gaussian of order 8
(sg=8) and anintensity-full-width-at-hal f-maximum (IFWHM)
radius of ro = 432 um:
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I g
e (X1 Vi1 ) = €XP —'n(Z)(l] . (23)

where 1 = (xfzf +yf2f )1/2 isthe radiusin the far-field coordi-
nate system. This far-field intensity envelope target defines a
95% enclosed energy contour with a diameter of Dgs =
925 um and was chosen to demonstrate the ability of Zhizhoo'
to produce afar-field envelope of high super-Gaussian order.
The near-field clear aperture is round and has a diameter of
27.5 cm. The simulation space for the near field was a 1024 x
1024 grid spanning 55.0 cm, and the corresponding far field
covered 1.18 mm on a 1024 x 1024 grid.

Zhizhoo' wasrun with these design parametersto calculate
a continuous standard phase plate with a continuous random
initial guess for the phase, which was filtered with a super-
Gaussian filter of order 20 and filter cutoff parameter
kODPP =360 rad/m . Theinternal standard phase-retrieval code
was set to run five iterations, the wrapper algorithm was set at
a fixed number of 50 iterations, and emphasis was enabled.
Zhizhoo' ranin parallel on eight processors on the SGI Origin
2000 for 15 min, which ended with armsfar-field error of oy
=5.8%. A plot of the azimuthally averaged far-field intensity
iscompared to the far-field target envelopein Fig. 89.12. The
agreement between the resultant far field and the target far-
field envelope is excellent even for this high-order super-
Gaussian. This level of agreement is achieved mainly due to
the combined capabilities of the emphasis function and conti-
nuity control to keep the standard phase-retrieval method from
stagnating; the error-reduction algorithm is guaranteed to
never increasetheerror upon every iteration, and, if stagnation
can be controlled, the calculated phase will converge to the
correct answer with no complex zerosin thenear field, i.e., no
phase dislocations. These results should be compared to the
relatively poor results achieved in Refs. 15, 32, and 44. The
novel phase plate design technique is also able to control any
azimuthal asymmetries of thefar field through the application
of a2-D emphasisfunction. Thisisillustrated in Fig. 89.13 by
plotting the far-field intensity contoursthat result from apply-
ing 1-THz, 2-D SSD and PS in the asymptotic limit.2324

Zhizhoo' wasthen runto design both acontinuous standard
and high-pass phase plate with a super-Gaussian far-field
target of order 3 (sg =3) and an IFWHM radiusof rq= 325 um,
which defines a 95% enclosed energy contour with adiameter
of Dgg =970 um. Thissuper-Gaussian envel opeischosensince
it produces ample uniformity on the spherical OMEGA target.
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The high-pass function used was a wideband, sharp filter that
attempted to attenuate all modes0 < ¢ < 200 and passall others.
Zhizhoo' completed the high-passdesignin parallel in 20 min

15 T T T T T
& Azimithual average
= |
>
g 10
£ |
o
2 5l
% Super-Gaussian target i
£
0 | | | |
00 01 02 03 04 05 06
Far-field radius (mm)
TC5890
Figure 89.12

The azimuthally averaged far-field intensity (red line) is plotted against the
far-field target envelope (blueline). Thefar-field target envelope has design
parameters sg = 8 and ro = 432 um. The red line is very noisy near the
origin dueto thelimited number of pointsthat were availableto average. The
dashed vertical line indicates the 95% enclosed energy contour, which is at
r =463 um. 2-D SSD, PS, and phase aberrations are not applied.
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Figure 89.13

The plotted contours correspond to the 5%, 50%, and 90% of the envelope
peak of thefar-fieldintensity that result from applying 2-D SSD and PSinthe
asymptotic limit. The corresponding contours for the target envelope are
plotted as dashed lines. The solid contours show excellent agreement to the
target with very little azimuthal asymmetry. Phase aberrations have not
been applied.
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(it takes longer than the standard phase plate because of the
additional filtering cal cul ations) using the same fixed number
of iterations as before, which ended with armsfar-field error
of oj = 5.5%; the standard phase plate design completed with
o = 2.8%. The resultant far-field envel opes match the target
function very well. The larger o3 parameter for the high-pass
phaseplateisduetotheinability of the phaseplatetoreproduce
the exact filtered speckle, even though the envelope is very
closetothetarget, i.e., the objectivefunction haslesspowerin
the low-¢ modes compared to the resultant.

The high-pass phase plate’s ability to attenuate the power
spectruminthelow-order modesisillustratedin Fig. 89.14 for
asinglebeamwith and without 2-D SSD and PS. Thehigh-pass
phase plateis able to attenuate the power spectrum by afactor
of ~10 over arangethat doesn’t include the far-field envel ope
10 < ¢ < 200. When all of the 60 OMEGA laser beams are
calculated and projected onto thetarget sphere, the effect of the
far-field envelope isremoved and the high-pass phase plateis
observed to attenuate the mode amplitudes over the full range
0< ¢ <100 by afactor of ~ V10, asillustrated in Fig. 89.15.

¢ mode
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Figure 89.14

The azimuthally integrated, single-beam far-field power spectrum (normal-
ized to thetotal energy) resulting from the high-pass phase plate (thick lines)
for OMEGA is compared to the power spectrum of the standard phase plate
(thin lines). The upper lines represent the instantaneous speckled far field
without SSD or PSapplied, and thelower linesrepresent the smoothed power
spectrum that results from 1-THz, 2-D SSD with PSin the asymptotic limit.
Phase aberrations have not been applied.
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A second high-pass phase plate, also designed with
Zhizhoo', attempted to slowly reduce the far-field power
spectrum over therange0< ¢ <200. Thegoal herewasto make
the greatest reduction in thelower-/-moderange of 0 < ¢ < 20.
As illustrated in Fig. 89.16, the power spectrum was, on
average, attenuated by nearly a full factor of 100 across the
whole band ¢ < 200 with most of the benefit occurring at the
lower-¢ modes.

101 .
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102 L

Spherical-harmonic ¢ mode
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Figure 89.15

The ¢-mode spectrum of an OMEGA 60-beam projection onto atarget sphere
resulting from the high-pass phase plate (blue line) is compared to the
/-mode spectrum of the standard phase plate (red line). These spectraresult
from 1-THz, 2-D SSD with PSin the asymptotic limit. The target sphere had
adiameter of 950 um. Notethat these dataare spectral amplitudes. Thestrong
spectral peaksin the low-¢-mode range are due to the combined effect of the
envelope shape and the target sphere radius, e.g., ¢ = 10.

2. NIF Phase Plate Designs

The design process for the NIF is very similar to that of
OMEGA except that the near field is square and the dimen-
sionsaredifferent. Thetargeted far-fieldintensity envel opefor
both NIF phase plate designs is a round super-Gaussian of
order 8 (sg = 8) and an IFWHM radius of ry = 1.26 mm. This
far-field intensity envelope target defines a 95% enclosed
energy contour with adiameter of Dgg = 2.7 mm. The higher
super-Gaussian order was chosen in this case for the NIF
because the faster roll-off fits better in the simulation space; a
lower order would require a larger grid to provide adequate
sampling of the far field (which will be done for production-
quality designs). Thissg=8till providesinsight into the high-
pass designs, even though it does not provide the best
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The azimuthally integrated, single-beam far-field power spectrum (normal-
ized to thetotal energy) resulting from the second high-pass phase plate (blue
line) is compared to the /-mode spectrum of the standard phase plate (red
line). These spectraresult from 1-THz, 2-D SSD with PS in the asymptotic
limit. The slower filter used reduced the power in the ¢ modesin the range of
0< ¢ <200 by nearly afactor of 100 with most of the reduction occurring in
the lower-/ modes. The two dashed lines represent the approximate average
level of the power spectra and are intended as a guide.

spherical-target illumination. The near-field clear aperture is
square and has a width of 35.1 cm in each direction. The
simulation space for the near field was a 1024 x 1024 grid
spanning 70.2 cm, and the corresponding far field covered
3.94 mm on a 1024 x 1024 grid.

Zhizhoo' wasthen runto design both acontinuous standard
and a high-pass phase plate to match this super-Gaussian far-
field target. The high-pass function used was a wideband,
sharp filter, which attempted to attenuate all modes0< 7 < 200
and pass all others. Zhizhoo' completed the high-pass design
using the same fixed number of iterations as before, which
ended with arms near-field error of of; = 6.5%; the standard
phase plate design completed with oy = 3.1%. As with the
OMEGA designs, the resultant far-field envelopes match the
target function very well.

Figure 89.17 illustrates the performance of the high-pass
phase plate rel ative to the standard phase plate when all of the
192 NIF laser beamsare cal culated and then projected onto the
target sphere. The high-pass phase plate is able to reduce the
amplitudes by afactor of ~ 10 for modes over the range0 <
¢ < 200.
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The /-mode spectrum of a NIF 192-beam projection onto a target sphere
resulting from the high-pass phase plate (blue line) is compared to the
¢-mode spectrum of the standard phase plate (red line). These spectraresult
from 1-THz, 2-D SSD with PSin the asymptotic limit. The target sphere had
adiameter of 3 mm. Note that these data are spectral amplitudes. A sharp-
cutoff, wideband high-pass filter was used to attenuate the ¢ modes in the
range of 0 < ¢ < 200 and was abl e to reduce them by afactor of ~ 10 over
thisrange.

Effects of Near-Field Phase Aberrations

A near-field phase aberration can have a profound effect on
the performance of the high-passphaseplates. The phase of the
aberration modifies the way in which near-field elements
interfere in the far field to produce the speckle pattern. The
complex near field has a specific autocorrelation due to the
phase pattern of the high-pass phase plate; viz., the Fourier
transform of the far-field intensity is equivalent to the
autocorrelation of thecomplex near field, i.e., theautocorrel ation
theorem (see Ref. 29). An aberration affects the autocorre-
lation of the near field and disrupts the specific relationship
that was devel oped during the iteration process. If the aberra-
tionisstrongenough, it actslikearandomizer, and theresultant
far-field power spectrum tends toward that of the standard
phaseplate; i.e., speckle statisticsthat behave likethosedueto
a phase plate with circular Gaussian statistics are simply the
autocorrelation of the near-fieldintensity (plusadeltafunction
at the origin).*3 If the phase aberration is not too strong, the
resultant power spectrum is a hybrid of the two and lies
somewhere in between.

The spatial frequency of the phase aberration affects differ-
ent spatial frequencies of the far-field intensity. For example,
ahigh-spatial-frequency phase aberration will affect thelong-
wavelength features in the far-field intensity and vice versa.
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Sincetypical phase aberrations have aspatial spectrum whose
spectrum follows a basic inverse power law in order that the
high spatial frequencies will have less power than the lower
spatial frequencies, one would expect short-wavelength fea-
tures of the far-field intensity to be affected first.

The near-field phase aberration, which was measured on
OMEGA, correspondsto abeamthat is12x diffractionlimited.
Thisphase aberrationisused in two ways: (1) asan amplitude
spectrum that is calculated and fit to an inverse power law to
model phase aberrationsof varying strength; and (2) asafixed
phase aberration used in Waasikwa’ far-field simulations. The
azimuthally averaged amplitude spectrum of the measured
phase aberration isshown in Fig. 89.18 along with theinverse
power law model, whichisfit to thedata. Themodel used tofit
the azimuthally averaged amplitude spectrum of the measured
near-field phase aberration is

@ (Kt ) = 2ﬂa(%)b, (24)

wherea definesthe magnitude and b definesthe power. For the
measured near-field phase aberration, a = 2.45and b = -2.22.
It is assumed that the power law can be scaled by varying the
magnitude parameter a while keeping the power b constant. In
this way, different far-field simulations can be run with a
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Figure 89.18

The azimuthally averaged power spectrum of a near-field phase aberration
measured on OMEGA.. Aninverse power law model is shown as afit to this
data; fit parametersare a = 2.4 and b = —2.22 for the model in Eq. (24).
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varying degree of phase aberration. A measure of the strength
of the phase aberration is given by the ratio

p=2s5 (25)

where Dgs isthe diameter of the 95% enclosed energy contour
of the far-field spot due to a phase-aberrated beam relative to
the 95% enclosed energy contour for a diffraction-limited
beam Dp, . For OMEGA the diffraction-limited far-field spot
diameter is Dp, = 6.25 um and, for the NIF, Dp; = 23.1 um.
When the parameters for the model of the power spectrum
giveninEq. (24) area=2.45and b =-2.22, thisyields =12,
i.e.,, 12x diffraction limited using the definition of Eq. (25).
The phase-aberration amplitude spectrum model given in
Eq. (24) can be used to generate arandom phase perturbation
that matchesthe power spectrummodel, i.e., colored noise (see
Ref. 41, pp. 153-154):

D aber (Xnf Y ) = 9?{55’_1{‘1)(knf ) exp[i ¢ (kxnf Ky )]}} (26)

where C(kxnf ,kynf ) €[0,27] is a random number field and
defined at Eq. (11). A random phase aberration of varying
strength 3 can be generated using the model given by Eqg. (26)
by holding the power b = —1.23 constant and changing the
value of the amplitude a.

The effect that the phase-aberration strength has on the
¢-mode spectrum of the far-field intensity for multiple-beam
projectionsis shown in Fig. 89.19. The strength parameter 3
isincreased, and the amplitude spectrum beginsto change the
shorter-wavelength featuresinitially. Thisis dueto the nature
of the power spectrum of the phase aberration; the longer
wavelengths have more power than the shorter wavelengths.
The longer wavelengths of the phase aberration affect the
shorter wavelengths of the far-field intensity, i.e., the
autocorrelation of the complex near field is disrupted. When
the strength parameter f is large enough, e.g., B> 12, it is
difficult to tell the difference between the aberrated far field
and the far-field intensity power spectrum due to the standard
phase plate.

A benefit from the high-pass phase plates can still be
realized in the lower-¢ modes in the presence of typical near-
field phase aberrations. The multiple-beam projection of the
far-field intensity onto the target sphere becomes necessary to
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The ¢-mode spectrum of an OMEGA 60-beam projection onto atarget sphere
duetothestandard (upper thinline) and the high-pass (lower thick line) phase
plate without phase aberrations is plotted for reference; these are the same
traces that correspond to the single-beam spectrain Fig. 89.14. The /-mode
spectraof thefar-field intensity dueto the high-pass phase platewith varying
degreesof phaseaberration (=2.3and =5.0) using themodelsin Egs. (24)
and (26) are shown (dashed lines). Asthe strength parameter 3 increases, the
power spectrum tends toward that produced by the standard phase plate
beginning with the shorter wavelengths. The shorter wavelengths of the far
field are disrupted by the longer wavelengths of the phase aberration where
the aberration has the strongest spectral amplitude (see Fig. 89.18).

gather this information because the envelope power over-
whelms the power spectrum for the single beam for modes
¢ < 20. A measure of the benefit gained from the high-pass
phaseplateisgiven by theratio of the nonuniformity duetothe
high-pass phase relative to the standard phase plate summed
over the desired /-mode range, viz.,

= lmin , (27)

where y, and 7, are the amplitudes of the spherical /-mode
decomposition for the high-pass and standard phase plates,
respectively. The amount of benefit that can be realized be-
comes a function of the /-mode range covered because of
(2) the aforementioned effect of the shape of the phase aberra-
tion power spectrum and (2) the stationary modeson thetarget
sphere that develop from the shape of the far-field envel ope.
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The high-pass benefit function T (for the high-pass phase
plate designed with the wideband sharp filter) is plotted in
Fig. 89.20 for the OMEGA laser as a function of the phase-
aberration strength j for four different /-mode ranges. The
lower-/-mode range 11 < ¢ < 25 realizes the largest benefit
(T = 1.6 for typical system aberration of = 12) because the
shortest-wavelength features of the phase aberration are not
strong enough to totally disrupt the high-pass phase plate. The
high-pass phase plate that was designed with the slower filter
also achievesan T’ ~+/2 even though the non-aberrated per-
formance is much higher than that of thefirst high-pass phase
plate. The results for the NIF high-pass phase plate are very
similar and areshowninFig. 89.21. A scaled model of thenear-
field phaseaberrationisused for the NIF cal culationssincethe
actual aberration is not currently known.

As afina look at the performance of the high-pass phase
plateson OMEGA, two Waasikwa’ far-field simulations were
runfor asquare pulse shapewith 1-THz, 2-D SSD and PS: one
with the standard phase plate and one with the high-pass phase
plate. Waasikwa' has the ability to perform multiple-beam
projections onto a target sphere: 60 beams are projected onto
atarget spherewith adiameter of 950 um. The nonuniformity,
covering the / modes 12 < 7 < 25, of far-field intensity due to
thestandard phaseplateisplottedin Fig. 89.22 against that due
to the high-pass phase plate. The full benefit of the high-pass
phase plate is not realized until after 300 ps. This occurs
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Figure 89.20

Thebenefit realized by the high-passphaseplate[given by Eq. (27)] isplotted
as a function of the phase-aberration strength  for the OMEGA laser. The
smoothing applied is 1-THz, 2-D SSD in the asymptotic limit with PS.
Four different /-moderangesare covered (aslabeled ontheplot): 11< /7 <25,
15</7<40,30< ¢ <75,and 75 < ¢ < 200.
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because early in time the phase imparted by the 2-D SSD
system disrupts the specific autocorrelation of the complex
near field in the same way that a phase aberration does. In
contrast to the static phase aberration, the phase due to 2-D
SSD moves across the near field at a constant rate.*> This
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Figure 89.21

Thebenefit realized by the high-passphaseplate[given by Eq. (27)] isplotted
as a function of the phase-aberration strength j for the NIF laser. The
smoothing applied is 1-THz, 2-D SSD in the asymptotic limit with PS. A
single /-mode range is covered: 20 < ¢ < 60.
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The nonuniformity of the far-field intensity over the /-mode range of 12 < ¢
< 25duetothestandard phase plateisplotted against that due to the high-pass
phaseplatefor the OMEGA laser. Thedatarepresent theresultsof Waasi kwa’

far-field simulations for a square pulse shape and 1-THz, 2-D SSD with PS.
The measured near-field phase aberration was applied to both cases. Thefull

benefit of the high-pass phase plate is not achieved until after 300 ps, when
the slowest modulator (v = 3.3 GHz) has completed one full cycle.
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movement over time effectively averages the phase due to
2-D SSD after the duration of the slowest phase modulator. In
the case of the current 1-THz, 2-D SSD system, the slowest
modulator is 3.3 GHz, which yields a cycle time of ~300 ps.

Conclusion

A novel phase plate designtechnique, based onthe standard
phase-retrieval algorithm, has been introduced and is able to
generate continuous phase plates with outstanding control of
the far-field intensity envelope, azimuthal asymmetries, and
the far-field power spectrum. This new technique is able to
overcome many of the difficultiesassociated with the standard
phase-retrieval algorithm (namely, stagnation) and is able to
capitalize on the computational efficiency of this method.

The novel phase plate design technique was incorporated
intoacodecalled Zhizhoo', whichisusedto cal culateanumber
of continuous phase plates for both OMEGA and the NIF. A
standard phase platewasdesigned and employed asareference
to the high-pass phase plates in order to measure the perfor-
mance when the power in the low /-mode range is reduced.
Without near-field phase aberrations, large benefit factors of
I" ~+/10 orevenT" ~ 10 areobtained, depending on the manner
in which the far-field power spectrum is filtered during the
iterative calculations carried out in Zhizhoo' . Near-field phase
aberrations were shown to have a deleterious affect on the
performance of the high-pass phase plates. It wasfound that a
reasonable benefit is still realized, I" ~ 2 for the /-mode range
12 < ¢ < 25, even in the presence of typical near-field phase
aberrations. A benefit for both OMEGA and the NIF in the
lower and more-dangerous ¢ modesis anticipated by using the
high-pass phase plates for direct-drive | CF experiments.
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Advanced Tritium Recovery System

Introduction

As part of the U.S. Inertial Confinement Fusion Program,
LLE plans to implode deuterium—tritium (DT)—charged
microspheres. These microspheres are filled with high-pres-
sure deuterium and tritium gas under cryogenic conditions.
The spheres are then stored and transferred as needed to the
target chamber (located in an adjacent room) under vacuum
and at temperatures near 20 K. LLE islicensed to handle up to
10,000 Ci of tritium, but site release target is less than 1 Ci
per year.

LLE is currently upgrading the systems used to produce,
transfer, store, and implode these targets. As part of this
upgrade, extensiveeffortsare being madeto ensure staff safety
and to limit the radioactive effluent that can be released to the
environment. Two independent tritium recovery systems
(TRS), currently under construction, will capture any tritium
that comes from the various sources. One system will serve
Room 157, which housesthe production, characterization, and
storage of targets, and the other system will serve the target
chamber, where the targets are imploded. The exhaust emis-
sionsfromtheprocessstreams, from the gloveboxesthat house
the streams, and from equipment outgassing will have to be
collected andtreated toremoveany tritium present. Thisarticle
provides an overview of the requirements and describes the
technologies that were considered for the decontamination of
the process streams and glovebox-cleanup systems for
Room 157.

TRS Design Consider ations
1. General Constraints and Considerations

To maximize personnel safety and minimize site emission,
thefollowingfactorswereconsidered aspart of thedecontami-
nation systems' design:

(a) Critical components and large inventories have sec-
ondary or tertiary containment.

(b) No single component failure results in a release of
tritium to the room or to the stack.
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(c) Systemscontainingtritium aredesigned for highinteg-
rity, havingall stainlesscomponents, with either welded
connections or leak-tight (VCR) fittings and a mini-
mum of elastomer seals.

(d) Complex operations are typically automated or, if
manual, are covered by detailed procedures.

(e) Protective systems that are poised are designed to be
tested regularly to ensure their operability.

(f) Activecomponentsare designed to allow easy mainte-
nance.

In addition to the design considerations, the operating staff
is technically knowledgeable and extensively trained in han-
dling tritium.

While the system has been designed to limit the likelihood
of accidental emissions to a very low probability, additional
features are included to minimize chronic releases. These can
be summarized as follows:

(@) Since the radiotoxicity of HTO is about 10* times
greater than that of HT, every effort is made to avoid
oxidizing any HT present to HTO.

(b) Mixing of exhaust streams having different gases or
tritium concentrations is minimized to limit the quan-
tities of effluent to be decontaminated.

(c) All exhaust streams are monitored and controlled.

(d) All accessibleareasarewell ventilated to avoid poten-
tial tritium buildup due to outgassing from contami-
nated equi pment.

2. Room 157 Functional Reguirements

To achieve the above objectives, the Room 157 effluent
gases are divided into the following four categories:
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— DT high-pressure-system (DTHPS) secondary contain-
ment (SC) cleanup

— Glovebox (GB) cleanup (low Y, inert)

— Helium vacuum exhaust cleanup [high temperature
(high T), inert]

— Air vacuum exhaust cleanup [low temperature (low T),
air]

The relationships between the streams and the subsystems
that release these streams are provided in Fig. 89.23.

Thissorting wasdonein order to sel ect the best technology
for each type of stream and, as a result, achieve the best
performance (i.e., lowest emissions) at a reasonable cost.

The DTHPS handlespure DT under high pressure, so it has
its own secondary containment, which, in turn, has its own
tritium-scavenging systemto collect any DT that escapesfrom
the DTHPS. This DTHPS secondary containment and its DT
scavenging system are housed inside the DTHPS glovebox.
For thesereasons, it isimpractical to combineits effluent with
any of the other systems.

The second category consists of the gloveboxes that have
helium atmospheres. Three process trains exist: one for the
DTHPS glovebox atmosphere, one for the FTS (fill transfer
station) and TFS (tritium fill station) glovebox atmospheres,

and onethat acts as a backup to either. Each train consists of a
circulating pump, a drier, and, finally, an HT removal bed.
Interconnections are provided to allow various combinations
of pumps, driers, and HT remova beds. The driers serve
primarily to remove any moisture that permeates into the
gloveboxes in order to avoid excess loading of the tritium
scavengers, but the drierswill also remove any HTO that may
be present.

The rationale for further splitting the glovebox-cleanup
function is that the DTHPS has its own internal containment
and the DTHPS glovebox represents atertiary containment. It
will normally have no or very low levels of tritium, so it will
reguire essentially no cleanup on an ongoing basis. The FTS
and TFS gloveboxes have comparable levels of tritium activ-
ity, so mixing these will have no significant effect on cleanup.
Another factor isthe potential for dilution. Sincetheeffective-
ness of cleanup isto some extent driven by the initial concen-
tration of tritium, mixing essentially clean streams with
contaminated streams actually decreases the tritium concen-
tration in the contaminated stream, resulting in reduced cap-
ture efficienciesin some devices.

The third category consists of the vacuum systems that
service the helium processes. Again, a further subdivision of
this group separates the “ clean” sources, specifically the FTS
base, dome and cooling loop, permeation cell seal, stalk

Y
Inert v
v :’zﬁ Target
< DTHPS GB ’(‘ Fill/transfer prepargtion
= < j station (FTS) facility
g 2 DTHPS SC
E Low T, inert I
% | Low T, air
o Tritium 3
. Moving
% fill Process cryostat Target
£ station vacuum transport characterization
= (TFS) systems cart (MCTC) facility
5 | |
High T, inert
E11354
Figure 89.23

The Room 157 Tritium Recovery System must deal with air and inert gas streams from a variety of sources.
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aligner, and borescope, from potentially contaminated sources.
Using amonitor to confirm the absence of tritium, the exhaust
isrouted directly to thestack. If tritium activity isdetected, the
stream is combined with the other helium vacuum exhaust
streams for treatment.

All other helium vacuum exhaust steams are combined into
acollection tank. A pump circulates the gas through adrier to
remove any HTO, a Ni catalyst bed cracks any organically
boundtritium, and finally ascavenger bed removestheproduct
HTO. The subsystem pressureis capped by arelief valve that
discharges to a second tank, which can also recirculate any
effluent through a second scavenger. The gas in this second
loop should beessentially tritium free and should berel easable
to the environment. Any discharged gasis neverthel ess moni-
tored, and, if it requires further decontamination, it can be
routed to the air vacuum exhaust for additional processing.

Thefinal category comprisesair vacuum exhaust streams.
These streams are not subdivided since they are all normally
active, sothey will require aroutine processing. The streamis
initially passed through adrier bed to remove any tritium that
might be present as HTO. This may be sufficient to allow the
exhaust to be released to the stack, so the stream is monitored
at thispoint and, if possible, sent to stack. If thelevel of tritium
activity isstill abovethereleasecriteria, thestreamisrouted to
acatalytic oxidizer to convert any tritium that may be present
as HT or organically bound tritium (OBT) to HTO. This
effluent is then passed through a condenser and another drier
bed before going to stack. The final effluent is once more
monitored for compliance purposes.

The catalytic reactor most suitable for the LLE application
is palladium-coated alumina operated at high temperature
(~450°C) and sized to give aresidence time of about 4 s. The
reactor isfollowed by achiller to cool theexhaust beforeit goes
into a drier bed. The catalytic reactor, chiller, and drier beds
used in this application are designed for high flow and low
resistance to minimize the need for additional pumpsto move
the gas through the detritiation loops.

All the tritium removal beds have provision for in-situ
regenerationto eliminatetheneed for routinebed removal. The
regeneration of the HT scavenging beds is accomplished by
heating the bed and using ahelium carrier flow to accumul ate
the released HT on a cryogenic molecular sieve before it is
transferred to atransportable U-bed for eventual removal from
thesystem. Thus, any captured HT will remaininthe elemental
form throughout the entire tritium cycle.
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Thedrier bedsareal soheatedfor regeneration, releasingthe
HTO, whichiscarried by an N, gascarrier toachiller followed
by acondenser toremovethebulk of themoisture. Thegasthen
flows to a polishing drier bed, is monitored, and finally
released to stack. The recovered moisture, including HTO, is
collected in liquid form for interim storage, pending final
disposal. Regeneration of driersisby reverse flow to counter-
act HTOtailing inthedrier beds. Hot, dry nitrogen gasis used
asacarrier to achieve dew points below —100°C. Thisallows
an extended operating cycle while still maintaining the low
outlet tritium concentration needed to meet emission targets.

Tritium Removal Technologies

A number of viable options are available for removing HT
frominert gas streams, and given the number of helium-based
streamsat LLE, every effort was madeto use this capability to
minimizetheproductionof HTO. Thefollowing section exam-
ines the technol ogies that were applicable to the LLE Tritium
Removal System.

1. Uranium Beds

Uranium reacts exothermically with hydrogen at room
temperature, forming UH3. Uranium has a high storage capac-
ity for hydrogen (up to 300 scc/g U) and uniform reaction
kinetics over a very large H/U ratio. The decontamination
factor varies depending on flow and tritium concentration, but
apractical minimum effluent concentration of <2 mCi/md is
achievable.!

The hydriding reaction is reversible, and by heating the
hydrideto ~400°C, the hydrogen isreleased, restoring the bed
to its original state. Varying the amount of heat applied can
control thehydrogen rel easerate. However, uraniumreactsnot
only with hydrogen, but also reacts strongly with oxygen and
somewhat with nitrogen at room temperatures. Both the oxida-
tionand nitriding are exothermic and becomemorevigorousat
elevated temperatures. When purged with air, U-beds will
release stored tritium.

For this reason, uranium can be used only for tritium
removal from inert gas streams. It will remove large amounts
of tritium with high efficiency and will do so for considerable
carrier gas flow rates. Its affinity for oxygen and, to some
extent, other gases serves to purify the tritium since only the
hydrogen isotopes are released when uranium is heated, al-
though at the cost of irreversibly reacting with the uranium.
U-beds have been extensively used, and a very large experi-
ence base exists to support this application.
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Uranium is not recommended for inert glovebox atmo-
sphere cleanup since the practical decontamination level of
~2 mCi/m3 is higher than desired. It is best used where large
quantities of tritium must be removed and where the effluent
will not be released to stack.

2. Zirconium-lron (ZrFe) Beds

The ZrFe alloy known as ST-198 can al so scavenge tritium
frominert gasstreamssinceit formsastabletritide that can be
reversibly decomposed.? It has arather modest storage capac-
ity for tritium (0.8 scc/g aloy yieldsa1-mCi/m3 vapor present
over the aloy) but can decontaminate to uCi/m3 levels if
tritiuminventory of thealloy iskept sufficiently low. Although
it requires a substantial residence time (>3 s) to achieve good
detritiation, it is an excellent tritium scavenger for glovebox
decontamination and for polishing exhaust streams before
stacking. Since ST-198 reacts very slowly with nitrogen at
roomtemperature, it can beused to scavengeHT fromnitrogen
streams.3 It does not react with organics (CH,), so it will not
scavengetritiated organicsfrom agasstream unlessthe stream
has been preconditioned with a nickel catalyst to crack the
organics to produce HT.4° While ST-198 can be regenerated
by heating, it degrades during this process and consequently
has alimited lifetime.

Likeuranium, ST-198 reactswith oxygen at room tempera-
ture and with nitrogen at elevated (=450°C) temperatures.
Both reactions will release stored tritium. ZrFe is best where
quantities of hydrogen isotopes are limited, but where the
effluent tritium concentration must be suitable for release to
the environment.8.7

3. Cryogenic Molecular Sieves

Cryogenic molecular sieves can scavenge hydrogen iso-
topes from a helium carrier by adsorbing the hydrogen mol-
ecules. Depending on the partial pressure of hydrogen that is
acceptable, molecular sievesoperating at liquid nitrogen (LN)
temperatures can have a high capacity for hydrogen isotopes.
However, thetritiumisnot firmly bound inthemolecular sieve
at 77 K, so thetritium residence time in the bed is finite. The
residence timeisafunction of both flow and geometry in that
longer beds and lower flows yield a longer time to break-
through. Warming the molecular sieve slightly above LN
temperatures (i.e., to ~100 K) will rel ease the stored hydrogen
isotopes. At these temperatures, al other gases will remain
firmly adsorbed, thus allowing the recovery of pure-hydrogen
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isotopes. Thesegasescan, however, bedesorbed by heatingthe
molecular sieveto 350°C, regenerating the molecular sieveto
itsoriginal condition.

These characteristics make cryosorption an excellent tech-
nigue to scavenge tritium from helium gas streams. Low
exhaust levels of tritium activities can be achieved by limiting
the amounts of tritium in the molecular sieve and by monitor-
ing for impending breakthrough. When breakthrough becomes
evident, the bed needs to be valved out of service so it can be
unloaded. The unloading process proceeds rapidly since the
bed needs to be warmed to only 100 K for complete
HT unloading.

Figure 89.24 illustrates the efficacy of a cryogenic mole
sievebed toremove HT from ahelium stream containing up to
800 mCi/m3. During this test, the activity downstream of the
bed remains below 0.3 mCi/m3 until breakthrough occurs.

107 T T T | | 15
08 F
06 [

04F |

Upstream activity (Ci/md)

02F |1

Downstream activity (mCi/md)

0.0-“"—""' L .1..\.‘\~: ot
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E11364
Figure 89.24
Transfer of tritium from 800-g ST198 bed to cryogenic mole sieve bed with
a28 sLPM helium carrier until tritium breakthrough is observed.

The chief disadvantage of cryosorption is that it requires
liquid nitrogentemperaturesto retain the hydrogenisotopeson
themolecular sieve. Thismeansthat aloss of cryogenicscould
result in the inadvertent release of hydrogen. This capture
technology isnot passively safe. In addition, the complexity of
cryogenic handlingiscostly and requirestechniquesand skills
that are not commonplace. An example is the need for regen-
erative heat exchangers as part of any cryotrap to obtain high
utilization of liquid nitrogen inventories.
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System Configuration

A comprehensive tritium removal system (presented sche-
matically in Fig. 89.25) hasbeen designed and isbeing built so
that LLE can perform its research program and still meet
tritium emission targets. To ensurethat thissystem can provide
the desired detritiation performance and also provide the
highest practical degree of staff safety, al relevant technolo-
gies were extensively reviewed. Based on this review, ZrFe
scavenger beds are used to reducetritium levelsto low values,
cryogenicmolecular sievesareusedto concentratetritium, and
uranium flow-through beds are used to capture large amounts
of tritium. Nickel catalysts are used to crack organics, Pd on
alumina is used to oxidize any tritium compounds in air
systems, and 5A molecular sieve driers were selected to re-
moveHTO. Thetechnol ogiessel ected for thefinal designwere
those judged most suitable based on demonstrated robustness,
effectiveness, and real-life operating experience.

ADVANCED TRITIUM RECOVERY SYSTEM
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Schematic of the Room 157 Tritium Recovery System.
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Establishing Links Between Single Gold Nanoparticles
Buried Insde SO, Thin Film and 351-nm
Pulsed-L aser-Damage M or phology

Introduction

Over thepast several yearsresearch hasindicated that nanoscale
defects, dispersed inside thin films with relatively low abun-
dance, are a major laser-damage-initiation source in the UV
spectral range.1™ The extreme difficulties in characterizing
these defects virtually stalled the experimental effort to iden-
tify the laser-damage mechanism. This situation led to a
proposed model SiO,-thin-film system® with artificially intro-
duced gold nanoparticles serving as well-characterized ab-
sorbing defects.

Advantagesof such asystemincludehighintrinsic-damage
resistance of SiO, thin film—which allows artificialy-intro-
duced-defect—driven damageto be separated fromtheintrinsic
damage—and the possihility to control thelocation and size of
thenanoparticles. Optical parametersof gold nanoparticlesare
well documented in scientific literature,® and different-sized
particles, with narrow size distributions, are available in the
form of gold colloids.

Our previous work® focused on comparative atomic force
microscopy (AFM) investigation of the nanoparticle and
351-nm damage-crater areal density statistic. The results pro-
vided the first experimental evidence of the laser energy
absorption process spreading from the defect into thethin-film
matrix during the laser pulse. The process starts with an
absorption in a particle. As the temperature rises, energy
transfer from the particle (viaUV radiation, thermionic emis-
sion, heat conduction, etc.) to the surrounding matrix causes
its effective conversion to an absorptive medium and, conse-
quently, damage.

The next step in this work is to establish a direct link
between asingle nanoparticle buried inside a SiO, thin film at
aparticular location and the film morphol ogy changes caused
by pulsed-laser irradiation. The AFM mapping of the film
surfaces after particle deposition and laser-irradiation steps
opens the possibility of finding, for each detected damage
crater, the corresponding nanoparticle, initiating crater forma-
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tion. Asaresult, akey question is addressed—How does the
damage scale (crater depth and lateral size) correlate with the
particle size? Surprisingly, the correlation appears to be very
weak, which is explained by the peculiarities of nanoscale
defect/host matrix interaction in the inhomogeneous thin-
film medium.

The nanoparticle/damage crater correlations also allow
direct comparisonsof energy depositedin aparticleand energy
required for crater formation. The results confirm damage
mechanism, considering absorptioninitiationinaparticlewith
subsequent growth of the absorbing volume within the sur-
rounding film matrix on the later laser-pulse stages.

The same correlationsreveal crater formation probabilities
as a function of the local laser fluence. By extrapolating a
probability curveto zero value, one can find the laser fluence
at which only limited matrix melting and no crater formation
occur, which, later in this article, will be referred to as
“nanoscale” damage threshold. Experimental damage thresh-
olds derived this way allow a more-meaningful comparison
with theories that consider matrix melting as a damage onset.

Experimental
1. Damage-Test Sample
Sample preparation involves several steps:

(8) Fused-silicaglass 7980 is cleaved to ~14 x 7 x 6-mm
pieces to provide a virgin unprocessed surface (14 x
6 mm) for SiO, thin-film deposition.

(b) ThesampleistakentotheAFM (Nanoscopelll, Digital
Inst./Veeco) equipped with a nano-indenting diamond
tool, which is used to produce small, ~1-um-lateral-
size, 100-nm-deep indentations organized in asquare-
type pattern with ~20-um sides. This pattern is later
used asareferenceto help find the AFM-mapped areas
on the sample surface.

LLE Review, Volume 89



(c) The 120-nm-thick SiO, coating is prepared by con-
ventional e-beam deposition (base pressure 1.3 x
1076 Torr; deposition rate 26 nm/min).

(d) Gold nanoparticles in the form of gold colloid are
diluted in isopropanol (to achieve an average areal
density of 0.3to 3 um~2) and deposited by amicropipet
onto a SiO,-coated surface. Three particle sizes are
used (5.2-nm, 8.4-nm, and 14.3-nm average diameter)
but only one size is used for each experiment. The
particle-size distributions provided by the supplier
(Ted Pella, Inc.) are presented in Fig. 89.26.

(e) Aftersolventevaporation (special attentionispaidhere
to the solution-drying protocol to prevent particle
agglomeration), the sample surface is mapped by the
AFM at several |ocations (each map covers~6 x 6-um
area) in the vicinity of the indentations. Only a few
agglomerated particles, mostly in the form of duplets,
can befound at eachlocation. Their portionislessthan
10% of the total particle population.

(f) Asafina step, the sampleistaken asecond timetothe
coating chamber and coated with an additional 60-nm
layer of SiO,.

The SiO,, thin-film sample resulting from this procedureis
180 nm thick and containsgold nanoparticlesat awell-defined
depth of 60 nm (Fig. 89.27).

An additional sample, not containing particles, is prepared
for each experiment, following the above protocol, to make
available an undoped SiO, damage-test reference.
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2. Damage Testing and Sample Irradiation Conditions

The 351-nm, 0.5-ns pulsesfrom aNd-doped glass|aser are
used for 1-on-1 damage-threshold evaluation. Laser-beam
spot size (~400 pm) and fluence distribution are obtained from
images captured by aClD (charge-injection device) camerain
asampleequivalent plane. Damage onset isdetected by means
of 110x-magnification dark-field microscopy and, since opti-
cal tools are used to determine damage threshold, it will be
referredto asan “ optical” damage threshold. The“ nanoscal €”
damage threshold, associated with the onset of crater forma-
tion and derived from the AFM investigation of the post-
irradiated coating morphology, will beintroduced later in this
article. The maximum laser fluencelevel, used toirradiate the
AFM-mapped sites, is varied 10% to 70% above the optical
damage threshold. Under these conditions, laser-damage

Gold nanoparticles

SO, film

IS0, fim

Fused-silica substrate
(Corning 7980, cleaved glass)

G5321

Figure 89.27
Schematic presentation of the SiO2 samplewith embedded gold nanoparticles.
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Figure 89.26

Nanoparticle-size distributions provided by the supplier (Ted Pella, Inc.): (a) 5.2-nm, (b) 8.4-nm, and (c) 14.3-nm average diameter.
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morphology is represented by submicrometer-scale craters
(Fig.89.28). Thelaser-beam spot usually coversseveral mapped
sites, which ensures that different damage levels at different
mapped sites will be achieved.

G5398

Figure 89.28

The AFM map of a SiOy coating containing 8.4-nm gold particles and
irradiated by a laser pulse with 4.6-Jcm? fluence. The indentation in the
center of the map serves as a site identification.
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3. AFM Mapping

The very small particle size (up to ~4 nm) limits the
maximum AFM scan size during particle mapping. Dueto tip-
sample convolution effects, a 5-nm-diam particleistypically
imaged as a feature with ~20- to 25-nm lateral size. Note that
modest convolution does not affect the vertical scale, which
gives a true particle diameter provided that the pedesta is
reasonably flat. Bearing thisin mind, 2 x 2-um or 3 x 3-um
AFM scansfor 5.2-nm and 8.4-nm particles, correspondingly,
wereperformed. Thehighest-available, 512 x 512-pixel image
resolution ensures at least five to six data points (pixels) per
particle diameter. This requires performing six or seven over-
lapping, 2 x 2-um scans to create a map with a sufficient
number of particles for size-effect studies and analyses. The
AFM was operated in atapping mode and employed Si probes
withtipradii typically better than 10 nmand apex (last 200 nm)
cone angles better than 20°, ensuring ~10-nm lateral resolu-
tion. A crater vertical wall slope up to 70° wasimaged without
convolution along the scan’s x axis (along cantilever beam)
andupto80° alongthey axis. Typical particleand crater cross-
sectional profilesobtained from AFM images are presented in
Fig. 89.29.

Results and Discussion
1. Damage Thresholds

The damage-threshold measurement results are summa-
rized in Table 89.1. The introduction of gold nanoparticles
causes a dramatic reduction in damage threshold. For the
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Figure 89.29

Cross-sectional profiles taken through (&) 8.4-nm particles and (b) atypical damage crater.
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smallest, 5.2-nm particles, a 4.4-fold reduction, compared to
the undoped reference sample, is observed. An even larger
threshold drop was found in our previous experiment® using
the same 5.2-nm particles. It is attributed to particle agglom-
eration, which isal but eliminated in this work.

The damage-threshold fluence plotted in Fig. 89.30 as a
function of the average particle size can be approximated by

Fn ~YR', D

where Risthe particleradiusand t ~ 0.4 to 1.0.

An extrapolation of this dependence (Fig. 89.30) to the
intersectionwith thethreshold valuefor theundoped reference
sample Fy, = 27.1 Jcm? alows rough estimates for the ab-
sorptivity of the intrinsic absorbing defects. By fitting Eq. (1)
to the experimental data with their designated error bars, one
finds that the possible range for x intercepts lies between
0.1 nmand 1.4 nm.
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Figure 89.30

Damage threshold as afunction of the average particle size. The solid lineis
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Itimpliesthat intrinsic defect absorptivity should besimilar
to the absorptivity of gold particles with a size <1.4 nm.
Considering Si clustersin SiO, filmasprimecandidatesfor the
intrinsic nanoabsorber role and using Si cluster absorptivity’
and bandgap/cluster size dependence® data, an estimatefor the
cluster diameter givesvaluesof .3 nm <D <2 nm.

2. Mechanism of Laser-Energy Deposition Inside Thin Film

In all experiments with 5.2-nm and 8.4-nm particles and
laser fluencesfrom 2to 7 Jem?, craterswerefound exclusively
at the positionswhere particleswere lodged during deposition
(Fig. 89.31). This provesthat (1) particles adhere to the SiO,
film and are not displaced during deposition of the 60-nm
capping layer, and (2) absorbing gold defects al one contribute
to the damage process at threshold laser fluences.

This one-to-one link between each nanoparticle and the
laser-induced local changes in film morphology has a great
advantage over other, nonlocal approaches. For instance, en-
ergy absorbed by theindividual nanoparticle can be compared
with energy required to produce a crater at this location. The
calculation of energy absorbed by the particle is based on a
simple formula:

Eavs = FOaps: ()

where F isthe experimentally determined laser-fluence value
and o, i's the Mie® absorption cross section.

In the small nanoparticle approximation 2R << A, fully
applicablefor particle sizesusedin thiswork, according to the
Mie theory,? the cross section of this processis dominated by
dipolar absorption:

w & (w
the best fit using Fih ~ 1/Rt approximation. Numbers in brackets indicate O aps(0) = 9—8%2V0 2( 2) > ©)]
particle size and threshold values, respectively. ¢ [81((0) + 28m] +&y(w)
Table 89.1: Damage thresholds of SiO,, film containing gold nanoparticles.
Nanoparticle Average Size Damage Threshold
(nm) (Jem?)
5.2 6.2+0.2
84 4.2+0.1
14.3 3.4+0.2
Reference sample (no particles) 27.1£3.0
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where V is the particle volume [V, = (4/3) R3], &y, is the
dielectric function of the medium (SiO,), &(w) and &(w)
are the real and imaginary parts, respectively, of the particle
dielectric function, and wis the laser frequency. The calcula-
tion was done for particle sizes ranging from 4 nm to 12 nm,
&m = 2.19 for SIO,, and data for & and &, are taken from
Kreibig et al.®

Theenergy required to produceacrater can be estimated by
assuming that the material within the crater volume is heated
up to the boiling point with subsequent vaporization. The
presence of the melting stage is supported by the crater mor-
phology. The glassy, structureless walls and a rim elevated
above average surface level [Fig. 89.29(b)] are missing the
characteristicgranular structureof thesurrounding film, which
provides clear evidence for melting and resolidification into
the glass-type structure during the cooling stage.

Assuming this mechanism, the energy required for crater
formation is expressed as

Eor = Ver[Cp(Th — 298K) + Hiys + Hygp) @)

where V, is the crater volume, C is the silica heat capacity,
p is the density, Ty, is the boiling point, and Hy,s and Hy 4,
are the heat of fusion and heat of vaporization, respectively.
Values of the parameters used for the calculation of E., are
C =741 Jkg K, p = 2200 kg/m?3, T, = 2503 K, Hy e = 3.12 x
108 Im3, and Hy g = 7.6 x 109 IJm3,

C and p are considered independent of temperature for a
lack of availablehigh-temperaturedata(>2000K). Takinginto
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Figure 89.31

AFM images of ~2 x 2-um surface area containing six
nanoparticles: (a) nanoparticle map, (b) same area after
60-nm SiO, overcoat and irradiation. The craters are
formed at exactly the nanoparticle locations.

0nm

account that the heat capacity for most glasses increases over
the temperature interval of 1 K to 1900 K would result in an
~16% increase in the E, value calculated from Eq. (4). V, is
derived from AFM data.

Theresultsof calculationsfor E,,gand E,, for eight sel ected
nanoparticles and corresponding craters are presented in
Table 89.11, which clearly shows that, considering that the
energy absorption process islocalized inside the particle, the
amount of energy absorbed cannot provide crater formation
since Eg < E, for @l but one particle (last row).

This conclusion is valid not only for a chosen set of par-
ticles and corresponding craters but also for the majority of
such pairs from Fig. 89.32 and all particle/crater pairs from
Figs. 89.33(b) and 89.33(c). One must also keep in mind that
the energy balance considerations, presented above, are sim-
plified. It implies that all of the energy absorbed inside the
particleisusedtoformacrater. It doesnot takeinto account the
heating of the volume surrounding the crater and particle, as
well asradiative losses. The former contribution can be quite
significant since the temperatures in the immediate particle
vicinity are much higher than at the sample surface.

These additional dissipation channels cause the energy
deficit between Eg and E,, to widen, confirming earlier®
findings that absorption initiated in the gold nanoparticle
spreads out to the surrounding matrix during the laser pulse.
The conversion of the transparent matrix into an absorptive
medium involves energy transfer from the particle heated to a
high (up to ~10% K) temperature.19 The possible channels
include ionization by thermal UV radiation, 10 electron injec-
tion through thermionic emission, and thermal ionization via
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conductive heat transfer.1 Themodeling of absorbing volume
(plasma ball) growth by Feit at al.12 pointed to exponential
behavior of this process as a function of laser fluence.

3. Nanoparticle Size/Damage-Crater-Depth Correlations
The next question to be addressed is how damage-crater
scale(depth, lateral size) correlateswith particlesize. Sincethe
crater’s lateral size and depth showed qualitatively similar
behavior asafunction of particle size, the crater depthis used
here for illustration purposes. It is useful to mention here that
the intuitive expectation that the crater depth should be the
well-defined depth (60 nm) at which particlesarelodgedisnot
supported by the experimental results. In fact, craters with
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depths ranging from 10 to 160 nm are produced for 5.2-nm-
and 8.4-nm-average-size particles at different laser fluences
(seeFigs. 89.32 and 89.33). If energy deposited in the absorb-
ing volume is low, only partial evaporation of the material
above the particle takes place and shallow craters with depths
<<60 nmareformed. Intheother limit, withincreasing energy,
the absorbing volumeis also growing and craters with depths
exceeding 60 nm can be formed. In the first approximation
[Eq. ()], the absorption cross section for small particles is
proportional to the particlevolumeV,. Accordingly, onemight
expect fairly strong crater-size/particle-size dependence. Ex-
perimental findings showed two distinctively different cases,
represented in Figs. 89.32 and 89.33.

Table 89.11: Energy absorbed by the particle and energy required for crater formation.

Crater
Particle Size Oaps F Eabs Depth Lateral Size" Eq
(nm) (cm?) (Jecm?) () (nm) (nm) ()
4.0 22x10714 32 7.0x 10714 60 47 40x 10713
5.3 49 x 10714 4.0 2.0x 10713 72 53 6.1x 10713
6.3 7.1x 10714 40 2.8x 10713 86 64 1.1x 10712
8.1 1.7 x 10713 4.0 6.8 x 10713 88 63 1.1x10712
9.2 25x 10713 4.6 1.2x 10712 120 83 25x 10712
10.4 34x10713 4.6 1.6 x 10712 124 95 34x10712
11.8 52x 10713 4.6 2.4x10712 130 112 49x 10712
10.0 32x10713 2.3 7.4x 10713 54 50 4.1x10713
*The lateral size is measured at the average level of the film surface [see Fig. 89.29(b)].

(& F=3.2Jcm2

(b) F = 4.0 Jcm?2

(c) F=4.8Jcm?2
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Figure 89.32

Crater depth as afunction of the particle size for 5.2-nm-average-size particles and laser fluence (a) 3.2 Jem?, (b) 4.0 Jcm2, and (c) 4.8 Jcm2.
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Inthefirst case, described by laser fluencesof lessthan 70%
of theoptical damagethreshold, almost no correlationisfound
between particlesizeand crater depth [Figs. 89.32(a), 89.32(b),
and 89.33(a)]. Moreover, at these low laser fluences, when a
minor fraction of particles gives rise to crater formation, a
situation isfrequently encountered where small particlesform
cratersbut alarger particlelocated within adistance of ~1 um
does not. At a constant laser fluence for both particles, the
strong influence of theinhomogeneouslocal particle environ-
ment inside the SiO, film becomes apparent for the laser-
energy absorption process and the dissipation channels.

In agreement with a model that considers the effective
growth of the absorbing volume caused by particle/matrix
interaction during the laser pul se, two factors define the effec-
tiveness of laser-energy deposition:

a. Absorption of laser-pulse energy by the particleitself. In
aporousthin-film medium, the nanoparticle’sphysical contact

with the host matrix is not perfect (Fig. 89.34), which results
in the effective dielectric function egs:

©)

Em 2 Eef 2 E4r =1

Taking data from the literature® on & (351 nm) for nanopar-
ticleswith size2R=5nm (g, =-0.8, &, = 6.2) and &, (SIO,)
= 2.19, we obtain from Eq. (3)

Oas (SIO2)/0aps(air) = 2.5.

() F=23Jcm?

(b) F = 4.6 Jcm?

Thisresult revealsthe potential for significant variationin the
effectiveness of damage initiation depending on the local
physical environment of each gold nanoparticle.

b. Absorption by the matrix modified via energy transfer
fromthe heated particle. Energy transfer from aparticle heated

toahightemperatureintheearly stagesof thelaser pulsetothe
surrounding film matrix is an essential part of the damage
process. To achieve absorption in the particle-surrounding
matrix, the energy should be transferred in a time scale of
laser pulse length. Any air voids between particle and matrix
(Fig. 89.34) will dramatically reducetherate of such processes
as either heat transfer by thermal conductivity or injection of
electrons through thermionic emission. The same voids of the
order of particle radius, dueto geometrical factor, will reduce
fluence of the UV radiation coming from the heated particle
and consequently matrix ionization rate.

Particle in porous medium

G5323a

Figure 89.34
Schematic presentation of the particle embedded in the porous medium.
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Crater depth as afunction of the particle size for 8.4-nm-average-size particles and laser fluence (a) 2.3 Jcm?, (b) 4.6 Jcm?2, and (c) 6.7 Jcm?2.
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As aconclusion, effectiveness of the energy transfer from
theparticletothesurrounding matrix, facilitating growth of the
absorbing volume and energy acquisition fromthelaser pulse,
isastrong function of the local particle environment.

In summary, randomness in the local particle environment
in the inhomogeneous thin-film medium introduces random
variationsin crater sizeand the probability of crater formation.
Thesevariations, at | aser fluencesbel ow optical damagethresh-
old, dominate particle-size effects aslong asthe size variation
is modest, i.e.,, £25%. An interesting implication from the
above considerationsisthat porousthin filmswith large voids
might bemoredamageresi stant than densefilms, provided that
nanoscal eabsorbersremainthesame. High UV damagethresh-
olds of sol-gel—derived coatings, 13 characterized by largefree
volume, provide additional support for such a hypothesis.

Thesecond caseischaracterized by very slow linear behav-
ior of crater-depth/particle-size dependence at laser fluences
exceeding the threshold by 20% to 70% [Figs. 89.33(b) and
89.33(c)]. At these laser-fluence conditions, all gold nano-
particles, mapped by the AFM, give rise to crater formation
(100% probability), yet cratersshow surprisingly narrow depth
distributions. Such a trend provides an indication that, with
increasing pulse energy, the influence of initial conditions
(local environment; particle-size variation) on the final re-
sult—crater formation—becomes less important. This can be
explained by assuming that the ionized matrix in the particle
vicinity starts taking on the dominant absorber role. In this
case, the effective absorbing volume of the matrix should be
much larger than the particle volume. Theradius of thismatrix
volume should be several times larger than both the particle
radius and the average void diameter. Such an increase in
effective absorhing volume allows averaging over many local
inhomogeneities, resultinginasignificant reductioninrandom
variation of the crater depth.

An exampleof theintermediate casefor 5.2-nm particlesis
presented in Fig. 89.32(c), where crater-depth variation is
reduced compared tothelow fluencedatain Figs. 89.32(a) and
89.32(b), but still significantly larger than for the above-
threshold fluencedatapresentedin Figs. 89.33(b) and 89.33(c).

To summarize results on particle/crater correlations: At
laser fluences below the optical-damage threshold, effects
caused by +25% variations in particle size are obscured by
strong local influenceof theinhomogeneousthin-film medium
onthecrater-formation process. With increasing laser fluence,
the probability of crater formation also increases, while the
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crater-depth variation is reduced due to the averaging effect
caused by the larger absorption volume.

4. Crater-Formation Probability and “Nanoscale” Damage

Thresholds

The possibility of detecting laser-induced morphological
changes in thin film at each mapped nanoparticle location
allows one to investigate the probability of crater formation
for an ensemble of particles confined to a small area (typi-
caly ~6 x 6 um), within which the laser fluence can be
considered constant.

The probability of crater formation can be defined as the
ratio of the number of particles giving riseto crater formation
tothetotal number of particleswithin the mapped area. Taking
into account that craters are detected only at particlelocations,
thisisalsotheratio of thenumber of craterstothetotal number
of particleswithin thearea. The probabilities calculated in this
way for 5.2-nm- and 8.4-nm-average-diam particles are pre-
sented in Fig. 89.35 asafunction of laser fluence. An extrapo-
lation of the crater- formation probability curve to zero
probability level allows one to define alaser-fluence value at
which only localized melting and no vaporization of the
material are observed.
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Figure 89.35

Probability of crater formation as a function of laser fluence. Numbers in
brackets indicate crater/particle ratio for each mapped site. Nanoscale dam-
age thresholds are derived from an extrapolation to zero probability.

Defined thisway, nanoscal e damagethresholdsare derived
as~3.0 Jcm? and ~1.5 Jem? for 5.2-nm and 8.4-nm particles,
respectively. These are more than afactor of 2 lower than the
ones obtained through optical microscopy observation. The
introduction of such a threshold establishes a basis for more-
meaningful comparison between theory and experiment, since
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themajority of theoretical approachesconsider damageonset to
occur when the film material reaches the melting temperature.

Recent theoretical work by P. Grua and H. Bercegol14
appliedtheMietheory toasimilar systemof gold nanoparticles
embedded in a glass matrix. The gold particle reaching the
melting temperature was chosen as a damage criterion for
cal culating damagethreshold. For 3.6-eV photon energy (pho-
ton energy of 351-nm radiation = 3.53 eV), 0.5-ns pulses, and
particles of 2R = 6-nm size, the calculated damage threshold
becomes ~0.4 Jcm?. Thisvalue is much lower than ~3-Jcm?
nanoscale threshold for 5.2-nm-average-size particles ob-
tainedin thiswork and associated with the matrix melting. The
difference may be attributed partialy to the fact that gold’'s
melting temperature Ty, = 1336 K ismuch lower than silica’s
melting temperature Tg; o, = 1986 K, which again pointsto the
importanceof using similar damagecriteriafor both theory and
experiment. Inthework of F. Bonneau et al ., thesimulations
of nanometer-scale-inclusion—driven laser damage of fused
silica indicated that damage onset occurred when the SiO,
matrix reached the melting point. For 10-nm-diam Al nano-
particles and irradiation conditions identical to this work
(351 nm, 0.5 ns), the calculated threshold was Fy, ~ 2 Jem?.
The fact that this article reports nanoscale threshold of
1.5 Jem? for similar-sized, 8.4-nm gold particles unfortu-
nately does not indicate an agreement between theory and
experiment. Taking into account the difference in the absorp-
tion cross section and other relevant parametersfor aluminum
and gold results in a significant reduction in the calculated
threshold value when substituting Al particles with Au. This
pointsto the necessity for further theoretical and experimental
investigation of the damage mechanisms.

Conclusions

* Introduction of gold nanoparticles into an SiO, thin film
leads to a significant reduction in 351-nm damage thresh-
olds. An extrapolation of damage threshold versus particle
size curve to the intersection with undoped sample thresh-
old allows one to estimate the size of intrinsic nanoscale
absorbers (presumably Si clusters) as 1.3 to 2 nm.

* AFM mapping shows excellent correspondence between
particle and crater location, indicating that absorption by
gold particles is solely responsible for the damage initia-
tion.

» Numerical estimates of energy absorbed by gold particles

and energy required to melt and evaporate material within
the crater volume confirm that laser-energy absorption
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cannot beconfinedinsidetheparticle, but rather startsinthe
particle and then, upon temperature rise, spreads out to the
surrounding matrix.

e The particle/crater correlations show peculiarities that can
be explained by theinfluence of thin-filminhomogeneities.
At laser fluences below damage threshold, the probability
of crater formationand damageextent (crater depth) strongly
depends on the local particle environment—effective di-
electric constant, void geometry, etc. When laser fluence
exceeds the optical damage threshold, the crater-depth/
particle-size dependence approaches very slow linear be-
havior. Thisisexplained by the dominating role of absorp-
tion by the defect-surrounding matrix, the volume of which
is much larger than both the volume of the particle and
characteristic film inhomogeneity.

» Theobserved strong influence of the thin-film structure on
UV-damage initiation indicates that thin-film damage re-
sistance can benefit from higher film porosity.

» Crater formation probability as a function of laser fluence
allows one to define conditions when absorption by the
particleis causing only limited melting in the surrounding
matrix without significant vaporization (crater formation).
A laser fluence corresponding to these conditionsisintro-
duced as a nanoscale damage threshold, which should
facilitate a more-meaningful comparison with theoretical
predictions using the onset of the matrix melting as a
damage benchmark.
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Resistive Switching Dynamicsin Current-Biased Y-Ba-Cu-O
Microbridges Excited by Nanosecond Electrical Pulses

The response of a superconductor to the injection of current
pulses depends directly on the quasiparticle dynamicst since
the carriers injected from the external circuit are normal
(unpaired) electrons that disturb the quasiparticle—Cooper-
pair dynamical equilibrium. Most commonly, a current pulse
with an amplitude higher than the sample critical current | is
used (supercritical perturbation), leading to a collapse of the
superconducting state and resulting in the resistive response.
This phenomenon wasfirst investigated in metallic supercon-
ducting thin films by Pals and Wolter? and has been recently
observed by Jelila et al.3 in superconducting Y Ba,Cuz07_y
(YBCO) microbridges. In both cases, a resistive (voltage)
response induced by the supercritical current was reported to
have a certain time delay ty, defined as the delay between the
arrival of the input current pulse and the appearance of the
voltage signal. The ty was directly related to tp, the time
required to achieve collapse of the superconductor order pa-
rameter D. Jelila et al.3 successfully interpreted the ty depen-
dence on the supercritical pulse magnitude, using the theory
developed by Tinkham.1

The supercritical perturbation in a superconducting bridge
can aso be achieved by a suitable combination of the excita-
tion-pulse magnitude |, and the bias current level 14c. In
fact, atwo-dimensional spaceof thesupercritical perturbations
exists, limited only by the conditions lyptg = lpuise + 1dc > Ic
and |4 < I.. Together, the bias current (dc) and the pulsed
current (time dependent) represent simultaneous injection of
both Cooper pairs and quasiparticles into a superconductor,
allowing usto study afull range of the quasi particle-Cooper-
pair dynamics from very weak [(Ipyse = I and Iy ® 0) or
(Tpuise @ 0 and lgc = 1¢)] to very strong (Ipyge >> Ic and
| 4c > 0) perturbations.

The aim of thiswork isto present our studies on supercon-
ducting-to-resistive switching of dc-biased epitaxial YBCO
microbridges, subjected to nanosecond el ectrical pulsesinthe
supercritical perturbation regime. Our studies confirm the
existence of a substantial ty, which dependsin a complicated
way on both the magnitude of I,,s(t) and the value of 14
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biasing the microbridge. Our measurements were interpreted
using a modified Geier and Schon (GS) theory,* which, con-
trary to the Tinkham model, 1 allowed for the incorporation of
thedc biasof asuperconductor anditsrelationwithty. Wehave
also demonstrated that for perturbations much longer than the
electron—phonon time tq y,, the dynamics of the current-
induced resistive stateislimited by the bol ometric processand
tp reduces to the phonon escape time ¢ .

When a long strip of a superconductor is subjected to
supercritical perturbation, injected quasiparticles destroy the
system equilibrium, resulting in the formation of phase-slip
centers, which, inturn, lead to the collapse of Din acharacter-
istictime fpand the development of aresistive hot spot across
the strip’sweakest link. At the early, nonequilibrium, or “hot-
electron,” stage, the quasi-particle relaxation dynamics is
governed by inelastic electron—phonon scattering, while the
later resistive hot-spot-formation stage is a bolometric pro-
cess. Thus, tpshouldinitialy follow t_;, and later belimited
by te. The nonequilibrium processis, of course, measurable
only if thewidth of I, s(t) isof the order of ¢, or shorter.
The tq, which determines the appearance of a macroscopic
resistive state, is related not only to ¢ but also to the sample
reduced temperature T/T. and to the magnitudes of both | s
and | 4 with respect to | ..

Even though the earlier Y BCO experimentsby Jelilaet al.3
were successfully interpreted using the Tinkham theory,! we
choose to use the GS theory* since it isthe only approach that
incorporates the dynamics of both Cooper pairs and quasipar-
ticles. The GS model alows the study of the supercurrent-
induced response in both the hot-electron and bolometric
regimes. It considers a one-dimensional homogeneous super-
conducting microbridge in which Cooper pairs coexist with
quasiparticles. The Cooper-pair dynamicsis described by the
time-dependent Ginzburg—L andau equation,® whilethe quasi-
particle distribution is given by the Boltzmann equation.® The
main featurein the GStheory isthe equation for the conserva-
tion of current between the superfluid (Cooper pair) and
normal fractionsof electrons, andit allowed ustointroduce, in
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a natural way, the bias Iy, in addition to the quasiparticle
perturbation I s(t). In our approach to the GS model,’ the
three aforementioned differential equationsarefirst solved for
aconstant subcritical current (thedc bias), resulting in equilib-
rium values for the parameters of the system at atime >> t
Next, those equilibrium parameters are used as initial condi-
tions to solve the GS equations for Iy, constituted of the
same |4 and avarying transient |, s¢(t). The ty is defined as
the time needed by the normal current component to rise to
50% of the total current through the bridge.

Figure 89.36 presents our GS model simulations of ty
dependence on the reduced bias current i 4. = 14/l and on the
reduced current pulse ipyise = lpuise/lc- The ty dependence on
the supercritical perturbation formsasurface, which exponen-
tially diverges to infinity at theige + ipyse = 1 boundary and
very rapidly drops toward zero at ig; = 1. This behavior is
expected. In the igc + inyse < 1 range, the perturbation is
subcritical and the bridge always remainsin the superconduc-
tive state (only the kinetic-inductive response is possible),
while for ig. > 1, the bridge remains in the resistive state
irrespective of the value of the iy g perturbation. What is
unexpected is the nonlinear t4(iyc) dependence for a constant
Ipuise- From our solution of the GSmodel, shownin Fig. 89.36,
itisobviousthatigcisnot just ascaling parameter intheip s
> 1—iy Switching criterion. The magnitude of the bridge bias
plays the critical role in the switching dynamics not only for

104
103
102 %
=
10 3
0.0 1.
0.2 0

ipulse

72560 1020

Figure 89.36

The time delay tq surface as a function of both the reduced bias current igc
and the reduced current pulse ipyise. The tg dependence on the supercritical
perturbation was calculated using a modified GS theory for the parameters
(T/T¢ = 0.96 and tp = 17 ns) directly corresponding to our experimental
conditions (white lines).
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Ipuise < 1 but also for supercritical iy se'S, asige approaches 1.
Finally, we mention that the white lines, shown on the ty
surface in Fig. 89.36, correspond to our experiments and will
be discussed below.

Our experimental samples consisted of 200-nm-thick epi-
taxial Y BCO filmsdeposited on MgO substratesand patterned
into 8-mm-long, 150-mMm-wide coplanar strips (CPS's) with a
single 25-mm-wide by 50-nm-long microbridge, placed across
the CPS. The bridges were characterized by a zero-resistance
transition temperature T = 82.5 K and a critical current
density J. > 1 MA/cm? at 77 K. For experiments, the samples
were mounted on a copper cold finger inside a temperature-
controlled nitrogen cryostat. Nanosecond-wideel ectrical pulses
from acommercial current-pulse generator were delivered to
the bridge via a high-speed, semirigid coaxial cable wire-
bonded directly to thetest structure. The dc biaswas provided
from an independent source and combined with the current
pulse through a broadband microwave bias-tee. A 14-GHz-
bandwidth sampling oscilloscope was used to monitor the
microbridge response. The oscill oscope was connected to the
sampleviaasecond semirigid cablewire-bonded to the output
contact pads of the CPS.

Figure 89.37 shows a series of waveforms of the time-
resolved resistive switching dynamics of our YBCO micro-
bridge subjected to a 20-ns, 130-mA current pulse at different
|4 levels. Since the | of the microbridge was 125 mA, the
lpuise itself was supercritical, which, when superimposed on
the dc bias, resulted in ;4 Well above .. From the bottom
waveformwith nobiasing tothe second waveformfromthetop
withl4.=0.76 1, theresistiveresponseisseen asthe onset and
growth of the plateau region after theinitial kinetic-inductive
peak. Thetimeevolution of thevoltageresponse startswith the
small inductive peak, asthestill-superconducting microbridge
appearsasaninductive element and differentiatesthe~0.5-ns-
wide rising edge of the input current pulse.” Later, since |y
issupercritical, the superconducting state startsto collapse, as
discussed earlier, giving riseto the resistive response after the
delay time ty. The top (thick line) waveform in Fig. 89.37
corresponds to I 4. > | or, aternatively stated, to the YBCO
microbridge in the normal state. We note that in this case, the
measured output pulse isjust the input current pulse, slightly
distorted duetoresistiveloss of theY BCO CPS. A voltage due
to the flux-creep effect can be observed before the inductive
peak, as the small offset of the waveform, when | 4. increases
toward I.. A similar plateau can also be isolated between the
inductive and resistiveresponses, when ty > 20 ns. Plotting the
l4c-V curve in both cases permitted us to identify a shift
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corresponding to I,se and, therefore, allowed us to compute
the actual amplitude of theinput pul se acrossthe microbridge.

From a series of data sets analogous to Fig. 89.37, but
collected under different experimental conditions, we ex-
tracted the ty values as the time delay between the onset of
the inductive peak (instantaneous with the arrival of the input
pulse) and the half-point of the rising edge of the resistive
region of the voltage response. Our experimental ty values
along with the GS theory are shown in Fig. 89.38. Fig-

soundin’Y BCO averaged over thethree acoustic modes. Thus,
we can conclude that for current excitations that are much
longer than te o, the resistive transition in YBCO films is
governed by thebolometric (equilibrium) processanditstime-
resolved dynamics is limited by ¢ This latter observation
agrees very well with both theoretical® and experimental 10
studies of the response of YBCO films exposed to optical
perturbations. It is also consistent with earlier pulse perturba-

) : . @)
ure 89.38(a) presentsty asafunction of iy, for three different 70 = -
values of i = 0.53, 0.74, and 1.04, while Fig. 89.38(b) 60 H{— Geler \
pulse = = ) . and Schon
shows tq as a function of iy, for ige = 0.68, 0.72, and 50 I oi =104
0.76, respectively. The GS simulated curvesin Fig. 89.38 are _ 40H ipﬂ:: —074
the same as the white lines outlined on the ty surface in 2 (| m ip =053 K-
. . d ) ~ 30 pulse N
Fig. 89.36. The selected levels of supercritical perturbations iy N
werelqa/1c> 1.2, corresponding to theexcitation rangewhere _§‘
the GS, Tinkham, and Pals and Wolter theories start to dis- o 20 -
agree.” We note that the ty data points agree very well with the £
GS theory. The best fit to al our experimental data was = T=79K
obtained for tp=17 ns. Thislatter vaueisexactly the same as 0k Te= 82K
the to for our YBCO-on-MgO films?8 calculated as to = - tp= 17ns \
(4d)/(Kn) = 17 ns, where d = 200 nm is the YBCO film ' ' ' LN, | \
thickness, K = 0.020 isthe average phonon transparency of the 0.5 0.6 0.7 0.8 0.9 10
YBCO/MgO interface,® and n = 2.8 km/s is the velocity of Reduced current bias (ipjas)
70 .
800 —— 60 - - _
dc bias (1) 50 — Geler
I 0.76 B and Schon | 7|
I 073 | 40 @ ipias=0.76 |
600 lo=125mA | 089 o o i =0.72
= L 052 |
g 400 7S § ol |
5 I 0.44 <
g— 0.40 =
B 036 - =
SR 0.33 . T= 79K 4
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v 0.16 | . | . | . | .
A 0.4 0.6 0.8 1.0 1.2
I Time (5 ng/div) - Reduced current pulse (ipyise)
Figure 89.37 Figure 89.38

Time-resolved YBCO microbridge response to a 20-ns, 130-mA current
pulse for the various bridge bias levelsat 79 K. Tep = 82.5K; I¢ = 125 mA.
For the top (bold) waveform, the bridge was in the normal state (Iqc > I¢);
note the large voltage offset that is representative of the resistive state of
the bridge.

The measured tg as a function of (a) the reduced bias current igc and (b) the
reduced current pulse ipyise. The solid lines represent the GS theory and
correspond to the white lines in Fig. 89.36. The dashed lines in (a) define
the error range in the amplitude of the current pul se applied the bridge. Note
that the tq scales are logarithmic.
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tion experiments, since the literature datall seem to show that
tpisproportional to the film thickness and itsvalueis consis-
tent with the experimental determination of te for YBCO
deposited on MgO, which is t o = 0.085 ns/nm.

In conclusion, we have presented a study of dc-biased
Y BCOmicrobridgesexcited by nanosecond-long current pulses,
which led to supercritical perturbations and resulted in resis-
tive switching, occurring after a certain delay time ty. Thety
depends roughly exponentially on both the amplitude of the
current pulse and the film dc bias current, in amanner consis-
tent with the GS theory. The duration of the superconducting-
to-resistiveresponseis, inour case, governed by theequilibrium
dynamicsof quasiparticlesinthefilmandislimited by t o, with
no need tointroducethe special tprelaxationtime. Wecanalso
predict that ty could beshortened by using either thinner Y BCO
films or better acoustically matched substrates. The resistive
responseof Y BCO bridgesexposed to picosecond-long pertur-
bations should be limited by the nonequilibrium
te pn interaction time.
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Properties of Amorphous Carbon Films

Introduction

The properties of hydrogenated amorphous carbon (a-C:H)
filmshavebeen studied over the past decade. A broad spectrum
of applicationsranging from carbon-based semiconductors, to
wear-resi stant coatings, to corrosion-resistant surfaces, to coat-
ingson microspheresfor inertial confinement targets has been
identified. Plasma-based deposition systems use several ap-
proachesto decomposethefeed gasand grow thecarbon films:
radio frequencies,! direct currents,2 hot filaments, glow dis-
charges, and saddle fields.# In saddle-field plasmas, electrons
oscillate betweentwo electrodestoionizethefeed gas. lonsare
drawn fromthe plasmaby agentleaxial fieldand aredelivered
toasubstrate beyond thetransparent el ectrodes. lons, radicals,
and neutrals participate in the film growth process.

Theunderlying strength of the saddle-field plasmaconfigu-
ration restsin the ability to control several plasma parameters
independently over abroad range of operating conditions and
to deposit films outside the plasma region. The ion flux and
energy, the ratio of the charged particles to neutral particles
leaving the plasma, the temperature of the substrate, and the
chemical species being deposited on the substrate can be
tailored to optimize film properties for specific applications.
Adjusting these parameters can ater the film density, the
hydrogen content, the intrinsic stress within the films, the
porosity, and the surface morphol ogy.

To understand how deposition conditions influence the
film properties—stress, density, and growth rate—a series of
thin films were grown on flat glass and Pyrex™ plates. The
correlation between film stress and deposition condition was
measured by coating 0.1-mm-thick glasssubstrateswitha-C:H
and measuring the resultant curvature of the bilayer. Density
and growth rate were measured by depositing films on thick
Pyrex™ plates that were masked with stainless steel covers
with an 18.9-mm-diam hole near the center. Subsequently,
films were grown on polyal pha-methylstyrene (PaM$S) and
glow discharge polymer (GDP) microspheres using the condi-
tions established for flat plates. One motivation for this work
wasto establish aprotocol for coating microsphereswiththick,

smooth, high-density hydrogenated amorphous carbon films
for the inertial confinement energy program as a precursor to
growing tritiated films. This paper summarizes the film prop-
erties that were obtained and discusses their dependence on
deposition conditions.

Film Properties

Thedepositionchamber usedinthiswork isaright cylinder.
Stainless steel was the construction material of choice. A
transparent anode grid divides the deposition chamber in half.
Transparent grid cathodes arelocated 15 cm from the anode at
either end of the cylinder. Electrically floated end plates are
positioned approximately 7 cm beyond the cathodes. The grid
open area is approximately 80%. Substrates to be coated are
fixed to the end plates.

Each substrate was cleaned and degreased in an ultrasonic
bath using trichloroethylene, acetone, and methanol in se-
guence. Thesubstrateswerethen rinsed with de-ionized water,
dried, and fixed on the end plate. All depositions were carried
out at or near room temperature. Internal components in the
vacuum chamber wereinspected, removed, and cleaned before
each run. Immediately following a deposition, the film thick-
ness and the radius of curvature of the coated thin substrate
were measured using a profilometer. The surface morphology
was examined under an optical microscope. The films were
subsequently stored in air for more detailed examination.
Surfaceswereinspected daily under the optical microscopefor
changes. The structure of the film was examined by breaking
the coated substrates to view its cross section under a high-
resolution scanning electron microscope (SEM). Thickness
was measured using both profilometry and SEM. Film density
was estimated from profilometry and SEM data.

Surface Condition

The surface smoothness of films bonded to Pyrex™ sub-
strates depended on the deposition conditions but did not
change with time once the deposition was completed. In
general, particulatedepositionincreased with increasing meth-
ane pressure. The roughest films were produced at 27 Pa, the
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smoothest at 1.3 Pa. Film smoothness could be further en-
hanced with hydrogen dilution of the methane plasma.

Films deposited on PaM S microspheres tended to detach
from the underlying structure over the course of several days.
Figure 89.39 illustrates typical ridges that evolved and stabi-
lized on aPaM S shell over 28 days. No deposition conditions
for pure methane plasmas could be found to increase thefilm—
substrate bonding to the level that prevented film detachment
on PaMS shells. Detachment, however, was never observed
on GDPmicrospheresor Pyrex™ substratesevenin puremeth-
ane plasmas.

E11444

Figure 89.39

Surface morphology on a PaMS microsphere 28 days after deposition;
methane pressure: 5.3 Pa, flow rate: 3.5 sccm, anode current: 30 mA, floated
substrate.

Film Cross Sections

A typica film cross section using SEM is provided in
Fig. 89.40. The film, on the right-hand side of the picture, is
intimately bonded to the Pyrex™ substrate. The body of the
filmisdevoid of any microstructure, even at SEM resolutions
on the 10-nm scal g; these films are amorphous. Asthe deposi-
tion proceeds, thefilm growswith the agglomeration of matter
onthesurface coal escing into theuniformly denseand feature-
less layer seen in this figure. Several types of particles are
involved in the growth process: fragmented methane compris-
ing neutrals and radicalswith varying CH atom ratios, includ-
ing C and H atoms;, more-complex CH chains that have
polymerized in the plasma; and solid particles that have dis-
lodged from chamber surfacesand attached to thefilm surface.
Therelative contributions of these components condensing on
the surface to the film growth dynamics depend more on
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hydrogen dilution of the methane plasmathan on the operating
methane pressure. Films grown in pure methane plasmas
exhibit surface roughness and porosity that are unacceptable
for microsphere applications. Surface smoothness improves,
however, when the methane is diluted with hydrogen, and
increasing dilution increases surface smoothness.

Hydrogen dilution has additional effects. Plasma stability
improves with dilution. There is a notable lack of carbon-
aceous deposition on the grids and chamber walls. Undiluted
methaneplasmasareresponsiblefor parti culateagglomeration
in the gas phase and particle production that eventually find
their way to the film surface.

Film substrate ' £
Filnd - 1 .
1 um thick r’ \

™
[

i

Sample TD-9: Pressure 11 Pa (80 mT)
Flow rate: 3.5 sdm, |, = 50 mA
Floated substrate; depositiontime: 7 h

.‘,ﬁ

s LT

E11373

Figure 89.40
Typical film cross section using SEM; methane pressure: 11 Pa, flow rate:
3.5 sccm, anode current: 50 mA, floated substrate.

Internal Stress

The relative intrinsic stress within the films can be esti-
mated from theradius of curvature of the coated thinwafers.>6
The larger the curvature of radius, the lower the relative
intrinsic film stress. The relative stress dependence on fill
pressure and methane concentration for several filmsis pro-
videdinFigs. 89.41 and 89.42, respectively. All datahavebeen
scaled to auniformfilmthicknessof 1 nmfor thiscomparison.

Figure89.41 indicatesthat roughly doubling the deposition
gas pressure from 2.7 Pato 5.3 Pa reduces the relative stress
approximately fivefold. At an operating pressureof 25 Pa, film
stress approaches zero. At the higher operating pressures,
plasma particles impinging on the film surface have lower
impact energies. They are less likely to embed into the film
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bulk. Under these conditions, films grow by particle conden-
sation on the surface rather than by implantation into the bulk.
These films can readjust during the growth process to reduce
internal stress.

Figure 89.42 illustrates that stressin filmsincreases asthe
fraction of hydrogen in H,/CH, plasmas decreases and ex-
ceeds values for films grown in undiluted methane plasmas.
Thetransition to lower stress valuesin pure methane plasmas
most likely reflects the difference in the plasma composition
between diluted and undiluted plasmas.

21— | I
Methane concentration: 100%

18 Flow rate: 3.5 sccm |
a 151 o Anode current: 30 mA |
£ Substrate: floating
g 12 .
%
.02) 09 N
s
T 06 7
14

03| T

0.0

0 15
- Fill pressure (Pa)
Figure 89.41

Stress in hydrogenated films decreases with increasing methane pressure.

Thickness and Density

Densities are derived from the thickness of the film depos-
ited on the substrate through astainless steel mask and thefilm
weight determined by weighing each substrate beforeand after
deposition. Film thickness has been measured using both
profilometry and SEM. A variationin thefilmthicknessacross
the diameter of the mask resulting from a shadowing effect by
themask hasbeenincludedinthedensity calculation. Thefilm
thickness along the border of the mask is smaller than in the
center of the opening. Thickness and density estimates based
on SEM data are considered to be more reliable and conse-
quently used throughout this discussion.

Figure 89.43 illustratesthat film density is strongly depen-
dent on pressure, decreasing with increasing neutral pressure.
At lower neutral pressures the electron temperature in the
plasmais higher. Higher-energy electrons decompose alarger
proportion of the feed gas into smaller neutrals, radicals, and
ions. When these particles condense on the substrate, they tend
to form higher-density, diamond-like films rather than lower-
density, polymeric-like films.

Figure 89.44 demonstrates that film density is also weakly
dependent on methane concentration in the plasma, in general
increasing with decreasing hydrogen dilution. Increasing the
methane concentration in the plasmafor afixed neutral pres-
sure increases the carbon flux to the substrate relative to the
hydrogen flux and leads to higher-density films. At 20%
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Figure 89.42 Figure 89.43

Stress in hydrogenated films increases with decreasing dilution of the
methane plasma.

Hydrogenated film density decreases with increasing methane pressure in
the deposition chamber.
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methane, the atom C/H ratio is8%; at 80% that ratio increases
to 22%. The plasmais predominantly ahydrogen plasmawith
an increasing minority constituent as the methane concentra-
tionincreases. Itisnoteworthy that up to 80% methane concen-
tration, film densities for both neutral pressures are similar,
suggesting that the plasma properties are similar for the two
cases. At 100% the C/H ratio is 25%; however, the lower
operating pressure, 2.7 Pa, yields a film with a significantly
higher density than for the 5.3-Pa case, suggesting that the
plasma properties for that case are very different.
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Figure 89.44

Film’s density’ s dependence on hydrogen dilution of the methane.

Growth Rate

Growth rate depends on the operating pressure, as illus-
trated in Fig. 89.45. It peaks near 5 Pa and decreases at both
lower pressures and higher fill pressures. At pressures below
5 Pa, the number of carbon atoms present in the plasmalimits
the film’'s growth rate. The extraction rate is fixed by the
electric field within the plasma sheath, so the film can grow
only at the rate that carbon species enter the sheath from the
plasmaside. The carbon particle density is determined by the
fill pressure. Increasing the fill pressure increases the number
of carbon species available for film growth, as the figure
illustrates. At pressures above 5 Pathe growth rate is reduced
becausetheextractionfield strengthisreduced at the higher fill
pressures. While the carbon species density in the plasmais
high, most of these particles are not available for film growth.
The peak near 5 Pa represents the optimum balance between
available carbon speciesin the plasmaand their extraction rate
for this system.

LLE Review, Volume 89

Figure 89.46 illustrates the film’s growth rate dependence
on methane concentration at a fixed neutral pressure. Fixing
neutral pressure fixes the extraction field. Increasing the car-
bon species number density within the plasma by increasing
the methane concentration also increases the number of par-
ticles available for extraction. The extraction rate and conse-
quently the growth rates are seen to increase with methane
concentration in this figure as expected.
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Figure 89.45
Growth rate dependence on neutral pressure.
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Growth rate increases with increasing methane content in the plasma.
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Conclusions

The surface morphology of films depends on the operating
gas pressure and the hydrogen concentration in the gas mix-
ture. Surface smoothness improves with decreasing gas pres-
sure and increasing hydrogen dilution. Gross features on the
surfaces, such as lumps and pits, are attributed to particulate
transport from the plasma to the film surface. Film chips
detached from the chamber walls are the most likely source of
these particles. The presence of hydrogen reduces the produc-
tion or existence of larger-chained molecules in the plasma.
Consequently the deposition of these particles on the films,
the grids, and the wallsis strongly suppressed. Fine structure
on thefilm surfaceisattributed to the deposition conditions—
the energy of the impacting particles, the ratio of the atom/
neutral/radical fluxes, and the magnitude of the carbon flux—
and is most likely related to gas phase polymerization within
the plasma.

Hydrogendilutiona soimprovesplasmaperformance. L ong-
term plasma stability improves because the grids are not
progressively coated with carbonaceous material.

Thekey deposition parameter responsiblefor residual stress
inthe film isthe pressure of the precursor gas. Decreasing the
pressurefrom 27 Pato 1.3 Paincreasestheresidual stressinthe
films. Increasing the pressure of the precursor gas decreases
theanodepotential andincreasesthesubstratesel f-bias, thereby
changing the energy distribution of the particle flux involved
in the deposition process.

Deposition of films on PaMS microspheres showed that
stress generated during the growing process can drastically
change the topology of the coated surface over time. In some
cases changesbegan within afew hoursof deposition, whilein
other cases the films were unaltered for several weeks. In
addition to these time-dependent manifestations, all films
exhibited a granular surface.

Operating pressure al so playsanimportant rolein modulat-
ing density and growth rate. Film density depends on the gas
pressure. Film density increases with decreasing gas pressure
to reach a maximum of 2 g/cc at 2.7 Pa in methane plasmas.
Diluting themethanewith hydrogen decreasesthefilmdensity.

Growth rates up to 0.13 nm/h have been achieved. These
tests provide the deposition conditions for growing tritiated
amorphous carbon films.
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