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In Brief

Thisvolume of LLE Review, covering January—March 2001, includes areport on the characterization of
direct-drive implosion core conditions using time-resolved Ar K-shell spectroscopy. This work was
carried out by ateamthat included S. P. Regan, J. A. Delettrez, P. A. Jaanimagi, B. Yaakobi, V. A. Smalyuk,
F. J. Marshall, D. D. Meyerhofer, and W. Seka of the Laboratory for Laser Energetics (LLE), University
of Rochester; D. A. Haynes, Jr. of the Department of Engineering Physics, University of Wisconsin; and
C. F. Hooper, Jr. of the Department of Physics, University of Florida. The experiments involved the
implosion of polymer shellsfilled with Ar-doped deuterium gasdriven with up to 24-kJ, 1-nssquarel aser
pulses smoothed with 1-THz, 2-D smoothing by spectral dispersion (SSD) and polarization smoothing
(PS). The emissivity-averaged core electron temperature and density were inferred from the measured
time-dependent Ar K-shell spectral line shapes. Electron densities in excess of 2.5 x 1024 cm™ and
electron temperatures ~2.5 keV were measured in these experiments. This represents the highest
combination of electron temperature and density measured for these types of implosionsin laser-driven
inertial fusion experiments.

Additional research highlights reported in this issue include the following:

e C.K.Li, F. H.Séguin, D. G. Hicks, J. A. Frenje, K. M. Greene, S. Kurebayashi, and R. D. Petrasso
of the Massachusetts | nstitute of Technology (MIT) Plasma Science and Fusion Center (PSFC); D. D.
Meyerhofer, J. M. Soures, V. Yu. Glebov, R. L. Keck, P. B. Radha, S. Roberts, S. Skupsky, and
C. Stoeckl of LLE; and T. C. Sangster of Lawrence Livermore National Laboratory (LLNL) report on
studies of the implosions of direct-drive, DT-gas-filled polymer capsules using nuclear diagnostics.
In addition to traditional neutron measurements, acomprehensive array of knock-on deuteron, triton,
and proton spectra were used to compare the performance of capsules irradiated with full beam
smoothingon OMEGA (1-THz, 2-D SSD and PS) versusimplosionsof similar targetscarried out with
reduced beam smoothing (0.35-THz, 2-D SSD without PS). With full beam smoothing, implosions
withmoderateradial convergence (~10to 20) are shownto produceneutronyields, fuel areal densities,
and shell areal densities approximately 80%, 60%, and 35% higher, respectively, than those with the
reduced level of beam smoothing.

» Toimprovetheunderstanding of the moderate-convergence-ratio (~10to 20), direct-driveimplosions
carried out on OMEGA, P. B. Radha, V. Yu. Glebov, D. D. Meyerhofer, C. Stoeckl, and J. M. Soures
of LLE in collaboration with C. K. Li, R. D. Petrasso, and F. H. Séguin of MIT-PSFC developed a
consistent measurement-based static model of the stagnated core and fuel—pusher mix. The model,
presented in thisissue, assumesthat theimploded coreiscomprised of acleanfuel regionand a“mix”
region where the shell material ismixed into thefuel. Excellent agreement with asuite of neutron and
particle diagnosticsis obtained through the use of thismodel. The model suggeststhat approximately
1 pm of shell material is mixed into the fuel during the thermonuclear burn. It also suggests that the
fuel areal density is distributed equally between the clean core and the fuel—shell mix region.

e L. Disdier, A. Rouyer, JP Garconnet, A. Fedotoff, and J.-L. Bourgade of the Commissariat
aL’Energie Atomique (CEA) of France; V. Yu. Glebov, C. Stoeckl, and W. Sekaof LLE; and D. C.
Wilson of the Los Alamos National Laboratory (LANL) discuss high-resolution neutron imaging of
capsules imploded on the OMEGA laser. Their diagnostic is based on penumbral imaging using a



biconical aperture. The CEA-designed diagnostic demonstrated the highest spatial resolution yet
achieved on ICF implosions (45 to 60 pum) on direct-drive implosions carried out on the OMEGA
facility. Modifications that are expected to improve the resolution to 13 um for OMEGA implosions
have recently been carried out on this diagnostic.

Ultrafast picket-fence pulses have been proposed by an LLNL scientist as a means to maximize the
frequency-conversion efficiency and minimize beam-power imbalance on the National Ignition
Facility (NIF). InthisissueJ. A. Marozasand J. D. Zuegel of LLE report on theresults of an analysis
of thebeam-smoothing performanceof ultrafast picket-fencepul sesfor direct-drivetargetsontheNIF.
They found that beam smoothing achieved with ultrafast picket-fence pulses is equivalent to the
smoothing attained with the NIF sbase-line 2-D SSD design if the applied bandwidth and divergence
used for the picket-fence-configuration SSD is close to that of the base-line-design SSD system.
Furthermore, itisshown that the diffraction-limited far-field pattern produced by chirped picket-fence
pul ses can reduce the pinholeloading, potentially leading to alarger permissible beam divergencefor
the NIF with 2-D SSD.

B. Yaakobi, F. J. Marshall, T. R. Boehly, R. P. J. Town, D. D. Meyerhofer, and W. Sekareport on a
test of the feasibility of using extended x-ray absorption spectrum (EXAFS) to characterize the
properties of solid materials shocked at moderately high pressures (up to afew Mbar). Thiswork is
part of LLE’s participation in the Department of Energy’ s Stewardship Science Program (SSP). The
initial results presented in this issue show very-high-contrast EXAFS modulations when a thick,
undriven Ti foil is backlighted by the x-ray radiation from an imploded CH shell.

KDPisanimportant el ectro-optic tetragonal crystal used widely in high-power laser systems. In this
issue, T. Fang of Crystal Technologiesand J. C. Lambropoul osof the UR’ sDepartment of Mechanical
Engineering and LLE report on studies of the microhardness and indentation fracture of KDP. They
devel op an approximate model for analyzing crack-load micro-indentation datain tetragonal crystals.
The model uses the minimum elastic modulus of the material.

John M. Soures
Editor



Characterization of Direct-Drive-lmplosion Core Conditions
on OMEGA with Time-Resolved Ar K-Shell Spectroscopy

Introduction

In the direct-drive approach to inertial confinement fusion
(ICF), capsules are directly irradiated by a large number of
symmetrically arranged laser beams.12 Time-resolved Ar
K-shell spectroscopy has been established as areliable tech-
nigue to diagnose the compressed core of direct-drive implo-
sions,310 as well as indirect-drive implosions.811-16 This
technique has been used on the 60-beam OMEGA laser sys-
tem?’ to characterizethe core conditionsof direct-driveimplo-
sions. Plastic shells with an Ar-doped deuterium fill gas were
driven with a 23-kJ, 1-ns sguare laser pulse smoothed with
phase plates,1® 1-THz smoothing by spectral dispersion
(SSD),19-21 and polarization smoothing (PS) using birefrin-
gent wedges.?? Laser beam smoothing reduces the effects of
the ablative Rayleigh-Taylor hydrodynamic instability by
reducing theinitial imprint levels.23 Thetargetsin this experi-
ment are predicted to have a convergence ratio of ~15. Mea-
sured convergence ratios of 14 have been reported for similar
capsules on OMEGA .24 The emissivity-averaged core elec-
tron temperature and density wereinferred from the measured
time-dependent Ar K-shell spectral line shapes.

Two propertiesof theAr K-shell spectrum emitted from hot,
dense plasmas (n, > 1022 cm™3; T, > 1 keV) are exploited to
infer a unique combination of emissivity-averaged core elec-
tron temperature and density: (1) The line shapes depend
strongly on density and arerelatively insensitive to variations
in electron temperature. (2) The relative intensities of the Ar
K-shell linesandtheir associated L-shell satellitesaresensitive
to variations in electron temperature and density.8 The Stark-
broadened line profiles for the Ar Heg (1s31-1s9), He, (1s4l-
15%), Hes (1s51-1s%), and Ly  (3l1s) resonant transitions and
associated satellites were calculated using a second-order
quantum mechanical relaxation theory.8 These line profiles
were combined using relative intensities derived from a de-
tailed non-LTE kinetics code corrected for the effects of
radiative transfer using an escape-factor approximation. The
Stark-broadened line profiles were corrected for the effects of
opacity using a slab opacity model.
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Inthisarticle we present time-resolved Ar K-shell spectro-
scopic measurements of adirect-driveimplosion on OMEGA.
The following sections (1) describe experimental setup, in-
cluding the photometric calibration of the spectroscopic diag-
nostics, (2) describetheatomic physicsmodel andtheline-fitting
procedure; (3) comparethemodel ed spectrawith the measured
data; and (4) give the inferred temporal evolution of the
electrontemperatureand density. Conclusionsarepresentedin
the last section.

Experimental Setup

The layout of the experimental setup on OMEGA and a
schematic of the target are shown in Fig. 86.1. The 20-um-
thick, 954-um-diam plastic shell with an Ar-doped deuterium
fill gaswasdrivenwitha24-kJ, 1-nssquarelaser pulse, and the
Ar K-shell emission was recorded with time-resolved and
time-integrated flat crystal spectrometers. The total fill pres-
surewas 15 atmwith anatomicAr percentage of 0.18 resulting
in apartial pressure of Ar of ~0.05 atm. The impact of the Ar
dopant on the capsule performance reduces the primary neu-

Time-integrated
|1 X-ray spectrometer

15 atm DD
0.054 atm Ar

E10710

Figure 86.1

The layout of the experimental setup on OMEGA and a schematic of the
target. The plastic shell with an Ar-doped deuterium fill gaswas driven with
a 23-kJ, 1-ns square laser pulse. The tota fill pressure was 15 atm with an
atomic Ar percentageof 0.18resultinginapartial pressureof Ar of ~0.05atm.
Streaked and high-resolution, time-integrated x-ray spectra of Ar K-shell
emission were recorded with flat crystal spectrometers.
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CHARACTERIZATION OF DIRecT-DRIVE-IMPLOSION Core ConbiTions oN OMEGA

tronyield to ~75% of an undoped target.24 The on-target beam
uniformity hasbeensignificantly improvedon OMEGA: single-
beam irradiation nonuniformity has been reduced with 1-THz
SSD and PS, and thebeam-to beam rmspower imbal anceis5%
or less for square laser pulses.24

The time-dependent Ar K-shell spectral line shapes were
monitored using time-resolved x-ray spectroscopy. Two X-ray
streak cameras were fielded for this experiment: one had an
~2-nstemporal window and was used to measure the spectral
line shapes with 25-ps temporal resolution; the other had an
~4-nstemporal window and was used to measure the absolute
timing of the Ar K-shell emission with an accuracy of 50 ps.

The spectrum recorded with the faster streak camera is
shown in Fig. 86.2 with temporal streak distortions removed.
This spectral range includes the following Ar K-shell reso-
nance lines: Ar Ly, (21-1s), Heg (1s31-15?), He,, (1s41-15%),
Lyg (3-1s), Hej (1s51-1s?), He, (1s61-1s?), Ly, (4l-19),
Lys (51-1s), and Ly, (6l-1s). The prominent ones have been
identified in Fig. 86.2. The x-ray streak camera,?® which
utilized a flat RbAP (rubidium acid phthalate) crystal to dis-
perse the spectrum onto an Au photocathode, was timed (see
Fig. 86.2) to capture the coronal plasmaemission at the end of
the laser pulse just after 1 nsthrough the peak x-ray emission
at 2 ns. The slower streak camera recorded the same spectral
range with a similar spectrometer; however, as shown in
Fig. 86.3, it was timed to record the entire evolution of the
x-ray emission from the start of the coronal plasma emission
whenthelaser strikesthetarget to the peak x-ray production at

End of coronal Peak
plasmaemission  compression

4.5

2.918-A Ar Ly,
2988-AArLy,

peak compression. Temporal streak distortions have also been
removed from thetime-resolved spectrain Fig. 86.3. Thetime
axis of the slower streak camera was established with the
temporally modulated ultraviolet fiducial laser pulse (see
Fig. 86.3). Theexponential riseof thecoronal plasmaemission
was extrapolated back to the beginning of the laser pulse.

The absolute timing of the peak x-ray emissionin Fig. 86.2
was taken from Fig. 86.3. The average sweep speed of the
faster streak camera was measured to be 48 pmm on a
subsequent shot during the experimental campaign using a
temporally modulated ultraviolet fiducial laser pulse. As seen
in Fig. 86.2, the onset of the Ar K-shell line emission occurs
during the shock heating beginning at ~1.6 ns, and as the
impl osion proceeds, theamount of Stark-broadening increases.
Thedispersion of the streaked spectrum was determined using
the relatively narrow spectral features observed just after the
onset of the Ar K-shell emission lines at t = 1.77 ns (see
Fig. 86.4). The modeled spectrum also shown in Fig. 86.4 is
discussed in the next section. A portion of the streak camera’'s
x-ray photocathode was blocked, providing a wavelength
fiducial (seeFig. 86.2) to establish the orientation of the streak
axis. The spectra were recorded on Kodak T-max 3200 film.
The film was digitized using a PDS (Perkin-Elmer Photo-
metric Data Systems) microdensitometer and corrected for
film sensitivity.

The streaked spectrawere corrected for variationsin x-ray
spectral sensitivity and streak cameraflat-fielding effectsusing
the photometrically calibrated spectra of a time-integrated

Figure 86.2
The time-resolved Ar K-shell spectral measurement with

% 4.0 3.151-A Ar Ly an ~2-nster.npore'1I window for shot number 22507. Tgmpo-
X 3.200-A Ar H 3 ral streak distortions have been removed, and the orienta-
% tion of the streak axis is determined with the wavelength
acj 3.365-A Ar Heﬁ fiducial. The onset of the Ar K-shell line emission occurs
(I} during the shock heating beginning at ~1.6 ns, and the
35 ) ) Stark-broadening increases astheimplosion proceeds. The
' Wavelength fiducial dispersion of the streaked spectrum was determined using
the relatively narrow spectral features observed just after
3.734-A Ar Ly, the onset of the Ar K-shell emission lines.
sscall 22507
\
1.0 15 20 25
Time (ns)

E10857
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spectrometer. Thetime-integrated instrument utilized anADP
(ammonium dihydrogen phosphate) crystal to disperse the
spectrum onto Kodak DEF (direct exposure) film. Thisinstru-
ment was calibrated using a combination of measured and
published crystal reflectivities, 26 and the film was digitized
with the PDS microdensitometer and corrected for film sensi-
tivity. The bremsstrahl ung emission from an undoped capsule,
which was measured with the time-integrated spectrometer
and found to be characteristic of an electron temperature equal
to 0.68 keV, was used to calibrate the time-resolved spectra.
The streaked spectrum was integrated in time and compared

CHARACTERIZATION OF DIRecT-DRIVE-IMPLOSION Core ConbiTions oN OMEGA

with the bremsstrahlung emission. The ratio of these two
guantitiesis the photometric calibration of the streaked spec-
trum. The calibration, which is applied to each time-resolved
spectra, is shown in Fig. 86.5.

Atomic Physics M odeling

Time-resolved Ar K-shell spectroscopy is a technique that
allowsthe emissivity-averaged el ectron temperature and den-
sity to be inferred. The Stark-broadened Ar K-shell spectral
line shapes are calculated with the Multi-Electron Radiator
Lineshape (MERL) code?” in the manner described in Ref. 8.

Coronal plasma emission

Laser strikes
Peak
the target compression

45

— 2.918-A Ar Ly;
__ 2.988-A Ar Ly Figure 86.3

The time-resolved Ar K-shell spectral measurement with an
~4-ns temporal window for shot number 22507 with temporal
streak distortions removed. The entire evolution of the x-ray
emission from the start of the coronal plasma emission when
the laser strikes the target to the peak x-ray production at peak
compression is recorded. The time axis was established with
the temporally modulated ultraviolet fiducial laser pulse, and
the exponential rise of the coronal plasma emission was ex-
trapolated back to the beginning of the laser pulse.

| 3.151-AArLy
| 3.200-A ArH
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»
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1.00 + Figure 86.4

The measured spectrum (blue curve) observed just after the onset of the Ar K-shell
emission lines at t = 1.77 ns is used to establish the photon-energy scale. The
inferred electron density and temperature from the model ed spectrum for the 3.5-
to4.0-keV range (red curve) are 0.3 (+0.03) x 1024 cm~3and 1.3 (+0.07) keV. The
background bremsstrahlung emission spectrumisrepresented by the dashed curve.
The vertical dotted lines represent the unshifted line centers of the Ar K-shell
resonance lines. At present only the 3.5- to 4.0-keV range is analyzed; however,
work isin progress for the spectrum above 4.0 keV, which is more challenging to
model due to the presence of the He-like and H-like bound-free edges.
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Figure 86.5

The photometric calibration of the streaked spectrato correct for variations
in x-ray spectral sensitivity and streak camera flat-fielding effects is deter-
mined by recording continuum emission from an implosion with no
Ar-dopant simultaneously on the time-resolved and time-integrated instru-
ments. The measured time-integrated spectrum was modeled with a
bremsstrahlung emission spectrum characteristic of an electron temperature
equal to0.68keV . Thetime-resolved measurement wasintegrated intimeand
compared with the modeled spectrum. The ratio of the modeled emission to
the measurement i sthe photometric calibration of the streaked measurement.

MERL utilizes the adjustable parameter exponential approxi-
mation (APEX)28 for ion microfield calculation, the theory of
Boercker, Iglesias, and Dufty (BID)2? for the ion dynamics,
and a quantum mechanical relaxation approximation for elec-
tron broadening.8

Ar K-shell spectrawere calculated for many combinations
of electron temperatures and densities. Collisional-radiative-
equilibrium population distributions including 1380 levels
(1 fully stripped, 25 H-like, 372 He-like, 918 Li-like, 28
Be-like, 15 B-like, 11 C-like, and 10 N-like) are solved using
the CRETIN code.3° The effects on the populations due to
radiativetransfer of theoptically thick Ly, and He, (1s2|-15%)
emissions are approximated using Mancini’s escape factors.3!
The Stark-broadened Ar K-shell resonance lines and satellites
are calculated with MERL 27 and opacity broadening iscalcu-
lated assuming uniform core conditions.

The best fit to the measured spectrain the 3.5- to 4.0-keV
range is determined using a least squares fitting routine. A
look-up table is generated for 4000 combinations of electron
temperature and densities in the range of interest. For each
time-resolved measurement, the bremsstrahlung emission in

50

the 3.5- to 4.0-keV rangeisfitted in the measured spectra and
added to the modeled Ar K-shell spectra. Modeled spectraare
convolved with the spectral resolution of the streaked mea-
surement, which was determined using the narrow spectral
features that are observed when the Ar K-shell linesinitially
light up. Thefitting routine searches the look-up table for the
best fit for each time-resolved spectrum. At present only the
3.5-104.0-keV rangeisanalyzed; however, work isin progress
for the spectrum above 4.0 keV, which is more challenging to
model due to the presence of the He-like and H-like bound-
free edges.

Experimental Results and Analysis

Significant changesin the Stark-broadened line widths and
therelativeratios of the Ar K-shell emissions occur during the
courseof theimplosion, making thisdiagnostic sensitivetothe
core electron temperature and density. A time history of emis-
sivity-averaged core el ectron temperature (triangles) and den-
sity (sguares) inferred from the time-resolved Ar K-shell
spectroscopy is shown in Fig. 86.6. The measured x-ray
continuum in the 3.50- to 3.55-keV range (blue line) is also
shown for reference. An examination of Fig. 86.6 revealsthe
electron temperature peaks first, then the electron density
peaks around the time of peak x-ray production. The electron
temperatureinferred from fitting the bremsstrahlung emission
inthe3.5-t04.0-keV spectral rangeslowly decreaseswithtime
from~0.8keV att = 1.77 nsto ~0.5 keV at 2.15 ns.

As pointed out earlier in the Experimental Setup section,
theAr K-shell emissionlinesat early timesare used to establish
the photon energy scale (see Fig. 86.4). The narrow spectral
features that are measured (blue curve) in the 3.5- to 4.0-keV
range are modeled (red curve) with the spectral line shapes
characteristic of core conditions with electron density and
temperature of 0.3 (+0.03) x 1024 cm=3 and 1.3 (+0.07) keV.
The error analysis of the inferred electron temperature and
density isgivenbelow. Thelevel of continuumemissionisalso
shown in Fig. 86.4 (dashed line), and the vertical dotted lines
represent the unshifted line centers of theAr K-shell resonance
lines. Selected spectra from the hot, dense plasma are exam-
ined below.

The spectrum recorded at 1.89 ns is shown in Fig. 86.7
along with the modeled spectrum. The inferred electron den-
sity and temperature are 1.25 (+0.13) x 1024 cm=3 and
1.9 (+0.1) keV. Line shifts to lower photon energies'® can be
readily observed in the Heg, Lyg, and Ly, by comparing the
measured profileswith the position of the unshifted lines. The
atomic physics model shows good agreement with the mea-
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sured line shifts, which are observed throughout the high-
density portion of theimplosion. Compared with Fig. 86.4, the
Heg is now weaker than the Ly, and the level of continuum
emission has increased.

Simulations of the implosion with the 1-D hydrodynamic
code LILAC indicate that the peak neutron production occurs
at the same time as the peak emissivity-averaged electron
temperature. Therefore, peak neutron productionisassumedto
be simultaneous with the peaking of the electron temperature
at t = 1.93. The spectrum recorded at this time is shown in
Fig. 86.8. The electron temperature and density at the time of
peak neutron production are determined to be 2.0 (£0.2) keV
and 2.5 (20.5) x 1024 cm~3. Thisrepresentsthe highest combi-
nation of electron temperature and density measured with Ar-
doped deuterium gasfill capsulesinlaser-drivenfusion. Asthe
implosion proceeds to peak compression, which occurs at
t = 2.01 ns, theinferred electron density continuesto increase
to 3.1 (+0.6) x 1024 cm=3, while the electron temperature
decreasesto 1.7 (£0.17) keV. The spectrum measured at peak
compressionisshowninFig. 86.9. AscanbeseeninFigs. 86.8
and 86.9, the background bremsstrahlung emission is compa-
rable with the Lyg intensity and is stronger than the Heg

100 ¢ ! . 3.0
af 125
75 g |,
58 | L I
ﬁo‘g 10 ;;fg! 115 X
o= i 2y —> =
> L
\646; i (_! 7 10
<5 i | i
I= L —10.5
£
0.1 | ! 0.0
1.50 1.75 2.00 2.25
10861 Time (ns)
Figure 86.6

The time history of the emissivity-averaged core electron temperature (tri-
angles) and density (squares) inferred from the time-resolved Ar K-shell
spectroscopy for shot number 22507 reveals that the electron temperature
peaks first, then the electron density peaks around the time the x-ray
continuum inthe 3.50- to 3.55-keV range (blueline) peaks. Astheimploding
shell decelerates, the emissivity-averaged electron temperature and density
increase to 2.0 (20.2) keV and 2.5 (£0.5) x 1024 cm=3 at peak neutron
production (t = 1.93 ns), which is assumed to be simultaneous with the
peaking of the electron temperature. Thisisfollowed by afurther increasein
the electron density to 3.1 (+0.6) x 1024 cm~3 and a decrease in the electron
temperature to 1.7 (+0.17) keV at peak compression (t = 2.01 ns).
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Figure 86.7

The measured spectrum (blue curve) observed at t = 1.89 nsand the model ed
spectrum (red curve) inthe 3.5- to 4.0-keV range are presented. Theinferred
electron density and temperature are 1.25 (£0.13) x 1024 cm~3 and
1.9(0.1) keV. The background bremsstrahl ung emission spectrum isrepre-
sented by the dashed curve, and the unshifted line centers of the Ar K-shell
resonance lines are represented by the vertical dotted lines. Line shifts are
observed in the Heg, Lyp, and Ly lines, and an increase in the linewidths
is observed.
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Figure 86.8

The measured spectrum (blue curve) observed at t = 1.93 nsand the model ed
spectrum (red curve) in the 3.5- to 4.0-keV range are presented. The back-
ground bremsstrahlung emission spectrum is represented by the dashed
curve, and the unshifted line centers of the Ar K-shell resonance lines are
represented by vertical dotted lines. The inferred electron temperature and
density are 2.0 (20.2) keV and 2.5 (+0.5) x 1024 cm=3. The peak neutron
production is estimated to occur at thistime with the peaking of the electron
temperature.
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intensity. Finally, as the compressed core disassembles, the
electron temperature and density rapidly decrease. The spec-
trum recorded at t = 2.15 ns is shown in Fig. 86.10. The
inferred electron density and temperature are 1.7 (£0.3) x
1024 cm=3 and 0.75 (+0.08) keV. The dominant feature of
the spectrumisthe HeganditsLi-like satellitesaround 3.55 to
3.75 keV.

Many factors affect the accuracy of the electron tempera-
ture and density measurements. In this experiment strong
signals of the spectral lines of interest were recorded through-
out theimplosion; therefore, themost influential factorsaffect-
ing the accuracy are the determination of the background
bremsstrahlung emission spectrum and the accuracy of the
atomic physics model. As shown in the time-resolved spectra,
the Stark-broadened spectral lines have a significant con-
tinuum emission background, which must be accounted for in
the spectral line fitting procedure. Although the spectral fits
examined here show good agreement with the measured line
shapes and with the background levels between the spectral
lines, there is some discrepancy between the measured and
modeled line shapes at the peaks of the lines. The accuracy in
the electron density is estimated to be +10%, and the accuracy
intheelectrontemperatureisestimated to be+5%for therange
of electron densitiesbelow 2 x 1024 cm~3. Abovethis density

the accuracy in the electron density is estimated to be +20%,
and the accuracy in the el ectron temperatureis estimated to be
+10%. The precision of the least squares spectral line fitting
routine is well within the accuracy error.

Work is in progress to compare time-resolved Ar K-shell
spectroscopy measurements with the time-resolved neutron
burn history to establish the timing between the peak neutron
burn and peak x-ray production. Comparisons will be made
between fuel-pR measurements, gated x-ray images of the
core, and the emissivity-averaged core electron density mea-
surement to estimate the amount of mix in the core of shell
material with the fuel. In addition, lower dopant levels of Ar
were studied to minimize theimpact of the enhanced radiative
lossesonthetarget performance, while maintaining detectable
signals of the Ar K-shell emission. These results will be
presented in a separate publication for arange of targets with
predicted convergence ratios from 13 to 37.

Conclusion

Time-resolved Ar K-shell spectroscopy has been used to
diagnose the core conditions of direct-driveimplosionson the
60-beam OMEGA laser system. Plastic shells with an Ar-
doped deuterium fill gasweredriven witha23-kJ, 1-nssquare
laser pulsewith apredicted convergenceratio of ~15, and laser
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Figure 86.9 Figure 86.10

The measured spectrum (blue curve) observed at t = 2.01 nsand the modeled
spectrum (red curve) in the 3.5- to 4.0-keV range are presented. The back-
ground bremsstrahlung emission spectrum is represented by the dashed
curve, and the unshifted line centers of the Ar K-shell resonance lines are
represented by thevertical dotted lines. Peak compression occursat thistime,
and the inferred electron temperature and density are 1.7 (+0.17) keV and
3.1 (x0.6) x 1024 cm™3.

The measured spectrum (blue curve) observed at t = 2.15 nsand the modeled
spectrum (red curve) in the 3.5- to 4.0-keV range are presented. The back-
ground bremsstrahlung emission spectrum is represented by the dashed
curve, and the unshifted line centers of the Ar K-shell resonance lines are
represented by the vertical dotted lines. The compressed core is disassem-
bling, and the inferred electron temperature and density rapidly decrease to
0.75 (20.08) keV and 1.7 (+0.3) x 1024 cm™3.
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beams were smoothed with 1-THz SSD and polarization
smoothing using birefringent wedges. The measured time-
dependent, Stark-broadened, Ar K-shell spectral line shapes
were compared with modeled spectrato infer the emissivity-
averaged coreel ectrontemperatureand density. Astheimpl od-
ing shell decelerates, the emissivity-averaged electron tem-
perature and density increaseto 2.0 (£0.2) keV and 2.5 (x0.5)
x 1024 cm~3 at peak neutron production, which is assumed to
occur at the time of the peak emissivity-averaged electron
temperature. This is followed by a further increase in the
electron density to0 3.1 (+0.6) x 1024 cm~3and adecreasein the
electron temperatureto 1.7 (£0.17) keV at peak compression.
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Study of Direct-Drive, DT-Gas-Filled-Plastic-Capsule Implosions
Using Nuclear Diagnosticson OMEGA

Introduction

High-gaininertial confinement fusion (ICF) requires uniform
compression of a spherical capsule to a state of high density
and temperature; 13 current research is aimed at finding ways
to achieve this goal. This article describes how a range of
traditional and new nuclear diagnostics are used to study the
compression performance of deuterium-tritium (DT)-filled
target capsules imploded by direct laser drive on LLE’s 60-
beam OMEGA laser system. The sensitivity of theimplosion
performance to the uniformity of laser power deposition is
studied by measuring thefuel and shell areal densities(pR) and
the shell electron temperature (Tg). These parameters are
studied using the first comprehensive set of separate spectral
measurements of deuterons, tritons, and protons (“knock-
ons”) elastically scattered fromthefuel and shell by 14.1-MeV
DT fusion neutrons.

To achieve fusion ignition, a DT-filled target needs suffi-
cient compression to form two different regions: asmall mass
with low density but high temperature in the center (the “ hot
spot,” with T; ~ 10 keV) and alarge mass of high-density, low-
temperature fuel surrounding this hot spot. The 3.5-MeV DT
aphas generated in the central hot spot (with pR~ 0.3 g/cm?)
are stopped in the fuel, thereby propagating a thermonuclear
burn. Two approachesto achieving this objective areindirect-
and direct-drive implosions. For the indirect-drive approach,
wherelaser beamsirradiatetheinner wall of ahigh-Z radiation
case (hohlraum), laser energy isfirst converted to soft x rays,
which subsequently compressthe capsul e. For thedirect-drive
approach, the laser beams directly irradiate and compress the
target. The National Ignition Facility (NIF), which has both
indirect- and direct-drive capabilitiesandisunder construction
at Lawrence Livermore National Laboratory, is designed to
achieve this ignition objective. Experiments on OMEGA are
currently investigating many aspects of theimplosion physics
relevant to future NIF experiments with scaled experimental
conditions. For example, the OMEGA cryogenic program
will study energy-scaled implosions based on NIF ignition
target designs.®

OMEGA isaNd-doped glass laser facility that can deliver
60 beams of frequency-tripled UV light (351 nm) with up to
30kJin1to 3 nswithavariety of pulse shapes; both direct and
indirect drive are possible.# Early direct-drive experiments on
OMEGA have achieved high temperatures (T; ~ 15 keV) and
high fusion yields (for example, DT neutron yield ~1014 and
DD neutronyield ~1012).6 |n particul ar, aseries of implosions
of room-temperature capsules with gas fill (0 to 30 atm of
either D, or D3He) and plastic shells (CH, 10 to 35 um thick)
have recently been conducted with a variety of laser pulse
shapes, irradiation uniformities, etc.”1 These implosions
generate typical fuel areal densities (pRy,q) Of ~5 to
15 mg/cm? and shell areal densities (ORg,q() > 50 mg/cm2.
Part of their importance lies in their relevance to OMEGA
cryogenic-target implosions and theinsightsthey provideinto
implosion physics of direct-drive ICF.

The OMEGA experimentsincluded in thisarticleinvolved
room-temperature capsules with DT-gas fill and CH shells.
The nominal parameters were 20-um shell thickness and
15-atmfill pressure. Thesetypesof capsules havetotal masses
similar to those of OM EGA cryogenic targetsand are expected
to have comparable stability properties under similar experi-
mental conditions.>’ An OMEGA cryogenic capsule consists
of three parts: a central part with low-pressure (triple-point
vapor pressure) D, or DT gas (0.2 atm at ~19 K), amain fuel
layer (~90 umof D, or DT ice), and a1- to 3-um CH overcoat.
The CH shell of aroom-temperature target simulates the fuel
part (DT ice) of acryogenictarget, and thefill gassimul atesthe
hot-spot-forming central DT gas in a cryogenic target.> The
hydrodynamics are expected to differ in detail, in part due to
the difference in the equation of state, ablation rate, and
implosion velocity. Nevertheless, many aspects of high-en-
ergy-density physicsand thetarget performances of cryogenic
targets can be studied with these surrogate targets under
current experimental conditions, including the effects of irra-
diation uniformity. The experiments also provide useful data
for the development of advanced diagnostics (such as high-
resolution, charged-particle spectroscopyl?) and for
benchmarking computer simulations.13
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A primary emphasis in this study was the dependence of
capsule performance on laser irradiation uniformity; the next
section provides motivation by describing the importance of
irradiation uniformity to the physics of capsule implosion
performance. Subsequent sections (1) describe the experi-
ments under study here, utilizing DT-filled capsules with CH
shellsand different | aser-smoothing techniques; (2) discussthe
measurement of knock-on spectra and the relationships be-
tween these measurements and the characteristics of imploded
capsules; and (3) discuss the performance of imploded core
and shell under different conditions, showing that 15-atm-DT
capsules with appropriate laser smoothing achieved a moder-
ate convergenceratio (Cr ~ 12 to 15); pR¢ e and pRgng Were
determined to be ~15 mg/cm? and ~60 mg/cm?, respectively.

Laser Drive Characteristics and Capsule Performance

Successful direct-drive implosions require control of
Rayleigh—Taylor (RT) instability because direct-drive targets
are susceptible to thisinstability during both acceleration and
deceleration phases.®’ This control requires shell integrity
throughout thewhol e accel eration phase, which can beaccom-
plished by a spherical target being irradiated uniformly. The
instability is seeded by laser illumination nonuniformity and
also by target imperfections (roughness on the outer ablative
surface and/or the inner fuel—shell interface).” During the
acceleration phase, this instability can occur at the ablation
surfaceand propagateto thefuel—shell interface, adding rough-
nessto the inner shell surface and also feeding back out to the
ablation surface; in the worst case, this could lead to shell
breakup. During the decel eration phase, the distortions at the
fuel—shell interface grow and result in the mixing of fuel and
shell materials, which degrades target performance.

For the shots studied here, two approaches were used to
control instabilities and improvetarget performance. Thefirst
was the choice of laser pulse shape. A high-shock-strength
(high adiabat), 1-ns square laser pulse was used to maximize
the ablation rate and reduce RT growth. Though a gradually
rising pulse (low adiabat) produces, in principle, alarger target
compression than asharply rising pul se, because of lower fuel
and shell isentropes, 12 al ow-shock-strength pul se generatesa
lower ablation rate and smaller in-flight shell thickness, lead-
ing to more instability for direct-drive implosions. This has
been demonstrated in earlier experiments, where better target
performance was obtained with a 1-ns square pul se than with
other pulsetypesfor room-temperaturetargets.®° Simulations
have predicted that another advantage to using the 1-ns square
pulse to implode room-temperature capsules with 20-um-CH
shellsisthat the target hydrodynamic and stability properties
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are similar to those that result from using a shaped pulse with
cryogenic targets (for example, the OMEGA a = 3 design’).

The second approach isimproved laser-irradiation unifor-
mity. In discussing deviations from illumination uniformity,
we distinguish two sources: Beam-to-beam energy imbalance
causes low-order mode perturbations (mode number 7 < 10),
whilenonuniformitieswithinindividual beamsgeneratehigher-
order perturbations(¢ >10). Toachievealevel of 1%or lessfor
on-target irradiation nonuniformity, different beam energies
must be matched to within an rms deviation of 5%.%7 In the
seriesof implosionsstudied here, an energy balancewithin 3%
to 25% rms was achieved; however, after taking into account
the effect of the laser-beam overlap on the target surface (as
shown in Fig. 86.11), low-mode rms uniformity was between
1% and 9%, with an average <5%.
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Figure 86.11

The low-mode rms irradiation nonuniformity plotted as a function of the
beam energy imbalance. In general, abetter energy balance resultsin better
low-mode rms irradiation uniformity.

Single-beam uniformity is improved by two-dimensional
smoothing by spectral dispersion (2-D SSD) combined with
other smoothing techniques such as distributed phase plates
(DPP's) and distributed pol arization smoothing (PS).” Thetwo
smoothing conditions used in this study were 0.35-THz-band-
width, 3-color-cycle2-D SSD and 1.0-THz-bandwidth, single-
color-cycle 2-D SSD with PS. Theoretical simulations and
recent experiments have demonstrated that PS improvesirra-
diation uniformity by afactor of ~+/2 for higher-order pertur-
bations (¢ > 10). The combination of PS with high-bandwidth
2-D SSD isexpected to result in on-target nonuniformity <1%
after 300 ps.> /14
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Experiments

The OMEGA experiments reported here used 60 beams of
frequency-tripled (351-nm) UV light to directly drive the
targets. Targets were room-temperature capsules with DT gas
enclosed in aCH shell. The actual DT-gas pressure wasin the
rangeof 11to 15 atm. The CH-shell thicknesswas19to 20 um,
and the capsule diameters were 920 to 960 um. Laser energy
ranged from 20 to 23 kJ, with atypical intensity of ~1 x 101°
W/cm?, and the | aser-beam spot sizeon target was~1 mm. The
laser pulse was approximately sguare with a 1-ns duration,
with rise and decay times of ~150 ps. Good pulse-shape
repeatability was obtained, and the beam-to-beam laser energy
balancewastypically ~5% rms. Two laser configurationswere
used. In the first, individual beams were smoothed using
3-color-cycle 2-D SSD along two axes with a bandwidth of
0.35 THz. In the second, beams were smoothed by single-
color-cycle2-D SSD, witha1.0-THz bandwidth, and PSusing
abirefringent wedge.

The primary DT neutron yields were measured using Cu
activation.1® For this series of experiments, primary DT neu-
tron yields of 1012 to 1013 were obtained, with an estimated
measurement error of ~10%. lon temperatures T; were
measured using neutron time-of-flight (NTOF) Doppler
widths.16-18 Typical valueswere 3.5to 5 keV, with ameasure-
ment error of ~0.5 keV. Fusion burn history was obtained with
the neutron temporal detector (NTD),19 and the typical fusion
burn durations here were 140 to 190 ps with bang times
occurring at several hundred picoseconds after the end of the
laser pulse.

To obtain the areal densities for compressed fuel and shell
(afundamental measure of the implosion dynamics and qual-
ity), and to address other issues (such as the measurement of
shell T, electrostatic potential due to capsule charging, etc.),
spectraof emerging charged particleswere measured with two
magnet-based charged-particle spectrometers (CPS-1 and
CPS-2)20.21 and several “wedge-range-filter (WRF)” spec-
trometers.1122 The charged particles [knock-on deuterons
(KQd), tritons (KOt), and protons (KOp)] are elastically scat-
tered from the fuel and shell by 14.1-MeV DT neutrons.23:24
Thisis currently the only technique for studying the fuel and
shell areal densities of DT capsule implosions on OMEGA.
Other possible methodsinclude neutron activation?® and mea-
surement of secondary2%-27 and tertiary products(neutronsand
protons?’=29), but these methods are currently impractical
because of certain technical limitations.

56

CPS-1 and CPS-2 are nearly identical, and each uses a
7.6-kG permanent magnet20-21 constructed of a neodymium-
iron-boron alloy with a steel yoke. Incoming particles are
collimated by a slit whose width can be varied between 1 and
10 mm (giving an acceptance of 10~8to 107> of thetotal yield),
as appropriate for expected flux levels. The magnet separates
particles into different trajectories according to the ratio of
momentum to charge. Pieces of CR-39, used as particle detec-
tors, are positioned throughout the dispersed beam normal to
the particleflux. Boththeenergy and the speciesof theparticle
generating a track in CR-39 can be determined through the
combined knowledge of itstrajectory (determined by its posi-
tion on the CR-39) and the track diameter. Particles with the
same gyro radius, such as8-MeV tritons and 12-MeV deuter-
ons, areeasily distinguished sincetheir very different stopping
powersgenerate measurably different track sizesinthe CR-39
(the larger the stopping power, the larger the track). This
configuration allows coverage over the proton energy range
from 0.1 MeV to 40 MeV. The energy calibration uncertainty
varies with particle energy, being about 30 keV at 2 MeV and
about 100 keV at 15 MeV. The two spectrometers are 101°
apart, thereby enabling studies of implosion symmetry.
CPS-2 (CPS-1) is placed inside (outside) the 165-cm-radius
OMEGA chamber at 100 cm (235 cm) from the target.

The WRF spectrometers, which are described in detail
elsewhere,11-22 provide proton spectraby analyzing the distri-
butions of proton-track diametersin a piece of CR-39 that is
covered during exposure by an aluminum ranging filter with
continuously varyingthickness. Thecurrent energy calibration
isaccurateto about 0.15MeV at 15 MeV. These spectrometers
are simple and compact, allowing them to be used at multiple
positions during a shot for symmetry studies and placed close
to the target for good statistics when proton yields are low
(down to about 5 x 10°).

To analyze the measurements made during these experi-
ments, theimpl osionswere model ed with theone-dimensional
hydrodynamic calculation code LILAC.30 Several important
physical models were used in the calculation, such as the
tabulated equation of state (SESAME), flux-limited electron
transport (with aflux limiter of f = 0.06), local thermodynamic
equilibrium (LTE), opacities for multigroup radiation trans-
port, and inverse-bremsstrahlung-absorption energy deposi-
tion through a ray-trace algorithm in the underdense plasma.
No effect of fuel—shell mix was included.
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Knock-on Particlesand Their Spectra

Knock-on particles are generated in a two-step process. A
14.1-MeV neutronisfirst generated fromaDT fusionreaction.
These neutronsusually escapethe capsulewithout interacting.
A small fraction of them (of the order of ~0.1%), however,
elastically scatter off either fuel D or T or CH-shell p, as
described in Egs. (1)—(4) and depicted schematically in
Fig. 86.12. Information about the compressed fuel is carried
out by these knock-on D and T; information about the com-
pressed shell iscarried out by knock-on p and isalso contained
in the energy downshifts of knock-on D and T spectra:

D+T - a(35MeV)+n(14.1MeV), (1)
n(14.1MeV)+T - n' +T(<10.6 MeV), )
n(14.1MeV)+D — n' +D(<12.5 MeV), ©)
n(14.1MeV)+p - n' + p(<14.1 MeV). (4

Knock-onD and T

Knock-on p

E10806
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Figure 86.13 illustrates the differential cross sections of
knock-on processes. When the collisions are head-on, the
characteristic end-point energy for T (D) [p] is 10.6 MeV
(12.5MeV) [14.1 MeV]. The well-defined, high-energy peak
for a knock-on deuteron (triton) spectrum represents about
15.7% (13.5%) of thetotal cross section and correspondsto an
energy region of 9.6 to 12.5 MeV (7.3 to 10.6 MeV). For a
model-independent determination of pRy,, the knock-on di-
agnostic usually usesonly these high-energy peaks. For knock-
on protons, thecrosssectionisvirtually flatfrom0to 14.1MeV
because the neutron and proton masses are nearly identical.
Because of a possible time-dependent distortion occurring in
the low-energy region, however, only the flat region is used
here. Two important parameters for this diagnostic are the
number of knock-on particlesand the downshifts of the knock-
on spectra. The knock-on numbers provide information about
the pR of the layer (core or shell) in which they are produced,
and the energy loss of these particles provides additional
information about the pR traversed.

It has been shown that, for a hot-spot model of the com-
pressed fuel (where all primary neutrons are produced in an
infinitesimal, high-temperature region at the center of a uni-
form-density DT plasma), pRyq iS related to the knock-on
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Figure 86.12

A schematic illustration of the knock-on processes in an imploded capsule.
Thecentral fuel part typically hasaninitial radiusof 450to475 umandaDT-
gasfill of 15atm. Theinitial shell layer isconstructed of CH with athickness
of 19.5 to 20 ym. Primary 14.1-MeV DT neutrons, generated in the fuel,
elastically scatter deuterons (KOd) and tritons (KOt) out of the fuel and
protons (KOp) out of the shell. Consequently, information from the com-
pressed core is carried out by these knock-on deuterons and tritons, and
information from the compressed shell is carried out by knock-on protons.
Theenergy downshiftsof knock-on D and T spectraal so containinformation
about the shell.

Figure 86.13

Differential cross sections for elastic scattering of 14.1-MeV neutrons on
deuterons, tritons, and protons, where the energy is the scattered ion energy.
When these collisions are head-on, the characteristic end-point (maximum)
energy for T (D) [p] is10.6 MeV (12.5 MeV) [14.1 MeV]. The high-energy
peak for knock-on deuterons (tritons) contains about 15.7% (13.5%) of the
total cross section, which correspondsto an energy region of 9.6to 12.5 MeV
(7.3 t0 10.6 MeV). [For deuterons and tritons, the integral under the high-
energy peak givesan effectivecrosssectionthatisusedin Eq. (5)]. For knock-
on protons, the cross section isflat from 0to 14.1 MeV, and an integral over
al-MeV interval gives an effective cross section that is used in Fig. 86.14.
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yield by the equation23.24

PR = (2r+3mp  Yeo Yot
u (yo,gff +Uteff) Y,

©)

where Y,, is the measured primary neutron yield, Yy oq and
Y ot @re deuteron and triton knock-on yields under the high-
energy peak of their spectra(seeFig. 86.13); off (agff ) isthe
effective cross-section of knock-on triton (deuteron) as de-
fined in Fig. 86.13; m, is the proton mass; and y = ngy/n;.
Similarly, theyield of knock-on protons, which areexclusively
generated inthe CH shell, can be shown to berelated to pRyg
by the equation

(v +12)my Yeop
pl = , (6)
I:zshell yo_le)ff Yn

where Yy op is the measured knock-on-p yield in a 1-MeV
range (see Fig. 86.13); o is an effective cross section for
knock-on protons; and y = ny/nc (where ny and nc are the
number densities of the hydrogen and carbon atoms, respec-
tively, in the shell). Under some circumstances, it is useful to
modify Eq. (5) for use with the “uniform” model, in which
primary neutrons are generated throughout the volume con-
taining deuterons and tritons, by multiplying the right-hand
side by afactor of 1.33. Figure 86.14 displaysinferred values
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Figure 86.14

Areal density versus the ratio of knock-on particle yield to primary neutron
yield. For knock-on D and T, ahot-spot model isassumed and theyieldsunder
the high-energy peaks are used (as described in Fig. 86.13's caption). For
knock-on p, a hot-spot model is assumed and the yield per MeV in the flat
region is used.
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of pR as afunction of the measured ratios of knock-on yield
to primary neutron yield. The model-independent use of
Eq. (5) breaksdownwhenthetotal areal density exceedsabout
100 mg/cm? because the knock-on spectra become suffi-
ciently distorted by slowing-down effects that measurements
can become ambiguous; the accurate determination of
PRsya Will then have to rely on the guidance of model-
dependent simulations.

The potential importance of knock-on particle measure-
ments was realized some years ago, and measurements with
both limited spectral resolution and asmall number of knock-
on particles (around 30) were subsequently obtained.23.24
Those measurements relied on range-filter datain the form of
“coincident” (front-side and back-side) tracks generated in a
CR-39 nuclear track detector or in nuclear emulsions. This
early work relied on detail ed assumptions about the spectra of
knock-on particles, which were estimated in indirect ways
from other diagnostic data (for example, from the downshifted
D3He protons).23 In contrast, charged-particle spectroscopy,
as described here, measures the whole spectrum directly for
each particle. With hundreds to thousands of knock-on par-
ticlesbeing simultaneously detected fromanindividual implo-
sion, comprehensive and high-resol ution knock-on spectraare
readily obtained.

Figure 86.15 shows sampl e spectra obtained by CPS-2 for
shot 20231. For this shot, the capsule wasfilled with 12.3 atm
of DT gasand had a19.1-um-thick CH shell. Thelaser energy
was 22.1 kJ, and the primary neutron yield was 7.1(x0.7)
x 1012, The bandwidth of the 2-D SSD was 0.35 THz, and no
polarization smoothing (PS) was applied. The beam-to-beam
energy balance was 13.7% rms, and the on-target, low-mode
rms uniformity was 5.6% because of beam overlap on the
target surface. An ion temperature of T; = 4.0(x0.5) keV was
obtained. Thefusion burn occurred at 1810(+50) psand lasted
for 180(x£25) ps. Figure 86.15(a) provides the knock-on T
spectrumwith ayield of about 5.7 x 108 tritons under the high-
energy peak (between 3 to 10 MeV). The whole spectrum is
downshifted by ~4 MeV (as described in the figure caption).
Figure 86.15(b) shows the knock-on D spectrum with ayield
of about 4. 8 x 108 deuterons under the high-energy peak
(between 3.5 to 12 MeV). An energy loss of about ~3 MeV,
relative to the birth spectrum, is measured. Figure 86.15(c)
displays the knock-on p spectrum, with ayield of about 5.7 x
108/MeV protonsin the flat region between 8 to 12 MeV. The
end point of this spectrum is about 14 MeV because protons
scattered from the outer part of the shell lose no energy. We
note that CPS yield measurements represent an integral over
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thefusion burn duration, so aninferred pR value representsan
average over the burn. In addition, the fact that the source of
neutronsisdistributed over afinite volume of fuel meansthat
inferred pR values represent spatial averages.

The measured knock-on spectra for shot 20698 are shown
inFig. 86.16. Thecapsulewasfilledwith 15atm of DT gasand
had a 20-pum CH shell. The laser energy was 23.8 kJ, and the
primary neutron yield was 1.4(+0.1) x 1013, In contrast to shot
20231, polarization smoothing was applied for this shot and
the 2-D SSD bandwidth wasincreased to 1.0 THz. The beam-
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Figure 86.15

Knock-on spectrameasured by CPS-2 for shot 20231. The capsulewasfilled
with 12.3 atm of DT gasand had a 19.1-um-thick CH shell. The laser energy
was 22.1 kJ, and the primary neutron yield was 7.1 x 1012, The bandwidth of
2-D SSD was0.35 THz, and no PSwas applied. (a) Theknock-on T spectrum
with ayield of about 5.7 x 108 tritons under the high-energy peak (between
3to 10 MeV). The whole spectrum is downshifted by ~4 MeV (determined
by the energy at which the yield/MeV reaches half of its peak value on the
high-energy end of the spectrum). (b) The knock-on D spectrumwith ayield
of about 4.8 x 108 deuterons under the high-energy peak (between 3.5 to
12 MeV). An energy loss of about ~3 MeV is measured. (c) The knock-on
pspectrumwithayield/MeV of about 5.7 x 108/MeV protonsintheflat region
between 8 to 12 MeV. The end point of this spectrum is about 14 MeV,
reflecting thefact that particles scattered from the outer part of the shell have
no energy loss.
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to-beam energy balance (3.1% rms) and the on-target low-
mode rms uniformity (1.3% rms) were thusimproved. Anion
temperature of T; = 4.1(x0.5) keV was obtained. The fusion
burn occurred at 1750(+50) ps and lasted for 170(+25) ps.
Figure 86.16(a) shows the knock-on T spectrum, with ayield
of about 1.2 x 109 tritons under the high-energy peak (between
2.5 to 10 MeV). The whole spectrum is downshifted by
4.8 MeV. Figure 86.16(b) shows the knock-on D spectrum,
withayield of about 1.7 x 10% deuteronsunder the high-energy
peak (between 3.5 to 12 MeV). An energy loss of about
4.1 MeV is measured. Figure 86.16(c) shows the knock-on p
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Figure 86.16

Knock-on spectra for shot 20698, measured by CPS-2. The capsuleisfilled
with 15atmof DT gasand hasa20-um CH shell. For thisshot, thelaser energy
was 23.8 kJ, and the primary neutron yield was 1.4 x 1013, The 2-D SSD
bandwidth was 1.0 THz, and polarization smoothing was applied. (a) The
knock-on T spectrum, with ayield of about 1.2 x 109 tritons under the high-
energy peak (between 2.5to 10 MeV). Thewhol e spectrumisdownshifted by
4.8 MeV. (b) The knock-on D spectrum, with a yield of about 1.7 x 109
deuterons under the high-energy peak (between 3.5 to 12 MeV). An energy
lossof about 4.1 MeV ismeasured. (c) The knock-on p spectrum, withayield
of about 2.0 x 109/MeV protons in the flat region between 8 to 12 MeV. As
in Fig. 86.15, the end point of this spectrum is about 14 MeV, reflecting the
fact that particlesscattered fromthe outer part of theshell haveno energy loss.
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spectrum, withayield of about 2.0 x 109/MeV intheflat region
between 8to 12 MeV. The end point of this spectrum is about
14 MeV, asfor shot 20231. Relativeto shot 20231, the primary
neutron yield in shot 20698 ishigher by afactor of = 1.95, and
the knock-on particle yields are higher by factors of = 3.48
(deuteron) and = 3.45 (proton). In addition, because of in-
creased compression, the energy loss of theknock-on particles
from the fuel is greater by 15% to 30%.

Results and Discussions
1. Core Performance of Moderate-Convergence

Capsule Implosions

In this section we examine the effects of illumination
uniformity on core performance for moderate-convergence
capsule implosions, as characterized by measurements of
primary neutrons and knock-on charged particles. We start
with the primary neutron yield, which provides one direct
overall measure of core performance because of its strong
dependence on ion temperature and density. Next we look at
the yields of knock-on deuterons (Yyog) and tritons (Y o).
which provide a measure of PRy, and thus the amount of
compression (whichisquantified by the convergenceratio Cr,
defined as aratio of the initial fuel radius to the final com-
pressed fuel radius). After showing that the data demonstrate
an improvement in performance with improved | aser smooth-
ing, we examine comparisons of the data with numerical
simulations. These comparisonssuggest that thepoorer perfor-
mance observed with less smoothing is due to intrinsically
2-D or 3-D effects such as instabilities and mix.

Primary neutron yields between 3 x 1012 and 1.4 x 1013
were obtained, and, in general, better energy balance resulted
in higher primary neutron yield. The highest yield was ob-
tained for the shot with a low-mode rms nonuniformity of
~1.3% (energy balance to within 3.1%). Once on-target, low-
mode nonuniformity due to beam imbalance has been de-
creased to the 5% rms range, single-beam nonuniformity
becomes more important for capsule performance through its
effectson high-order-mode perturbations. Thisisillustratedin
Fig. 86.17(a), which indicates that beam smoothing with
1-THz, 2-D SSD + PSresults in a primary yield (Y, ~ 1.1
x 1013) about 80% higher than that obtained with 0.35-THz,
2-D SSD andno PS(Y,,~6.2 x 1012). Sincetheion temperature
isfoundtoberelatively insensitiveto rmsuniformity improve-
ment, as shown in Fig. 86.17(b), higher Y,, must result from a
higher ion density due to improved fuel compression.

While determining the pRy,, from knock-onyields, efforts
to match the experimental primary yields by assuming differ-
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ent temperature profiles led to a preference of the uniform
model over the hot-spot model because highly peaked tem-
perature profiles led to yields that were too low, so the pRf g
versus yield relationships shown in Fig. 86.14 must be modi-
fied. The corresponding inferred convergenceratio is

Cr =\ PRl / PRruel0 -

where pRf 40 is the fuel pR before compression. As shown
in Fig. 86.18, the data led to average values of PRy ~
9.3 mg/cm? (Cr ~12) for the shots using 0.35-THz, 2-D SSD
and pRy g ~ 15 mg/cm? (Cr ~ 15) for 1-THz, 2-D SSD + PS.
Increasing thesmoothing rateincreased pR o by ~60% and Cr
by ~25%.

One-dimensional (1-D) simulationswerecarried out for the
studied shots. Figure 86.19 shows an example of how a
measured knock-on deuteron spectrum compares with a pre-
diction for shot 20698. Relative to the data, the simulation has
a similar spectral shape, a similar energy downshift, and a
similar, if somewhat higher, yield. Figures 86.20 to 86.23
providean overview of data-to-simulation comparisons. Since
the effects of beam smoothing areintrinsically 2-D or 3-D, the
1-D code predicts no difference due to smoothing; this can be
seen in Figs. 86.20 and 86.21, which show that nearly all the
shots are predicted to have the same values of pRy,q, Cr, and
T;, with small differences due only to the small differencesin
capsule parameters and total laser energy. On the other hand,
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Figure 86.17

(a) Averageprimary yieldsachieved for two different single-beam smoothing
conditions. The yield increases by about 80% when uniformity isimproved
using 1-THz, 2-D SSD + PS. (b) The yield-averaged ion temperature is
insensitive to the improvement in uniformity. Consequently, the significant
increase of primary yields cannot be attributed to theion temperaturesand is
instead probably aconsequence of anincreaseinion density dueto better fuel
compression. The error bars display statistical uncertainties.
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themeasured valuesof pRy, (or Cr) improvesignificantly for
increased laser smoothing and approach the predicted values
with 1-THz, 2-D SSD + PS. Other parameters also increase
when smoothing isimproved, including Y, and Yk g, Whose
ratios to predicted values (Y OC and Yy o4/ Y1-p, respectively)
areshown in Fig. 86.22. Plotting the ratio of measured to pre-
dicted values of Yy oq/Y, against measured Cr, in Fig. 86.23,
shows that it approaches unity for full beam smoothing. This
suggests that the improvement of single-beam irradiation
uniformity resultsinincreased compressionthroughthereduc-
tion of 2-D phenomena such as instabilities and mix.
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Figure 86.18

(a) Average fuel areal densities measured in experiments using 0.35-THz,
2-D SSD (pRfyel ~ 9.3 mg/icm?) and 1-THz, 2-D SSD + PS (pRfuel
~ 15 mg/cm?). A significant increase of the pRyye (~60%) is obtained using
1.0-THz, 2-D SSD + PS. (b) Experimentally measured convergenceratios. Cr
~ 12 for shotsusing 0.35-THz, 2-D SSD, and Cr ~15 for shotsusing 1-THz,
2-D SSD + PS. The error bars display statistical uncertainties.
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Figure 86.19

A comparison of the experimentally measured knock-on deuteron spectrum
and the 1-D LILAC-predicted spectrum for shot 20698.

Srupy oF DirecT-DRive, DT-Gas-FiLLED-PLAsTIC-CaAPsULE IMPLOSIONS UsiNG NUCLEAR DiagNosTics on OMEGA

The credibility of this hypothesis is increased by more
elaborate simulations that incorporate effects of Rayleigh—
Taylor, Richtmyer—Meshkov, and Bell-Plesset instabilities,
and 3-D Haan saturation®’ in the postprocessing of 1-D
calculation results. It was shown that using 0.35-THz, 2-D
SSD without PS can result in amix width that exceeds the in-
flight shell thickness.®” Theshell integrity isthusreduced, and
the capsule compression is degraded. In contrast, the calcula-
tions show that with full beam smoothing (on-target beam
nonuniformity less than 1% after 300 ps), the mix width is
significantly smaller than the in-flight shell thickness.
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Figure 86.20

(a) Measured pRyye versus 1-D simulation prediction. For the shots with
0.35-THz, 2-D SSD, the average measured pRy,g is about 60% of the
prediction. For the shotswith 1-THz, 2-D SSD + PS, an average of ~80% of
the predicted pRsye ismeasured. Thiscomparison suggeststhat theimprove-
ment in irradiation uniformity makes implosions more 1-D-like. (b) The
measured convergenceratio plotted against the cal cul ation. Theexperimental
data are slightly but consistently lower than those of 1-D predictions. The
error bars display experimental uncertainties (~10% for neutrons, ~20% for
charged particles).
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Figure 86.21

A comparison of measured ion temperatures to the 1-D LILAC predictions,
showing that measured values are consistently higher than predictions. The
error bars display experimental uncertainty (0.5 keV).
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Figure 86.22

(a) The ratio of measured primary neutron yield to clean 1-D prediction
(Y OC) plotted against the measured convergenceratio. An average of ~18%
isobtained for the shotsusing 0.35-THz, 2-D SSD, whilean average of ~30%
is obtained for the shots using 1-THz, 2-D SSD + PS. (b) The ratio of
measured KO deuteronyieldto 1-D prediction (Yk o4/ Y1-D) hasan average of
~10% for the shotsusing 0.35-THz, 2-D SSD and of ~24% for the shotsusing
1-THz, 2-D SSD + PS. The error bars indicate experimental uncertainties
(~10% for neutrons, ~20% for charged particles).
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Figure 86.23

The ratio of the experimentally measured value of Ykod/Yn to the 1-D
prediction for different measured Cr. About ~60% is obtained for the shots
using 0.35-THz, 2-D SSD, and ~80% is obtained for the shots using 1-THz,
2-D SSD + PS. This ratio approaches unity, while YOC is considerably
smaller (£30%). Theerror barsindicate experimental uncertainties(~10%for
neutrons, ~20% for charged particles).

2. Shell Performance of Moderate-Convergence

Capsule Implosions

The shell performance discussed in this section isbased on
measurementsof PRy and shell electrontemperatureT,. The
PRghel Can be determined directly from theyield of knock-on
protons (this is a temperature-independent method). Once
PRl iSknown and pRy,q has been determined as described
in the previous section, the shell T, can be estimated from the
energy downshift of the deuteron and/or triton spectrum (slow-
ing down of these particlesis sensitiveto Tg). Alternatively, if
the shell T, is already known from other measurements, then
the deuteron and/or triton downshifts can be used in an inde-
pendent estimation of pRy,q)-

Knock-on protons are generated only in the CH shell, and
typical protonspectraareshowninFigs. 86.15(c) and 86.16(c).
Values of pRy,¢ can be cal culated from the proton yieldswith
Fig. 86.14. As displayed in Fig. 86.24, an average pRg,q Of
~45 mg/cm? is obtained for shots using 0.35-THz, 2-D SSD
without PS, whilean average pRy, Of ~60 mg/cm?isobtained
for 1-THz, 2-D SSD + PS. A 35% increase of the pRgg IS
thus obtained due to the improvement of single-beam unifor-
mity. Figure 86.25 displaysa 1-D calculated knock-on proton
spectrumoverlaid onan experimental ly measured proton spec-
trum for shot 20698. The agreement between these two
spectra suggests that, with full beam smoothing, shell perfor-
mance of a moderate-convergence implosion is close to the
1-D prediction.
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The directly determined value of pRy,q (described in the
previous section), together with the measured energy loss of
the deuteron and/or triton knock-ons, can aso be used to
determineshell T, (if pRq,e has been determined as described
in the previous paragraph) or to study pRgg (if theshell Tgis
known). As deuteron and/or triton knock-ons from the fuel
travel through fuel and shell, they lose an amount of energy
directly proportional to the areal density of the materialsthey
pass through (assuming there is no particle acceleration, as
discussed below in Subsection 4). Because these particles are
not so energetic, their stopping power is not characterized as
“cold plasmastopping,” where thereisno temperature depen-
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Figure 86.24

An average measured pRahell Of ~45 mg/cm? is obtained for the shots using
0.35-THz, 2-D SSD, and a pRghei Of ~60 mg/cm? is obtained for the shots
using 1-THz, 2-D SSD + PS. The error bars display statistical uncertainties.
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Figure 86.25

A comparison of the measured knock-on proton spectrum (red line) to the
1-D LILAC prediction (blue line) for shot 20698. The agreement between
these two spectrasuggeststhe compressed shell hasnearly 1-D performance.
(The fact that the predicted spectrum is not flat, and decays in the region
between 0 to 8 MeV, is due to the fact that low-energy protons generated
during the stagnation phase of the implosion may experience alarge pRghel|
and be ranged out.)
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dence, but “warm plasmastopping,” wherethereisatempera-
ture dependence. The energy loss can be calculated from the
stopping power in afully ionized plasma:31:32

dE _ DZzwpeDZ

d_ O——0o
X 0 Vi 0
x%(xt/f)énA+6(xt/f) fn%l.lZS\/XtT% (7

where 6(xf) is a step function and equals 0 (1) when
XV <1(>1); w, :(4mee2/me)]/ is the electron plasma
frequency; Z is the charge of the incident charged particle;
Vi () is the velocity of a test (field) charged particle;
XVt = vtz/v%; and /nA is the Coulomb logarithm. G(x!) is
defined as
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istheMaxwell integral and my (my) isthemassof thetest (field)
particle. Since the effects of large-angle scattering are negli-
gible for charged particles traveling in plasmas of interest,32
theareal density through which acharged particletravelswith
an energy loss (AE = Ej—E) can be approximately determined
as

E

_ [ mEC?
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E

Because of therelatively high temperature and low density of
the fuel plasma, the energy loss is dominated by the lower-
temperature but higher-density shell plasma. The total areal

density is defined &s PRiota = PRfuel + PRenell-
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The downshifts of the spectra shown in Figs. 86.16(a) and
86.16(b) (for shot 20698) are about 5 MeV for tritons and
4 MeV for deuterons. To be consistent with the temperature-
independent, knock-on-derived values of pRy g ~ 14 mg/cm?
and pRy,e ~ 64 mg/cm? cal cul ated as described abovefor this
shot, the value of shell T, must be about 0.6 keV. A summary
of calculated shell T, values for different shots is given in
Fig. 86.26. Shell T, appears insensitive to single-beam irra-
diation uniformity, to first order, although some subtle issues
such as time and spatial dependence of the knock-on spectra
are involved in this determination. This topic is a subject for
future study.

10 M 0.35-THz SSD
B 1-THz SSD + PS

Figure 86.26

Averageelectron temperaturesinferred from the knock-on spectra. Values of
~0.58 keV and ~0.65 keV are obtained for the shots using 0.35-THz, 2-D
SSD and 1 THz, 2-D SSD + PS, respectively. The error bars display statis-
tical uncertainties.

3. Similarity to D,-Filled-Capsule Implosions

With similar experimental conditions, implosions of DT-
and D,-gas-filled plastic capsules are “hydrodynamically”
equivalent. While some subtle differences, such as the mass,
fusion cross section, equation of the state, etc., till exist, the
basic capsule performance is expected to be similar. Recent
work1! hasresultedinthestudy of fuel and shell parametersfor
D, shotson OMEGA by measuring spectraof secondary D3He
protons. Those numbers are very similar to the knock-on-
inferred numbersfor related DT shots, asshownin Table 86.1.
Ingeneral, theinferred and estimated pRf,4 and pRy, @oNng
with pRyig are very similar for both DT- and D,-capsule
implosions under similar experimental conditions. While the
corresponding values of YOC are similar, DT implosions
result in higher ion temperatures than D, implosions. The
improvement of the single-beam irradiation uniformity en-
hances the target performance of both DT and D, implosions:
PRuel (ORha)) iNcreases~60% (~35%) for DT implosionsand
~65% (~40%) for D, implosions; Y,, increases ~80% for both
DTandD,implosions; Y OCincreases~60%for DT and ~80%
for D,implosions. lon temperatures are not so sensitive to the
uniformity improvement (<10%).

4. Capsule Charging and Particle Acceleration

Time-dependent capsule charging is an essential issueina
spherical implosion. This charging may result in a strong
electric field surrounding the capsule and an acceleration of
emitted charged particles. Since the measurement of areal
densities of imploded capsul esthrough charged-particle spec-
troscopy relies on accurate determination of particle-energy
downshift dueto slowingin the capsule, any particle accelera-
tion could introduce serious errors.

Table 86.1: Comparison of DT- and,f3as-filled-plastic-shell implosions (the,Bumbers are from Ref. 11).

Capsules| Single-beam T, Y, YOC Ykod Y10 | Yzo/Y1-D PRyl PRyl PRGtal
smoothing (keV) (mglem?) | (mg/en?) | (mglend)
DT (15) 0.3-THz, 2
+ _ ~5R/*
CH(20) 2-D SSD 4.1+0.5 | (6.21.4x10%?| 0.18 0.10 9.81.9 46.87.6 56
1-THz
1 3 _ - *
2D SSDs ps | 4405 (1.20.3%10%3|  0.30 0.24 15.82.1 61.4:6.9 76
D,(15) 0.3-THz,
2 0 _ /%K
CHI(20) 2D SSD 3.4:0.5 | (8.8:0.8)x10'0| 0.18 0.13 10.82.0 43 52
1-THz, 0 P
2D SSD+ PS 3.740.5 | (1.6:0.5x10'°| 0.33 0.21 14.87.4 57 72
*Estimated based on measuye) , andpR,, s
**Estimated based on measurel, ,, andpR, ..
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Many previous experiments have demonstrated the exist-
ence of capsulecharging and particleaccel eration, even (unex-
pectedly) on OMEGA with laser intensities of ~101° W/cm?
and 351-nm wavelength (where energy upshifts of ~1 MeV
have been observed for charged-fusion products and ablator
protons®:33:34) The hot electrons generated by |aser—plasma
instabilities in the corona are thought to cause this capsule
charging. Earlier experiments also suggest that the charge is
time dependent.

For estimating the effects of the electric fields on charged-
fusion products, it has previously been assumed that such
effectsareimportant only when the bang time occurswhilethe
laserison (for example, for athin-glass-shell capsuledriven by
1-nssquare pul se).35:36 Such effects are assumed unimportant
when the bang time occurs several hundreds of picoseconds
after the laser turns off, when the electric field has largely
decayed away (for example, athick-plastic-shell capsuledriven
by a1-nssquarepulsel9-33). For thelatter case, possibleenergy
upshifts, if any, have been assumed to be completely negli-
gible. Although widely used when determining the spectral
downshifts of charged particles,10-33 these assumptions have
never been directly proven by experiments because the effects
of particle accel eration and slowing down are alwaysmixedin
an implosion for charged-fusion products.

The knock-on proton data described in this article provide
direct proof of thisassumption for thick-plastic-shell capsules
driven by 1-ns square laser pulses. Any acceleration would
causethe upper end points of theknock-on proton spectrato be
up-shifted relative to the 14-MeV end point of the birth
spectrum. In Figs. 86.15(c) and 86.16(c), the end points of the
knock-on proton spectraareprecisely (withinstatistical errors)
at 14 MeV, which indicates that the protons are subject to no
accelerations. Figure 86.27 shows the measured end points of
these and other knock-on proton spectrafor anumber of shots,
plotted against the bang time (a typical 1-ns square pulse on
OMEGA is also displayed for reference). The laser pulse has
completely ended at ~1400 ps, while the bang time occurs
several hundreds of picoseconds later. No energy upshifts
are observed.

5. Relevance to OMEGA Cryogenic-Capsule Implosions
Plans exist to implode on OMEGA cryogenic DT capsules
that typically have low-pressure DT-gas fill in the center
surrounded by about 90 um of DT icewith ~2 um of CH asan
ablator. These implosions are predicted to generate DT pri-
mary yields >1013, with an ion temperature between 1 to
4keV and areal densitiesupto~300 mg/cm?2. Nuclear diagnos-

LLE Review, Volume 86

Srupy oF DirecT-DRive, DT-Gas-FiLLED-PLAsTIC-CaAPsULE IMPLOSIONS UsiNG NUCLEAR DiagNosTics on OMEGA

tics will play an important role in the OMEGA cryogenic
program. Figure 86.28 shows the energy of knock-on deuter-
onsplottedagainst their range(pR) inaDT plasma(an electron
temperature of 2 keV and an ion density of 5 x 1024 are
assumed, although the density effectson these cal culationsare
weak31:32), For atypical areal density of 200 to 300 mg/cm?,
aknock-on deuteron will lose about 6to 9 MeV asit traverses
the capsule, and the remaining energy of 3to 6 MeV isreadily
detectable using CPS.12

20 T T T T
15

| | 1-ns square pulse

End-point energy
(MeV)
|_\
o
I
|

0 500 1000 1500 2000 2500
Bang time (ps)

[N

E10820

Figure 86.27

The measured upper-energy end points of the knock-on proton spectra for
anumber of shots in this study are plotted against the bang time (a typical
1-ns square pulse with an arbitrary unit for laser intensity on OMEGA is
also displayed for reference). As seen, the laser pulse has completely ended
at ~1400 ps, while the bang times occur at 1750 to 1950 ps. The energies
match the maximum scattered-proton energy, indicating that there are no
energy upshifts.

100 I

DT plasma
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Figure 86.28

Theenergy of knock-on deuteronsversustheir range (oR) inaDT plasma. In
this calculation, an electron temperature of 2 keV and an ion density of 5 x
1024 have been assumed. For a typical predicted areal density of 200 to
300mg/cm2for acryogenic-capsul eimplosion, aknock-on deuteronwill lose
about 6 to 9 MeV of energy, and the residual energy (3 to 6 MeV) left after
leaving the target is readily detectable using charged-particle spectrometry.
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Summary and Conclusions

Direct-drive implosions of DT-gas-filled plastic capsules
were studied using nuclear diagnostics on OMEGA. In addi-
tion to the traditional neutron measurements, comprehensive
and high-resolution spectraof knock-on deuterons, tritons, and
protonswere obtained for thefirst timein | CF experimentsand
used to characterize target performance.

Target performanceisimproved, for moderate-convergence
implosions (Cr ~ 10 to 20), with the reduction of on-target
irradiation nonuniformity that resultsfrom animprovement in
beam-to-beam laser energy balance and an enhancement of
single-beam uniformity. With the use of a1-THz bandwidth of
smoothing by spectral dispersion and polarization smoothing,
Y, ~1.1x 1013, YOC ~ 0.3, pR¢ g ~ 15 mg/cm?, and pRy,g| ~
60 mg/cm?, which are, respectively, approximately 80%, 60%,
60%, and 35% higher than those determined when using a
0.35-THz bandwidth of smoothing by spectral dispersion.
Polarization smoothing of individual | aser beamsisbelievedto
play an important role.

Withfull beam smoothing, theseimpl osionshavesomeperfor-
mance parameters close to one-dimensional-code predictions
(e.g., ameasured ratio of Yy o4 Y, achieves ~80% of 1-D predic-
tions). Data suggest that high irradiation uniformity results in
reduced Rayleigh—Taylor growth and improved shell integrity. In
addition, a brief comparison demonstrates the hydrodynamic
“equivalence” of DT-filled capsules and Do-filled capsules for
moderate-convergence implosions.
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A Consistent M easurement-Based Picture of Core-Mix
in Direct-Drive Implosonson OMEGA

Introduction

The central goal of direct-drive implosions on the OMEGA
laserl is to validate the performance of the high-gain, direct-
driveignition designs? planned for useontheNational Ignition
Facility. Inferring the density, temperature, and fuel—shell mix
of ignition-relevant capsuleimplosionsisimportant in validat-
ing models of implosions. To thisend, diagnostic information
from sets of implosions that differ in their hydrodynamic
properties has been obtained in direct-drive spherical-capsule
implosionson OMEGA. Inthisarticle, wereport on an analy-
sis of the experimental charged-particle and neutron data that
provide consistent information on densities and temperatures
of one set of similar experiments.

In direct-driveimplosions, aspherical target isilluminated
uniformly with alaser. Any degradation in target performance
is believed to occur primarily through the Rayleigh-Taylor
instability,3 which is seeded by either target imperfections or
laser nonunformity. Thisinstability, occurring at the ablation
surface during the acceleration phase of the implosion, can
thenfeed throughtothefuel—shell interfaceand addto any pre-
existing roughness on the inner surface. During the decelera-
tion phase, these distortions at the fuel—shell interface grow,
resultinginamixing of thefuel and shell material. Neutron and
charged-particle diagnostics carry direct information about
this phase of the implosion, when fuel densities and tempera-
tures are high enough for their production.

Several complementary approaches can be used to analyze
the implosion observables. One route is to infer, from indi-
vidual diagnostics, parameters such as the fuel areal density,
which is ameasure of compression. Comparisons of inferred
quantities with those from simulations indicate the closeness
of the actual implosionsto the simulations. The problem with
this technique is usually that simple models used to infer key
quantities from individual diagnostics (such as “ice-block”
models) may not apply to the actual implosion. Further, this
technique ignores complementary information from other di-
agnostics that may be critical to devising the correct model.
Another possible technique isto directly simulate the experi-
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ment and post-processthe simulation for therelevant diagnos-
tic. Again, the comparison is very model dependent, and
further light on any disagreement between simulations and
experiment is difficult to obtain through this route. The third
method, described inthisarticle, isto useall observablesfrom
a set of hydrodynamically similar implosions and infer a
picture that is consistent across all diagnostics. This picture
would correspond to aneutron-weighted, “ 1-D” description of
temperature and density profilesin the core and mix region of
theimploding target. The advantage of such aschemeisthat it
provides a picture using all available information and allows
for more detailed comparisonsbetween simulation and experi-
ment through a sensitivity analysis of the model parameters.

In this article, we describe a consistent picture, inferred
from different diagnostics, of conditions in the fuel core and
mix region for 20-um-thick-plastic-shell implosions. These
targets are of interest because their stability during the accel-
eration phaseis calculated to be similar to those predicted for
OMEGA cryogenic implosions,* which, in turn, are energy-
scal ed surrogates® for direct-driveignition targets.? Studieson
these targets should then be applicable to both OMEGA cryo-
genic and NIF ignition targets. Experiments with plastic tar-
getsalso offer alarger array of diagnostictechniques, allowing
for more information on target behavior.

Thefollowing sections (1) describe the targets modeled and
the diagnostics used to probe these targets, (2) present evidence
for mixing and the mix model, and (3) present our conclusions.

Targets and Diagnostics

The experiments chosen for this analysis had nominally
identical laser pul se shapes, smoothing conditions, target-shell
thickness, and gas pressure. The makeup of the fill gas or
details of the shell layerswerethen varied so that complemen-
tary diagnostics could be applied to hydrodynamically similar
implosions. Since implosions on OMEGA show excellent
reproducibility,? variation between different shotsisrel atively
small, allowing for such an analysis. We consider targets with
20-um-thick plastic shells (pure CH or with CD layers) with
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different gasfills (D,, DT, 3He) at 15 atm (see Fig. 86.29 for a
description of targets and corresponding observables). These
targets were irradiated with a 1-ns sguare laser pulse with
23-kJ energy and used full-beam smoothing (2-D smoothing
by spectral dispersion with 1-THz bandwidth and polarization
smoothing using birefringent wedges).

For the D,-filled targets, the neutron diagnostics involved
measurements of primary neutron yields from the DD reac-
tions and neutron-averaged ion temperatures, measured using
neutron time-of-flight detectors.# In addition, secondary neu-
tronyields,® which are produced by the following sequence of
reactions,

D+D —>T+p
T+D - a +n(12~17 MeV), (1)

are also measured using current-mode detectors.’ Tritons in
the primary DD reaction produced at energies of about 1 MeV
causesecondary reactionswiththefuel deuteronsasthey move
through thetarget. Theratio of the secondary neutronyieldsto
the primary DD neutron yields depends on the fuel areal

@

Y
DT <

(" Primary neutrons
Secondary neutrons: T, pR¢
<T>ion
Secondary protons: T, pRy
Elastically scattered
deuterons and tritons (DT): pRy
\__ Neutron-production rates

(b)

Primary neutrons

Secondary neutrons
Secondary protons

3He <T>jon
Neutron-production rates
Primary D3He protons

(only if small-scale mixing)

TC5445

Figure 86.29

A largesuiteof diagnosticshashbeen brought to bear on plastic shellswith and
without CD layers and with different gasfills. The different targets and the
observables that are characteristic of the targets are shown.
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density. Secondary neutronyields can also depend sensitively,
however, onthetemperaturesinthetarget, through the slowing
down of the triton and the energy-dependent cross section of
the reaction. With the cross section increasing significantly
with decreasing energy of thetriton (thecrosssectionincreases
by nearly afactor of 5 betweenthetriton birth energy and about
0.1MeV), thisdiagnosticisparticularly sensitiveto the effects
of mix; the shell material mixed in with thefuel could contrib-
uteto the greater slowing down of the triton and consequently
an increased secondary neutron yield.

Secondary protons,8in an analogous reaction to that of the
secondary neutrons, are produced in Do-filled targets. Here,
the second main branch of the DD reaction produces primary
3He particles, which in turn fuse with the background deuter-
ons as they traverse the fuel region:

D+D - 3He +n
SHe+D - a +p(12~17 MeV). )

Again, thisreactionisdependent ontheareal density of thefuel
and theslowing down of the primary 3Heparticles. Inthiscase,
however, the cross section of the reaction decreases signifi-
cantly with increasing slowing down of the 3He particle.
Therefore, when slowing downissignificant, theareal density
local to the primary 3He production essentially determinesthe
secondary proton yield. Measurements of secondary proton
spectraare carried out using a magnet-based charged-particle
spectrometer (CPS) as well as “wedge-range-filter”-based
spectrometers using CR-39 track detectors.8

The number of elastically scattered deuterons and tritons
(“knock-ons”) isdirectly proportional to the fuel areal density
for DT-filled targets.® Since the elastic scattering of the
14-MeV DT neutrons off the background fuel ions produces
these particles, these diagnostics are relatively insensitive to
thelocation of thefuel and therefore mix. A forward-scattered
peak inthe particle spectrum characterizesthisdiagnostic. The
number of knock-on particlesin thisforward-scattered peak is
expected to be a constant fraction of the total produced and
therefore provides a measure of the total fuel areal density.
Detailed knock-on particle spectra have been measured using
the CPS and used to infer areal density in DT-filled targets.10

In addition to the plastic shells mentioned above, direct

information regarding the clean core of fuel and the mixing of
thefuel and shell can be obtained from plastic-shell implosions
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with an embedded CD layer and with 3Hefill [Fig. 86.29(b)].
WithaCD layer an observablesignal of primary D3Heprotons
is produced when a significant number of deuterons from the
CD layer comeinto contact with the3Hein thefuel. Again, the
proton yield is measured using the CPS. Preliminary experi-
mentshaveusedtargetswiththe CD layer at boththefuel—shell
interface and adistance of 1 um displaced from thisinterface.

Evidence of Mixing and the Mix M odel

A comparison of particleyieldswith those from 1-D simu-
lations using LILAC! suggests mixing of the fuel and shell.
Figure 86.30 showsexperimental observablesand resultsfrom
the corresponding 1-D simulations that contain no effects of
mixing. Therelatively model independent knock-onsindicate
fuel areal densities of 15 mg/cm?, nearly 93% of 1-D values.
Figure 86.30 also indicates, however, that the neutron yields
from the DD reaction are only about 33% of 1-D. One expla-
nation for thisreductionintheyield isthe mixing of cold shell
material intothehot fuel. Thefuel consequently cools, quench-
ing the yield. In the unmixed 1-D simulations, most of the
neutronyieldisproduced at aradiusthat isabout two-thirdsthe
distance from the fuel-shell interface. Therefore, a small
amount of mixing can considerably lower temperaturesin this
region and consequently quench the yield. Secondary neutron
ratiosthat are higher in the experiment than in the simulations
can also be explained using the same mixing scenario. In this
case, thelower temperaturesresult inalarger slowing down of
the intermediate tritons, and the resultant higher cross section

Experiment
(average over
four shots)
Fuel pR (DT) 1542
Neutron yield
Secondary-
neutron ratio

D3He

proton yield 4107

TC5446
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(1.6+0.05) » 1011
(2.4+0.4) » 10°3

enhancesthe secondary neutronyield relative to unmixed 1-D
simulations. Finally, direct evidencefrom experiment for small-
scalemixing hasbeen obtained from plastic shellswithal-um
CD layer at the fuel-shell interface. With a 3He fill, proton
yields from the D3He reaction are produced only if the 3Heis
mixed with the deuterium from the CD layer. LILAC simula-
tionswith a3Hegasfill, in principle, give zero yieldsfor these
protons. A conservative estimate of the proton yield can be
obtained by assuming that the 3He gasisisobarically diffused
throughout the shell. The measured yields are nearly 50,000%
higher than the simulation val ues, indi cating the occurrence of
small-scale mix.

The model used to describe the results presented above
assumes a clean fuel region and a mixed region consisting of
both fuel and shell material (Fig. 86.31). The mass of the fuel
is fixed and corresponds to that of 15 atm of gasfill. Density
and temperature are assumed to be constant in the clean fuel
region and vary linearly in the mixed region. Further, the
temperatures of the electrons and ions are assumed to be the
same. This approximation can be justified since the equilibra-
tiontimefor electron and ion temperatures at these conditions
istypically lessthan 5 ps. The model (Fig. 86.31) isdescribed
by six parameters (five free parameters since the mass of the
fuel isknown): the radius of the clean fuel region, the density
of the clean region, the radius of the mixed region, the density
of the shell material at the outer edge of the mix region, the
temperature of thefuel inthe cleanregion, and thetemperature

Experiment
(% of 1-D LILAC)

9
33 Figure 86.30
139 Evidence for mixing: primary yields and
secondary ratios suggest mixing of the
fuel and the shell. Despite a smaller in-
ferredfuel areal density inthe experiment,
the secondary neutronyieldratioishigher
than in 1-D simulations. Direct evidence
for mixing comesfromtheenhanced D3He
proton yield relative to 1-D simulations
for the 3He-filled targets.

~10,000*

* Assumes 3He equal pressure throughout the target
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of the shell material at the outer edge of the mixed region.
Operationally, usingthemassand aguessfor thetotal and clean
fuel areal density, oneuniquely solvesfor thetwo radii and fuel
density. A guessfor the shell massinthemixed regionismade,
whichuniquely determinestheshell-density profile. Theguesses
for thetwofuel areal densities, the shell mass, and thetempera-
tures are varied, and for each static model the yields for the
secondary neutron and proton reactions, the neutron-produc-
tion rates, and the neutron-averaged ion temperatures are
calculated. Thisisrepeated until good agreement with experi-
mental datais obtained. Theyieldsfrom the 3He-filled targets
are calculated using the optimal profiles and by replacing the
DD or DT fuel with 3He.

Particle yields are calculated using the Monte Carlo par-
ticle-tracking code IRIS. IRIStracks particles in straight-line
trajectories on a spherically symmetric mesh. Products of
primary reactionsarelaunched based on thelocation of thefuel
and temperature and density distributions in the target. Sec-
ondary reactions are produced along primary trajectories, and
secondary trajectories in turn are launched according to the
differential cross section of the reaction. The energy loss of
charged particles is continuous; the trajectory is divided into
smaller sections, and at theend of each sectiontheenergy of the
particle is updated, accounting for its energy loss over that

A Cons STENT MEASUREMENT-BASED PicTURE oF Core-Mix IN DIRECT-DRIVE IMPLOSIONS oN OMEGA

section. IRIS runs in the so-called “embarrassingly parallel”
mode on an SGI Origin 2000 machine using MPI.12 In this
mode an identical copy of IRISis placed on each processor,
and, at the end of the simulation, yieldsand spectraaretallied.

The optimal profiles from this parameter variation are
shown in Fig. 86.31. The profiles from the corresponding
LILAC simulation at peak particleproduction arealso overlaid
onthefigure. Thenarrow rangesonthefigureindicatethetight
constraintsonthemodel parameters. For thisset of parameters,
which reproduces experimental data, the fuel areal density is
distributed approximately equally between thecleanand mixed
regions. The shell mass in the mixing region [Fig. 86.31(a)]
corresponds to a 0.5- to 1-um-thick layer of the initial shell
material mixing into the fuel region; the optimum fit occurs
withabout 1 um of mixing. Thisshell areal density inthemixed
region is about 20% of the compressed shell areal density
inferred from other diagnostics such as the energy loss of the
D3He proton from the D3He-filled targets.* The density and
temperature profiles compare very well with those from simu-
lation, suggesting that theseimplosionsare nearly 1-D intheir
compression; asmall amount of mixing redistributes material
near the fuel—shell interface without significantly altering the
hydrodynamics of the implosion.
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Figure 86.31

Coreand fuel—shell mix density (a) and temperature (b) profilesinferred from themix model. Therange of the parameters, whichisconsistent with experimental
observables, isshown by thewidth of the various parameter bands. Thefuel—shell interface predicted by LILAC isshown asadotted linein both. The dark solid
lines represent the LILAC-predicted density and temperature profiles at peak neutron production.
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Theyieldsfromthe optimal profileare compared to experi-
mental observablesin Table 86.11. The model reproduces the
experimental fuel areal densities, secondary neutron, proton
ratio, and the neutron-averaged ion temperature. The time-
dependent burnrateisal so measured using the neutron tempo-
ral diagnostic (NTD)13in the experiment. Theburn ratein this
static model is less than the maximum measured burn rate. A
burn width for DD-filled targets can be calculated using the
experimental DD yield and the burn ratein the static model for
different fills. For instance, for the 3Hefill in CD layer targets,
this calculated burn width from DD targets is used to obtain
yields from the static model. These yields are also in good
agreement with the data.

Further evidence supporting this model has been obtained
from recent implosion experiments on a 20-um CH shell with
a3He gasfill and with a 1-um CD layer offset from the fuel—
shell interface by 1 um. The D3He proton yields measured
from this implosion are reduced significantly relative to the
zero-offset CD layer implosion (preliminary proton yield
~7 x 10° compared to 1 x 107 for the zero-offset case). The
significantly lower number suggeststhat morethan 90% of the
mix-related yield is due to approximately 1 um of the initial
shell mixing into the fuel.

Pre-existing modes at the inner surface of the plastic shell
and/or feedthrough of these modes have been considered
earlier aspossi ble sources of nonuniformitiesduring thedecel -
eration phase of | CF implosions.24 Multidimensional simula-
tions, currently being pursued, are necessary to determine if
feedthrough of the higher-order modesissignificant forimplo-
sionson OMEGA andif the subsequent RT growth can account
for the relatively small scales inferred from the experiments.

Conclusions

A large set of direct-driveimplosions on OMEGA hasbeen
devoted to imploding hydrodynamically similar implosions
with different gasfills and shell compositions. A complemen-
tary set of diagnosticshasbeen obtained from suchimplosions,
allowingfor amoredetailed analysisof thecoreand mix region
of these targets. A static picture of 20-um-thick-shell, direct-
driveimplosions on OMEGA has been presented. This model
assumesacleanfuel regionand a“mix” region wherethe shell
material is mixed into the fuel. Excellent agreement with the
suite of neutron and particle diagnostics is obtained through
suchamodel. Themodel suggeststhat about 1 um of theinitial
shell material is mixed into the fuel during nuclear-particle
production andisresponsiblefor theobservedyieldratios. The
model also suggests that the fuel areal density is distributed

Table 86.11: The model reproduces many experimental observables writtoi shell material mixed into the fuel.

Model
Fill Shell Parameter Measurement (% of expt)

DT CH Fuel pR (mg/cn®) (DT fill) 15+2 100
Tion (DT) (keV) 4.4£0.4+0.5 (sys) 86

Max: neutron burn rate (n/s) £9) x 1070 110

D, CH Tion (D) (keV) 3. #0.2+0.5 (sys) 89
Secondary neutron ratio (DD fill) (2£0.4)x 1073 100
Secondary proton ratio (DD fill) (14®.3)x 1073 78
Secondary neutron ratio 4ill) (3.1+0.5)x 1073 94
*HeorD, | CD 3y roton vield 3He fill) (1.3+0.2) x 107 66
o D, neutron yield $He fill) (8.520.4)x 18 97
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equally between the clean core and the fuel—shell mix region.
The density and temperature profiles of the core and the mix
region obtained from thismodel compare very well with those
from 1-D simulations without any mixing, suggesting that the
mixing intheseimplosionsdoesnot significantly alter the 1-D,
unmixed hydrodynamics of the implosion. This work will be
extended to targetswith different stability characteristics such
asthose with thicker shells, lower fill pressures, and different
laser pulse shapes. Comparisons of this model with x-ray
observables will also be performed in the future.
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High-Resolution Neutron Imaging of Laser-Imploded DT Tar gets

Imaging the neutrons produced by implosions at the National
Ignition Facility! or the L aser MegaJoule? will require spatial
resolution as good as 5 um (Ref. 3) to identify failure mecha-
nisms such as poor implosion symmetry or improper laser
pulse shaping. An important step to achieving this goal is
reported in this article. Neutron images were obtained from
OMEGA implosions with both high resolution and narrow
diameters that confirm the resolution and agree with calcula-
tions. Ress et al.# obtained the first neutron images of ICF
capsuleswith ageometric resolution of 80 um and afull width
at half-maximum (FWHM) of 150 um. Delage et al.° reported
geometrical resolution of 56 umand overall resolutionsof 100
t0 180 umwith FWHM’sof 150to0 250 um. The measurements
reportedinthisarticle[carried out on LLE'sOMEGA laser by
ateam of scientists from Commissariat al’ Energie Atomique
(CEA), LLE, and LANL] achieved ageometrical resolution of
30 um and an overall resolution of 45 um with a FWHM of
62 um.

Imaging neutrons at high resolution is a challenging task
being carried out at several laboratories using pinhole® or
penumbral apertures. CEA’'s experimental system using the
penumbral technique,” aswell asanew analytical approachfor
estimating the overall resolution, was successfully tested on
OMEGA in adirect-drive experiment. The basis of the design
isto use an aperture whose diameter is large compared to the
size of the neutron source. The shape of the aperture is
biconical andisoptimizedin order to amplify the penumbraof
the source in the image plane. The apertureis larger than that
for apinhole, allowing easier fabrication and stronger signals,
especially important when signal levelsarelow. An unfolding
processis needed, however, to recover an image; this process
includes low bandpass filtering, which affects the resolution.
Thisarticlereviewsthe main mechanismsthat limit the spatial
resolution of a penumbral imaging system: the spatial resolu-
tion of the detector, the shape of the aperture, and the process
of unfolding the image.

After propagating through the experimental chamber and
target areaand scattering from various experimental hardware
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and structures, the 14-MeV neutrons arriving at the detector
are spread in time and angle. Moreover, these neutrons create
alarge number of gamma rays in the O- to 10-MeV range by
(n,y) reactions on the experimental hardware. The direct neu-
trons that form the image need to be discriminated from the
scattered neutrons and the gammarays. Bubble detectors® can
discriminate among gamma rays, low-energy neutrons, and
14-MeV neutrons. They offer potentially high spatial resolu-
tion, but their efficiency isstill very low (1.4 x 107°) and they
reguire a sophisticated readout system.

Plastic scintillatorswith responsetimesof theorder of 10ns
can discriminate particles by arrival time. The detector con-
tains 8000 scintillating fibers, each with alength of 10 cm, a
square section of 1.5 mm?, and an e-fold decay time of 12 ns.
The intrinsic detection efficiency € is 27%. The sampling
theorem limits the spatial resolution of the instrument to a
geometrical resolution of 24;,/G, where G is the magnifica-
tion ratio of the system and 4y is the pixel size.

In a plastic scintillator, fast neutrons interact mainly by
elastic scattering on hydrogen. The high-energy protons lose
energy in the medium (cal culated with the Birks model®) and
producelight about the scattering point withaFWHM of 0.910
mm (&e0)- 12 Thislimits the resol ution of the system to 8¢/G.
Thisintrinsic limitation required ahigh magnification ratio to
achieve a high-resolution design.

Theimageisrelayed optically by amirror and alensfrom
thedetector onto agated microchannel plate (M CP); the output
image of the MCPis reduced by a fiber-optics taper and then
recorded on a charge-coupled device (CCD) with a 19-um
pixel size. The CCD is shielded by a 25-cm-thick piece of
plastic followed by 5 cm of lead. At 8 m from the source, the
external dose of 12 mrad for a10* neutron yield isreduced to
several mradinsidetheshield (an upper acceptablelimitfor the
CCD). Thedetector image sizeisreduced to 0.27 and 0.068 of
its original dimension onto the MCP and the CCD, respec-
tively. Eachfiber of thedetector isrecorded ontheaverageonto
a 5-by-5 array of CCD pixels. The spatial resolution of the
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MCPis 70 yum at FWHM), much smaller than the size of the
detector pixel imaged onto the MCP (405 um). We conclude
that the spatial resolution of our recording systemisnegligible
compared to the spatial resolution of the detector.

The point-spread function (PSF) of the aperture is the
neutron intensity distribution in the image planefor anisotro-
pic point source located in the middle of thefield of view. For
agiven entrance hole diameter, this PSF depends only on the
field of view and the distance from the source. Figure 86.32
shows dependence of the FWHM (d,c) of the PSF on the
distance from the middle of the aperture to the target (L).
Increasing the distance from the source to the aperture can
improve the spatial resolution to less than 10 um. For these
experiments, however, the magnification ratio decreases with
Lo because the distance between the source and the scintillator
(L) islimited to 8 m. An optimal value for L, including the
resolution of the detector, is found to be 80 mm.
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Figure 86.32

The spatial resolution limit (FWHM of the point-spread function) for the
biconical aperture versus the distance (Lg) from its center to the source.

A holewasrecently dugintheconcretefloor of the OMEGA
Target Bay toalow al13-mlineof sight. A new detector will be
installed with 250-um-diam capillaries filled with deuterated
liquid scintillator. The new 250-um pixel size and estimated
Orec Of 500 um lead to aredesigned aperture placed at Ly = 160
mm. These modifications should reduce the noise background
by afactor of 100 and allow a 13-um resolution.

Several methods exist to unfold penumbral images. 1! After
testing these methods on synthetic penumbral images, the
autocorrelation method?? was found to give the best results
with minimum mathematical complexity. Most penumbral
unfolding processes assume that the aperture can be repre-
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sented by athin holeof radius Ry surrounded by amediumwith
atransmission 7 to neutrons. With thisassumption, the Fourier
transform | of theimageisthe product of the Fourier transform
Sof the source and the aperture: 1(k) =S J; (27kRy)/ 7kRy ,
where J; is the first-order Bessel function. The unfolding
processconsistsof multiplying | by afunctionU, which hasthe
following mathematical properties: inverse Fourier transform
[U 3 (27kRy)/ rde] = § the Dirac function, and asmall am-
plitude oscillatory function at radius 2Ry, which isoutside the
field of view. Wefind U = 2J; (27kRy )k® / 7kRy . Themultipli-
cation of | by U gives the Fourier transform of the source
image, avoiding any problems caused by dividing by zero.

In practice, the unfolded Fourier transform of the image
contains both noise and the signal from the spatial distribution
of the neutron source. The primary source of noise is the
Poisson statistics of eventsin the detector. Reducing thisnoise
regquires a low band-pass filtration that limits overall design
performance. Areliablecriteriontofind thefrequency at which
noise starts to dominate is to set the noise power spectrum
equal to the power spectrum of the signal without noise.13

For Poisson noise, it can be shown that the power spectrum
of theimagewith noise, P, isthesum of the power spectrum
of the image without noise, P, and the spectrum Ng of the
number of detected neutronsinthefull field of theimage.14 For
an homogeneous neutron source of radius Rg and yield N, we
have

S e UL R
. CE(1-T)NRIG? )y(27kRy) Jl(szs)g

THAL )P Ry R g’

Using the first-order approximation of the Bessel function
valid for kR s greater than about 1.2 (appropriate for penum-
bral imaging), the equation Pg= Ng givesthe cutoff frequency

Ke:

1] e Ry
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The spatial spectrum of the signal beyond the cutoff frequency
is within one standard deviation of the noise. Recovering
signal information beyond k. requires sophisticated filter-
ing.12Inour design, 1/k. isused asapreliminary estimation of
the limit of spatial resolution due to the signal-to-noise ratio
and the unfolding process.

Combining the effects of statistics on resolution, the shape
of theaperture, the pixel size, and therecoil proton rangeleads
to an estimation of the overall spatial resolution dg:

55:\/é+5éc+é!@g+§%g' 2

Figure 86.33 shows the variation of the overall spatial resolu-
tion for neutron yield between 1012 and 1014 and for aneutron
source size of 50-um diameter. For a high-yield shot, the
spatial resolution is 45 um, dominated by the sampling limit
(30 um) and the PSF of the aperture (24 um) (dotted curve of
Fig. 86.33). Thedesignisunableto resolve spatial variation of
such a source because the resolution and the source size are
comparable. A neutron source size of 100-um diameter, how-
ever, can be differentiated from one of 50 um.
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Figure 86.33

The instrument’ s contributions to the spatial resolution versus the neutron
yield; overall resolution (solid), spatial resolution limit due to the cutoff
frequency k¢ (dashed) for a 50-um-diam neutron source, and spatial resolu-
tion limit (dotted).

Correct alignment is crucia to the experiment. A straight
reference line is established between a 400-um-diam, back-
lighted sphere at target chamber center and an autocol limator
near the detector. Thepenumbral apertureaxisismadecolinear
to an accuracy of 0.1 mrad using an attached, prealigned half
reflecting plate. The aperture is then centered on the back-
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lighted sphere to an accuracy of 50 um. The alignment proce-
duretakesat least 2 hfor atrained experimentalist to compl ete.

Severa operations are conducted on the raw penumbral
image before it is unfolded. First, the average of the CCD
backgroundsbeforeand after the shot issubtracted. Then CCD
pixels in which neutrons or gamma rays have interacted di-
rectly are detected by amplitude discrimination and replaced
by the average val ue of the neighboring pixels. Thiseliminates
CCD pixelsthat have values morethan threetimes higher than
the standard variation of the local average signal; however,
CCD pixels where neutrons or gamma rays have created
comparable or lower levels than the signal coming from the
scintillator still remain. Several shotsareal so acquired without
theaperture. Theaverage of thesesimagesisusedto correct the
image for the spatial variation of the response of the detector
and the recording system.

Figure 86.34 shows an unfolded image; Figs. 86.35 and
86.36 show the profiles obtained from the implosions (shots
21054 and 20290) of two glass microballoons filled with 20
atm of DT driven by 1-ns sgquare laser pulses. The shells had
thicknesses of 4.2 um and 2.5 um, diameters of 890 um and
920 um, and laser energies of 23.1 kJ and 31.1 kJ; they
produced yields of 3.6 and 6 x 1013 neutrons, with measured
ion temperatures of 10.3 and ~9 keV. The FWHM of the
measured neutron source sizesis 62 um (21054) and 78 um
(20290), respectively. The filter processing limits the mini-
mum detail that can be resolved to 45 um for shot 21054 and
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Figure 86.34
Unfolded image of shot 21054 showing a slight asymmetry.
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53 um for shot 20290. These values are in agreement with the
expected performance calculated with Eq. (2) (seeFig. 86.33).
For comparable neutron yield, the diagnostic resolution per-
formanceisbetter when the sourcesizeissmaller, aspredicted

by Eq. (2).

One-dimensional calculations of these implosions with a
radiation-hydrodynamic codel® were postprocessed using a
neutrontransport codeto producethecal culated neutronimage
profiles shown in Figs. 86.35 and 86.36. These images were
then processed to include the effects of noise by first calculat-

=
a1

=
o
I
|

(6]
I

Normalized neutrons/cm?2
\

0
-80 40 0 40 80
Distance (um)

E10853

Figure 86.35

Horizontal lineout (solid) of a DT capsule with a 4.2-um-thick glass shell
(shot 21054) compared to calculated profiles without (dashed) and with
(dotted) the effects of experimental noise.
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Horizontal lineout (solid) of a DT capsule with a 2.5-um-thick SiO; glass
shell (shot 20290) compared to cal cul ated profileswithout (dashed) and with
(dotted) the effects of experimental noise.
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ing asimulated penumbral image, then adding Poisson noiseat
thelevel seenintheexperiments, andfinally deconvolvingand
smoothing using the same process as used for the data. The
resulting profiles in both cases are within the experimental
resolution of the observed profiles (all profilesare normalized
in 2-D tothe sameintegral). Theimplosion of the capsulewith
a4.2-um-thick wall had acal culated convergenceratio (initial
fuel radiug/final fuel radius) of 9, producing the smaller
source, The implosion of the capsule with a 2-um-thick wall
was very similar to that of Ress et al.# (capsule with a 2-um
wall, 1000-um diameter, 25 atm DT, 20-kJ laser energy, 1-ns
square pulse, convergenceratio of <3, neutron yield of ~1013,
and a 9-keV ion temperature). Both capsules were calcul ated
to produceanimagewithastrong central peak. Wefind that the
inclusion of instrumental resol ution, which Resset al . did not
address, explainsthelack of an observed peak in our data. Our
smaller observed FWHM of 78 um compared to their 150 um
reflects the higher resolution of our imaging system aswell as
the better irradiation symmetry of OMEGA’s 60 beams com-
pared to Nova's 10 beams.
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The Smoothing Performance of Ultrafast Picketson the NIF

Introduction

In the direct-drive approach to inertial confinement fusion
(ICF), the focal spots of a symmetrically arranged cluster of
high-intensity, ultraviolet (UV) laser beamsdirectly irradiatea
capsule.12 The base-line design for a direct-drive ignition
target on the National Ignition Facility (NIF) uses shock
preheat to control the isentrope of the ablation surface and the
fuel. Control of theisentrope a (where a istheratio of thefuel
pressure to the Fermi-degenerate pressure) is achieved by
changing the laser pulse shape. The UV pulse shape corre-
spondingto a = 3ischosenfor thebase-linedesign. Thisshape
can be logically divided into two regions: a low-intensity
“foot” (of duration ~4.2 ns) followed by a high-intensity
“drive” (duration~5ns). Thispul seshaperepresentsacompro-
misethat providesacertain saf ety margin for theimplosion by
reducing the target’s sensitivity to laser nonuniformity by
ensuring that the target will remain intact during the drive
portion of the pulse; however, laser nonuniformity still re-
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Figure 86.37

The IR to UV frequency-conversion-efficiency curvefor the NIF. Thedrive
portionsof an a = 31CF pulse convertsat efficienciesaround 75%, wherethe
efficiency isin saturation. Thefoot portion of the | CF pulse convertsat alow
efficiency of 15%. In addition, the frequency-conversion efficiency exhibits
a third-power dependence for low-IR input intensity. This exacerbates any
beam-to-beam power imbal ance during thefoot portion of an a =3 1CF pul se.

mains an important issue. The laser irradiation nonuniformity
seeds the Rayleigh—Taylor hydrodynamic instability, which
consequently degrades target performance.34

The energy efficiency of the KDP frequency-conversion
crystals used in ICF lasers is a function of input intensity;
efficiency increases as the third power of input intensity
increases until saturation occurs (see Fig. 86.37). Conse-
quently, the low-intensity foot portion of the pulse converts
inefficiently and can represent a substantial overall reduction
in the laser’s energy efficiency. As shown in Fig. 86.38, an
a = 3, direct-drive pulse has a total infrared (IR) energy of
2.5 MJand atotal UV energy delivered to target of 1.5 MJ
(including 10% UV transport losses). The frequency-conver-
sion efficiency inthefoot of the a = 3 pulseis~15% and ~75%
in the drive portion, yielding an overall efficiency of ~68%.
This issue is even more problematic for the indirect-drive
approach, where the overall conversion efficiency isaslow as

600 IR _|{25MJIR
_ v | v 'Motal ~ 68%
E a0 ! JH17MIUV
o) Foot | Drive 10% UV
= < > v transport
£ 200 2 1 [15M3
Nee = 15%]| 7 on target
— 1= 75%]
0
0 2 4 6 8 10

o860 Time (ns)
Figure 86.38

The a =3, direct-drivel CF pulse, whichislogically dividedinto two regions:
a low-intensity “foot” (about 4.2 ns) followed by a high-intensity “drive’
(about 5 ns). The IR power as a function of time (dashed line) required to
produce the desired UV power onto target (solid line). Thetotal IR energy is
2.5MJ, and thetotal UV energy delivered to target (accounting for 10% UV
transport losses) is 1.5 MJ. The frequency-conversion efficiency is~15% in
the foot and ~75% in the drive, which yields an overall efficiency of ~68%.
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50% due to amuch longer low-intensity foot.> Beam-to-beam
power imbal anceisalso exacerbated for thelow-intensity foot
because of the third-power dependence of conversion effi-
ciency onintensity at low intensities; during the drive portion
of the ICF pulse the conversion efficiency is in saturation at
~75% and does not contribute significantly to beam-to-beam
power imbalance.

Ultrafast picket-fencepul seswere proposed by Rothenberg®
as a way to maximize conversion efficiency and minimize
beam-to-beam power imbalance. In this article, we consider
the application of the ultrafast pickets only to the foot portion
of the a = 3 pulse. We assume that the pickets are temporally
blended into the drive portion of the pulse. Ultrafast pickets
consist of atrain of laser pulses with an inverse duty cycle
(IDC), which is defined as the ratio of the pulse-repetition
period to the pulse width, chosen to maintain near-constant
target illumination and a peak intensity that deliversthe same
average power to the target as when picket-fence modulation
is absent. For example, if a pulse train of 20-ps pulses with
IDC =6isappliedtothefoot, the peak intensity of each picket
can be increased sixfold while maintaining the same average
power on target. Increasing the peak intensity sixfold boosts
the conversion efficiency of thefoot from 15% to 39% and the
overall efficiency from 68% to 73% (see Fig. 86.39). (For
indirect drive the overall conversion efficiency can be in-
creased from ~50% to ~72% by using ultrafast pickets.?) For
apulsetrainof 10-pspulsewithIDC =12, theefficiency of the
footisincreasedto 51% with anoverall efficiency of 74%. The
benefit of this shorter pulse is the minimized affect on beam-
to-beam power imbalance as seen in Fig. 86.37.

The goal of this investigation is to assess the impact and
benefits of implementing ultrafast pickets for direct-drive
capsules on the NIF. The smoothing performance (defined as
the time-integrated laser nonuniformity as afunction of time)
isthemetric usedto comparetheultraf ast-picket-fence scheme
to that of base-line 2-D SSD on the NIF. Various beam-
smoothing techniquesto beemployed ontheNIF aresimilar to
those employed on the OMEGAS7 |aser to improve on-target
laser uniformity, which reduces laser imprint. These tech-
nigquesincludetwo-dimensional smoothing by spectral disper-
sion (2-D SSD),%10 distributed phase plates (DPP's), 1112
polarization smoothing,%13:14 and multiple-beam overlap.

The code Waasikwa’ 1° is used to calcul ate the time evol u-

tion of the far field and the single-beam time-integrated |aser
nonuniformity for the first 3 ns of the foot. Waasikwa’ will be
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Figure 86.39

The UV power of an a = 3, direct-drive pulse with ultrafast pickets applied
during the foot. The frequency-conversion efficiency has been increased in
the foot from 15% to ~39%, which yields an overall efficiency of ~73%.

used under avariety of near-field conditions that describe the
base-line 2-D SSD system as well as various ultrafast-picket
configurations. The calculated single-beam, time-dependent,
laser nonuniformity will be used as the basis of comparison.

Inthefollowing sectionswedescribethebase-line2-D SSD
system, the generation of an ultrafast picket pulsetrain, thefar-
field characteristics of ultrafast pickets, the smoothing perfor-
mance, and conclusions.

Base-Line 2-D SSD

The 2-D SSD system on the NIF is similar to that on
OMEGA with one exception: only one grating is used in the
first SSD dimension ontheNIF becauseit isimplemented with
a fiber-optic-based phase modulator. As a result, the beam
suffers a residual time shear. OMEGA utilizes a bulk phase
modulator in the first dimension so it can precompensate for
this shear (compare Ref. 16). The second SSD dimension on
the NIF has two gratings, like OMEGA. A schematic of the
NIF's2-D SSD design is shown in Fig. 86.40.
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Thespatiotemporal evolutionthecomplex-valued UV elec-
tric field of a2-D SSD pulsed beam can be expressed as

E(X, y,t) = EO(X, y,t) g %o sso(%¥it) eiqbpp(x,y), )

where Eg(x,y,t) defines the electric field's pulse and beam
shape, ¢_p ssp iSthe2-D SSD phasecontribution, and ¢ghpp(X,Y)
isthe static DPP phase contribution. The mapping of the DPP
phase contribution was designed to yield a far-field intensity
distribution of an eighth-order super-Gaussian with a 95%
enclosed energy contour of 3.40-mm diameter in the target
plane. For these simulations, the fundamental spatial and
temporal shapes of the pulsed beam are assumed to be sepa-
rable prior to the 2-D SSD operation. The uncompensated
grating operation distorts this fundamental shape and can be
written as

Eo(x,y:t) = G{beam(x,y) [dulse(t} , %)

where beam (x,y) is the near-field beam shape, pulse (t) isthe
temporal pulse shape, and G{ ¢} represents an uncompensated
grating operator, which is defined by

G{f(xy.t} = f(xy.2), ©)

wherethespatially coupledtimedomainisgivenby { =t —¢yy
and ¢, is the angular grating dispersion (see Ref. 16 for a
detail ed examination of theangular spectrum representation of
the 2-D SSD operation). As a consequence of the assumed
separability, the uncompensated grating operation couplesthe
temporal pulseshapetothespatial dimension correspondingto
thefirst SSD dimension whilethe spatial beam shape remains
unaltered and is given by

Eo(x.Y.t) = beam(x,y) [Hulse(t - £,). @
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{+&x0} Figure 86.40

A schematic representation of the NIF's
2-D SSD system. Notice that the first
dimension has only one grating, which
causes a residual temporal shear across

G4 the beam.

Aca

For theWaasikwa’' simulationsthe fundamental beam shape at
the final magnification is defined as a square-shaped 20th-
order super-Gaussian:

X o0
%08cm5 H

beam(x,y) = expD—In

0
xeXpmn Esos%g; 5)

which has an intensity full-width half-maximum (FWHM)
width in each direction of Dgypm = 30.8 cm and a 95%
enclosed energy contour with awidthin each direction of Dy g
= 35.1 cm, and the fundamental pulse shape is given by a
fourth-order super-Gaussian to a “flat-top”:

s N L 0
ulse(t) = éIEXIOH n2)gg . ool éi 0<t<tpea ©
E 1 D> e

where the quantity tg is defined to yield a nominally, small
initial value for the pulse, e.g., pulse (0) = 0.001, and the
quantity tpey defines the time when the pulse shape achieves
avalueof unity, i.e., pulse (tpey) = 1. Thefoot pulseisdefined
inthismanner to makeamoreaccurate comparison of theearly
development of the nonuniformity with the ultrafast pickets
defined later.

Thespatially and temporally varying phasedueto 2-D SSD
isgiven by (see Ref. 16)

®-p SSD(vaat)E3dvllsin[“M1(t+ @y)]
+ By snfava(t+Ex)], O
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where Jy,4 is the first-dimension modulation depth,
Vpm1 = wy1/(27) is the first-dimension microwave or radio
frequency (RF) modulation frequency, ¢y is the first-dimen-
sion angular grating dispersion, d» is the second-dimension
modulationdepth, vy o = w1, /(27) isthesecond-dimension
RF modulation frequency, and &, is the second-dimension
angular grating dispersion. Thefactor of 3in Eq. (7) indicates
that theel ectricfield hasundergonefrequency tripling fromthe
IR to UV. The relevant NIF 2-D SSD base-line system
parameters are assumed to be d,,; = 16.7, vy1 = 8.76 GHz,
Ey =0.325 nS/m, A/\Ml = 108A, 5f\/|2 =8.37, VM2 = 3.23GHz,
&,=0.878 ng/m, and A)y;, = 2.0 A, assuming anominal beam
diameter of Dy, = 35.1 cm.

The base-line 2-D SSD design for direct-drive NIF is
defined in this article as having IR bandwidths of

A/\Ml = 26M1VM1/\|2R/C :lOSA
and
— 2 —
AAMZ = 26M2VM2AIR/C = ZOA

inthefirst and second dimensions, respectively, where cisthe
vacuum speed of light and A|g = 1053 nmisthe| R wavelength.
Two different measures of combined UV bandwidth or widths
of thetemporal power spectrumareused here: thefirst measure
is the root-sum-sgquare and is defined by

AV = \/AVI%/Il'*AVI%/IZ ) (8)

where the UV bandwidths of each modulator are given sepa-
rately by Avyq =60y and Avyo =655V 2; and the
second measure isknown asthe autocorrelation width’and is
defined by

‘J’f(v)dv‘z

If(v)zdv ' ©

AVeff =

where the quantity 1 (v) E|I§(v)|2 represents the smoothed
envelope of the temporal power spectrum dueto the 2-D SSD
phase modulation @,_p sgp. The base-line 2-D SSD system
yields Av,g = 891 THz and Avgss = 979 THz in the UV.

Thebandwidth AAy,, laser divergence A8y, and the number

of color cyclesN,. determinetherequired grating dispersion &,
the temporal delay 1, modulator frequency vy, and modula-
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tiondepth &, for thegiven beam diameter Dy . Dueto current
pinhole requirements of the spatial filters, the imposed laser
divergenceislimited to A6y, = 100 urad and A6y, = 50 urad
inthefirst and second dimensions, respectively. The number of
color cycles across the beam is defined by Ng. = Tp vy, where
Tp isthetime shear imposed by the dispersion gratingsand v,
is the modulator’s frequency. It can be shown that the laser
divergence A6, isproportional to the applied SSD bandwidth
AAy, and is given by

C

AQM = TDA/\ M (10)

ARDNiE’

where c is the vacuum speed of light, A|g = 1053 nmisthe IR
vacuum wavelength, and Dy g = 35.1 cmisthe nominal beam
diameter. Sincethe pinholesrestrict thelaser divergence A6y,
and the base-line 2-D SSD design calls for AAy; = 10.8 A,
applying Eqg. (10) to the first dimension yields a time delay
Tp1 = 114.15 ps, which implies that the regquired modulator
frequency for the first dimension, to achieve N = 1, is
Vm1 = 8.76 GHz. Similarly, applying Eg. (10) to the second
dimension yields 1p, = 309.60 ps and vy, = 3.23 GHz for
Ncc2 = 1. Thisbase-linedesignwill bedesignated asBL 1inthis
article. Analternativebase-line2-D SSD design, designated as
BL2, is aso proposed, which has Ng; = 2, 9 = 8.33, and
Vm1 = 17.52 GHz with all other parameters |eft the same. In
addition, a base-line design the same as BL 1 but without the
temporal shear will be designated as BL1b. The relevant
parameters are summarized in Table 86.111.

Ultr afast-Picket-Smoothing Scheme

The ultrafast-picket-smoothing scheme produces a sub-
apertured near field that sweeps across the full-beam aperture
when using a pulse-modulated laser whose pulse width is
smaller than the residual time shear 1, due to the dispersing
grating. The sweeping motion causes smoothing in the time-
integrated far field because the speckle pattern changes asthe
sub-apertured near field moves across the randomly phased
background of the DPP. Applying a time-varying phase or
phase chirp to each picket enhances the efficiency of this
smoothing mechanism. The phase chirp increasestheinherent
bandwidth of each pulse and asymptotically produces many
independent speckle patterns (or far-field modes), similar to
SSD, as long as the grating dispersion matches the pulse
repetition rate. Unlike SSD, the phase chirp can be tailored to
produce auniform far-field distribution of modesthat not only
reduces the asymptotic nonuniformity but also alleviates pin-
hole loading in the laser amplification chain. The ultrafast-
picket-smoothing scheme supplants only the first SSD
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dimension. The efficient and asymptotic smoothing of the
ultrafast pickets depends on a second and orthogonal SSD
smoothing dimension in the same way that 2-D SSD does.

The ultrafast-picket-pulsetrain is defined to have an inten-
sity FWHM pulse width of Atgyym, apulse repetition period
of AT, and an inverse duty cycle given by IDC = AT/At, where
At isthe pulse width that contains 99% of the pulses's energy.
The pulse train that will be discussed is afourth-order super-
Gaussian and can be written as

4
O [t-ty -nAT

picket(t) = ngo expé—ln(z)mg

(11)

[ |

s.t. NAT < 3 ns. The pulse width as defined in Eq. (11) is
At = 28.1 ps. The fundamental beam shape for the picketsis
defined to be the same asthe base-line 2-D SSD [i.e., Eq. (5)].

A pulsed laser beam followed by a phase modulator that is
then dispersed by a grating describes any ultrafast-picket
scheme schematically (seeFig. 86.41). Thisschematic graphi-
cally describes the mathematical functions of the resultant
pulsed beam used in the Waasikwa' simulations. The phase
modulator in Fig. 86.41 representsan optional phase chirp that
can be applied to the pickets. If the phase chirpislocked to the
pulse repetition rate of the pickets, the phase chirp of each
picket, whose function is given by @rp (), isthen appended
to Eq. (11) in the form of exp[i(pchirp(t ~tg - nAT)] .

Thegrating G2, inFig. 86.41, dispersestheultrafast pickets
withagratingdispersion, &, whichtemporally shearsthebeam
by an amount 7p;. Consequently, the beam becomes sub-
apertured and then sweepsacrossthewholenear-field aperture

THE SMOOTHING PERFORMANCE OF ULTRAFAST PickeTs oN THE NIF
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Figure 86.41

(a) Schematic describing a chirped UV pulsed beam in the Waasikwa’
simulations. A pulse-modulated laser is chirped by the phase modulator M1
with the phase given by @hirp(t) and then dispersed by the grating G2. This
schematic does not describe the layout of an actual implementation; it is
simply agraphical representation of the mathematical function of the result-
ant pulsed beam. (b) A plot representing the envelope of the temporal
spectrum from a generic chirped-pulse train, which is identical to the
temporal spectrum from asingle chirped pulse. The series of deltafunctions
represents the temporal -spectral modes from the chirped-pulse train that are
spaced by 1/AT. The envelope modul ates these modes.

W, isequivalent to theratio of the pulsewidth At to the grating
dispersion &y, which can then be related to other quantities,

_ At AT DuiF

. i ) W,=—= = , (12)
as time progresses (see Fig. 86.42). The sub-apertured width ¢y, ¢&,IDC IDC [N
Table 86.1Il: Summary of the relevant parameters for the NIF 2-D SSD base-line models.
Sim 2-D SSD Base-Line Models
Name First Applied SSD Dimension Second Applied SSD Dimension Combined BW
Mi | VM1 | Am1 | AV | BVett | Nect |Ov2| Ym2 | A2 | AVM2 | DVefrz | Necz | AVrss | AVet
(GHz2) | (A (GHz) | (GHz) (GH2) | (A) (GHz) | (GHz) (GHz) | (GHz)
IR uv uv IR uv uv
BL1 16.67 8.76 10.8 876 665 1 891 979
BL1b 16.67 8.76 10.8 876 665 1 8.37| 3.23 2.0 162 167 1 891 979
BL2 8.333 | 17.52 10.8 876 656 2 891 979
LLE Review, \olume 86 83
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where Ng. is analogous to the number of color cyclesin an
SSD system and is defined as

_Ip
Ni. = —=. 13
b= 2 (13

When the quantity Ng. >1, multiple pickets will simulta-
neously illuminate the near field and will result in improved
low-spatial-frequency smoothing and resonant featuresin the
far-field power spectrum similar to an SSD system of multiple
color cycles. The target will experience an intensity ripple
when N¢. isnot aninteger. Under these conditions, however,
the IDC decreases, which degrades the benefit of improved
frequency conversion and decreased power imbalance. When
the quantity N¢: <1, the IDC increases (for a given grating
dispersion) and will increasefrequency conversion and reduce
power imbalance. The target will experience an intensity
ripple, however, due to the absence of any pickets over the
duration of AT-7p (unless the pickets can be timed to alter-

AT At | Grating G2
D
Ey
Disperses
D t iny direction
Near-field
A At illumination with
AT | asingle picket
D+
&y
TC5463
Figure 86.42

Thetwo plots on the left-hand side represent beam cross sections before and
after the grating G2, which temporally skews the beam. Consequently, the
beam becomes sub-apertured and then sweeps across the whole near-field
aperture as time progresses (see the plot on the lower right-hand side). If the
pulse period At is chosen to equal thetemporal shear 1p from grating G2, the
target will be continuously illuminated since as one picket exitsthe aperture,
the next one will enter on the opposite side.

nately illuminate different beamsin each quad to compensate).
More importantly, the smoothing will become inefficient be-
cause the far-field modes will become statistically dependent,
just asinthe SSD case. When the quantity N¢. =1, the target
will experiencelittleripple (in fact, if the pulseisrectangular,
thetarget will experience no intensity ripple) and the smooth-
ing will be efficient over all spatial wavelengths.

As originally conceived, the chirp would be applied by
allowing the pickets to enter a phase-locked phase modulator
such as the current fiber modulator. In this scenario the pulse
period is phase-locked to the phase modulator such that the
maximum instantaneous wavelength shift is applied to each
picket (see Fig. 86.43). The pickets effectively “sample’ the
central portion of the bandwidth produced by the phase modu-
lator. Noticein Fig. 86.43 how the “sampled” spectrum of the
ultrafast pickets is nearly uniform and centrally distributed,
unlike the distinctive Bessel mode pattern produced by the
frequency-modulated (FM) spectrum of SSD.

| AT = Tynoqs = 114.15 ps
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Figure 86.43

A chirp is applied to each picket using a phase-locked modulator. This
diagram graphically illustrates how the modulator applies the maximum
instantaneouswavel ength shift to each picket. Thepicketseffectively “ sample”
the central portion of the bandwidth applied by the modulator.
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1. Temporal Spectrum and Diffraction-Limited Far-Field

Pattern of Ultrafast Pickets

The centrally distributed sampled spectrum directly trans-
lates into reduced pinhole loading. The applied temporal
spectrum mapsinto the pattern of adiffraction-limited far field
sincethedispersed beam mapstheapplied temporal bandwidth
into spatial bandwidth (see Ref. 16 for adetailed description).
The time-integrated, diffraction-limited far-field patterns of
the NIF 2-D SSD base-lineand ultrafast picketsareillustrated
in Fig. 86.44. The pattern from the NIF 2-D SSD base line

(a) Far field without pickets

1 T == ="

y far field (mm)
o
o
=

(b) Far field with pickets

T ="

y far field (mm)
o
o
=

-0.6 0.0 0.6
x far field (mm)

TC5467

Figure 86.44

The time-integrated diffraction-limited far-field patterns for the NIF 2-D
SSD (a) base-line and (b) ultrafast pickets. The images are plotted using the
same gray scale to indicate relative fluence levels. The pattern from the NIF
2-D SSD baselineshowshigh fluencelevelsnear thefour outer cornersof the
pattern. In contrast, the pattern from the ultrafast-pi cket design showsamuch
lower, uniform fluence level more evenly distributed about the center. Both
images show the distinct Bessel pattern in the direction corresponding to the
second SSD dimension.
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[Fig. 86.44(a)] shows high fluence levels near the four outer
cornersof thepattern. In contrast, thepatternfromtheultraf ast-
picket design[Fig. 86.44(b)] showsamuch lower and uniform
fluence level more evenly distributed about the center. Both
images show the distinct Bessel mode pattern in the direction
corresponding to the second SSD dimension.

The temporal spectral modes of the ultrafast picket fence
are separated by theinverse of the pul serepetition period, e.g.,
1/AT, and they conform to the envelope of the spectrum of a
singlepulse[seeFig. 86.41(b)]. These spectral modes become
modes in the far field and lead to the number of independent
speckle patternsin the asymptotic limit. The mode spacing in
thefar field in the direction corresponding to the grating G2 is
caculated by N¢e fyipAuy /Die - The number of modes due
to the ultrafast pickets can be calculated using

ABi1Dnie

Modes' = Avyy [AT = A6 n7 = ,
Auv Nee

y)‘ uv

(14)

The number of modesdueto the SSD for either dimension can
be calculated using

Avyy _ A6 Dyie

Modes= , (15)

Vm Auv Nee

wherethelaser divergence A6, and number of color cyclesNg.
corresponding to either SSD dimension is substituted into
Eqg. (15). Thetotal number of modesinthefar fieldiscomputed
astheproduct of thenumber of modesfromthefirst smoothing
dimension (either SSD or ultrafast picket fence) and the
number due to the second orthogonal SSD dimension. If the
temporal spectrum of either the ultrafast pickets or SSD is
nonuniform, the effective number of modesisreduced, similar
to SSD.18 The reduction ratio is approximated as the ratio of
the effective bandwidth calculated using Eqg. (9) to the overall
bandwidth of each smoothing direction separately. Theultrafast-
picket-fence schemes proposed in this article have a very
uniform distribution, which can decrease the asymptotic level
reached by approximately 20% as compared to base-line
2-D SSD.

The tempora spectrum of the ultrafast pickets can be
modified or tailored to reduce the pinhole loading due to the
tails of the spectrum seen in Fig. 86.43. Through an iterative
Fourier technique, similar to phase-retrieval techniques, a
chirped pulse can bedesigned to produce the high-order super-
Gaussian temporal spectrum asillustrated in Fig. 86.45.
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Figure 86.45

A chirped pulse (a) and its temporal spectrum (b). The spectrum was the
design point of an iterative Fourier technique to find the required shape and
phaseof thepulsein (a). Thisspectrum can further reducethe pinholeloading
by removing theenergy located in thetails of the spectrum seenin Fig. 86.43.

2. Alternate Methods of Producing Chirped

Ultrafast Pickets

Alternate methods are available for producing chirped
ultrafast picketsthat need not be phase locked. One method is
to reflect a stretched and longer chirped pulse from a fiber-
Bragg grating; thisresultsinatrain of chirped pul sesof desired
shape and chirp by properly engineering the fiber. This tech-
nique meshes well with the tailored chirped pulse seen in
Fig. 86.45 since the pulse shapeis approximately asec h? and
the chirp is nearly linear, both of which are easily obtained
using current laser and fiber technologies.

Far-Field Simulation and Analysis
Waasikwa' calculates the planar far-field fluence using

Fxs.y5¢) = Ilff(xffanfat)dta (16)

pulse
duration

86

where ¢ (¢, Y5 ,t) represents the instantaneous far-field
intensity. The evolution of the far-field intensity is calculated
by taking the modulus squared of a2-D spatial Fourier trans-
form of the UV near field [comp. Ref. 19, pp. 83-89]:

Lt (et 2 Vi o t)

2

o. 2m O
= L] E(vaat)eXpEr'—(Xffx"'yffy)lj}j)(dy » (17)
?? 0 Auv fnie 0

Uspace

where E(x,y,t) representsthe complex-valued UV electricfield
strengthinthenear field and (x,y) and (X, Y¢r) arethenear- and
far-field coordinate systems, respectively; Ay = 351 nmisthe
UV vacuum wavelength; and fy g = 770 cm is the assumed
NIF focal length. Theintegrations are cal culated as a running
summation at every simulation time step dt. For these
~1-THz-bandwidth pul sed beams, thetimestepisdefinedto be
dt = 0.75 ps, which sufficiently over-samples the bandwidth
based on the Nyquist criterion.

The 2-D power spectral density (2-D power spectrum or
simply the 2-D PSD) is derived from the simulated far-field
fluence by taking the modulus squared of the 2-D spatial
Fourier transform:

PSD (kaf ! kaf )

2

F (% ,yff)exp[—i(kxff Xgt + Kyee Vit )] dxgr dyge | , (18)
Ofarfield

where F(X, Ys) represents the far-field fluence as defined by
Eqg. (16), (X, Y¢) is the far-field coordinate system, and
(kxff ,kyff ) isthefar-field's spatial-frequency coordinate sys-
tem. The azimuthal sum at each radial wave number of the
2-D power spectrum defines the 1-D power spectral density
(1-D power spectrum or simply the 1-D PSD) and is given by

psd(kyr) = f PSD (K - Ky, ) e A6, (19)

where the transformation into polar coordinatesis defined as
kit = \Kx 2 +ky 2 and tan@ =k /K. . The single-beam
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irradiation nonuniformity o;,,sisdefined asthe square root of
the ratio of the speckle power (e.g., the high frequencies
kis = 5.88 rad/mm at the NIF target plane or /-modes ¢ = 10) to
the envel ope power of the far-field spot (i.e., the low frequen-
cieskss <5.88 rad/mm). Thewavenumber 5.88 rad/mm divides
the envel ope and speckle frequencies. A finite entrance pupil
imposes alimitation on the spatial-frequency bandwidth of an
optical system (compare the intensity-impulse response or
point-spread function of a diffraction-limited system with a
rectangular exit-pupil functioninRef. 19, pp. 110-113). Onthe
NIF, the highest spatial frequency of thefar field, regardless of
thenear-field beam profile, islimited by thefinite square shape
of the full aperture beam whose width is defined as Dy
= 35.1 cm. Consequently, the 2-D PSD possesses a sguare-
shaped absol ute cutoff whose width along both the kxff and
k., axes corresponds to the f-number limited spatia fre-

Vit
quency

rad

—%20816_
816 -

kCUtff (20)

VINVAINT=
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Dueto the square-shaped cutoff of the 2-D PSD, the 1-D PSD
has an absolute cutoff of

k('ZUtff = ﬁ mcutff . (21)
For the ultrafast picket fence schemes, the high aspect ratio

(which isproportional to IDC) of the sub-apertured near field
corresponds to an absolute cutoff ke, OKoygy, -

Smoothing Perfor mance Results

Waasikwa’ far-field simulations calculated the single-
beam nonuniformity as a function of time for a duration of
3 ns. Three NIF 2-D SSD base-line designs and four ultrafast
picket designs were calculated using the parameters listed in
Tables 86.111 and 86.1V. The names listed under the “Sim
Name” column in these tables will be used to designate
each model.

The smoothing performances for Picket1, Picket2, and the
BL1designsareplottedin Fig. 86.46 for a3-nsduration for all

Table 86.1V: Summary of the relevant parameters for the NIF ultrafast-picket-smoothing schemes. The second SSD dimens

same parameters as in Table 86.111.

Sim Pulse First Smoothing Dimension Combined
Name Type Applied SSD Ultrafast Pickets BW
o1 | VM1 | %wa | Neea | IDC | Ngo | AT | Alpyyyy | AU | Avegp | Avegy
GHz) | (A (ps) (ps) (ps) | (GHz) | (GHz)
IR uv
Picketl Single SG4 | 31.02 | 8.76 20.1 1 1 114.15 19.0 28.1 970 994
Picketlb | Single SG4 | 31.02 | 8.76 20.1 1 1 114.15 19.0 28.1 970 994
Picket2 Double SG4 | 31.02 | 8.76 20.1 1 2 57.075 19.0 28.1 970 995
Chirpedl1 | Single seb? n/a n/a n/a na | 2.5 1 114.15 19.0 45 947 993
@ (b)
1- rorTTTT | 3 1: B rorTTTT g
- All ¢ modes ] - 15<¢ <120 ] Fgure86.46
L p L p The nonuniformity plotted
i b i b against time for (a) al ¢
i 7 ) modes and (b) the /-mode
0 %]
c | |1 € B i range 15 < ¢ < 120. Thered
s 0l g RS 0'15 1 line is the NIF ultrafast
C ] C ] Picketl, the dashed line is
I ] I ] the NIF ultrafast Picket2,
and the blue line is the NIF
" 2-D SSD base-line BL1.
0.01 ol 0.01 i :
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the ¢ modes and over the /-mode range of 15 < ¢ < 120. The
smoothing performance of both picket designs is initially
better than and later is nearly equivalent to BL1 design. The
Picket2 design produces better smoothing than the other two
designs for the range 15 < ¢ < 120 because two pickets are
simultaneously illuminated, which is analogous to a two-
color-cycle2-D SSD system. The smoothing performancesfor
the tailored chirped pulse (designated as Chirpedl), Picket1,
and BL1 areplottedinFig. 86.47 for a3-nsduration for all the
(-modes and over the /-mode range, 15 < ¢ < 120.

The smoothing performances for the BL1, Picketl, and
Picket2 simulations are identical for the first 15 ps because
they have the same pulserise time and asimilarly shaped sub-
apertured near field (BL1 is sub-apertured during the time
corresponding to the initial tempora shear and the shape
matches the picket’s shape for thefirst 15 ps). The smoothing
performancefor Chirpedlisinitially not asgood as Picket1 or
Picket2 because it has a much longer rise time of approxi-
mately 25 ps. The smoothing performance for both picket
types, however, is better than BL1 over the duration 20 ps
<t <200 ps. Thisis due to the fact that the ultrafast picket
designs are designed to smooth efficiently, i.e., full-smooth-
ing, full-bandwidth for asub-apertured near field; whereasthe
base-line designs do not achieve full-smoothing/full-band-
width until the apertureisfilled, i.e., after theinitial temporal
shear 1pq = 114.15 ps. Therefore, the picketed designs effec-
tively have ~115 ps of smoothing accomplished before the
base-linedesignsachieveefficient smoothing. Over the /-band

@)

All 7 modes

T T T Ty

g
s 01r E
0.0] el
0.01 0.1 1 10
Time (ns)

TC5597

range 20 < ¢ < 120, Picket2 has better smoothing performance
than Picket1 for t >80 psbecause by thistimethe second picket
has appeared in Picket2 and remainsfor the rest of the simula-
tion. The second picket reduces the nonuniformity in this
(-band range due to the aforementioned multiple-color-cycle
effects. The overall smoothing performancefor al the simula-
tionsare nearly equivalent, for the durationt > 200 psand until
theasymptoticlevelsarereached (approximately t ~3ns). The
Picket #1 simulation has reduced asymptotic overall
nonuniformity because of the uniform bandwidth distribution.
The simulation Picket1 has alower asymptotic nonuniformity
relative to Picket2 because of N =2. The asymptotic levels
for both picket-type simulations, however, are nearly equiva-
lent for the /-band range 15 < 7 < 120.

The instantaneous 1-D PSD, defined by Eq. (19), for the
ultrafast-picket-fence schemes is approximately 4x higher
over the ¢-band range 15 < ¢ < 120 as compared to BL 1 (see
Fig. 86.48). The ultraf ast-pi cket-fence schemes produce asub-
apertured near field, which corresponds to a 2-D PSD whose
extent (i.e., its cutoff wave number kg, ) is reduced in the
corresponding direction by afactor of ~IDC (for Ng. =1). By
conservation of energy, the sub-apertured near field increases
thespectral power inthepicketed direction by afactor of ~IDC.
Consequently, the azimuthal sum (i.e., the 1-D PSD) reflects
this additional power. Note also that there is still power up to
Keutg; = 0.816 rad/um because the second SSD dimension is
still full aperture.

(b)

1: T ||||||||
' 15< ¢ <120

T T T Ty

0,01 btk e
0.01 0.1 1 10

Time (ns)

Figure 86.47

The nonuniformity plotted against time for (a) al ¢ modes and (b) the /-mode range 15 < ¢ < 120. The red lineisthe NIF ultrafast Picket1, the dashed lineis
the NIF ultrafast chirped-picket Chirpedl, and the blue line isthe NIF 2-D SSD base-line BL 1.
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Torelatethesmoothing performanceto effective bandwidth
or inverse coherence time, the initial rise-time behavior must
be eliminated because the simple model of the nonuniformity
asafunction of timeandwavenumber doesnot account for this
rise-time behavior’

+ 0hyym(kit ) (22)

t
o?(t.ket) = o5 (k) " +th

where ag(kff):az 0,ki) is the initial value of the
nonuniformity and o aqm (ki) = 02(00, kit ) is the asymptotic
level of the nonuniformity for the radial wave number k.
Advancing the pulse by this delay and delaying the time-
integrated far field by the same time accomplish this task.
Therefore, two additional simulationswererunwith adelay of
anamount correspondingtotherise-timedelay for each model.
The base-line model BL1b isidentical to BL1 except for the
included delay of 130 ps. The ultrafast-picket-fence model
Picket1bisidentical to Picketl except for theincluded delay of
30 ps.

Thenonuniformity of Picketlbisnearly equivalentto BL 1b
over the /-band range 15 < ¢ < 120 even though the instanta-
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Figure 86.48

Theinstantaneousfar-field 1-D power spectrafor modelsBL 1 (blueline) and
Picketl (red line). The subapertured near field of the ultrafast picket scheme
increasesthe power inmodes/ < 400relativeto thebase-line2-D SSD model.
Theincrease is approximately equal to the IDC value for the ultrafast picket
scheme over the majority of the affected ¢ modes.
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neous power is4x higher in these modes (see Fig. 86.48). The
reason for this behavior is simple: the effective bandwidth or
inverse coherencetimeisapproximated 4x higher for Picket1b
relativeto BL 1b. The sub-apertured near field of the Picket1lb
causes the bandwidth to be distributed over a reduced wave-
number range and consequently smoothes these wavel engths
faster. This effect is calculated two independent ways:
(2) smoothing performanceof afull simulationisfit tothemodel
of Eg. (22) and (2) a phenomenological model is developed.

Calculating the effective bandwidth distribution for either
the 2-D SSD system or the ultrafast-picket-fence scheme is
essentially a 2-D problem. Two- and one-dimensional phe-
nomenological models of the effective bandwidth are given

here. Inthefirst smoothing direction, the bandwidth is distrib-
uted ast0

By (ke ) = 28vpg8in K—zl Nect

(23)
where Avy,41 isthe FM modulator bandwidth inthe UV for the
first SSD modulator or the chirped-pulse bandwidth and the
parameter k4 is the one-half speckle width, (k; = Ksgpy =
fniF/Auv/Dni for the first SSD dimension or Ky = Kpicket =
IDCfypAuy/Dpiefor theultrafast picket fence). Inthe second
smoothing direction, the bandwidth is distributed as

= ; K2 O
AVY(kyff ) =20Avy2S na(yff o Nec2 0 (24)

where Avy,, isthe FM modulator bandwidth inthe UV for the
second SSD modulator and K, = ksgp; iSthe one-half speckle
width for the second SSD dimension. For the 2-D problem, it
isassumed that the orthogonal components of the wave vector
ke =k, X +k,, Yy are affected independently so that the ef-

Xff Vit
fective bandwidth is given by the quadrature sum

Avet (kxff Ky ) = \/ ‘Avx(kxﬁ ) ‘2 +‘Avy (kyff )‘2 . (25)

Thesmoothingof the1-D PSD then correspondstothewei ghted
azimuthal averageof thetwo-dimensional effectivebandwidth
function Eq. (25).

_ fAvar (g -y ) PSDo (Ko Ky ) 100
fPSDO(kaf Ky )kffde

Avigs (ksf ) ., (26)
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where the weighting function PSDg(ky, Ky, ) is the 2-D
PSD of the aberration-free ideal near field of Eq. (4) at one
instant of time for either the 2-D SSD base-line full-aperture

designs or the sub-apertured ultrafast picket-fence designs.

Thenonuniformity o2(t,ks) cal cul ated fromthesimul ations
BL1b and Picketslb is fit to the nonuniformity model of
Eq. (22) using the coherence time as the one degree of free-
dom in order to estimate the effective bandwidth by
AV (k) =Yt. . The simulation data 02(t,k) is averaged
over 5 neighboring wave numbers before being fit to the
model of Eq. (22). The estimated effective bandwidth by
AV (ks ) is compared to that calculated with the phenom-
enological effective bandwidth model given by Eq. (26) [see
Fig. 86.49(a)]. Theratio of the effective bandwidths from the
phenomenological model is plotted in Fig. 86.49(b). The fact
that the effective bandwidth for the Picket1b is approximately
4x higher than the BL1b over the /-band range 15 < / < 120
explainswhy they have asimilar smoothing performance over
the I-band range in Fig. 86.46(b).

(@
¢ modes
2 20 200 2000
2500 T T ||||||| T T IIIIII| T T T T1TTTT
~ 2-D SSD baseline
5 2000 - A
< .
B Ultrafast picket-
= 1500 |- fence scheme\w
o |
é 1000 -
(5}
2
8 soof
i,
0L = ol ol
103 102 101 1
. faieAuy
TC5629 V221 DNIF

Conclusion

The underlying motivation of implementing the ultrafast
pickets on the NIF is the ability to increase the frequency-
conversion efficiency and to reduce the contribution to the
beam-to-beam power imbalance in the foot portion of an ICF
laser pulse.® In this article, the smoothing performance of the
ultrafast pickets was analyzed and shown to be equivalent to
theNIF 2-D SSD base-linedesignsfor direct-drivel CF aslong
as the applied bandwidths and divergences are close to the
base-line designs. If no bandwidth is applied in the first
dimension or if the IDC istoo large, the early-time smoothing
performanceisnot as effective. It was also discovered that the
diffraction-limited far-field pattern produced by the chirped
pickets can reduce pinhole loading, which might lead to an
increasein the permitted laser divergence. Overall, aproperly
designed ultrafast picket system offers many system-wide
benefits at the cost of a more complicated front end.

(b)
£ modes

2 20 200 2000

4 ——rrrre——
ey
S0 3+ —
s | -
3
29 2L _
[ON)]
=}
83 | I
5% 1L _

0 T BT B

103 102 101 1

g faiEAuv

Figure 86.49

(@) The one-dimensional phenomenol ogical model of the effective bandwidth Avest (k) and the estimated effective AV (kff) bandwidth are compared for both
the BL1b and Picket1lb Waasikwa' simulations. The bold traces represent the phenomenol ogical model Aves(ksf), and the thin traces represent the simulation’s
effective bandwidth AV (kff) . (b) Theratio of phenomenological models Avess(ksf) for Picketlb to BL1bis plotted, which showstheincreased bandwidth in

the lower (-band range.
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Tests of EXAFSon OMEGA:
Feasibility for Shock-Heating M easurements

Introduction

As part of its participation in the Stockpile Stewardship Pro-
gram (SSP), LLE isstudying the feasibility of using extended
x-ray absorption fine structure (EXAFS)! to characterize the
properties of solid materials shocked at moderately high pres-
sures (up to afew megabars). In particular, thereisan interest
in examining material properties since they affect the growth
of hydrodynamic instabilities. Thus, a shocked material that
retains its strength (or shear) will be more resistant to such
instabilities than a molten solid. EXAFS is sensitive to the
short-range order in crystals (as opposed to diffraction, which
depends on longer-range order). It can be seen in amorphous
materials?3 as well as liquids,*- but the reduction in short-
range order due to melting is then evident in the EXAFS
spectrum. EXAFS can measure the density and temperature of
the shocked solid in addition to indicating melting. The main
limitation in shock-heating studies is the reduction of the
EXAFS modulation amplitude with increasing temperature.
Thisproblem isdiscussed in detail in thisarticle. EXAFS can
possibly indicate whether the shock compression of the solid
is one- or three-dimensional: the distances to the nearest
atomic neighbors (whichismeasured by EXAFS) aredifferent
in the two cases. Initial tests show very high contrast EXAFS
modulations when a thick, undriven Ti foil is backlit by the
x-ray radiation from an imploded CH shell. The high contrast
achieved in these tests is due to three factors: (a) using an
imploded target as a backlighter, (b) using a very thick Ti
absorber, and (c) using a CID array for detection. In prepara-
tionfor future shocked-Ti experiments, we scope out therange
of shock strengths where significant EXAFS modulation can
be expected. Briefly, although a higher temperature reduces
the amplitude of EXAFS modulations, a higher density miti-
gates this reduction (by raising the Debye temperature). For
varying shock strengths we determine the temperature and
density of theTi metal andthentheexpected EXAFSvisibility.
EXAFS has been previously seen in laser-produced plasma
experiments,” and at LLE it has been studied® in imploded
spherical targets (where the absorber was aso Ti).
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Experiment

The tests reported here were performed with undriven,
12.5-um-thick Ti foils, positioned in front of an x-ray spec-
trometer. Suchtestsareuseful for determining theability of the
diagnostic system to measure the high-quality EXAFS modu-
lations required to analyze shock-heated materials. The last
section of thisarticlediscussesthe problem of EXAFSvisibil-
ity in future shocked-Ti experiments. In the present experi-
ment, the 60-beam OM EGA laser system with SSD-smoothed
beams (1.5 x 11-A bandwidth) was used to implode CH
shells. We show data from two almost identical shots (21238
and 21239), where a 1-ns square pulse of energy ~22.8 kJwas
used to implode 20-um-thick CH shells of 937-um outer
diameter, filled with a mixture of hydrogen at 2.4 atm and
deuterium at 0.6 atm.

Figure 86.50 showsthe spectrum from shot 21238 obtained
when the radiation emitted by the imploding CH shell is
transmitted through the 12.5-um-thick Ti foil and measured
by a Ge(1,1,1) crystal and a CID array (see below). The
EXAFSmodulationsabovetheTi K edgeareclearly seen. The
high-contrast modulationsaredueto threefactorsemployedin
these tests:

(@) Usingtheintense (and smooth) emission of animploding
CH target asabacklighter. The smoothness of theincident
spectrum is important for measuring modulations in the
absorption. In other applications, ahigh-Z planar target is
typically used for backlighting becauseit generatesaline
spectrum. The compressed CH, on the other hand, pro-
duces a smooth continuum spectrum; the high radiation
intensity (~1017 keV/keV at 5 keV) is due to the high
density, not the high Z. Additional advantages of the
imploded backlighter are the short emission time,
~120 ps(which may yield useful resultsevenwithout time
resolution), and the small dimension, leading to higher
spectral resolution.
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(b) Using athick Ti foil, which resultsin avery high attenu-
ation, ~exp(—4), rather than the customary attenuation of
~exp(—1). This increases the relative modulations in the
measured signal: if the latter is written as | ~ exp(-1d),
where T is the opacity and d is the foil thickness, the
relative modulation |A1/1|~dAT is proportional to the
foil thickness. The optimal thickness is the largest for
which the signal is still above the noise level. The choice
of 12.5-um thicknessis possible due to the high intensity
of the flux from an imploded target. We show below that
measuring an EXAFS spectrum through such athick foil
doesnot detract from our ability to study shockslaunched
intothefoil. Specifically, the shock isquite uniformwhen
itsfront hasreached the back of thefoil. Thisisimportant
for an unambiguous interpretation of the absorption re-
sults. The choice of titanium (rather than a lower-Z foil)
results from the fact that with a high attenuation the
detected spectrum isdominated by the second-order crys-
tal diffraction (for which the attenuationismuch smaller).
In Ti the second-order radiation (around ~10 keV) istoo
wesak to affect the results.

Initial target size

4.9 51 53
Photon energy (keV)

E10706a

Figure 86.50

EXAFSmodulation spectrum obtained on aClD array (shot 21238) when the
x raysfroman OMEGA-imploded CH target are absorbed by a12.5-um-thick
Ti foil. Below theK edgetheradiation from the entire target is strong enough
to be seen; abovethe K edge only radiation from the compressed coreisseen.
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(c) Using CID electronic detection rather than film. The CID
array we used (from CID Technologies, Inc.) was an 812
x 604 array having sguare pixelswith 38.5-um center-to-
center spacing, uncooled and with no conversion phos-
phor. Theanal og-to-digital converter with 16-bit resolution
wasfast enoughto minimizetheeffect of dark current. The
superior performancewith respect to filmismainly dueto
thelower noise. CID arraysare moreimmuneto radiation
damage than CCD arrays; they have been extensively
studied, implemented, and calibrated at LLE.®

The spectrum in Fig. 86.50 is spatially resolved in the
vertical direction. Above the K edge, because of the strong
attenuation, only the more intense radiation from the com-
pressed corecan beseen. Below theK edgetheintensity ishigh
enoughto beseen over thewhol etarget volume (andto saturate
the core image). The spectrum without the absorber (i.e., the
incident spectrum) ismeasured in parallel by employing addi-
tional filtering.

Figure 86.51 is a lineout through the calibrated spectrum,
and it shows that the depth of modulation isindeed high. The
choice of Ti foil thickness is about optimal for the available
x-ray flux, as seen from the fact that the minimum intensity is
close to zero.

The theory of EXAFS! yields an expression for
Xx(K) = u(k)/ (k) -1 where u(K) is the absorption coeffi-
cient (or opacity) and Lp(K) is the absorption of the isolated
atom (i.e.,without the EXAFS oscillations). By passing a
smooth curve through the EXAFS oscillations, Lig(k) can be
obtained (it is aso known from published tables). The wave
number k of the ejected photoelectron is given by
h2k2/2m=E - Ex, where E is the absorbed photon energy
and Ey is the energy of the K edge. Figure 86.52 shows the
quantity x(k) derived from Fig. 86.51. The period and magni-
tude of the oscillations agree well with what is obtained in
synchrotron experiments on Ti, 10 but the first peak istoo high
in comparison.

To assess the noise in the measured spectrum we compare
successive spectrain adjacent rows of pixels (horizontal rows
inFig. 86.50). If § isthe signal (or spectrum) of theith row,
the average signal S(such aswas used in Fig. 86.51) isgiven
by

S=§13/m, 0
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where we select m central rows within the spatial (vertical)
profileto avoid edgeeffects. For theaveragenoiseN, using the
same rows, we write

my2

N=Y (S —Si)/m. 2)

i=1

0.25 T I T I T I T
(2
=
=}
)
§ -
E
S
> -
£ 015
3
£
3 i
i
2
©
O
0‘05 1 1 I 1 I 1
49 5.0 5.1 5.2 53
- Photon energy (keV)
Figure 86.51

The calibrated EXAFS signal for shot 21238 in arbitrary units. The relative
depth of modulation is seen to be very high.
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Figure 86.52

M easured rel ative modul ation of theabsorptionin Ti derived from Fig. 86.51
as afunction of the wave number of the gjected electron (following K-shell
photoionization).
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The random components of the measured signal add up in
Eqg. (2), whereas the net signal cancels out; thus, N is the
appropriatenoisequantity to becompared with S. Figure 86.53
compares the signal (above the K edge) and the noise in the
same units (pixel values). The signal istaken to be the modu-
lations in Fig. 86.51 around a smooth average curve [the
subtraction in Eq. (2) cancels out both this smooth curve and
the EXAFS modulation around it]. The noise is seen to be
negligible relative to the signal up to k ~10.5 A1, beyond
which the dataisignored.
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Figure 86.53

Comparison of the EXAFSsignal and noise using theresultsof Fig. 86.50 and
Egs. (1) and (2). The signal isgiven by the modulationsin Fig. 86.51 around
asmooth average curve.

Theory of EXAFS

When photons of energy above the K edge (say, of Ti) are
absorbed, aK-shell electronis gjected. In asolid material, the
electron wave can be reflected from neighboring atoms and
interferewith the outgoing electronwave. For different photon
energies, the energy (and hence the wavel ength) of the gjected
electron will vary and sowill the phase difference between the
two waves. Thus, the interference translates into modul ations
in the cross section for photon absorption (i.e., the opacity).
The period of the modulationsis clearly related to the inverse
of theinteratomic distance and thusyieldsthedensity. Therate
of decay of themodul ationsdepends mostly onthetemperature
because at higher temperatures the ion-vibration amplitude
increases, which causes a random phase shift of the reflected
electron waves.
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The basic theory yields the following expression for x(k):
X(K)= 3 NjF; (K)exp| -202k? ~2R; /A(K)|

x sin[2kR; +g (K)] /KR, (3)

where N; is the number of atoms surrounding the absorbing
atom at adistance R, (N; = 12inTi). The sum over j relatesto
the various shells of atoms around the photo-absorbing atom,
in increasing distances. The backscattering amplitude F;(k)
and phase-shift factor ¢(k) for titanium were taken from the
detailed cal culations by Teo and Lee;! the mean free path of
the gjected electron in titanium, A(K), was taken from the
calculationsof Blancheet al .10 Thevibration amplitude o2 (the
Debye-Waller factor) and the interatomic distances R; are
treated as adjustable parameters in fitting the experimental
EXAFSspectrumto Eq. (3). ThedistancesR; (in particular Ry)
yield the density of the absorber. As discussed below, o2
depends on both the temperature and the density; once the
density is determined from Ry, the temperature can then be
determined from o2. Equation (3) shows that the oscillations
decay with increasing k, even if o2 were negligibly small. For
the temperatures of interest here, however, the decay is domi-
nated by ¢2. In addition, an adjustable shift A is introduced’2
in the K-edge energy because of solid-state effects at energies
close to the edge. Equation (3) is based on some simplifying
assumptions (such as plane rather than spherical electron
waves and neglect of multiple scattering). More advanced
theories!3-15 include such effects, but such improvements are
not essential here because the shock compression will change
the interatomic distance appreciably; thus a highly precise
determination of the R’sis not required.

We next fit the experimental EXAFS spectrum to Eq. (3).
Thecustomary procedureistowork with thefunction kx(Kk) [or
even k3y (k)] rather than x(k). By doing soweplacelessweight
onthelow-k part of thespectrum, wherethetheory isuncertain.
Also, to simplify the fitting, we use only thefirst term (j = 1)
inEq. (3). Theequivalent experimental spectrumisobtainedin
the following manner. First, the experimental spectrum is
Fourier transformed to the R space. The amplitude of the
Fourier transform of x(k) givesthe charge distribution around
an absorbing Ti atom.1 Simply put, aconstructiveinterference
occurs when the interatomic distance equals an integer mul-
tiple of half the electron wavelength. Figure 86.54 showsthis
distribution for thetwo consecutivelaser shotsanalyzedinthis
article. Thedistributionisseentobereproducible, andit agrees
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well with the published data on Ti obtained with synchrotron
radiation.10-15 The major peak is due to the nearest neighbors
around the absorbing atom, whereas the minor peak is due to
the next shell of neighboring atoms.
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Figure 86.54

Amplitude of the Fourier transform of the EXAFS spectrum x(k) for two
consecutivelaser shots. Thetransform correspondsto the charge distribution
around the photon-absorbing Ti atom. The weaker peak is particularly
sensitive to reduction in short-range order due to melting.

In addition to crystalline materials, EXAFS has been mea-
sured in amorphous materials?3 as well asin liquids.* % As
compared with crystals, the amplitude of modulations in the
absorption coefficient islower; in addition, in the R space, the
farther-shell peaksarereduced morethan the nearest-nei ghbor
peak. Thisprovidesamethod for detecting melting. Of particu-
lar importance in these studies is the demonstrated ability to
observe the minor peak sinceit ismore sensitiveto melting or
toany changein short-rangeorder. Themain peak in Fig. 86.54
isselected by multiplying the distribution by asuper-Gaussian
filter centered on that peak. Finally atransform back to the k
spaceis performed. This procedureis sufficient for determin-
ing the temperature and density. The range of 2 to 10.5 A~1
was used to analyze kx(k). Below 2 A~1 the curve is negli-
gibly small; abovek~10.5 A~1the EX AFSspectrumislimited
by noise.

Figure 86.55 shows the best fit, with Ry = 2.9 A, o2 =
0.0049 A2, and A = —13 eV. These val ues agree with the results
found for Ti in synchrotron-radiation experiments.1® The ex-
perimental spectrum kx(k) had to be multiplied by afactor ~1.8
to normalize it to the theoretical spectrum. Thisis consistent
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with what is found in other EXAFS studies:® Rehr et al.16
have shown that the rel axation of bound el ectronsthat accom-
panies the gjection of K-shell electrons reduces the EXAFS
amplitudefrom Eq. (3) by about afactor of 2. Thequality of the
fit can be improved if more-sophisticated versions of the
theory are used. As explained above, however, this is not
required in these studies.

Ri=29A,02=0.0049A2 A=-13eV
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Fittingthemodel [Eq. (3)] tothe observed EXAFSky(k) spectrum. Shownare
the parameter values giving the best fit. Theinteratomic distance R; depends
on the density, and the Debye-Waller factor 02 depends mostly on the
temperature. A isan adjustable shift applied to the K-edge energy to account
for solid-state effects.

EXAFS Visibility
1. Dependence of g2 on Temperature and Density

As seen from Eq. (3), when the temperature (and thus ¢?)
increases, the EXAFS modulations decay faster with k and
may become useless for diagnosing the target. To determine
the useful temperature range for EXAFS observation we use
the calculated dependencel’ of o2 on temperature:

5_ 3 2%/ x dx O
7= on @],/4)+(T/@D) g eX—1§ @)

where M isthe atomic mass. Equation (4) was derived using a
Debye model of lattice oscillationsin a cubic, perfect crystal.
It assumes harmonic oscillations so its validity isrestricted to
low temperatures. It also assumes uncorrelated vibrations of
the absorbing and neighboring atoms. This correlation gives

96

rise to an additional terml’ in Eq. (4), which we have ne-
glected. Studies of the correlation819 show that it reduces @
by a about a factor ~1.6 around room temperatures; this
correction factor was incorporated in subsequent cal cul ations
at all temperatures. Figure 86.56 shows the dependence of the
corrected 02 on temperature for Ti at solid density. At room
temperature the value of o2 (~0.005 A?) agreeswith thevalue
found from the present experiment (Fig. 86.55), which aso
agrees with the results of synchrotron experiments on Ti.10
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Figure 86.56

The dependence of the vibration amplitude o2 (corrected for correlation) on
temperature for solid Ti density.

Although the increased temperature due to the shock in-
creases 02 and reduces the EXAFS visibility, the increased
density behind the shock decreases o2 because g2 depends on
T/Op and Op increases with density. The latter can be under-
stood by noting that Op is related to kp, the maximum wave
number of phonon vibrations, which changes as R™1; thus,
shock compression reduces R and increases Op,

The density dependence of ©Op can be determined from an
empirical model?° due to Cowan, in terms of the nuclear
charge Z and the atomic weight A. The result is

kOp =[168/(z +22)] [ev2/(1+8)]ev.  (8)

where

b=0.6ZY%, £=p/pret . pret =(A/9Z%3)g/cm3.  (6)
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Figure 86.57 shows the dependence of the Debye temperature
of Ti onthedensity; pgisthe solid density. At solid density ©p
of Ti is 0.0366 eV:2! the model overestimates this value by
about 15%, so we reduce the model-calculated ©p by that
factor. Because o2 depends on both temperature and density,
both parameters must be determined as a function of shock
strength in order to assess the expected EXAFS visihility.
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Figure 86.57

Calculated dependence of the Debye temperature of Ti on compression using
Cowan’s model.20 The dashed curveis normalized to the known Op of Ti at
solid density ps.

2. Dependence of Density and Temperature

on Shock Strength

In future experiments the Ti foil will be embedded in a
double CH layer and driven by asingle laser beam, while still
backlit by a spherically imploded target. The front CH layer
will be thick enough to ensure that no burnthrough occurs
before the shock traverses the Ti layer; the role of the rear-
surface CH layer isto avoid extraneous effects due to unload-
ing of the shock when arriving at the target—vacuum interface.
The parameter space where high-amplitude EXAFS oscilla-
tions can be expected to be observed isnow estimated. Asseen
above, both temperature and density achieved by shock com-
pression of Ti as afunction of laser irradiance must be deter-
mined by (a) using the experimentally known?2 Hugoniot of
Ti and (b) simulating theinteraction with the 1-D code LILAC.
Inthese simulationsa 10-um-thick Ti layer was assumed to be
coated on each sideby a5-um-thick CH layer andirradiated by
al-nssguare pulse of various powers. These simulations also
determinetheuniformity behindtheshock over athick Ti layer.
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Thisrequirement isessential for an unequivocal interpretation
of the EXAFS results. The LILAC simulations (see examples
in Fig. 86.58) show that when the shock arrives at the back
surface of the Ti layer, the temperature and density within the
layer areuniformtowithin+10% andtheTi layer isunaffected
by rarefaction.

10% . . —3
- @ -

5§ o 9
o (= N
™ a bl
\
\
I I I

o
|

Electron temperature (eV)
'_\
A
™

=
S
N

12 T T T T

=
o
T
|

Mass density (g/cm?)

o N B (o3} (o]
T

I

I

|

|

|
0O 5 10 15 20 25
Distance (xm)

E10790a

Figure 86.58

Example of LILAC simulations of a shock wave in a 10-um-thick Ti layer
sandwiched between two 5-um-thick CH layers, produced by a 1-ns square
pulse at 20 TW/cm?2. The density and temperature profiles are shown for the
instant the shock arrives at the back surface of the Ti layer.

LILAC was run for a series of increasing values of laser
intensity, and in each case the density and temperature (aver-
aged over theTi layer) were determined at theinstant the shock
arrived at the back surfaceof theTi layer. Theresultsare shown
in Fig. 86.59 (for the density) and in Fig. 86.60 (for the
temperature) as pointsmarked by thevalue of laser intensity in
TW/cm?. In parallel to these simulations the density and
temperature were determined from experimentally known
data. InFig. 86.59, thered curve showsthe measured principal
Hugoniot of Ti.22 Although the curves are shown over awide
pressure range, the main interest hereisin their low-pressure
portion; thus, the melting temperature of Ti at solid density is
at 1941°K, or 0.167 eV.
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Using the Hugoniot curve, we now determine the tempera-
tureinthe shocked Ti layer. First, from the Rankine—Hugoniot
relation

E~Eo =(P/2)[(1/0) - (¥0) (7)

we determine the energy increase due to the shock. Here E, P,
and paretheenergy per unit mass, thepressure, and thedensity
behind the shock front, and the subscripted quantities refer to
the region in front of the shock front (P = O was assumed).
From the energy increase E-Ej we calculate the temperature
behind the shock front, using the quotidian equations of state
for ions and electrons described in Ref. 20. For the ions, the
energy per ion above Op, is given by

E :3kT[1+(u2/2o)—...], u=0p(p)/T.  (®

For temperaturesmuch higher than ©p, asisthe case here, this
reducesto E; = 3KT (the Dulong—Petit law). For the electrons,
amodifed Fermi—Thomas (FT) equation of stateisused.?3 The
FT theory at low temperatures yields too high an electron
pressure (~Mbars) because the bonding between adjacent
atoms is neglected and must be corrected. In a convenient
semi-empirical correction method devised by Barnes?* an
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Figure 86.59

Experimentally determined?? principal Hugoniot in Ti (red curve). The
points were obtained from LILAC code simulations of a shock created when
alaser of the shown irradiance (in TW/cm2) irradiated the buried-Ti target.

expression for the bonding energy AE (negative for densities
higher than solid) is added to the electron energy. AE (energy
per cm3) is given by

a& = Egf1-exglb-b{os/ o)} ©

where pg is the solid density and Ey and b are adjustable
parameters. To be consistent with thermodynamic relations,
this change in energy must be accompanied with a changein
pressure given by

p=p2 2E
op
0 /30
CEqbp, i p O Opg
= h-b 10
0 3 B H g 900 g

and the revised bulk modulus becomes

B=p(00e/3A),, - (b+2)(Ecba)/o. (1)
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Temperature behind the shock as afunction of the shock pressurein Ti (red
curve) caculated from the known principal Hugoniot and the corrected
Fermi—Thomas equation of state. The pointswere obtained from LILAC code
simulations of a shock created when a laser of the shown irradiance (in
TW/cm?) irradiated the buried-Ti target.
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Here we neglected the ion pressure p;. Using these two rela-
tionsfor the energy and the pressure, Eq and b are found from
thefollowing two conditions: (a) the corrected pressurep + Ap
(where p is the Fermi—Thomas pressure) at solid density and
T =0should be 0, and (b) B should agree with the known bulk
modulus at normal temperature and density (for Ti, B equals?®
1.1x 1012 dyn/cm?). We now add AE from Eq. (9), with Egand
b thus determined, to the Fermi—Thomas energies? for Ti,
usingfor thelatter thefitting expressionsworked out by Bell.26
Using Eq (7), the energy along the experimental Hugoniot
(Fig. 86.59) can be calculated. We now equate these energy
values with the revised Fermi—Thomas energies. Since these
energies depend on density and temperature, using the known
densities (Fig. 86.59), we can now search for the temperatures
along the Hugoniot. The results are shown as ared curve in
Fig. 86.60. Good agreement between the LILAC simulations
and the experiment-based model is seen in Figs. 86.59 and
86.60, especially for the low-pressure range of relevance in
this study.

3. EXAFS Visihility as a Function of Shock Strength
Finally, the vibration amplitude o2 can be determined as a
function of shock strength from Figs. 86.59 and 86.60, using
Egs. (4) and (5). Theresults, over the range of pressures of the
experimental Hugoniot, areshowninFig. 86.61. Using Eq. (3)
we can show that significant EXAFS modul ations can be seen
whenever 02 < 0.1, so Fig. 86.61 indicates that such modula-
tionsin forthcoming shock experiments are expected to show
significant amplitude. It should be noted, however, that the
density affects the EXAFS visibility directly, in addition to
affecting it through o2. Thus, at a higher density the modula-
tion amplitude increases because of the appearance of the
interatomic distance R in the denominator of Eq. (3). On the
other hand, at a higher density the period of the EXAFS
oscillations increases, and there are fewer oscillation periods
within the range of k where their amplitude is significant. To
demonstrate these effects, the EXAFS spectrum calculated
from Eq. (3) was plotted in Fig. 86.62 for two conditions:
(a) 0% = 0.04 A2 at solid density. From Fig. 86.56 this corre-
spondsto T ~0.25 eV, just above the melting point. Significant
EXAFS modulations are seen for thiscase. (b) 02 =0.1 A2 at
2.5% solid density. Thisrepresentsan extreme casewhere 02 is
higher than what will be encountered in these experiments (see
Fig. 86.61). The EXAFS spectrum in this caseis only margin-
ally useful, especially for determining the density; however, it
can still provide agood indication of the temperature. Finally,
in calculating the expected EXAFS spectrum we have not
included the effect of noncrystallinity, which would modify
Eq. (3). Experiments on EXAFS in molten metals [see, e.g.,
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Ref. 6(b)] show that the modul ation amplitude upon meltingis
reduced by about afactor of 1.5. Thus, the conclusionsreached
above should not change significantly when melting is in-
cluded in the analysis.

0.08 | | |
0.06 [~ 7
&
< 004 -
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0.02 - m
0.00 ' ' '
0 2 4 6 8
10600 Shock pressure (Mbar)
Figure 86.61

The vibration amplitude o2 as afunction of shock strength, calculated from
Figs. 86.59 and 86.60, using Egs. (4) and (5).
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Figure 86.62

Demonstration of the effects of g2 and the density on the EXAFS spectrum
in Ti. The density affects the spectrum both directly and through o2.

99



Tests oF EXAFSon OMEGA: FEASBILITY FOR SHock-HEATING MEASUREMENTS

ACKNOWLEDGMENT

This work was supported by the U.S. Department of Energy Office of
Inertial Confinement Fusion under Cooperative Agreement No. DE-FCO03-
92SF19460, the University of Rochester, and the New York State Energy
Research and Development Authority. The support of DOE does not consti-
tute an endorsement by DOE of the views expressed in this article.

REFERENCES:

1.

2.

10.

100

P.A.Leeet al., Rev. Mod. Phys. 53, 769 (1981).

M. C. Ridgway et al., Nucl. Instrum. Methods Phys. Res. B 147,
148 (1999).

D. E. Sayers, E. A. Stern, and F. W. Lytle, Phys. Rev. Lett. 27,
1204 (1971).

Y. Katayama, O. Shimomura, and K. Tsuji, J. Non-Cryst. Solids
250-252, 537 (1999).

K. Tamuraet al., J. Non-Cryst. Solids 150, 351 (1992).

E. D. Crozier, in EXAFS Spectroscopy: Techniques and Applications,
edited by B. K. Teo and D. C. Joy (Plenum Press, New York, 1981),
Chap. 6, p. 89; E. D. Crozier and A. J. Seary, Can. J. Phys. 58, 1388
(1980).

R.W. Eason et al., J. Phys. C, Solid State Phys. 17, 5067 (1984); B. A.
Shiwai et al., Laser Part. Beams 10, 41 (1992).

B.Yaakobi, F. J. Marshall, D. K. Bradley, J.A. Delettrez, R. S. Craxton,
and R. Epstein, Phys. Plasmas 4, 3021 (1997).

F. J. Marshall, T. Ohki, D. Mclnnis, Z. Ninkov, and J. Carbone, Rev.
Sci. Instrum. 72, 713 (2001).

G. Blanche et al., Ultramicroscopy 50, 141 (1993).

11

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

B.-K. Teoand P. A. Lee, J. Am. Chem. Soc. 101, 2815 (1979).
See Ref. 1, Sec. [V(B); Ref. 15, p. 6358.

P.A. Leeand J. B. Pendry, Phys. Rev. B 11, 2795 (1975).

J. J. Rehr and R. C. Albers, Rev. Mod. Phys. 72, 621 (2000).

A. Balzarotti, M. De Crescenzi, and L. Incoccia, Phys. Rev. B 25,
6349 (1982).

J.J.Rehretal., Phys. Rev. B 17,560 (1978); seealso Ref. 1, Sec. [11(G).
G. Beni and P. M. Platzman, Phys. Rev. B 14, 1514 (1976).

R. B. Greegor and F. W. Lytle, Phys. Rev. B 20, 4902 (1979).

G. Dabaand P. Fornasini, J. Synchrotron Radiat. 4, 243 (1997).

R. M. More et al., Phys. Fluids 31, 3059 (1988).

R. E. Bolzand G. L. Tuve, eds. CRC Handbook of Tables for Applied
Engineering Science, 2nd ed. (CRC Press, Boca Raton, FL, 1973),
Chap. 2.2, p. 231.

M. Ross, Rep. Prog. Phys. 48, 1 (1985).

R. Latter, Phys. Rev. 99, 1854 (1955).

J. F. Barnes, Phys. Rev. 153, 269 (1967).

G. V. Samsonov, ed. Handbook of the Physicochemical Properties of
the Elements (IFI/Plenum, New York, 1968), Chap. VI, p. 397.

A. R. Bell, Rutherford and Appleton Laboratories, Chilton, Didcot,
Oxon, England, Report RL-80-091 (1980).

LLE Review, Volume 86



Microhardness and I ndentation Fracture
of Potassum Dihydrogen Phosphate (KDP)

Introduction

Potassiumdihydrogen phosphate (K DP) isanimportant el ectro-
optic tetragonal crystal. For example, it is used as a photonic
material in the third-harmonic generation (THG) to reduce
light wavelength from 1.054 pm to 351 nm. Microindentation
has been used to measure the Vickers and Knoop hardness of
KDP and the resulting cracking on (100) and (001) faces.
Hardness anisotropy on the (001) face, or among the (100) and
(001) faces, wasfound to besmall (about 20%). Anindentation
size effect for both Vickers and Knoop hardness for indenting
loadsin therange of 25 to 200 g was observed. Thelarge-load
Vickershardnesswasestimated as1.4+0.1 GPa. Anisotropy in
the crack sizes on (100) and (001) faces was also observed.
Crackswerelonger on (100) faces, scaling likec~ PZ3; cracks
on (001) faces were shorter, scaling like ¢ ~ PY2. Assuming
elastic and plastic isotropy, crack sizes were analyzed and
fracture toughness K. was extracted. An approximate model
for analyzing crack-load microindentation data in tetragonal
crystalsis presented in this article. The model uses the mini-
mum el astic modul us of thematerial. Theeffect of theisotropy
assumption on the extracted fracture toughnessis estimated at
about 33%, with a 23% contribution from elastic anisotropy
and 10% from the dlip system plastic anisotropy. Strain-rate
effectsareidentified asimportant aspectsof KDPdeformation,
especially in laser damage applications.

One of the limiting factorsin the use of KDPin THG isits
susceptibility to laser damage, aprocessthat coupleslight ab-
sorption with thermal and mechanical effects. (For asummary
of the electro-optical properties, see Milek and Neuberger.1)

KDPcrystals are water soluble and brittle. Above itsferro-
electric Curietemperature (123 K) thecrystal structureof KDP
is tetragonal, lacking a center of inversion. KDP is optically
uniaxial with the optic axisalong thetetragonal zaxisor [001]
direction. At room temperature the lattice constants are a =
0.7453 nm and ¢ = 0.6975 nm, as cited in Ref. 1. The natural
habit of crystals grown from solution is a tetragonal prism
combined with a tetragonal bipyramid. The prism faces are
(100) and (010) planes. The prism axisis[001].
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KDP is relatively soft and brittle as compared to other
optical materials, includingglasses. Inthisarticlemicrohardness
and indentation cracking fracture measurements of KDP in-
dented on crystal planes (100) and (001) are summarized.

Kishan Rao and Sirdeshmukh? measured the Vickers
microhardness of KDP at loads of 50 and 100 g, reporting a
valueof H,, = 1.43 GPafor indentation normal to{ 100} planes
(what they called “a-direction”) and 1.29 GPafor indentation
normal to {001} planes (“c-direction”). Their error was re-
ported as +4%. Anbukumar et al.3 also measured the Vickers
hardness of {100} planes of KDP. They reported hardnessin
the range of 1.77 to 1.57 GPa for loads in the range of 5 to
50 g and an indentation size effect (1SE) where the hardness
decreased with increased |oad.

Shaskol’skaya et al.# and Guin et al.> reported measure-
ments of both hardness and cracking in the Vickers measure-
ments of KDP and KD,,H,_o, PO, (deuterated KDP, with
x =010 0.95). They used loads of 50 to 200 g and reported a
hardness reduction from 1.44 GPato 1.22 GPaasthe extent of
deuteration x increased from 0 to 0.95. Shaskol’skaya et al.
also measured the length of cracks (tip-to-tip distance 2c) due
to Vickers indents. They observed that (2c)/D varied from
3.87to 3.61 asxincreased from 0 to 0.95. They also reported
avalue of 51 MPafor the microstrength P/(2c)2 of both KDP
and 95% deuterated KDP.

Guin et al.> reported measurements similar to those of
Shaskol’skaya.* They al soidentified two typesof slip systems
in KDP: thefirst system consisted of slip planes (110), (101),
(112) and (123) with a common Burgers vector (111)/2; the
second slip system was identified as (010)[100].

More recently, Marion® has reported measured values of
fracture toughness in KDP crystals. Marion apparently used
the direct crack method described by Anstis et al.,” although
the measured data were not described. Marion® reported frac-
ture toughness K, of 0.2 MPa.m¥2, aswell as 0.09 MPa.m¥?2
along the weakest direction (longest crack). No crystallo-
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graphic orientation of the indented faces was reported, how-
ever, nor was the applicable elastic constant (modulus) given.

Giventheimportance of KDPin third-harmonic generation
for 351-nm-wavelength laser systems, a systematic study of
indentation hardness(Vickersand Knoop) and microindentation
cracking in KDP is described below.

M easurements

Vickers indentation was used to measure the indentation
sizeeffect onH,, and alsoto extract thefracturetoughnessfrom
the measured dependence of crack size on indenting load.
Vickers hardness on (100), (010), and (001) planes of single-
crystal KDPwas measured at room temperature with a Tukon
Microhardness Tester equipped with a video image-capture
camera. Typical descent rate of theindenter isabout 1 mm/min.

The KDP crystal was provided by a commercial vendor
and had been grown from the solution. The crystal surfaces
were polished by conventional means with nonaqueous slur-
riesto optical standards. Although surface roughness was not
directly measured, it was estimated to be approximately 3 to
5 nm (rms).

Theindentationload wasintherangeof 2to 200 g, and each
load was applied for 15 s. Fiveindentationswere performed at
each load. The indentation diagonal D and crack size 2c (tip-
to-tip distance) were measured with an optical microscope
with a50x objective lens. For the Vickersindentation of (100)
and (010) planes, the indenter diagonal s were along the prin-
cipal directions of the type <100>. No differences were ob-
served in the indentation diagonal or crack size of (100) and
(010) faces.

For the indentation of (001) planes, we selected two in-
denter orientations: in orientation (1), the indenter diagonals
wereparallel to[100] and [010]; in orientation (2), theindenter
sides were along [100] and [010].

Figure 86.63 shows the measured hardness over the range
of indenting loads used. Figure 86.64 shows the measured
crack sizefor Vickersindentation of (100) and (001) faces. The
crack-to-indent ratio ¢/(D/2) varied from 2 to 4.5, depending
on load and orientation.

Knoopindentationwasused to measuretheindentation size

effect on Knoop hardness and also the hardness anisotropy of
the (001) faces. For the indentation size effect (loads of 50 to
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200 g), the indenter’s long diagonal was along [010]. These
results areincluded in Fig. 86.63.
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Figure 86.63

Variation of measured hardness (Vickers and Knoop) with load for KDP at
room temperature. Vickers indentation was done on faces (100) and on
indenter orientations (1) and (2) on the (001) faces. Orientation (1) had the
indent diagonals parallel to (100) and (010). Orientation (2) had the indent
edges parallel to (100) and (010). Also shown are Vickers measurements by
Anbukumar et al.3 and Rao et al.2 Guin et al.5 reported Vickers hardness
1.45 GPa at 200 g.
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Variation of indentation crack size ¢ with indenting load. The tip-to-tip
surface crack lengthis 2c.
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For the hardness anisotropy, we used a load of 50 g and
measured the variation of H, with orientation 8 of the Knoop
indenter with respect to the indented surface. Angle 8 = 0°
corresponds to the indenter long diagonal along the [010]
direction. The angle 8was changed in increments of 10° from
6=0°1t090°. The hardness anisotropy is shownin Fig. 86.65.
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Figure 86.65
Dependence of Knoop hardness on angle 6 of indent on the (001) plane.
6= 0 corresponds to the Knoop diagonal s being along (100) and (010).

Results

Themeasured Vickershardnessis seento vary between 1.7
and 1.4 GPaover theindenting load range of 50to 100 g. This
hardness range is consistent with the measurements of Rao
et al.2 over the same load range. Our measurements are also
consistent with those of Anbukumar et al.3 over theload range
of 25 to 50 g, and with Guin et al.®> and Shaskol’skaya et al .
who reported a hardness of 1.45 GPa at aload of 200 g.

The measured Vickers hardness brings up two questions:
What istherelative hardness of (100) and (001) faces?What is
therelative hardness of orientations (1) and (2) of theindenter
on face (001)?

Our results show that for loads less than 150 g, (001) faces
are harder than (100) faces by as much as 14% at lower loads.
On(001) faces, orientation (1) isharder than orientation (2), by
as much as 10%. At loads of about 200 g, however, both faces
and both orientations have hardnessin therange 1.4+0.1 GPg;
therefore, this value may be used as the load-independent,
orientation-insensitive Vickers hardness of KDP.
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Our results also show that the Knoop hardness on the (001)
faceisnot strongly anisotropic. Thevariation of hardnesswith
direction is seen to be less than 10%.

No analysis is available to convert measured micro-
indentation crack sizes to fracture toughness in tetragonal
crystals. The only available analysisisfor isotropic materials,
suchasglassesor polycrystalline ceramics (see Ref. 8). There-
fore, to convert our direct measurements of indentation crack
sizeto afracture toughness, we shall assume that KDP can be
described by an equivalent isotropic Young's modulus E
= 38.7 GPa. This value is the mean of the Reuss and Voigt
averages for the Young's modulus, with the derivation pre-
sentedintheA ppendix. Wehaveanal yzed themicroindentation
crack measurements (indentation diagonal D, tip-to-tip crack
size 2¢) using the model of Evans? and Anstis et al.” The
comparative merits and applicability of various models to
extract thefracture toughness by microindentation crackingin
optical glasses and brittle ceramics have been discussed by
Ponton and Rawlings!9-11 and Lambropoulos et al.12

Evans? used dimensional analysis and curve fitting over a
range of ¢/(D/2) from 1.5 to 7 and for many polycrystalline
ceramic materials; thus, this model should be applicable to
both short and ong indentation cracks. According tothe Evans
model,°

- OE f(x)
KC_HJD/zDﬁD 1070,

Ucec O
X= |Oglo %—D/ZE
)
f(x) = -1.59 -0.34 —2.02x?

+11.23x3 - 24.97x4 +16.23x°,

where K. isthe fracture toughness, H isthe hardness, D isthe
indentation diagonal, E is the Young's modulus, and c is the
half-crack size. Lankford!3included Al,O3, soda-limesilicate
glass, and NaCl to the materials analyzed by Evans.®

Anstis et al.” examined various glasses (glass-ceramic,
soda-lime, aluminosilicate, lead alkali), polycrystal Al,03 and
sapphire, SisNy4, SIC, Ca-PSZ ZrO,, Si, and SiC/Co and con-
cluded that

nEd? P
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The Anstis model is based on the assumption that the
observed surface cracks are surface traces of sufficiently large
radial cracks, so that ¢ ~ P32, On the other hand, the Evans
model isapplicablefor both shorter near-surface cracks, where
¢ ~ P, and deeper radial cracks.

As an example of this approach, when the data by
Shaskol’skaya et al. or Guin et al.> are analyzed via the
Evansmodel andwith E=38.7 GPa, they yield K, =0.24+0.04
MPa.m¥2 at the indentation load of 200 g. The Anstis model
leads to K, = 0.17+0.03 MPa.m¥2 over the same increase of
indentation load. The Anstis model predictions are in agree-
ment with the reported values of 0.09 to 0.20 MPa.m¥2 by
Marion.® Note, however, that thework of neither Shaskol’skaya
et al. nor Guin et al.> describes the orientation of theindented
planes or the orientation of the indenter with respect to the
indented plane.

Theresults of our data analysis using the Evans model are
shown in Fig. 86.66, where we have used E = 38.7 GPa. We
observe that the crack-to-indent aspect ratio 2¢/D is in the
range of 2to 4.5, therefore within the range of applicability of
the Evans model. It is seen that the computed fracture tough-
ness K. of indenting the (001) planesis higher than that when
indenting the (100) planes. It is also observed that smaller
crack sizes apparently produce higher fracture toughness. For
2¢/D values of 3 or higher, however, it is seen that the fracture
toughness becomesindependent of the geometry of theindent
producing the cracks. For completeness, Fig. 86.66 showsthe
(average) + (one standard deviation) of the computed fracture
toughnessfor each of the two orientations (1) and (2) on faces
(001), aswell asthat for face(100). The standard deviation was
computed from the fracture toughness variation over all the
indenting loads used. The results for the two orientations of
face (001) overlap, while exceeding that for (100).

The comparisonsof themodelsby Evans® andAnstisetal.”
are shown in Fig. 86.67. Both results are based on using
Young's modulus E = 38.7 GPa. We observe that the Evans
model predictsfracturetoughnessthat isafactor of 1.2t0 1.45
higher than the predictions of the Anstismodel; however, both
models give the same qualitative ranking of the data.

Discussion

Theanalysisaboverestsontwoimportant assumptions. The
first assumption is that the anisotropic KDP crystals can be
analyzed for fracture toughness using an equivalent isotropic
Young's modulus.
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Dependence of fracture toughness computed via the Evans model® on the
crack-to-indent aspect ratio 2¢/D, using the average Y oung's modulus E =
38.7 GPa. Error bars on the data points reflect measurement uncertainty at
each crack size. Thethick vertical barson theright show the (average) + (one
standard deviation) for each indent orientation. The standard deviations
shown on these bars reflect the variation of the fracture toughness over the
wholerangeof indenting loads. To convert these values of fracturetoughness
to those with the minimum Y oung’ smodulus of E =20.4 GPa, multiply these
values by 0.774.
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Comparison of prediction of fracture toughness by the Evans model® and the
Anstis et al. model.” Results are for E = 38.7 GPa. The dashed straight line
isaline of slope 1.
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To estimate the effect of such an assumption, for example,
on the predictions by the Evans model, we observe that that
model uses the term (E/H)%4. As the unconstrained Young's
modulus E varies from 20.4 to 65 GPa, we conclude that the
minimum fracture toughness corresponds to the lowest
Young's modulus of 20.4 GPa. This, inturn, leadsto achange
in K¢ by (20.4/38.7)04 = 0.774. Therefore, the effect of elastic
anisotropy is estimated to be about 23% on the computed
fracture toughness. These results are summarized in
Table 86.V. In our data, we give the uncertainty over all the
indenting loads used. It is seen that the Anstis et al. model,’
when used in conjunction with the minimum Young’smodulus
of 20.4 GPa, yields fracture toughness in the range of
0.09+0.02 to 0.22+0.06 MPa.mY2, in agreement with the
values 0.09 to 0.2 MPa.m¥2 cited by Marion.®

The other important assumption is that the material can be
described as an elastic-plastic solid. With a melting point of
T = 525.6 K, the room temperature at which the tests were
conducted represents ahomol ogous temperature of 293/525.6
= 0.57. At such arelatively high temperature, and under the
action of the high compressive stressesduetoindentation, itis
expected that KDP may deform by a variety of mechanisms,
including dislocation glideon crystallographic slip systems, or
power-law creep by dislocation climb/glide. At temperatures
of about 110°C, KDPisknown to exhibit macroscopic plastic-
ity in a uniaxial compression.®> The room-temperature com-
pressiveyield stress does show anisotropy, being 140 MPafor
compression along [100], 100 MPaalong [110], and 130 MPa
for compression along [001]. At 110°C, these values are

MICROHARDNESS AND |NDENTATION FRACTURE OF PoTAssiuM DIHYDROGEN PHOSPHATE (KDP)

reduced by afactor of about 10;° therefore, anisotropy under
uniaxial conditionsis about 20% of the uniaxial compressive
yield stress. The anisotropic variation of Knoop hardness that
wehavemeasured onthe(001) faceswasseento bewithin 10%
of theaveragevalue. Likewise, thelargest observed difference
inVickershardness of (100) and (001) faceswas no morethan
about 10%. Therefore, atotal variation of 20% in hardnessdue
to crystall ographic anisotropy is expected, consistent with the
anisotropy of the uniaxial compressive yield stress. On the
other hand, as Egs. (3) and (4) show, a 20% variation in
hardness is expected to lead to a variation in the computed
fracture toughness of about 10%.

Thus, the estimates of the effects of the Young's modulus
anisotropy and hardness anisotropy, when combined, leadto a
difference of about 33% in the fracturetoughnessas computed
by an isotropic elastic-plastic model such as by Evans® or
Anstiset al.’

On the other hand, at a homologous temperature of 0.57
with respect to the melting point, power-law creep is a time-
dependent process. Now, the strain rate depends on stress via
a power law of exponent in the range of 3 to 8. In our
experimentswe haveimposed afixed strainrate, asdetermined
by applying the indentation load for 15 son the KDP faces. In
typical laser-damage applications, the laser pulse duration
over which damage accumulates is of the order of 10 ns,
implying, therefore, that the applicable strain rates are much
higher than those in indentation.

Table 86.V: Calculated fracture toughnkgsMpam?/2) for KDP.

Using averag& = 38.7 GPa Using minimuid = 20.4 GPa
Indents on Evans model | Anstisetal. model | Evans modél | Anstiset al. model

(100) plane 0.220.02 0.130.03 0.1%0.02 0.020.02
(001) plane, 0.3#0.08 0.3@0.08 0.220.06 0.220.06
indent orientation (1)
(001) plane, 0.28t0.07 0.120.06 0.220.05 0.140.04
indent orientation (2)
Shaskol'skayat al.# 0.24+0.04 0.1%0.03 0.120.03 0.120.03
As cited in Mariof 0.09-0.20

Using direct crack method of Anstisal.”

but with no information oIt value used.
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Given the lack of data describing the dependence on stress
and temperature of the deformation mechanisms of KDP, the
strain-rate effects are more difficult to estimate. The develop-
ment of deformation mechanism mapsfor KDPisthusan area
identified for future research.
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Appendix A: Elastic Anisotropy of KDP

Theelastic behavior of the single-crystal KDPischaracter-
ized by six elastic constants, which are shown in Table 86.VI.

Figure 86.68 showsthevariation of the Young's modul us of
arod of KDPwith orientation of the rod. The figure showsthe
unconstrained Young's modulus E; (i.e., when the only stress
isinthedirection of therod, without any transverse stresses):

i:i+% +Sy3c05% 0 —mcoﬂ@
E, 4 8 8

0 (-291+29, +Ss)
+ gil + 2

. d.
sin?2¢sin® 6, (Al)
g

where 6 is the angle between the direction of the rod and the
cubicaxis[001] and gistheanglebetween the projection of the

Table 86.VI: Elastic constants of KDP at’@0

rod axis on the (001) plane and the [100] direction. The
Young's modulus E; varies from about 20 GPa to about
65 GPa. When averaged over all rod directions(i.e., integrated
over the surface of a unit-radius sphere with differential ele-
ment of areadA = sin6df@dg), wefind (E,) = 35.5 GPa

Likewise, the constrained Young's modulus E (where no
strains transverse to the rod are allowed) is

E.= % +%4 +Cgzcos? 6 “G13*2Cu +42044 cos46

+ é:u L +C§2 *2Cs6) g2 2fp§sin4 6 (A2

E. variesfrom about 40 GPato 70 GPa, asshownin Fig. 86.68.
When averaged over all directions, the result is (E.)
=51.4 GPa. Theresultsin Fig. 86.68 clearly show that KDPis
quite anisotropic.

To get a better idea of the elastic anisotropy, we can also
determine the Reuss and Voigt averages as described by Hirth
and L othe,¥® who summarize the earlier results by Hill.17 The
Voigtaveragesfor theshear modulusG,, and Lameconstant A,
are given by

Gy =(3Cijij - Giijj )/30, Av =(_Cijij +2G;jj; )/15, (A3)
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Ci1 Cs3 Cr2 Ci3 Caa Ceo

71.65 56.4 -6.27 14.94 12.48 6.21
Units of C;; are GPa; data from Haussifilas cited in Milek and Neubergér.
Stiffness;esf:ij relates stresses and engineering strains.

Si1 S33 Sz Si3 Sug Se6

151 1.95 0.18 -0.40 7.81 16.2
Units of$j are 1/(100 GPa); data from HearniSras cited in Milek and Neuberger.
Complianceﬁj relate engineering strains and stresses.
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where repeated indices are summed over therangei,j = 1,2,3.
Here the constants Cj;y relate the stress oj; and strain ¢;
tensors, g;; = Cjjy &q- We thus find the average Young's
modulus based on the Voigt scheme as Ey, = 44.3 GPa. The
corresponding Poisson ratio is v, = 0.23.

modulus E,, (GPa)

Unconstrained Young's

Constrained Young's
modulus E. (GPa)

30+ .

20 1 | 1 | 1 | 1 |
0 20 40 60 80

Angle© (°)

G5179

Figure 86.68

Variation of Young's modulus of KDP with crystallographic orientation. The
Y oung’ smodulusistheratio of stressto strainfor arod making angles 6, pwith
the crystallographic axes and stretched in the direction of the rod. Uncon-
strained E, correspondsto no transverse stressesacting on therod. Constrained
Ec isvalid when therod is not allowed to strain in the transverse directions.
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The Reuss averages are given by

E—1R=(231ij +Sijj)/15’ G—lR:(GSjij _ZSiii)/15' (A4)

where the constants Sy relate the strain g; and stress gj;
tensors, g; = §; 0jy- Wefindthe Reussaverageof the Young's
modulus Eg = 33.0 GPa. The corresponding Poisson ratio is
VR = 0.30.
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