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In Brief

Thisvolume of the LL E Review, covering April-June 2000, featuresan articleby F. J. Marshall, T. Ohki,
D. Mclnnis, Z. Ninkov, and J. Carbone, who detail the conversion of the OMEGA time-integrated x-ray
diagnosticsto el ectronic readout using direct-detection x-ray cameras| charge-injectiondevices(CID’s)].
Pinholeand x-ray microscopeimagesare shown aongwithinferred calibration measurementsof the CID
cameras. Currently, the same camerasare being used to obtain x-ray spectrainaT|M-based spectrometer,
extending their useto all time-integrated imaging and spectroscopic x-ray instruments used on OMEGA.

Additional highlights of the research presented in thisissue are

* V.A.Smalyuk, B. Yaakohi, F. J. Marshall, and D. D. Meyerhofer investigate the spatial structure of
the temperature and density of target-shell plasmas at peak compression (stagnation). This is
accomplished by examining the energy dependence of the x-ray emission using narrow-band x-ray
filters and the known absorption properties of the shell dopant (Ti).

e F.Séquin, C.K.Li,D.G.Hicks,J A.Frenje,K.M. Green, R. D. Petrasso, J. M. Soures, V. Y u. Glebov,
C. Stoeckl, P. B. Radha, D. D. Meyerhofer, S. Roberts, C. Sorce, T. C. Sangster, M. D. Cable, S.
Padalino, and K. Fletcher detail the physicsandinstrumentati on used to obtain and interpret secondary
D-3Heproton spectrafrom current gas-filled-target and future cryogeni c-target experiments. Through
anovel extension of existing charged-particle detection techniques with track detectors, the authors
demonstrate the ability to obtain secondary proton spectra with increased sensitivity.

e M. Guardelben, L. Ning, N. Jain, D. Battaglia, and K. Marshall compare the utility of anovel liquid-
crystal-based, point-diffraction interferometer (L CPDI) with the commercial standard phase-shifting
interferometer and conclude that the LCPDI is aviable low-cost alternative.

» A.B. Shorey, S. D. Jacobs, W. |. Kordonski, and R. F. Gans detail the mechanisms of glass polishing
using the magnetorheological finishing (MRF) technique currently being studied in the Center for
OpticsManufacturing (COM). Material-removal experimentsshow that the nanohardness of carbonyl
iron (Cl) is important in MRF with nonagueous MR fluids with no nonmagnetic abrasives, but is
relatively unimportant in aqueous MR fluids and/or when nonmagnetic abrasives are present.

Frederic J. Marshall
Editor






| maging of L aser—Plasma X-Ray Emisson
with Charge-Injection Devices (CID’s)

Introduction

X-ray imaging and x-ray spectroscopy are used in laser—
plasma-generated physics research to diagnose conditions in
the laser targets. Examples of techniques used to image x-ray
emission are pinhole cameras, Kirkpatrick—Baez (KB) micro-
scopes, curved crystal optics, and Wélter microscopes. 13 All
spectroscopic diagnostics rely also on spatial resolution to
record an x-ray spectrum. Examples of spectroscopic tech-
niques are Bragg crystal diffraction and grating diffraction.
The simplest method of recording images is time-integrated
exposure of film, a common example being the calibrated
Kodak direct exposurefilm (DEF).4 Alternatively, images can
be recorded by a solid-state device that is either directly
sensitive to x rays (photons absorbed in the device) or indi-
rectly sensitive (photons absorbed in a phosphor coating,
generating visible range photons that are then absorbed in the
device).

Thiswork details the method of obtaining time-integrated
images of laser—plasmax-ray emission using charge-injection
devices(CID’s), ashasbeen demonstrated onthe University of
Rochester’s 60-beam UV OMEGA laser facility.® The CID
has an architecture similar to a charge-coupled device (CCD).
Thedifferences make them moreresistant to radiation damage
and, therefore, more appropriate for some applications in
laser—plasma x-ray imaging. |mages were obtained with pin-
holecameras, K B microscopes,? and atunablemonochromatic
x-ray microscope.® Simultaneous images obtained on these
systemswith calibrated x-ray film have enabled determination
of the absolute detection efficiency of the CID’sin the energy
range from 2 to 8 keV.

Charge-Injection Devices (CID’s)

The CID cameras used in this work are manufactured by
CID Technologies, Inc. of Liverpool, NY.” The model
CID4150 is an 812 x 604 array having square pixels with
38.5-um center-to-center spacing and overal array dimen-
sionsof 31.3 x 23.2mm. Detailsof the pixel architecturefound
in the literature®1 are summarized as follows: Each pixel
contains two storage areas (pads). At the start of integration,
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voltage applied to both padsinjects any stored chargeinto the
substrate layer. Next, charge is accumulated under a nega-
tively biased column storage pad until the bias is changed to
transfer the stored chargeto arow pad. Therow pad isattached
to a row preamplifier from which the signal is output and
digitized. The CID’s used in thiswork were operated at room
temperature and with no conversion phosphor coating on the
detector surface (direct x-ray detection). A PC-based anal og-
to-digital converter with 16-bit resolution, operating at
500 kHz, accomplished the camera readout. The relatively
high-speed readout was employed to minimize dark current in
the uncool ed detectors.

Figure 83.1 shows a CID camera in its housing and an
epoxy-encased dental imaging version, 1 for comparison, along-
side a film pack and film pack positioner, illustrating the
relative compactness of the CID camera. All signal amplifica-
tion and switching electronics are contained in the CID cam-
era. An overview of the installation on the OMEGA target
chamber and surrounding structureis shownin Fig. 83.2. The
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Figure 83.1

Picture of CID camera mounted on the end of a pinhole camera positioner.
The CID camera replaces the film pack holder (upper left) and film pack
(lower left). The CID camera was designed to be compact, as evidenced by
the dental imaging version (lower right).
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dc power issupplied along with aclocking lineand an integra-
tiontrigger line. Thecommonintegration trigger supplieseach
camera in use with a pre-shot pulse to acquire a background
image and an on-shot pulse to acquire an image on the laser
target shot. The two images are subtracted to provide the final
image. The single output line contains the unformatted video
signal, whichissent to aPC-based anal og-to-digital converter
card (ADC). UptotwoPC'sareusedtoacquiresix CID camera
outputsper PC, onasmany as12 CID camerasfor thecurrently
planned system.

Experiments

The CID cameras were used to obtain images of laser—
plasmax-ray emission on OMEGA. Three different diagnos-
tics were used as platforms for these tests: x-ray pinhole
cameras and two different KB microscopes. One microscope
was outfitted with a grating and used to obtain grating-dis-
persed images of target implosion cores.12 The other micro-
scope was outfitted with metal multilayer monochromators
and used to obtain narrow-energy-band (monochromatic)
x-ray images of target implosion cores.®

Figure 83.3 shows two images obtained with pinhole cam-
eras located on opposite sides of the target chamber. The
pinhole cameras have 11-um pinholes and were located
170 mm from the target. The CID’s were located to provide
imageswith amagnification of 4.0 (~10 um/pixel at thetarget
plane). The images are of x-ray emission from a4-mm-diam,
Au-coated plastic sphere. The OMEGA beams were surface
focused onto the target using the standard OMEGA optics and
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distributed phase plates designed to produce Gaussian-like
focal spotswith adiameter of ~900 um (containing 95% of the
energy). Theseproducex-ray spotswith diametersof ~600-um
full width at half-maximum (FWHM). The images are ana-
lyzed to determine the relative pointing of each beam com-
pared to the desired pointing (all beams pointed so as to
converge at thetarget center, in the spherical -impl osi on-point-
ing mode). Typically six or more film-based cameras are used
to obtain like images, necessitating film loading, unloading,
developing, drying, and finally digitizing. Although these
processesare streamlined by using auto film devel opers, quick
drying, and video camera digitizing, the typical minimum
processing time of ~40 min cannot compete with the several-
minute time scale required to store and redisplay multiple
digital imagefiles.
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Figure 83.3
CID images taken from two opposing pinhole cameras on an OMEGA
pointing shot.
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Another example of CID-camera-obtained x-ray imagesis
shown in Fig. 83.4. The CID’s were located behind the same
pinhole camerasdescribed above, but farther away at amagni-
fication of 8.0. The images are of the time-integrated x-ray
emission from an imploded laser fusion target (in this case, a
3-atm-D,-filled, 20-pum-thick CH shell). Figure 83.4(a) was
taken with minimum filtration in front of the CID sensor
(150 um of Be, mostly in the pinhole camera itself), while
Fig. 83.4(b) wastaken with a CID on a pinhole camera on the
opposite side of the target chamber and additional filtration of
50 um of Al was used to limit the soft x-ray component of the
image. Figure 83.4(a) clearly shows the target’s outer-shell
emission plusstalk emission (all of which occursduring target
acceleration). Figure 83.4(b) shows only the harder x-ray
emissionthat isconfined to the high-density, high-temperature
implosion core region.
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Figure 83.4

CID images of a directly driven imploding OMEGA laser target (from
opposing pinholecameras): (a) soft x-ray image containing emissionfromthe
outer shell region, the stalk, and a saturated coreregion; (b) hard x-ray image
containing only emission from the core.

Pairsof images, oneonfilmand onewithaCID onthesame
X-ray microscope, have been obtained on a series of OMEGA
target shots. The KB microscope was outfitted with adiffrac-
tion grating that yielded dispersed spectra of the implosion
cores.12 The magnification of theimagesis20.3. Sincethe KB
microscope is a four-mirror, four-image version with image
views separated by 1.4° on the target chamber sphere, the
imagesarenearly identical except for differencesintherecord-
ing media. Figure 83.5 showsapair of suchimages: (a) afilm-
recorded image (K odak DEF) and (b) a Cl D-camera-recorded
image. Both images are produced by the KB microscope,
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which has Ir-coated mirrors operating at grazing angles of
0.70°. Attenuation by 140 ym of Be is common to both, asis
diffraction by the 0.2-um-period transmission grating. The
CID camera had an additional 25 um of Be acting as a light
shield and housing cover. Both images show nearly identical
features. The main features captured by the grating-dispersed
microscope (zeroth-order image of implosion and first-order
diffractedimage of the core) are seenin bothimages. Sincethe
film and microscope havebeen absol utely calibrated, compari-
son of thefilm- and CID-recorded core spectracan be used to
infer the absol ute sensitivity of the CID pixels. Figure 83.6(a)
shows such a comparison taken aong the core spectrum and
plotted asafunction of photon energy. The CID pixel’sinferred
qguantum efficiency dependence on energy is shown in
Fig. 83.6(b). Although a precise model for the CID pixels has
not been devel oped, the results of Janesick et al.13for the case
of a front-side-illuminated, thin-depletion-region CCD are
shown for comparison in Fig. 83.6(b). This model should be
representative of the CID sensitivity.
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Figure 83.5

A pair of simultaneously recorded x-ray microscope images taken with
(a) Kodak DEF film and (b) a CID camera. The image is an imploding
OMEGA target with dispersion of the core emission by an x-ray transmission
grating (evidenced by thefeatures~30° from the horizontal to the upper right
and lower |eft). The horizontal and vertical streaks are due to small-angle
specular scattering from the microscope mirrors.

Lastly, a pair of images taken with the KB microscope
outfitted with metal multilayer monochromators is shown in
Fig. 83.7. Theimaging system hasbeen previously described.*
WB,,C multilayerswith a 2d spacing of 26.5 A were used, and
the magnification of theimagesis 13.6. The monochromators
weretuned so asto produceimages of target emission centered
ontheAr He-like 3-line (3.683+0.011 keV) and the Ar H-like
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Figure 83.6

Comparison of CID- and film-recorded spectra. (a) Lineoutsthrough thetwo
spectral features; (b) inferred CID quantum efficiency, derived from the
calibrated constants of the microscope/grating/film system.

[B-line(3.935+0.012 keV), wheretheindicated energy rangeis
determined by the FWHM'’ s of the monochromator diffraction
peaks. Thetarget wasa15-atm, Do-filled, 20-um-thick, 1-mm-
diam CH shell containing 0.35% by atomic number of Ar gas
as a dopant. The images show the enhanced line-plus-con-
tinuum emissionfromtheimpl osion coreregion. Theasymme-
try of the core is ascribed to the lack of perfect direct-drive
beam balance on this shot, aggravated by severa lower-
intensity beams being near each other on the target chamber
sphere. The images show a clear core region whose size and
morphology can be easily measured.

Conclusion

CID camerashavebeen usedto obtaintime-integrated x-ray
images on avariety of imaging and spectroscopic diagnostics
on the OMEGA laser facility’s target chamber. Cross calibra-
tion of the CID camera with film shows that the CID pixels,
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Figure 83.7

Monochromatic images of animploding OMEGA laser target taken with two
CID cameras. (a) Image of emission at 3.683+0.011 keV, centered on the Ar
He-like B-line; (b) image of emission at 3.935+0.012 keV, centered on the
Ar H-like B-line.

when used in direct-detection mode (i.e., without a phosphor),
have a useful energy range of better than 2 to 8 keV, with
additional sensitivity to be expected, especially at higher
energies. Currently, all existing OMEGA time-integrated
x-ray diagnostics are being outfitted with CID cameras as an
optional recording medium.

ACKNOWLEDGMENT

The authors acknowledge the support of the OMEGA laser operations
group and the staff at the University of Rochester’s Laboratory for Laser
Energetics. This work was supported by the U. S. Department of Energy
Office of Inertial Confinement Fusion under Cooperative Agreement No.
DE-FC03-92SF19460, the University of Rochester, and the New Y ork State
Energy Research and Development Authority. The support of DOE does not
constitute an endorsement by DOE of the views expressed in this article.

REFERENCES
1. J.A.Kochetal., Appl. Opt. 37, 1784 (1998).
2. F.J.Marshall and Q. Su, Rev. Sci. Instrum. 66, 725 (1995).

3. N. M. Ceglio, A. M. Hawryluk, and R. H. Price, Appl. Opt. 21,
3953 (1982).

4. B.L.Henkeetal., J Opt. Soc. Am. B 3, 1540 (1986).

5. T.R.Boehly, D. L. Brown, R. S. Craxton, R. L. Keck, J. P. Knauer,
J. H. Kelly, T. J. Kessler, S. A. Kumpan, S. J. Loucks, S. A. Letzring,
F. J. Marshall, R. L. McCrory, S. F. B. Morse, W. Seka, J. M. Soures,
and C. P. Verdon, Opt. Commun. 133, 495 (1997).

6. F.J.Marshal and J. A. Oertel, Rev. Sci. Instrum. 68, 735 (1997).

7. CID Technologies, Inc., Liverpool, NY 13088.

LLE Review, Volume 83



IMAGING OF LASER—PLASMA X-Ray EmissioN witTH CHARGE-INJECTION DEVICES (CID’ 5)

8. Z.Ninkov, C.Tang, and R. L. Easton, in Charge-Coupled Devicesand 11. J. Carbone et al., in Solid Sate Sensor Arrays: Development and
Solid State Optical Sensors 1V, edited by M. M. Blouke (SPIE, Applications I, edited by M. M. Blouke (SPIE, Bellingham, WA,
Bellingham, WA, 1994), Vol. 2172, pp. 180-186. 1998), Vol. 3301, pp. 90-99.

9. J. J. Zarnowski et al., in Charge-Coupled Devices and Solid Sate 12. F J. Marshall, J. A. Delettrez, R. Epstein, and B. Yaakobi, Phys. Rev.
Optical Sensors 1V, edited by M. M. Blouke (SPIE, Bellingham, WA, E 49, 4381 (1994).
1994), Vol. 2172, pp. 187-198.
13. J.R. Janesick et al., Opt. Eng. 26, 156 (1987).
10. J. Carboneet al., in Solid Sate Arrays and CCD Cameras, edited by
C. N. Anagnostoupoulos, M. M. Blouke, and M. P. Lesser (SPIE,
Bellingham, WA, 1996), Vol. 2654, pp. 131-138.

LLE Review, Volume 83 123



X-Ray Spectroscopic Measurements of Areal Density
and M odulations of Compressed Shellsin
Implosion Experimentson OMEGA

Introduction

In inertial confinement fusion (ICF), spherical targets are
driveneither directly with laser beams! or indirectly with x-ray
drive.2Initial target nonuniformities, either existing or created
by the drive, can grow because of hydrodynamic instabilities
disrupting theimplosionandreducingitsthermonuclear yield.3
Therefore, it is important to measure the effects of these
instabilities on the target performance and particularly on the
shell integrity. Fusion reactions occur during the stagnation
phase, at peak compression, when the maximum density and
temperature are achieved. Simultaneously, the hot coreand the
inner surfaceof theshell emit most of their radiationinx rays.3
This emission not only contains information about important
parameterssuch asareal density, temperature, andtheir unifor-
mity intheregionfromwherethe emission originates (hot core
and inner shell), but can aso be used to praobe the rest of the
cold shell.# Whilethe shell’sfinal areal density, neutronyield,
and core temperature are important parameters of the target
performance, theshell’sintegrity providesamoredirect signa-
ture of instability.

Cold-shell integrity has been measured for shells with Ti-
doped layers.> Monochromatic core images were obtained at
energies below and above the K-edge energy of Ti with a
pinhole-array x-ray spectrometer.6 The ratio between such
images reflects the nonuniformity of the cold shell; however,
these measurements were limited to implosions with 20-um-
thick shellsand 1-nssguare pul seshape, which had thehighest-
intensity x-ray emission from the core. Slowly rising pulse
shapes and thicker shells produce implosions with lower core
intensity. When measured with a pinhole-array spectrometer,
thisintensity wasinsufficient to perform meaningful analysis.

In the present experiments the sensitivity of the measure-
ments is increased by replacing the diffracting crystal in the
pinhole-array spectrometer with filters for sampling the spec-
trum below and abovethe Ti K edge. Thisallowsfor measure-
ments of shell integrity for 20- and 24-um-thick shells with
both the 1-ns square pulse shape and a slower-rising, 2.3-ns
pulse that has a 1:6 foot-to-main-pul se intensity ratio (PS26).

124

Pure CH targets were used to measure nouniformities in
radiation temperature and uniformity of the emitting (hot)
part of the target, which consists of the core and inner part of
the shell.

In this article three measurement methods are described:
(1) Imaging of the cold-shell modulations is based on the
imaging of coreradiation in two x-ray energies, absorbed and
nonabsorbed by the shell. The ratio of intensities in the two
narrow-energy-band x-ray imagesis used to infer modul ation
intheareal density of theabsorbing shell. (2) M easurements of
temperature nonuniformities in the core radiation use core
imagesfrom two energy bands, both unattenuated by the shell.
(3) Imaging of the hot-shell modulations measures emission
nonuniformities at x-ray energies unattenuated by the shell.
Sincemost of thisemission comesfromtheinner, hot shell, the
modulations in the images are related to the hot shell’s areal -
density nonuniformities.

Experiments

The targets used in these experiments were CH shells of
~450-um inner radius and 20- and 24-um shell thickness.
Targetswith Ti had 2-um, Ti-doped CH (6.2% by atom) layers
attheinner part of theshell. Targetswerefilledwith 3or 15atm
of D,. Targets were irradiated with 351-nm laser light using
the 60-beam OMEGA laser system.” Two pulse shapes were
used in these experiments: a 1-ns square pul se shape with total
on-target energy of about 25 kJ and PS26 with a duration of
~2.5 ns and total on-target energy of about 20 kJ. Beam-
smoothing techniques used during these experimentsincluded
distributed phase plates® (DPP’s) and smoothing by spectral
dispersion® (SSD). The 2-D SSD had an IR bandwidth of
1.25 A x 1.75 A, producing a 0.2-THz bandwidth at 351 nm.
The estimated illumination uniformity for 60 overlapping
OMEGA beamswith DPP’'sand SSD was 0y, ~ 2.5%, which
wascal culated fromthe on-target single-beam distributionand
averaged over thelength of the pulse.19 Beam-to-beam energy
variations were typically ~7%, which produces an additional
on-target illumination nonuniformity of oy, ~ 2.5%, with
most of that contribution in modes 1 through 5.10
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The thin solid line in Fig. 83.8 shows the measured spec-
trum of the core emission integrated over thetime of astagna-
tion phase at peak compression (~300 ps) and integrated over
the area of the core (~80 um). The spectrum is from the
implosion of a 24-um-thick shell, with a2-uminner Ti-doped
layer and an initial D5 fill pressure of 3 atm by 1-ns-sgquare-
pulse illumination. The spectrum was measured with a spec-
trometer fitted with an ammonium dihydrogen phosphate
(ADP) crystal and a 15-um-wide slit. The spectrum contains
absorption lines due to 1s-2p transitions in Ti ions near the
4.6-keV energy.!! These lines are absorbed within the warm
Ti-doped region (T ~ 300 to 600 eV), whereas radiation above
the Ti K edge at 4.96 keV is absorbed by much colder Ti. The
intensity above the K edge falls down gradually rather than
abruptly, indicating a temperature gradient in the absorbing
region and an associated gradual K-edge shift to higher ener-
gies due to ionization.I! The electron temperature of the
emission region (T, = 0.86+0.04 keV) and the areal density of
cold Ti intheshell (oRy; = 2.1+0.1 mg/cm?) have been derived
fromthefit to the measured spectrum, shown by thethick solid
line outside absorption areas of warm Ti (at ~4.6 keV) and
shifted K edge.

This spectrum was used not only to identify the spectral
regions of x rays appropriate for imaging but also to calculate
imaging sensitivity inorder to convert intensity modul ationsin
the image to modulations of the shell’s areal density.

1018 ¢ T T T

1017 ¢

Spectral fluence (keV/keV)

1016 ¢

Energy (keV)
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Figure 83.8

M easured time-integrated spectrum of the core emission taken with a24-um-
thick shell with a 2-um inner Ti-doped layer, at an initial fill pressure of
3 am Dy, and 1-ns-square-pulse illumination.
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Imaging of Cold-Shell M odulations

To measure the shell’s integrity, the target is imaged at
energies weakly absorbed by the shell, below the Ti K edge,
and at energies strongly absorbed by the shell (above the Ti K
edge at about 6.5 keV). The compressed core radiation serves
as a backlighter for the shell.> Any modulations in this emis-
sion are measured from the coreimage below the K edge. The
image above the K edge has approximately the same modul a-
tions in the backlighter and additional modulations in the
absorbing shell.

Time-integrated images of core emission weretakenwitha
6-um pinholearray, at 4x magnification, and recorded on DEF
film. Two images were taken with aTi filter at energies below
theTi K edge (~4.9keV); theother twoimagesweretakenwith
an iron filter at energies above the Ti K edge (~6.5 keV). A
schematic of the instrument is shown in Fig. 83.9. Instead of
oneimage per energy channel, apair of imagesweretaken not
only to reduce noise by averaging images but also to estimate
the noise itself by subtracting one image from another. The
calculated resolution for theimaging system was~6 um, with
modulation transfer functions (MTF's) very similar for both
4.9- and 6.5-keV energy channels. The noise spectrum has
been used in the Wiener filter applied to reduce noise during
image processing. The thicknesses of both the Ti and the Fe
filters were varied for different shots in order to achieve an
optimum intensity on the film since intensity levels were
different for different shot conditions.

The energy spectrum was measured for each target experi-
ment using the crystal spectrometer. The approximate x-ray
energy spectra of the images for each energy channel were
calculated by multiplying this spectrum by thefilter response.
Figure 83.10(a) shows the spectra calculated for the lower-
energy filter (solid line) and the higher-energy filter (dotted
line). The conditions of the target experiment were a 20-um-
thick CH shell with a 2-um inner Ti-doped layer, filled with
3atmof D,, irradiated by a 1-ns square pulse. Lineouts of two
lower-energy-band images (solid lines) and two higher-
energy-band images (dotted lines) are shown in Fig. 83.10(b).
Note that the lineouts from the same energy band have similar
featuresthat are different from the featuresin the other energy
band. Thisindicatesthat the features seenintheimagesare not
noise, and that the differences between the images at different
energies are likely due to modulations in the absorbing shell.
(It is assumed that the core-emission image does not change
appreciably over an ~1.6-keV interval in photon energy be-
tween the two energy bands, i.e., the features of the core
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Ti filter

6-um pinhole

Target

E10294a

Figure 83.9

Schematic of the 6-um filtered pinholearray. Two
time-integrated images are obtained with a Ti
filter at energies below the Ti K edge (~4.9 keV);
the other two images are obtained with an Fefilter
at energies above the Ti K edge (~6.5 keV). The
magnification of theimagesis 4x and the images
are recorded with DEF film.
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Figure 83.10

(a) The calculated spectra of the images below the Ti K edge (solid line) and above the Ti K edge (dotted line). The Ti mass absorption rate is shown by the
dashed line. (b) The lineouts of two images taken below the Ti K edge (solid line) and above the Ti K edge (dotted line).

emission arethe same at ~4.9 and ~6.5 keV. (This assumption
is confirmed in the next section.)

Theimages were processed with the Wiener-filtering tech-
nique.12 If C(f) isthesignal plus noise of theimage (obtained
by averaging twoimagesfor aparticular x-ray energy channel)
in Fourier space with coordinatesf, and <N(f)> isthe average
spectrum of the noise (calculated from the difference of two
images for a particular energy band), then the restored signal
spectrum R(f) is given by the Wiener-filter formulal?

2

i) =Ct0)_, IO~ (N

CMTRE) ()

: D)

where MTF(f) is the modulation transfer function of the
pinhole camera calculated for a particular x-ray energy chan-
nel. The filtered images are obtained by transforming the
restored spectrum R(f) back to real space.
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The modulations of the ratio of intensities for filtered
images below the K edge [I.k(x)] and above the K edge
[Isk(X)] are related to the shell-areal-density modulations &

[rR(x)] by

nD <K (X) EE
5[ oR(X)] = 5—§ A0) %, @

Hsk — H<k

where L and .k are the spectrally weighed mass absorp-
tion coefficientsof cold Ti at energiesaboveand below K edge,
respectively, which were calculated for each shot using the
measured x-ray spectra[Fig. 83.10(a)].

Figure 83.11 shows the power per mode of the measured
modulation as a function of spatial frequency of the cold, Ti-
doped shell areal density at peak compression. The data are
from three target experiments, measured using core images
taken at x-ray energiesaboveand below theTi K edge. For each
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target experiment, theareal -density modul ationswerenormal -
ized to the measured cold-shell areal densities, which were
deduced from the crystal spectrometer data, similar to that
shown in Fig. 83.8, yielding relative modulationsin the cold-
shell areal density 8] oR(x)]/ oR(x). Tominimizeerrorsdueto
spherical effectsinthe analysisof the outer section of the core
images, only the 60-um-diam central portion of each 100-um-
diam image was analyzed. The spectrain Figs. 83.11(a) and
83.11(b) correspondto 20- and 24- um-thick-shell targetsdriven
with a 1-ns square pul se shape. The spectrum in Fig. 83.11(c)
corresponds to a 24-um-thick-shell target driven with pulse
shape PS26. All three targets were filled with 3 atm of D,. To
obtain the power per mode, shown in Fig. 83.11, absolute
valuesof the Fourier amplitudes squared were summed at each
spatial frequency. The gy, Of the total nonuniformity is the
square root of the sum of the power per mode over the spatial
frequency. The spectra shown in Fig. 83.11 are very similar.
They are peaked at a spatial frequency of 20 mm™ (corre-

X-Ray SpecTrRoscorPIc MEASUREMENTS OF AREAL DENSITY AND MoDULATIONS OF COMPRESSED SHELLS

sponding to awavelength of 50 pim or mode number ¢ ~5) with
spatial features extending down to a wavelength of about
15 um. Thetotal g,y Of the nonuniformitiesis similar for all
three shots and is ~50%:20%. Adding previous data® to these
measurements, weconcludethat thenonuniformity o;,sranges
from the noise level of ~20% up to ~50% and is similar for
target experiments with a 20- or 24-pm-thick shell and with
1-ns sgquare or PS26 pulse shapes.

M easurements of Temperature Nonuniformities
Measurements of the cold-shell integrity are based on the
assumption that the distribution of core emission does not
changeappreciably over an~1.6-keV interval in photon energy
between the two energy bands at ~4.9 and ~6.5 keV. This
assumption is valid if the effective emission temperature is
constant over the whole area of the image. We use the term
“effective” with respect to temperature in order to emphasize
that themeasured imagesof the coresaretwo dimensional, and

20 T T T T 20 " T T T T
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% g‘ 15 b 52/0134/0_ % g‘ 15 b 65/0116/0_
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Figure 83.11

Power per mode of the measured modulation as afunction of spatial frequency for target experiments with (a) 20-um-thick shellsand 1-ns square pulse shape,
Orms = 52%+34%, (b) 24-um-thick shellsand 1-ns square pulse shape, oyms = 65%+16%, and (c) 24-um-thick shells and PS26 pul se shape, gyms = 50%+16%.
All experiments were taken with 3-atm-D»-filled shells with a 2-um-thick, inner-Ti-doped (6.2% by atom) layer.
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not three dimensional as the cores are themselves. The inten-
sSity at each point isan integral over the corein thedirection of
theimaging system. Regions with different temperatures may
exist inside the core; however, when integrated along the path
toward the imaging system, only an integrated or effective
temperature is observable.

Figure 83.12 represents the lineouts of the core images
measured with Sn filters at an x-ray energy of about 3.5 keV
(solid lines) and with Fe filters at an x-ray energy of about
6.5keV (dashedlines). Thesedataarefrom atarget experiment
with a24-um-thick CH shell (no Ti doping), filled with 15 atm
of D, and drivenby al-nssquarepul seshape. At x-ray energies
of =3 keV, the core emission is not significantly absorbed by
the outer shell. Differences in the shapes of the images as a
function of energy band would indicate the presence of
nonuniformities in the effective temperature. Lineouts of the
captured images shown in Fig. 83.12 are, in fact, very similar.
Theimage features are similar for the two images taken from
the same energy band, indicating that these features are not
noise. Thefact that thesefeatures have the same shapefor both
energy bandsindicates that the effective temperatureis nearly
constant over the entire area of the images. The measured
effectivetemperature T = 0.86+0.04 keV wasfound fromthe
ratio of two different energy-band imagesshowninFig. 83.12.

A similar analysis was performed on results from experi-
ments with other conditions, including different CH-shell
thicknesses and different pulse shapes. For all of these shots

20 3.5keVv ,

15F
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0.5 - ;
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00 | 1
0 200

800
Distance (um)
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Figure 83.12

Thelineouts of two imagestaken at ~3.5 keV (solid line) with aSn filter, and
at ~6.5keV (dashed line) with an Fefilter for atarget experiment on a24-um-
thick shell, filled with 15 atm of Dy, driven by a 1-ns square pulse shape.
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effectivetemperatureswere constant over thewholeareaof the
images within the experimental error determined by the noise
in the images.

Imaging the Hot-Shell Modulations

As shown above, the core images have no temperature
nonuniformities within the experimental resolution and sensi-
tivity; the modulations seen in the high-energy, unattenuated
images are due to areal-density modulations in the emission
region. Thecoreimagesare produced by theemissionfromthe
hot core and dominated by the emission from the inner hot
shell; therefore, modulations in the image lineouts shown in
Fig. 83.12 are mostly due to hot-shell areal-density modula-
tions. Assuming that the absorption of x raysin the core and
the shell is negligible, the intensity at the detector is propor-
tional totheareal density of theemissionregioninthedirection
of x-ray propagation.

To analyzethe areal -density nonuniformity of the hot inner
shell, the smooth envelope of the coreimage | o, (x) (obtained
by filtering theimagein Fourier space) wassubtracted fromthe
core image |(x). The relative areal-density nonuniformity of
the hot shell is given by the relation

5[1R(X)] _ \/EDI (%) = leny ()0

) lenv(X)

PR(x) ]

3

Since the signals from both “walls” of the hot shell are added
togivel(x), therelative nonuniformitiesin the captured image
[I (x)- Ienv(x)]/lenv(x) aremultiplied by the factor of /2 in
order to analyze modulations corresponding to only one wall
of the shell (the assumption made here was that areal-density
perturbations in the shell region are uncorrelated).

Figure 83.13 shows the measured power per mode of the
areal-density nonuniformities as a function of spatial fre-
guency for thehot inner shell. Thespectrumispeaked at spatial
scale lengths of 40 to 50 um with atotal oy of 30%+15%. It
issimilar to the measured cold-shell spectrain both magnitude
and shape.

Conclusions

Time-integrated measurements of the shell integrity are
presented at peak compression, the final stage of a spherical
implosion. Perturbations in the cold, or absorbing, part of the
shell were studied using shells with and without inner Ti-
doped layers. The hot, or emitting, part of the shell wasstudied
using pure plastic shells. It is found that modulations in both

LLE Review, Volume 83



5 T T T T
S
x 4L Orms = 30%+15%
i
©
S 3F .
=
()
B8 2+ -
S
g
- 1
§ 0 | | il = |

0 20 40 60 80 100
i —1
i Spatial frequency (mm—)
Figure 83.13

Power per mode of hot CH plasmaemission asafunction of spatial frequency
for atarget experiment ona24-um-thick shell, filledwith 15atmof D, driven
by a 1-ns square pulse shape, gyms = 30%+15%.

the cold and hot parts of the shell are peaked at spatial scale
sizes of 40 to 50 um, with nonuniformities extending to
~15 um. Themagnitude of rel ative areal -density perturbations
isintherangefromthenoiselevel of ~15% to 20% up to ~50%
for both 1-ns square and PS26 pulse shapes. Time-resolved
measurementsat peak compressionand earlier, inthedecelera-
tion phase, will aid in understanding the present findings.
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Secondary D-3He Proton Spectra from D,-Filled OM EGA Tar gets

Introduction

Two new diagnostic techniques now provide the first high-
quality spectraof secondary fusion protonsfromimploded D,-
filled capsulesininertial confinement fusion (I CF) experiments.
The potential utility of secondary neutrons and protons for
diagnosing such capsules has been recognized for more than
two decades, 18 but practical use of protons has previously
been limited by the lack of accurate spectroscopic measure-
ments. Thefirst new techniqueutilizesamagnet-based charged-
particle spectrometer; the second involves “wedge-range-
filter”—based spectrometers utilizing special filters and CR39
nuclear track detectors. These spectrometers were recently
used to acquire datafrom target capsul es with about 14 atm of
D, fuel in19-pm-CH shells,impl oded at the 60-beam OM EGA
laser facility by irradiation with 22 kJ of laser energy. Results
of that work, presented in this article, are important for the
information they give about current experiments and for the
potential they show for characterization of the cryogenic D,-
filled capsules to be used in the near future.

The general value of charged-particle spectrometry for
capsul e diagnostics hasrecently been demonstrated with mag-
net-based charged-particle spectrometers (CPS'’s), which are
now used on a regular basis to measure spectra of primary
fusion products (p, D, T, a) and “knock-on” particles(p, D, T,
and 3Heelastically scattered by 14.1-MeV neutrons)210for a
wide range of capsule types and implosion conditions on
OMEGA .1 Measured spectra provide a number of important
implosion parameterssuch asprimary yields, fuel iontempera-
ture, and areal density (oR) of fuel, shell(s), or fuel plusshell.
Areal densitiesare determined by measuring the energy | oss of
charged fusion products as they pass out through the fuel and
shell® or by measuring the yields of knock-on particles.19

In the most important future ICF experiments utilizing
cryogenic capsules with DT or D, fuel, large areal densities
will limit the number of diagnostic measurements that can be
made of charged particles. On the National Ignition Facility
(NIF), pRyotg Of imploded DT capsulesis eventually expected
to exceed 1 g/cm?. In this case, the only charged particles that
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could escape and be detected for studying pR are tertiary
protons,}2 which have energies as high as 30.8 MeV. DT
capsulesplanned for OM EGA may (based on 1-D simulations)
reach PR,y Of 0.2 to 0.3 g/cm?. In this case, knock-on
deuterons and tritons, resulting from elastic collisions with
primary 14.1-MeV neutrons, could be detected and used to
study pR with CPS's.10

In the shorter term, cryogenic experiments will be carried
outwith pure-D, fuel. No charged primary fusion productswill
be energetic enough to escape and be detected, and there will
be no high-energy primary neutrons to generate energetic
knock-on particles. In addition, the method of determining
PRi, by measuring secondary-neutron yields® will fail for
PR = 0.1 g/cm?. Fortunately, secondary D-3He protons
(12.6 to 17.5 MeV) will escape from Do-filled capsules with
relatively high pR. These protons are created in the two steps
indicated in reactions (1) and (2):

D+D - n(245MeV) +3He(0.82 Mev); (1)

3He(0.82 MeV)+D - a (6.6 t01.7 MeV)

+p(12.6 t0 17.5 MeV). (2)

In one of the primary branches of the D-D reaction, 3He is
created with 0.82 MeV of kinetic energy. Someof the3Heions
then react in-flight with thermal D ions, creating protons that,
because of the kinetic energy of the 3He, have a range of
energies. Measured spectra of these protons can be used to

measure pRryg ad PRt
Theremainder of thisarticlewill discussthe use of spectral
measurements. Although the emphasis throughout is on sec-

ondary protons, there is also discussion of how they relate to
the secondary neutrons created through reactions (3) and (4):

D+D - p(3.02 MeV)+T(1.01 MeV); ©)
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T(1.01MeV)+D - a(6.7 to 1.4 MeV)

+n(11.9t0 17.2 MeV). (4)

The following sections discuss (1) how the characteristics of
secondaries arerelated to the physical parameters of capsules,
(2) how accurately measured spectra of secondary protonsare
made with the magnet-based CPS's and with “wedge-range-
filter”—based spectrometers; (3) measurementsduring OMEGA
shots; (4) physical interpretation of data; and (5) future appli-
cation to cryogenic-target experiments.

Secondary Spectra and Capsule Characteristics

Two simple models of plasma structure are used here to
illustrate how measurements of secondary yields and spectra
arerelated to properties of compressed capsules. In the “ hot-
spot” model, all primary fusion reactionstake placein asmall
region at the center of the spherical fuel, and the fuel outside
the hot spot, where the primary fusion products react with
cooler fuel to create secondaries, has uniform density and
temperature. In the “uniform” model, the fuel isuniform over
its entire spherical volume so that primary and secondary
reactions take place everywhere. In both cases, there can be a
spherical shell or pusher of adifferent material outsidethefuel
(generally CH, in most current OMEGA experiments). It is
assumed in these simple model sthat the capsuleis spherically
symmetric, with no mixing of fuel and shell material, although
numerical work currently underway indicates that fuel/shell
mixing could beimportant. Infuturework, more-sophisticated
models will be used.

Seconpary D-3HE ProToN SPECTRA FROM Do-FiLLED OMEGA TARGETS

The slowing down of primary 3He and T in D fuel is
modeled with the formalism described in Ref. 13, with results
shown in Fig. 83.14. The production rates for secondaries are
then determined by the cross sections shown in Fig. 83.15
(calculated from Ref. 14). Theresultant yields, and the shapes
of spectraasthey are created in the fuel, are discussed bel ow.
M odificationsto the spectrum of protonsasthey slow downon
their way out of the fuel and shell are then determined by the
stopping power illustrated in Fig. 83.16 (cal culated according
to Ref. 13).

1. Yields

By integrating over the appropriate paths of primary fusion
products 3He and T and using the foregoing assumptions to
calculate their energies as a function of position, and then
utilizing the secondary production rates, we can calculate
yields Yy, and Y,, of secondary protons and neutrons as
fractions of the primary-neutron yield Y;,, and obtain the
results shownin Fig. 83.17. Related cal culations were carried
out previouslyl® for some of these cases, utilizing older
models for the slowing down of 3He and T. The authors
pointed out that a nearly linear relationship exists between
PRs e and the secondary-to-primary-yield ratios as long as
PRra is low enough that the primary particles (3He or T)
escape the fuel. Each yield ratio reaches a saturation level (as
shown in Fig. 83.17) when the appropriate primary particleis
completely slowed downinthefuel, but measurementsof yield
can be used to infer pRy,q as long as saturation has not been
reached. The results are weakly dependent on plasmadensity,
but the plasmatemperature has astrong impact on the value of
PR a which the linear relationship fails because of com-
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Figure 83.14
Stopping powers for 3He (left) and T (right) in D plasmas of
various temperatures (cal culated according to Ref. 13). Note that
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SeconpaRY D-3HE ProToN SPECTRA FROM Do-FiLLED OMEGA TARGETS

plete slowing down of the primary particlesinthefuel. Thisis
a consequence of the temperature dependence of the total
particle ranges, as illustrated in Fig. 83.18. Because of the
magnitude of the cross sections (Fig. 83.14), secondary pro-
tons are preferentially produced close to the birth position of
primary 3He, while secondary neutrons are preferentially cre-
ated near the end of therange of theprimary T (seeFig. 83.19).
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Figure 83.15

Fusion cross sections (o) for energetic 3He or T with cold D plasma (calcu-
lated according to information in Ref. 14).
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Figure 83.16

Stopping power for protons in D plasmas of various temperatures (calcu-
lated according to Ref. 13). The values for CH plasmas are almost identical
except for being higher by afactor of about 14/13 (the ratio of the numbers
of electrons per unit mass).
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Two differences between the hot-spot and uniform models
are apparent in Fig. 83.17: (1) The value of pRy, for agiven
yieldisslightly higher intheuniform model, reflecting thefact
that the mean distance traveled by primary particles before
they encounter the fuel—pusher interface is smaller by afactor
of 0.75. (2) Complete saturation of yield at high values of
PR iNthe uniform model is approached asymptotically, but
never reached, because some primaries are always created
close enough to the surface to escape the fuel.

Although ameasured secondary-protonyield canbeusedin
the context of our models to infer pRy,q only in regimes
where the primary 3He escapes the fuel before stopping,
another kind of information can be inferred when complete
stopping occursinthefuel. Asseenin Fig. 83.17, the electron
temperature T, determines the maximum possible secondary-
to-primary ratio Y,/ Y1,,. If itisknownthat yield saturation has
been reached, it is possible to estimate the effective electron
temperature asillustrated in Fig. 83.20. A similar relationship
between electron temperature and yield saturation holds for
secondary neutrons.

2. Birth Spectra

Going beyond the calculation of yields, we can investigate
theshapesof secondary-particlespectraat their birth. Consider
firsttheprotons. If pRy, ¢ issmall, sothat primary 3Heparticles
escape the fuel before losing much of their 0.82-MeV birth
energy, then the protons they produce by fusing with fuel
deuteronsare equally distributed between limiting energies of
about 12.6 and 17.5 MeV. The energy limits are defined by
kinematics and are determined by 3He energy at the time of
interactionwith D. Theflat distribution asafunction of energy
between the limits can be demonstrated by assuming that
fusion products are distributed isotropically in the D—3He
center-of-mass frame, transforming to the lab frame, and
calculating the number of particles per unit energy. The num-
ber of protons produced during the slowing down of 3He from
energy Esy t0 Esy, —AEs,, isproportional to

AE3HeU3He—D(E3He)/[dE3He/d(pX)] -

where U3He_D(E3He) is as shown in Fig. 83.15, X is the
distance aong the trajectory of 3He in the plasma, and
dEs,,,/d(px) is as shown in Fig. 83.14.

For larger values of pR, ¢, Some of the3Hewill slow down

before leaving the fuel; when they interact with the fuel, the
kinematically defined width of the resultant proton spectrum
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Secondary neutrons

Seconpary D-3HE ProToN SPECTRA FROM Do-FiLLED OMEGA TARGETS
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Illustration of how secondary protons are created mostly near the birth
position of the primary 3He, while secondary neutrons are created mostly
Figure 83.18 toward theend of therangeof primary T. Thevertical axisisinarbitrary units

Ranges of primary D-D fusion productsin a D plasma for different plasma
densities and temperatures (from the stopping-power curvesin Fig. 83.14).

that aredifferent for thetwo curves; the horizontal axisunit pXisthedistance
from primary birth position in g/cm? for a 1-keV, 3-g/cm3 D plasma.
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will besmaller. But since U3He_D(E3He) decreasesrapidly as
Esp, goesbelow about 0.5 MeV, the contributionsto thefinal
proton spectrum become very small for lower-energy 3He and
the shape of the total proton spectrum remains relatively
insensitiveto the amount of slowing down, or equivalently the
value of pRy,g. This is demonstrated in Fig. 83.21, which
shows how, in the case of a hot-spot model, the shape of the
spectrum gets built up as a contribution of parts due to 3He
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- — 1lglem® ]
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Figure 83.20

Electron temperature for which Yzp/Y1, cannot exceed a given saturation
value (see Fig. 83.17). Under some circumstances, this relationship can be
used to estimate Te.

() Secondary protons

T,<lkeV - - -T,=10keV ]

Relative number of protons

slowed down by different amounts. Figure 83.21 also illus-
tratesthat the shape of the birth spectrumisrelatively insensi-
tivetotheplasmatemperature. Themean energy of thespectrum
varies sightly with the amount of slowing down of 3He, as
shown in Fig. 83.22.

The secondary-neutron birth-spectrum shape is signifi-
cantly more sensitive to pRy,g because the reaction cross
section of primary T with fuel D increasesrapidly asT energy
decreases (down to about E; = 0.2 MeV, as shown in
Fig. 83.15). As discussed in Refs. 6-8, this means that the
neutron spectrum gets narrower as pRy,g increases (and the
exiting T energy decreases). Figure83.21illustratesthisfor the
case of the hot-spot model.

3. Measured Spectra

A proton birth spectrumisnever measured directly because
it is modified by passage through the fuel and shell before
being measured in areal experiment. Since the birth spectrum
is relatively insensitive to fuel conditions, a measured spec-
trum contains diagnostic information about fuel and shell by
virtue of the changes in the spectrum that can be inferred.

The mean energy of the secondary protons decreases ac-
cording to the amount of materia they traverse (Fig. 83.16

(b) Secondary neutrons

To<1keV

- - - T,=10keV |

Rdative number of neutrons
T

10

Proton energy (MeV)

E10512

Neutron energy (MeV)

Figure 83.21

Calculated shapes of secondary-proton and -neutron spectra. These curves were generated by assuming that (a) the slowing of T or 3Hein aD plasmavaries
with energy as shown in Fig. 83.14, and (b) the primary particles are created near the center and pass through a uniform fuel that ranges their energies down
to some fraction fg of their birth energy (hot-spot model). The plasma density was assumed to be 3 g/cm3. On each plot, the different curves show how the
spectrum shape is built up as the primary particle gets ranged down; the curves do not show how the number of secondary particles varies with pR. Each plot
has one curve for plasmatemperature 10 keV, corresponding to fg = 0. This curve is arbitrarily normalized so its amplitude is the same as the corresponding
curve for lower temperature to demonstrate that the shape is not strongly dependent on temperature.
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showed how the stopping power of fuel or shell plasma for
protons varies with proton energy and plasma temperature).
For the case of a D plasma with p = 3 g/cm3, Fig. 83.23
illustratesthe slowing down of secondary protonsasafunction
of Teand pX, where X isdistance traveled through the plasma.
The dependence on p is weak; the ratio of pX to the mean
energy loss <AE,y> varies approximately as p®%7 for pX
< 0.1 g/lem?. The dependence on temperature is weak for T,
< 1keV and becomes progressively stronger for increasing Te.
For aCH plasma, theratio of pXto <AE,,> islower by about
13/14. If weassumethat most of the protonsare generated near
the center of the fuel, then we can relate <AE,,> to a sum of
contributions from pRy,¢ and pPReg)-

The protons are not all generated precisely at the center of
the fuel, so they pass through slightly different amounts of
material while leaving the capsule. This affects the mean
energy, but that effect is fairly small for the OMEGA data
discussed here. It al so causesabroadening of the spectrum, and
in future work that broadening will be used as another con-
straint on capsule structure.

A secondary-neutron birth spectrum can be measured di-
rectly.1® The shape of this spectrum is sensitive to fuel condi-
tions, so it has potential diagnostic value.® Figure 83.24
summarizes the plasma parameter regimes in which the mea-
surement methods described above are applicable.

= R

Mol o L
0.0 05 1.0

fe= E3 JE .
E10513 E He-exit —He-birth

Figure 83.22

Dependence of the mean energies of the proton birth spectra (shown in
Fig. 83.21) on the fraction of 3He energy remaining when the 3He reaches
the fuel—pusher interface. Plasmatemperature was assumed to be 3 keV, and
thedensity was 3 g/cm3. If the appropriate value of fg (defined inthe previous
figure caption) is unknown, the effective mean energy will be uncertain. In
such a case, we could use the value 14.97+0.04 MeV, which corresponds to
the assumption of equal probability for all values of fg.

Seconpary D-3HE ProToN SPECTRA FROM Do-FiLLED OMEGA TARGETS

15 T T T T I T T T T
- I T,=10keV |
3 00 ]
s [ ]
X i ]
& I ]
g s <
i 2 ]
I 3 5 ]
ob— ]
0.0 0.5 1.0
2
E10514 px (g/Cm )
Figure 83.23

The mean energy of a secondary-proton spectrum after slowing down in a
D plasma with p = 3 g/cm3. The horizontal axis unit pX is distance from
birth position in g/cm2. For a CH plasma, the value of pX corresponding to a
given energy should be reduced by thefactor 13/14 (theratio of electrons per
unit mass for D to the value for CH). The dependence on p is weak; for
pX < 0.1, the value of pX corresponding to a given energy varies approxi-
mately as p0-07,
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Boundaries of regimes in which various measurements can give diagnostic
information about a 3-g/cm3, pure-D plasma (assuming the hot-spot model).
Note that pR refers to pRotg for curve A, but pRsye for curves B and C.
(A) Measurementsof Y2p/Y1n and secondary-proton energy shift can be made
only in the region below these curves, which show the pRiotg a which
secondary protonsfail to escapefromtheplasma(onecurveeachfor theupper
and lower limits of the birth spectrum). (B) Measurements of Yon/Y1n give
information about pRsye only in the region below this curve, which shows
where primary T is ranged out completely by the fuel and where the
“saturated” regionsof Fig. 83.17 arereached. Abovethiscurve, measurement
of Yan could give information about the fuel electron temperature.
(C) Measurements of Yzp/Y1n give information about pRyye only in the
region below this curve, which shows where primary 3He is ranged out
completely by the fuel and where the saturated regions of Fig. 83.17 are
reached. Abovethiscurve, measurement of Yz cangiveinformationabout the
fuel electron temperature (see Fig. 83.20).

LLE Review, Volume 83

135



SeconpaRY D-3HE ProToN SPECTRA FROM Do-FiLLED OMEGA TARGETS

Instrumentsfor Measuring Secondary-Proton Spectra
1. A Magnet-Based Charged-Particle Spectrometer

Two magnet-based spectrometers (CPS1 and CPS2) are
installed on OMEGA. More information about CPS1 and
CPS2isavailableelsewhere, 1617 put the principleof operation
isillustrated in Fig. 83.25, which shows how amagnet is used
to separate protons (or other charged particles) of different
energiesinto different trajectories. The particlesare stoppedin
CR39 nuclear track detectors, which are subsequently etched
in a solution of NaOH and water, and then scanned with a
microscope. A small hole appearsat thelocation of thetrack of
each individual proton. The position of a particle track gives
the particle energy directly by virtue of thetrajectory followed
through themagnet. Final determination of an energy spectrum
involves subtracting abackground noiselevel, whichincludes
neutron-induced noiseand “intrinsictrack noise.” Theneutron
noise consists of tracks caused by protonselastically scattered
by primary fusion neutrons, either in the CR39 itself or in
surrounding materials; it scales with primary-neutron yield.
Theintrinsic track noise is caused by structural defectsin the
CR39, which look like particle tracks after etching; it is
independent of implosion yields. Both types of noise are
uniformly distributed on the CR39, subject to statistics.

Measuring secondary-proton spectra with CPS2 is more
difficult than measuring other spectra, such asthose of primary
D-3Heprotons,?for tworeasons: (1) CR39isnot very sensitive
to protons with energies higher than about 7 MeV, so when

Target

7.6-kG magnet

50 keV
200 keVv

600 keV
1.0MeVv

3.0MeV 30 Mev

10 MeV

E10098

Figure 83.25

Concept of the magnet-based charged-particle spectrometers, showing how
the magnetic field separates protons of different energies. Particles from the
target capsule pass through a collimating aperture (not shown) before enter-
ing the magnet. After leaving the magnet, they are stopped in pieces of CR39
nuclear track detectors (not shown). The positions of the detected particles
then indicate their energies by virtue of the trgjectories followed.
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detecting protons with higher energiesit is necessary to use a
filter to range the protons down in energy just before they
impact the detector. This is not difficult for primary D-3He
protons, which are nearly monoenergetic. But for the wide
interval of incident energies associated with secondary pro-
tons, no single-filter thickness will range all protons down to
the 0.5- to 7-MeV interval for which the detector is efficient.
For this reason, a new filter whose thickness varies with
position (or, equivalently, energy) was fabricated of alumi-
num. (2) Statistical noise is a significant problem. Typical
primary D-D neutron yieldsinthe OMEGA experiments have
been of the order of 101, and the secondary-proton yield is
usually inthevicinity of 108. With aspectrometer slit width of
3 mm, a dlit length of 15 mm (perpendicular to the magnet
dispersion direction), and a target-to-slit distance of 100 cm,
the maximum total number of detected protons per shot is
about 360—enough to givereasonable statistical errorsfor the
total yield and themean energy, but theerror barsonindividual
energy binsinaspectrumwill belarge. Inaddition, the number
of background noise events that must be subtracted is compa-
rabletothenumber of trueproton events, making the statistical
noise even worse. After dispersion by the magnet, the 360
protonsare spread out over an areaof about 3cm? onthe CR39,
giving 120 protons/cm?. This has to be compared with noise
that comes from intrinsic defects and from neutrons. Intrinsic
noise eventsgenerally appear at adensity of the order of 50 per
cm?2. Neutron-induced events occur at about one per 10%
neutrons, or about 45 per cm? on the CR39 (which is about
135cmfromthetarget); thus, for asingleshot, theratio of noise
events to secondary-proton eventsis of the order of 1.

2. Wedge-Range-Filter Spectrometers

Another new type of spectrometer, a wedge-range-filter
spectrometer (WFS), has recently been tried for the first time.
In a WFS (which will be described in detail elsewherel®),
CR39 isagain used as the particle detector, and special filters
are used to range down the proton energies so they fall within
the interval of sensitivity of the detector. The advantages of
using range-filter measurements are simplicity and the ability
to operate at lower yields by getting closer to the target. The
disadvantages are (1) theinterval of incident energiesthat can
be detected with asingle-filter thicknessis not wide enough to
cover the entire secondary-proton spectrum, and (2) it is
difficult to get accurate spectral information. Secondary-pro-
ton yields have previously been estimated in this way by
counting proton tracks behind a constant-thickness filter,3-6
and A zechi et al .6 used such datato make broadband estimates
of different parts of the proton spectrum.
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Tofind animproved approach, we haverecently performed
highly detail ed calibrations of theresponse of CR39to protons
of different energies(different energiesresultindifferent track
sizes)19 and calibrations of the transmission characteristics of
various filters. This information allows us to define a direct
mapping between track diameter and incident proton energy
for agivenfilter thickness. That mapping can be used to recon-
struct part of the incident spectrum from a histogram of track
diameters, but for each filter thickness the incident energy
interval that is most accurately reconstructed is less than
1 MeV wide. To accurately reconstruct the entire secondary-
proton spectrum, which is more than 5 MeV wide, it is
necessary to have datafrom many different filter thicknesses.
For this reason we use a special ranging filter with continu-
ously varying thickness, making it possible to reconstruct a
continuous spectrum over awide energy interval. The filters
used here were machined from aluminum, with thicknesses
varying from 400 um to 1800 um. The fabrication tolerances
turned out to beworsethan desired, and thefilterswereslightly
too thin. For the purposes of this first study, it was therefore
necessary to estimate the thickness error by cross-calibrating
the measured spectra with spectra acquired with the magnet-
based CPS2. Thissinglecorrection parameter wasthen applied
toall datafromWFS's. More-accurate fabrication and calibra-
tion techniques will make this unnecessary in the future.

A simple estimate of statistical errors can be made, assum-
ing that aWFSiis 15 cm from a capsule producing Yy, = 1011
and Y, ~ 108, Withan effectiveareaof about 3cm?for thebulk
of our spectrum, the number of incident protonswill be about
10°. Theseare spread out over at least 5MeV, and at each filter
thickness only about 1/3 of the spectrum is detected, so the
number of protons actually counted is ~3 x 10%. This makes
intrinsic noise totally irrelevant, but the number of neutron-
induced events is ~1 x 104 By restricting ourselves to an
appropriate subset of track diameters, the number of proton
events can be reduced by a factor of 2 and the number of
neutron events by a factor of 4. The ratio of noise events to
secondary-proton events is thus only ~0.15, and the large
number of events guarantees very small statistical errors even
after background subtraction.

Spectrum M easur ements
1. Experiments

Toillustrate the measurement and interpretation of second-
ary-proton spectra with our two new types of spectrometers,
we present data from a recent series of four similar OMEGA
shots. Table 83.1 lists some basic shot parameters. The target
capsuleshad ~14 atm of D, fuel in 19-pm-thick CH shellswith
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outer diameters of ~910 um. Each capsule was imploded by
irradiation with ~22 kJ of 0.35-um UV light applied in 60
beamsfor 1 ns(inasquare-top pulse). Thelight was smoothed
by spectral dispersion (2-D SSD with 0.3-THz bandwidth29).
Primary-neutron yields Y3, (measured viaindium activation)
varied from 8.1 t0 9.8 x 1019, while secondary-neutron yields
Y, (measured with a time-of-flight diagnostic or Cu activa-
tion) werein therange of 1.1to 1.8 x 108. Yield-weighted ion
temperatures were 3.2 to 3.5 keV (measured with a neutron
time-of-flight diagnostic).

CPS2 proton data were acquired by exposing one piece of
CR39 to the protons from all four shots in order to sum the
yields and minimize errors due to counting statistics. The
background noise level was determined by measuring the
number of apparent events at energies higher than the upper
energy of the secondary-proton spectrum, and this mean noise
level was subtracted from thetotal spectrumto givetheresults
shown in Fig. 83.26. Table 83.1 lists the mean energy and the
yield of this proton spectrum.

WEFS datafor each of thefour shotswere taken at adistance
of 15 cm from the target. Resultant spectra are shown in
Fig. 83.27, and measured parameters are listed in Table 83.1.
Figure83.28 showshow the average of these spectracompares
to the spectrum from the magnet-based CPS2.

2. Measurement Uncertainties

The proton yields obtained with CPS2 or with one of the
WFS'shave measurement uncertainties dueto counting statis-
tics. In addition, each measurement representsan average over
a small solid angle, and measurements made at multiple
positions during the same shot have shown that there are
angular variationsin particle fluxes that substantially exceed
uncertainties due to counting statistics. This spatial variation

4 x 107 T T T

3 Shots 20246, 48, 49, & 50, averaged
% TCP2 T
3

2 L ]
3

T L ]
>_

O | | =
0 5 10 15 20
oo Proton energy (MeV)
Figure 83.26

Spectrum of secondary protons for four shots, measured with the magnet-
based spectrometer CPS2. One typical statistical error bar is shown.
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Figure 83.27

Spectra of secondary protons for the four individual OMEGA shots, as
measured with the wedge-range-filter spectrometers (WFS's). One typical
statistical error bar isshown inthetop plot. The statistical errorsin thelower
threeplotsareslightly higher becauseonly 1/3 of theavail abledatawereused.
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Figure 83.28
Comparison of the average spectrum measured with CPS2 (from Fig. 83.26)
and the average of the individual WFS-measured spectra of Fig. 83.27.
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of proton flux has been noted for a wide variety of shots and
will be described in detail elsewhere. The standard deviation
within measured spatial distributions of secondary-proton
yieldduring individual shotstendsto beinthevicinity of 20%.
This puts a fundamental limit on the accuracy of any single
yield measurement (asanindicator of total yield) and provides
motivation for using multiple detectors.

The CPS2 yield measurements are affected by counting
statistics in the measured spectra, including the subtracted
background levels. The CPS2-measured proton-yield uncer-
tainties quoted in Table 83.1 were determined by adding, in
quadrature, the statistical uncertainty (about 5%) and the
expected standard deviation dueto spatial variations (20% for
a single shot, but 10% here for an average over four statis-
tically independent shots). CPS2 measurements of mean ener-
gies have an uncertainty due to counting statistics (about
0.1 MeV here) and also due to any systematic energy calibra-
tion errors. Absolute calibration is accurate to about 0.1 MeV
at 15MeV.21 The spatial variationsin particle flux mentioned
above do not seem to be accompanied by energy variations, so
the energy measurement uncertaintiesquoted in Table 83.1 are
obtained by adding the statistical error to the calibration
uncertainty in quadrature.

The WFSyield measurements are subject to the same 20%
uncertainty dueto spatial variations. Statistical errorsfor these
measurementstend to bemuch smaller (near 1%for each shot),
so in Table 83.1 a 20% uncertainty is assigned to each indi-
vidual measurement. Sincetherearefour individual and statis-
tically independent measurements (for the four shots), the
error assigned to the shot-averaged yield is 10%. Errorsin the
measurement of mean energy are caused by counting statistics,
but these statistical errorsare quite small (about 0.02 MeV for
shot 20246). The calibration error is larger, and since the
energy calibration for these preliminary measurements was
artificially tied to the calibration of the magnet-based CPS2,
wedo not list errors here (thiswill be remedied in the future).

3. Performance of the Spectrometer Types

Overall, the secondary-proton spectra obtained with the
WFS'shavelessnoisethan thosefrom CPS2. Statistical errors
per shot are afactor of 10 smaller because the detector can be
closer tothetarget, canusealarger activearea, and hasahigher
ratio of true signal eventsto noise events. This advantage will
diminish when secondary yieldsincrease, asthey are expected
to for cryogenic targets. For current yields, the performance
benefits combine with simplicity to make this approach very
useful asacomplement to the CPS' sand particul arly attractive
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for studying the spectrum from many directions simulta-
neously for symmetry characteristics.22 Theoretically, the
WFS's should work at yields of ~10% and up to ~10%° (by
moving farther from the target). They will not work for yields
of 101 or more, unless they can be moved well outside the
target chamber, because of track overlap problems in the
CR39. This probably limits their use to secondary (and ter-
tiary) protons and, occasionaly, primary protons from low-
yield D-3He shots. The primary charged products of many
other targetswill haveyiel dsthat aretoo high, and themeasure-
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ment of knock-on particlesfrom DT targets,19whichisof great
interest to the ICF program, requires a separation of different
particle types (D, T, and p), which cannot be performed with
this approach.1® These are appropriate applications for the
magnet-based CPS's.

Interpretation of Measured Proton Spectra
1. Yield and Fuel Parameters

The measurements described above reflect properties of
compressed targets, and in thissection welook at implications

Table 83.1: OMEGA shot parameters, measurements, and inferred properties.

Parameter Shot 20246 Shot 20244 Shot 2024]9 Shot 202B0 <20246,48,49,50>
Fuel 14.2 atm b 143 atm B 143 atm B 143 atm B 143 atm B
Shell 19um CH 19um CH 19um CH 19um CH 19um CH
Outer Diameter 91Lum 909um 913um 905um 909.5um
Laser Energy 21.9 kJ 21.0kJ 22.1kJ 21.9kJ 21.7 kJ
Laser Pulse 1 ns, square 1 ns, squafe 1 ns, square 1 ns, square 1 ns, square
T; (keV) 3.20.5 3.5%0.5 3.5%05 3.205 3.305
Yin (x1019) 9.76+0.07 8.060.06 8.280.06 9.1%0.07 8.820.03
Y, (x107) 17.#1.2 11.60.9 11.%0.9 12.41.0 13.%0.5

7 AWFS WFS WFS WFS 11.481.34CPS2
Yop (x109) 15.8:3.1 11.8:2.4M 12.142.4M 12.142.4M
12.9¢1. AWFS
13.32:0.15°PS2
<Epp> (MeV) 13.248.WFS 13.36.WFS 13.28.WFS 13.24.WFS
13.27B.WFS
PRyl (Mg/en?) < (18:2) < (15:2) < (15:2) < (14£2) < (161)
from Y, /Y,
CPS2
PRyet (mg/erm) > (B2WFS | > (7e2WFS | » (742)WFS > (6£2)WFS =(6e1)
from Yo./Yy,) > (7+1)WPS
PRotal (Mg/cn?) 558, WFS 50B, WFS 568, WFS 558, WFS 536"
from <E2p> 548 WFS

CPS3easured with the magnet-based spectrometer CPS2.
WFS\vieasured with a “wedge-range-filter” spectrometer.

Astatistical errors are much smaller, but a 20% uncertainty is assumed because of known spatial nonuniformities (see pg. 138).
Bstatistical errors are very small, but systematic calibration errors have not been quantified (see pg. 138).
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for physical parameters. The measured ratios Y5, /Y, can be
used to estimate pRy,q, With the information in Fig. 83.17,
subject to two caveats. First, preliminary numerical simula-
tions have suggested that any mixing at the shell—fuel bound-
ary may result in an increase in secondary-neutron yield for a
given pRy o, meaning that the valuesin Fig. 83.17 could give
us avalue of pRy gy that istoo high. For this reason, we will
interpret our secondary-neutron-derived values of pRy g 8s
upper limits. Second, the results are slightly dependent on
assumptions we make about temperature and density in the
fuel. We know from neutron measurements that the ion tem-
peratures are dlightly higher than 3 keV; we assume the
electron temperatures are the same. The mass density can’t be
determined directly, but we will find that the maximum pos-
sible value of pRy,q for these shots is about 18 mg/cm?. This
information can be used with the capsule dimensions and fill
pressure to estimate that p is unlikely to exceed 10 g/cm?.
Inferred pRy,q increases slowly with increasing assumed p
here, so using this upper limit on density will once again give
us an upper limit on pRy,q. Since we don’t know whether the
radial profilescorrespond morenearly to auniform or hot-spot
model, we can choose the larger results of the uniform model
asanupper limit. Under these assumptions, we cal cul ate upper
limitson pRy, inour four individual shotsof 14to 18 mg/cm?,
aslisted in Table 83.1.

The measurements of Y,/ Y1, can also be used in conjunc-
tion with Fig. 83.17 to study pRgg- In this case, there are
reasonsto interpret our resultsaslower limits. First, thevalues
of Y,/Y1, are very close to saturation. Second, preliminary
work indicates that mixing at the shell-fuel boundary may
sometimesresultinasmall decreasein secondary-protonyield
for agiven pRy,q, meaning that Fig. 83.17 could give us an
inferred value of pRy,q that is too low. We therefore quote
values from the hot-spot model (which gives lower numbers
than the uniform model), using again the upper limit on p of
10 g/cm? (inferred PR,y decreases slowly with increased
assumed p here). The resulting lower limits for our shots fall
intheinterval from 6.3to 8 mg/cm?, asindicated in Table 83.1.
These values are very similar to values for DT-filled capsules
with similar shells and fill pressures, using CPS-measured
spectra of knock-on particles.19

2. Energy Shift and pRygt4

The energy shift of a measured spectrum, relative to the
birth spectrum, isdueto proton slowingin both D fuel and CH
shell. Figure 83.16 shows that the proton stopping powers
normalized to p are almost the samefor both D and CH, and in
the vicinity of the birth energies of the protons there is little
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variation with plasmatemperaturefor T, <3 keV. Inaddition,
it will turn out that the shell pR dominatesthetotal pRand that
the amount of slowing downinthefuel issmall. Wetherefore
estimate pRyyi from the shift in mean energy by using the
relationship for CH described in Fig. 83.23 and its caption,
together with parameters appropriate for the shell. The result
is weakly dependent on electron temperature and density in
the shell, and we assume that T, = (1+0.5) keV and p =
(20+10) g/cm3. These assumptions, together with the assump-
tions behind Fig. 83.23, lead to the inferred values of PRy
shown in Table 83.1, which are all in the vicinity of
55 mg/cm?. We note that thisis similar to val ues measured for
D-3He-filled capsules and DT-filled capsules with similar
shells and fill pressures. 910

3. Future Improvements

Future data-interpretation work will involve more-detailed
analytical and numerical modeling and the utilization of more
information from proton spectra. The WFS-measured spectra
for singleshotsareclean enoughto allow detailed comparisons
of spectrum shapeswith model predictions. Theimportant fact
is that the combination of neutron and proton measurements
provides a strong set of constraints that must be addressed in
any complete model of the physics of capsule behavior.

Conclusions

We have shown the first detailed measurements of second-
ary-proton spectrafrom Do-filled capsulesin | CF experiments
and demonstrated that charged-particle spectrometry can be
used to provide useful diagnostic information about Do-filled
capsulesin OMEGA. The energy downshift of a spectrum is
directly related to thetotal areal density of the capsule, and the
secondary-proton yield gives diagnostic information about
fuel parameters such as the fuel areal density (especially in
conjunction with primary- and secondary-neutron yields).

Thisfirstfeasibility demonstrationisparticularly important
because measurement of secondary-proton spectramay bethe
only diagnostic method for studying the areal densities of
imploded, cryogenic D, capsules if pRy,q exceeds the limit
for usefulness of secondary-neutron measurements (of the
order of 0.1 g/cm?, as shown in Figs. 83.17 and 83.24). It is
expected that cryogenic, D,-filled capsules will be imploded
on OMEGA in the near future. Estimates of total areal densi-
ties, madefrom 1-D simulations, areashighas0.2t00.3g/cm?.
Under such circumstances, the measurement of secondary-
proton spectra will still be possible with the techniques de-
scribed here(andtheincreasedyieldswill substantially decrease
the statistical errors). This can be seen in Fig. 83.24, which
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indicatesthe range of conditions under which the protons will
escape the capsule and be measurable.
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Comparison of aLiquid Crystal Point-Diffraction I nterferometer
and a Commercial Phase-Shifting I nterferometer

Introduction

Fusion-class lasers, such as OMEGA, typically require hun-
dreds, or even thousands, of high-performance optical ele-
ments ranging in diameter from several millimetersto tens of
centimeters. To obtain high irradiation uniformity required
for direct-drive ICF, it is critical that (1) the optical perfor-
mance of these elements and associated optical subsystemsbe
well characterized before being installed in the laser, and
(2) their high performance be maintained throughout their
lifetime in the laser system. Commercially available Fizeau
phase-shifting interferometers! with aperture sizes of between
4 and 18 in. have been used to characterize the laser beam
wavefront before optical elements are installed on OMEGA.
Although these interferometers have high sensitivity, their
expense and susceptibility of the measurement to environmen-
tal disturbance scale significantly with aperture size. Once
optical elementsareinstalledinto OMEGA , wavefront charac-
terization of OMEGA beamlinesis performed at A = 1054 nm
with a shearing interferometer,? but the method suffers from
(1) an inability to perform gradient measurements in more
than two directions, (2) a sensitivity to only low-order phase
errors, and (3) low spatial resolution. We haveinvestigated the
use of a phase-shifting, point-diffraction interferometer
(PDI) both asareplacement to the shearing interferometer and
as a low-cost alternative to commercially available phase-
shifting interferometers.

The PDI34 is an elegantly simple device that consists of a
pinhole, upon which alaser beam under test isfocused, and a
region of high optical density surrounding the pinhole, which
is used to attenuate a portion of the incident beam. Light
diffracted from the pinhole generates a reference wavefront,
while light that propagates around the pinhole is the object
beam under test. Interference fringes of high contrast are
obtained by attenuating the object beam such that object and
reference beam intensities are nearly equal. A distinct advan-
tage of the PDI design is its truly common-path nature,
i.e., both object and reference beams follow the same path as
opposed to two different paths, such asin the Mach—Zehnder,
Michelson, or Fizeau interferometers.® This attribute makes
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the PDI an attractive aternative to other interferometers for
several reasons: (1) sensitivity to environmental disturbances
suchasmechanical vibration, temperaturefluctuations, and air
turbulence is reduced; (2) very short coherence length lasers
can be used, without the need for path-length-adjusting optics
to maintain high fringe visibility; and (3) fewer optical ele-
ments are required, reducing the size and cost of the instru-
ment. Several modifications of the PDI to incorporate the
phase-shifting technique are described in the literature;® how-
ever, the liquid crystal point-diffraction interferometer
(LCPDI), introduced by Mercer and Creath,”-8 is particularly
attractive because of its simplicity, ease of use, and low
manufacturing cost. The LCPDI maintains the advantages of
the standard PDI, while providing an ability to phase-shift the
object beamwavefront relativeto thereferencewavefront. Itis
amodification of the PDI, wherethe pinholethat generatesthe
referencewavefrontisreplaced by aglassor plastic microsphere
thatisembedded withinanematicliquid crystalline“host” (see
Fig. 83.29). A voltage applied to the liquid crystal (LC) cell

Aberrated Voltage source Object

wavefront e beam
m
| :
— O

LCPDI
Convex lens Reference
G4944 beam
Figure 83.29

Schematic diagram of the liquid crystal point-diffraction interferometer
(LCPDI). The laser beam is focused onto an area of the device containing a
glass or plastic microsphere in the LC fluid gap that takes the place of the
pinholein thestandard point-diffractioninterferometer (PDI). The portion of
the beam passing through the microsphere forms the reference wavefront of
theinterferometer, and light passing around the mi crosphere formsthe object
beam under test. Phase-shiftingisaccomplished through the application of an
electric field to the LCPDI, as described in Fig. 83.30.

LLE Review, Volume 83



ComPARISON OF A LIQuID CRYSTAL POINT-DIFFRACTION INTERFEROMETER AND A COMMERCIAL PHASE-SHIFTING INTERFEROMETER

causesaphase shift of the object beamrelativeto thediffracted
reference beam by an effective refractive index change of the
LC. A “guest” dye that is added to the liquid crystalline host
improvesfringe contrast by attenuating the object beam inten-
sity. Notably, the phase-shifting L CPDI was shown by Mercer
and Rashidniato be significantly more robust when compared
with a phase-shifting Mach-Zehnder interferometer.®

We compared a visible-wavelength LCPDI to a commer-
cially available, Mark 1V XP Fizeau phase-shifting interfer-
ometer10 and found that LCPDI measurements of a witness
sample were in close agreement with measurements of the
same sample made using the commercially available interfer-
ometer. Two systematic, phase-shift error sourcesinthe LCPDI
that contributed to measurement discrepancies were (1) an
intensity modulationfromframeto frame caused by thedichro-
ism of thedye® and, to alesser extent, (2) molecular alignment
distortionsof the host liquid crystal around the microsphere.11
These phase-shift errors currently produce a spatially depen-
dent accuracy in the LCPDI that, in some regions, closely
compares with the Mark 1V, but departs from the Mark 1V
measurements by approximately 50 nm in regions of highest
systematic error. A smaller departure of the measurement from
that of the Mark IV at higher spatial frequencies was due to
interference effects caused by residual reflections between the
CCD array and the final imaging lens. By modifying LCPDI
fabrication parameters and through judicious choice of phase
acquisition and analysis methods, these systematic errors can
be significantly reduced.

L CPDI Construction

LCPDI cellswerefabricated with liquid crystal Merck E7,
aeutectic composition of rodlike molecul esthat hasanematic
phase at room temperature. The long axes of the moleculesin
the nematic phase have a preferred orientation characterized
by a unit vector called the director. A thin film of nylon or
polyimidewasappliedtotheinner surfacesof indium-tinoxide
(ITO)—coated glass substrates and subsequently buffed
unidirectionally, causing thedirector to preferentially lieinthe
plane of the substrates. L ong-range orientational order, which
ishomogeneous and coincideswith thedirection of thecrystal
optic axis, isthereby imparted to the molecul es. The means by
which the LCPDI phase shifts is shown conceptually in
Fig. 83.30. For a homogeneously aligned nematic LC with
molecular axisparallel tothecell walls, linearly polarizedlight
along the long axis of the molecule in Fig. 83.30 will see
extraordinary refractive index n.. Asvoltageis applied to the
cell, the LC molecules will reorient, as shown. The effective
refractiveindex approachesthevalueof theordinary refractive
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index n, when the moleculesin the bulk of thefluid are nearly
perpendicular to the cell walls. Cell parametersthat determine
the maximum phase shift are primarily the LC birefringence
and fluid path length, assuming that the microsphere diameter
and fluid path length are equal. If the microsphere diameter is
less than the path length of the cell, phase modulation will be
less. In addition, strong anchoring of interfacial LC molecules
tothe cell wallsprevents compl ete reorientation of thedirector
throughout the fluid path length, resulting in an effective
refractive index that is somewhat |ess than n,,.

Fluid pathlengthsand microspherediametersof either 10 or
20 umwereused, and cell gap was maintained by placement of
fiber spacers or glass microspheres at the outer edges of the
cell. The use of fiber spacersinstead of glass microspheres at
the corners of the device improved cell gap uniformity and
reduced wedge acrossthe clear aperture of the LCPDI device.
Glasssubstrates, 2.4 cm x 2.8cmx 1 mmthick, hadinner walls
that were coated with electrically conductive ITO prior to
application of the alignment layer. We determined that in this
application polyimide alignment layers offer an advantage
over nylon layers because (1) they are more resistant to
scratches that can be produced while manipulating the
microspheres during assembly, and (2) they are easier to spin-
deposit and buff, yielding devices with higher alignment
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Figure 83.30

An electric field applied to the LCPDI produces a controlled reorientation
of the birefringent LC molecules, thereby shifting the phase of the object
wavefront relative to the reference wavefront. Light that is polarized along
the buff direction of the cell will first see extraordinary refractive index ne,
followed by refractiveindex valuesapproaching theordinary refractiveindex
Ny as voltage is applied. Attenuation of the object beam intensity by
adding a “guest” dye to the LC fluid “host” allows high-contrast fringes to
be obtained.
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quality and contrast. Antiparallel buffing on opposing sub-
strate surfaces generally provided better alignment quality
than parallel-buffed surfaces. Bonding the wire leads to the
devices with conductive epoxy before rather than after filling
with LC eliminated the infiltration of air into the devices
caused by the expansion and contraction of thefluid-filled cell
during the epoxy thermal cure process. Visible-wavelength
absorbing dye, Oil Red O, at 1% wt/wt concentration, was used
for the device designed to operate at A = 543 nm and produced
an optical density of 2.1 in a 10-um-path-length cell with no
voltage applied. The blocking extinction, or optical density
(OD), of thiscell at A =543 nm with light polarized along the
buffing direction as afunction of applied voltage is shown in
Fig. 83.31. Because of the absorption dichroism of the dye, the
OD of thecell varied between 2.1 and 0.8 asvoltagewasrai sed
from 0to 6 V (rms) using a 2-kHz sine wave.
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Figure 83.31

Absorbance at A =543 nm of the LCPDI with 1% wt/wt concentration of Oil
Red O dyein the nematic E7 host LC as a funtion of voltage applied to the
device. The dichroism of the dye produces voltage-dependent changes in
fringe intensity and contrast.

Microspheres were placed in the cell using one of two
different techniques: In the first method, a large quantity of
microspheres were spin deposited onto one of the substrate
surfaces before the cell was assembled. This ensured that a
microsphere could later be found that would phase modulate
satisfactorily upon optical testing and was quite easy to do
compared with the manual deposition technique described
below. A disadvantage of this approach is the possibility of
microsphere agglomeration resulting in optical interference
from adjacent microspheresduring devicetesting. The current
device assembly protocol callsfor a single microsphere to be
placed manually in the center of the substrate using a high-
power microscope. In this method, the sphere is positioned
using asinglefiber from acamel’s-hair brush. Custom assem-
bly tooling hel psto keep thetwo substratesin registration with
each other asthey arelowered to help eliminate the scratching

144

of the alignment coating caused by microsphere displacement
when the substrates are inadvertently sheared. We have found
that theuse of glassmicrospheresrather than plastic onesasthe
central element reduces the number of scratches in the align-
ment coating caused by movement of the central sphereduring
device assembly operations. Plastic spheresalso had aslightly
elliptical appearance in some cells and showed a uniaxial
conoscopic figure, likely due to stress-induced birefringence
imparted by the substrates during cell fabrication and epoxy
cure. The custom tooling used to maintain substrate registra-
tion remedied this by preventing excessive force from being
applied during the assembly operation.

Test Sample M easurements

The LCPDI cell used for these measurements had a glass
microsphere diameter and fluid gap of 10 um and was placed
intheexperimental setup showninFig. 83.32. The A =543-nm
HeNe laser beam was spatially filtered and up-collimated to
dlightly overfill al-in.-diamf/16 doublet lensused to focusthe
beam into the LCPDI. A Tamron SP60 300-mm telephoto
zoom lens was used to image the cavity region to the CCD
camera. The beam diameter at the focus of the doublet was
41 um at 1/€2 of peak intensity, as measured with a scanning
dit. The intensity onto the LCPDI was adjusted, and linear
polarizationwasmaintained along theextraordinary axisof the
LC by using two polarizers placed before the spatial filter.
Fringe datawere acquired through a sequence of fiveimages,
each shifted incrementally in phase by a relative amount
12, and resultant phase @ computed using the five-frame
agorithm812.13

0 Alg-Aly

0
ten(g) = Haig + a1, —2a1,H

6% + 187 +2y199 "
X
R

where 1% is the kth object beam intensity distribution and
Al =1y - Il?bJ is the kth interferogram in the five-frame
sequence. Equation (1) isnormalized to the intensity distribu-
tion of the object beamin order to reducethe effect of intensity
and contrast changes caused by the dichroism of the dye, as
described by Mercer.8 The object beam intensity was obtained
by moving the LCPDI a short distance laterally so that the
incident beam did not intersect the microsphere and by acquir-
ing five frames of data at the same voltages used for acquiring
interferometric phase data. Table 83.11 gives a relative com-
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parison of several different phase unwrapping algorithmsthat
were tested with intentionally noisy data (i.e., low-contrast
fringeswith focus at the microsphere) in order to compare the
robustness of the various unwrapping algorithms. In
Table 83.11, the relative processing speed of these algorithms
is compared to asimple path-dependent, linear algorithm that
began at the edge of the CCD array and propagated unaccept-
ably large unwrapping errors throughout the array. The large
residual errorsfor the algorithmslisted in the table are prima-
rily from unwrapping errors at the edge of the CCD array.
Although atiled, path-dependent unwrapping algorithm that
began in the center of the array, combined with a masking
technique, produced the least phase error, the tiled algorithm

LCPDI

CCD
camera

was chosen without masking because it required significantly
less processing time and had only marginally greater residual
error. Data acquisition was automated using a personal com-
puter, in-house data acquisition and analysis software, and
graphical user interface. With no test sample in the cavity
region between the collimating lens and the focusing doubl et,
several focus and voltage conditions were investigated, as
described in Table 83.111. The least amount of residual phase
error in empty cavity measurements was found in the low-
voltageregime(<1.2-V rmsat 2 kHz) with 3to 4 fringesonthe
camera. Greater phase error was observed in the high-voltage
regime(3.8to 7V) because of thel ossof fringe contrast caused
by the absorption dichroism of the dye.

Polarizers

On camera

G5008

Figure 83.32

Experimental setup used for LCPDI measurements. The inset shows interference fringes from the test sample with an MRF-polished spot.

Table 83.11: Relative comparison of different unwrapping algorithms with intentionally noisy data (low-contrast fringes). Among
the algorithms tested, the tile unwrapping algorithms showed the least number of unwrapping errors. The tile
unwrapping algorithm with a tile size of ¥010 pixels was used for the experimental results reported.

Centered Linear| Box Mask and Linear, Tile Unwrap

Path Dependent Path Independent Tile Unwrap and Box Mask
p-v (2rrrad) 9.07 3.23 2.77 2.670
rms (2rrrad) 0.45 0.13 0.10 0.094
Computation time (compared to standard 1.1 31 5:2 4:1
unwrap starting at edge of array)
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To characterize the empty cavity, two sets of ten phase
measurements were taken approximately 5 min apart, the ten
measurements averaged, and the two sets of phase averages
subtracted to giveresidual peak-to-valley (p—v) and rmsphase
errors of 22 nm and 1.7 nm, respectively, as shown in
Fig. 83.33. The quality of theinterference fringes used for the
five-framesegquenceisshowninFig. 83.33(a). Asevident from
the horizontal lineout in Fig. 83.33(b), aresidual amount of tilt
is present in the phase difference. With tilt removed, p—v and
rms phase errors drop to 19 nm and 1.1 nm, respectively. The
dominant phaseerror inFig. 83.33(b) hasaspatial period equal

to that of the interference fringes, suggesting that the effect of
the dye has not been entirely eliminated through the use of
Eq. (1). Also apparent inthe phaseimageisan error term equal
to twice the frequency of the fringes, indicating that there is
some amount of phase-shift error related to the host LC in
addition to the dye-induced error. Because these systematic
error sources are present, their removal through subtraction of
areference phase requires stringent control of environmental
parameters. Although air turbulence was reduced by placing a
plastic enclosure around the setup in Fig. 83.32, the setup was
not supported by an air-isolation table and was located in a

Table 83.1Il: Several focus and voltage conditions were investigated for the LCPDI
in empty-cavity measurements.
Focus — Close to best focus (1 to 2 fringes)

— Intermediate focus position (3 to 4 fringes)

— Far from best focus (8 to 9 fringes)
- Off center (lateral movement of the LCPDI)
- On center (no lateral movement)

Voltage (rms at 2 kHz)

— Low-voltage regime (0-1.21 V)
— High-voltage regime (3.8-7 V)

Conditions giving least residual phase error: intermediate focus with low-voltage regime.

(b)
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Figure 83.33

(a) LCPDI interference fringes obtained by phase-shifting through 2rrad, from 0.98 V (0) to 1.21V (27). (b) Two empty-cavity phaseimages ¢ and ¢, were
subtracted to obtain the residual phase error A@in the LCPDI. The phase-difference image reveals phase-error contribution from both dye- and host-induced

phase-shift error.
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room without strict air-handling requirements. It is expected
that more rigorous environmental standards and improve-
ments to LCPDI packaging and mounting will significantly
improveits precision. Further improvementsto both accuracy
and precision of the LCPDI can be achieved through removal
or mitigation of systematic error sources, as discussed bel ow.

A test object was next inserted into the cavity that consisted
of a2-in.-diam x 0.25-in.-thick fused-silica wedged window
with a central “spot” polished into the window using the
magnetorheol ogical finishing method (MRF).14 Thegeometry
of the polished spot is characteristic of thistechnique and was
well suited for thistest because of the co-existence of steep and
gradual gradient features (see Fig. 83.32). An empty-cavity
phase measurement was subtracted from the phase measure-
ment of the test object for all measurements reported here. In
contrast to the empty-cavity measurements described previ-
ously, however, acquisition of both the test object phase and
associated reference phase incorporated a 772 phase-offset
techniquel? that reduced residual phase-shift errors at twice
the fringe frequency that were apparent in initial measure-
mentsof thetest piece. Inthismethod, ten phase measurements
were acquired per Eq. (1) and averaged, followed by an
additional set of ten phase measurements acquired with the
first frame of the five-frame sequence offset in phase by 2.
Averaging the first set of ten measurements with the set of
measurementsacquired with 772 off set produced the phaseplot
shownin Fig. 83.34. Thisfigure showsthat the LCPDI results
are in close agreement with those from a 4-in.-aperture Zygo
Mark IV XP operating at A = 633 nm and located on an air-
supportedtableinthe Center for OpticsManufacturing (COM).
The close comparison of the high gradient features on the | eft
of thelineout isespecially notable. The large peak on theright
of the LCPDI lineout appears to approach a discrepancy of
100 nm, but it is near the edge of the aperture, where avalid
comparison cannot be made because of theabsenceof Mark IV
XP data. The remaining discrepancies on the right of the
lineout are attributed to the following sources: (1) Phase-shift
errors likely related to the dichroism of the dye produced an
approximately 50-nm residual phase error at the same spatial
frequency asthefringepattern, which canbeseenintheLCPDI
phase image in Fig. 83.34. (2) The high-spatial-frequency
ripple in the LCPDI lineout of Fig. 83.34 was caused by an
interference pattern observed during data acquisition whose
origin appeared to be multiple reflections between the zoom
lens and the CCD array. (3) To a lesser extent, alignment
distortions of the host LC molecules may also contribute
residual phase-shift error, as discussed below. As noted previ-
ously, accounting for object beam intensity changes through
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the use of Eq. (1) has not completely removed the phase error
related to the absorption dichroism of thedye. The phase-offset
method, however, reduced the appearance of L C host-induced
phase-shift errors at twice the fringe frequency, although
higher-order phase-shift error not compensated using this
technique may still be present.1> Because the dominant error
has periodicity equal to the interference fringes, the current
LCPDI device incorporating the highly dichroic Oil Red O
dyewould bemost useful for characterizing aberrationswhose
Zernike fit is not significantly affected by the presence of
this error.

Discussion
1. Dye-Induced Measurement Error

The predominant phase error in Fig. 83.34 hasaperiodicity
equal to that of the interference fringes, indicating that its
most likely origin isan intensity change between phase shifts
caused by absorption dichroism of the Oil Red O dye.8 The
use of Eq. (1) significantly reduces the contribution of this
effect to the phase error but does not eliminate it entirely.
Equation (1) is exact provided that (1) the reference beam

LCPDI

Commercia

150
T 100
S
£ 50
g
ﬁ 0
£ 50 Commercial
interferometer
_100 | | | |
10 15 20 25 30 35
5010 Width (mm)
Figure 83.34

Phase measurements of awedged window containing an MRF polishing spot
comparing the LCPDI to a commercial interferometer (Zygo Mark 1V XP).
The LCPDI lineout matches that of the Zygo Mark 1V in some areas and is
<50 nm discrepant in other areas primarily due to the absorption dichroism
of the dye used.
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intensity remains constant with applied voltage and (2) the
object beam intensity can be accurately measured. Although
the object beam intensity isfairly well approximated using the
procedure described above, aray-trace model has shown that
the intensity of the reference beam changes with voltage
applied to the cell.16:17 This model has aso indicated that
refraction through the microsphere cannot produce sufficient
intensity in the reference beam to obtain the experimentally
observed high fringe contrast, and diffraction must also be
considered.}” This suggests that by measuring fringe contrast
and object-beam-intensity changes with voltage, it may be
possible to accurately account for changes in reference beam
intensity and thereby further reducethe phaseerror contributed
by the absorption dichroism of thedye. Nonethel ess, frame-to-
frame absorbance changesin the LCPDI can be substantially
reduced through the use of either a non-dichroic dye or a
mixture of both positive and negative dichroic dyes. In
Fig. 83.35, the absorbance as afunction of wavelength for two
such positive and negative dichroic dye combinationsin E7 is
shown for different voltages applied to the cell.1® Fig-
ure 83.35(a) shows that when the Oil Red O dye, having
positive dichroism, was combined with a negative dichroic
Orasol dye mixture, the OD at 543 nm in a 22-um-path cell
changed by only 0.03 as the voltage was increased from O to
5-V rms. This result represents a factor-of-40 improvement

Optical density (OD)

400 500 600 700

G5011 nm

Figure 83.35

Absorbance (OD) of two different dye mixtures containing both positive and
negativedichroic dyecomponentsin E7 showsvery littlechangewith applied
voltage. Such mixtures can be used to significantly reduce phase-shift error
in the LCPDI caused by the absorption dichroism of asingle dye. (a) 1.3%
Orasol Red BL, 0.55% Orasol Black RLI, + Oil Red O; (b) 1.3% Orasol
Red BL, 0.55% Orasol Black RLI + 0.2% Sudan I11, 0.38% Sudan Black B.
In each case fluid path length was 22 um.
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compared with absorbance changes observed in the cell with
the single dye component Oil Red O (compare with
Fig. 83.31). An Orasol/Sudan dye mixture in Fig. 83.35(b)
showed a change in OD of only 0.08 as voltage changed by
9-V rms. These results are summarized in Table 83.1V. We are
currently inthe processof purifying the Orasol dyesin order to
reduce ionic conduction in the LC that has contributed to
hydrodynamic-induced scattering observed in devices made
with the new dye mixtures. Becausethe molecular structure of
the Orasol dyesis not well known, the effect of these dyes on
the long-range orientational order of the LC is currently
unknown. Other visible-wavel ength dye candidateswith nega-
tive absorption dichroism that are expected to minimally
perturb the liquid crystalline order parameter have also re-
cently been identified.19 For applications at A = 1054 nm,
L CPDI’sfabricated using recently synthesized nickel dithiolene
dyes with various terminal functional groups?®® also show
significantly less intensity change as a function of voltage
applied to the cell. It is anticipated that appropriate combina-
tions of purified positive and negative dichroic dyes will
substantially reduce, or even eliminate, the primary source of
systematic error in the LCPDI.

2. LC Host-Induced Measurement Error

Although the long-range orientational order of the LC is
homogeneous and planar, we have observed adistortionin the
molecular alignment locally around the microsphere that is
voltage dependent and can lead to phase-shift errors.X This
alignment distortion is caused by a competition between an-
choring forces on the surface of the sphere, the cell walls, and
elastic forces of the L C.21 Viewed through apolarizing micro-
scope with 100x magnification, the liquid crystal alignment
around the microsphere has the appearance shown in
Fig. 83.36. These images are of a 10-um-diam silica micro-

Table 83.IV: Absorbance (OD) at 543 nm.

V (rms at 2 kHz) Mixture A Mixture B

0 1.854 2.13

1 _ _

3 - 2.2

5 1.823 -

9 - 2.21
A = 1.3% Orasol Red BL, 0.55% Orasol Black RLI, + ORC
B = 1.3% Orasol Red BL, 0.55% Orasol Black RLI

+ 0.2% Sudan lll, 0.38% Sudan Black B
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sphere within the 10-um path cell of E7 with 1% wt/wt Oil
Red O dye used for the comparison tests described in the
previous section. The alignment perturbation has quadrupolar
symmetry, most apparent at i ntermediate rmsvoltages (2.38 V
and 3.9V in Fig. 83.36). The buff direction of the cell can be
seen as oriented diagonally from the lower left to the upper
right of these images. Regions of director distortion that have
the appearance of large “ears’ and extend outward from the
sphere in the buff direction can also be seen in these images.
Thisalignment distortion isenhanced in athicker, 20-um path
cell with20-um-diam glassmicrospheres, showninFig. 83.37.
In the thicker cell, the planar anchoring force of the substrate
wallshaslesseffect in the bulk of thefluid, and the alignment
perturbation at intermediate voltagesis more pronounced than
in the 10-um path cell. The director distortion appearing as
large ears in these images again extends parallel to the buff
direction. InFigs. 83.36 and 83.37, theincreased el ectric-field
strength encountered at higher voltages imparts sufficient
torque to the molecules to overcome the competing surface-
anchoring forces and elastic distortions of the liquid crystal,
and the perturbation becomes less severe.

/ Rub direction

0.00Vv 238V

3.90V 7.00V

G4972

Figure 83.36

Polarizing microscope images of a 10-um silicamicrosphere in 10-pm-path
E7 host showing the quadrupolar alignment perturbation of the nematic
director around the microsphere. This alignment perturbation produces a
phase-shift errorintheL CPDI that isdependent upon focusing conditionsand
the voltage applied to the cell. The quadrupolar symmetry is greatest at
intermediate voltages, gradually becoming more circular with increasing
electric-field strength. Voltage waveform was a 2-kHz sine wave.

Thestructuresobservedin Figs. 83.36 and 83.37 aresimilar
to those described by other authors in the context of colloidal
suspensions in nematic solvents?223 and inverted nematic
emulsions.?1:24 Theexistence of planar or normal anchoring of
the director to the sphere’s surface plays a critical role in
determiningthedirector field configuration around thesphere?!
as does the anchoring strength.25 For strong anchoring condi-
tions, topological defects are known to form at the sphere’s
surface in addition to director distortions in the region sur-
rounding the sphere.?1 With no voltage applied to the cell in
Fig. 83.37, two such surface defects can be seen at the poles of
the spheres that are diametrically opposed in a direction
orthogonal to the long-range orientational order imposed by
the substrates. We observed that altering the procedure by
which the microspheres were applied to the surface of the
substrates changed the topological orientation of the defects.
In the images of Figs. 83.36 and 83.37, spheres were spin-
deposited inahigh-performanceliquid chromatography-grade
hexane solution onto one of the substrates, and the hexanewas
allowed to evaporate before the cells were filled with liquid
crystal via capillary action. The alignment of the defects
orthogonal to the rub direction of the substrates and the
concomitant quadrupolar symmetry around the microsphere
resemble structures characteristic of weak normal anchor-
ing.2> When a manual deposition method was used without
hexane, however, the two surface defects appeared along the
rub direction, providing evidence of planar anchoring at the
surface of the sphere.?! The change in anchoring conditionsis

Rub
Krect on

0.00V 172V

295V

9.24V

G4992

Figure 83.37

Polarizing microscope images of a 20-pm silica microsphere in 20-um-path
E7 host. Theaignment distortion isenhanced, compared with thethinner LC
cell of Fig. 83.36. Voltage waveform was the same as in Fig. 83.36
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likely related to trace impurities that remained on the surface
of the sphere after solvent evaporation since no attempt was
made to further purify the hexane prior to use.

The effect of the quadrupolar alignment around the
microsphere on a laser beam, when focussed close to the
sphere, isclearly seenin Fig. 83.38. Theseinterferencefringes
were obtained by using the setup shown in Fig. 83.32, and the
small diffractionringsinFig. 83.38 arefromthefinal telephoto
imaging lens. No measurable amount of light was observed to
coupleinto the orthogonal polarization dueto localized direc-
tor distortions. Because the dye molecules rotate with the
liquid crystal molecules, the dichroism of the Oil Red O dyein
thiscell may also haveacontributing effect ontheintensity and
contrast changesobserved. Focusing at agreater distancefrom
the sphere produced fringes where the quadrupolar symmetry
was less evident, as shown in Fig. 83.39. The loss of contrast
caused by lower dye absorption of the object beam intensity
canbeclearly seenat 7.17V inFig. 83.39.Asin Figs. 83.36 and
83.37, the effect of director distortions on the fringes in
Figs. 83.38 and 83.39 is greatest at intermediate voltages. As
thesizeof theAiry disk becomesincreasingly larger compared
with the size of the diffracting region, the reference wavefront

103V

A
\4

G4993 Rub direction

Figure 83.38

Interferencefringes obtained by focusing a543-nmlaser beam at f/16into the
LCPDI of Fig. 83.36, revealing the effect of director distortions having
quadrupolar symmetry.

becomes increasingly spherical 8 with the optimum focusing
condition for this device shown in Fig. 83.33(a).

Thesedirector distortionsproduce aphase-shift error thatis
both spatially nonuniform and nonlinear and can contribute
significant residual phase error when the focusis placed very
close to the microsphere. We have investigated the use of
phase-shift algorithms designed for nonlinear and spatially
nonuniform phase shifts, such as described by Hibino et al., 26
toreducetheseerrorsinthe LCPDI. Asdescribed below, asix-
frame al gorithm desi gned to reduce the contribution of higher-
order nonlinearity in the phase shift generally did not
experimentally produce lower residual phase error than the
five-frame algorithm produced. To explore the cause of this
result, we have empirically derived a general form of the
LCPDI phase-shift error with which we have compared the
ability of each algorithm to reduce the contribution of director
distortions to the phase measurement. A comparison of the
residual phaseerror produced using thesetwo algorithmsinthe
absenceof absorption dichroismwasperformed by subtracting
a reference phase image created using error-free simulated
fringes from the simulated phase image generated using the
empirically derived phase-shift error.

G4994 Rub direction

Figure 83.39

Interference fringes as in Fig. 83.38, but with displaced focal position.
Quadrupolar symmetry is less evident at intermediate voltages than in
Fig. 83.38. Loss of contrast dueto dichroism of the Oil Red O dye molecules
is observed at high voltage.
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Neglecting frame-to-frame intensity and contrast changes,
theintensity I(x,y,a;) of each frame of data can be written as

I(xy.a;)=1 @(x, y)]}

o(x y){1+ y(x.y) cos[orr -

for r=12, ..., m )

where 15(x,y) isthe mean intensity, yistheinterference fringe
visibility, a; isthe phase shift at each discrete framer, gisthe
phase of the wavefront being measured, and m is the total
number of frames. Here the phase-shift parameter a, is spa-
tially nonuniform and changes nonlinearly from frame to
frame. Following Ref. 26, a, can be given by a polynomial
expansion of the unperturbed phase-shift value ag, as

ay =0or [1+5 (a or )]

B of
O

-GOr%JfEl(X ) +€2(x,y) ;;r +£3(xY) —7(;

g P
P repla) TD

IJZDI:II:I

for r=1, 2,...m, ©)]

where p (p £ m—1) isthe maximum order of the nonlinearity,

& (1=qs=p) aretheerror coeff|C|ents which can be spatially
nonunlform and ag, = 2n{r -(m+1) /2] /n istheunperturbed
phase shift with n equal to an integer. For the five-frame
algorithm in Eq. (1), for example, m = 5, n = 4, and the
unperturbed phase shifts are therefore

o1 = T1,

oo = —7T/2,

a3 =0, (4)
g =T7/2,

Ops =TL.

The offset value (m + 1)/2 was introduced in Ref. 26 for
convenience of notation and adds only a spatially uniform
piston term to the calculated phase when no phase-shift error
is introduced. In the simulation that follows, the functional
form of the phase-shift error and the starting phase value were
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chosento closely represent the experimental ly observed phase-
shift error. Equation (1) can correct for linear phase-shifter
miscalibration (i.e., p = 1) that is spatially nonuniform but is
sensitive to the effect of spatial nonuniformity for higher
orders of phase-shift error.26 The six-frame algorithm
[Eq. (39)]% given by

3(5l; =61, =1715 +171, +6lz —5I
tang= \/7( 1 2 3 4 5 6) (5)
I, — 261, + 2515 +251, 2615 +Ig

has greater immunity to both linear and quadratic nonlinearity
(p = 2) of the phase shift that is spatially nonuniform. For this
algorithm, the phase-shift interval is 773, and m=n = 6. For
both the five- and six-frame algorithms given by Egs. (1) and
(5), respectively, the phase ¢ was calculated using fringes
simulated with Eq. (2), where the object beam intensity in
Eqg. (1) was taken as constant from frame to frame. As noted
previously, acomparison of theresidual phaseerror fromthese
two algorithms was performed by subtracting a reference
phaseimage ¢ 4eq, Created by using error-freesimul ated fringes,
from the phase image @herturbed, geNerated using the empiri-
cally derived phase-shift-error coefficient

e(aor) = Hexp[-Aag | x f(x,y), (6a)

where dg, is the unperturbed phase shift and the spatia
nonuniformity is given as

f(xy)= [1—exp(—| Bx?2 +Cy? |)]
gexpg}—‘ Dx2 +Ey /F‘ %

X‘ sin[tan‘l(Kx/ My)”, (6b)

where A—M are constants. The phase shift used in generating
Berturbed Was calculated by combining Egs. (6) and (3):

a, =aOr[1+Hexp(—Aa0r)x f(x,y)]. 7)

Figure 83.40 shows the general form of f(x,y) and the peak
value of the phase error in Eq. (7) asafunction of ag, for one
set of constants A-M with A > 0. The functional form of this
phase error is qualitatively similar to the director distortion
observed in Figs. 83.36 and 83.37; the interference fringesin
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Fig. 83.41, simulated using Egs. (2) and (7) and used to obtain
®herturbeds A€ similar in appearanceto thosein Figs. 83.38 and
83.39. It is likely that some of the experimentally observed
spatial variationsinfringeintensity and contrast when focused
close to the microsphere can be attributed to spatially nonuni-
form absorbance caused by orientational coupling betweenthe
dye molecules and liquid crystal molecules. We have not
attempted hereto model dye-induced absorbance changesthat
may affect fringeintensity and contrast. Theimage containing
the residual phase error isthus given as

AQ= Gerturbed ~ el - )
By expanding the exponential term in Eq. (7) and comparing
with Eq. (3), it can be shown that the linear and quadratic error
terms are, respectively,

g =Hf(xy),
©)
€, = —AHTIf(X,Y),
and Eq. (7) can be approximated by
a, =ag [1+£ (C(Or)]
=0or ngfl(XvY)Jfgz(X,Y)a—gE
forr=1 2,...,m, (10)

where g;1(x,y) and &5(x,y) are given by Eq. (9). The ability of
thisapproach to determinewhich al gorithmwould experimen-
tally show better immunity to LCPDI phase-shift errorsin the

@

absence of absorption dichroism was first tested theoretically
using Eq. (10) with spatially uniform error coefficients £; and
& [i.e, f(x,y) =1]. Table 83.V compares these results with the
results of Hibino et al.?6 The residua errors shown in this
tablefor the six-frameal gorithm matched those of Ref. 26, and
this algorithm performed significantly better than the five-
frame algorithm when the quadratic phase-shift error shownin
the table was introduced. The six-frame algorithm also pro-
duced lessresidual phase error when the spatially nonuniform
error term given by Eq. (6b) was included in the simulated
phase plots. When the phase error was exponentially increas-
ing (i.e, &, & > 0), the six-frame agorithm consistently
yielded lessresidual error thanthefive-frameal gorithm. When
& < 0, however, the five-frame algorithm generally yielded
lessresidual error. Table 83.VI gives arelative comparison of
the algorithms using spatially nonuniform &; and &, given by
Eq. (9) for both positiveand negativeval uesof &,. For thecases
when & < 0, the sum of the phase-shift error termsin Eq. (10)
yields an approximation to the shape of the curve shown in
Fig. 83.40; the descriptive terms in Table 83.VI when &, <0
correspond to the different regions of this curve. Among the
curveshapeslistedinTable83.V1, the* parabola’ most closely
approximates the observed LCPDI phase-shift error, and the
five-framealgorithmgavelessresidual phaseerror inthiscase.

Residual phase errors from both algorithms using experi-
mental fringes are compared in Table 83.VII with residual
phase errors obtained using fringes simulated with the phase
perturbation givenby Eq. (7) and showninFig. 83.40. Toavoid
unwrapping errors observed when excessive phase error is
introduced, an intermediate focusing regime that showed suf-
ficient host-induced phase error was chosen for thistest. Fig-
ure 83.42(a) compares two experimental interferograms from
this serieswith their corresponding simulated interferograms.
Asshown in Table 83.VIl, the five-frame al gorithm produced
lower residual rms phase error in both the experiment and the
simulation by nearly the same factor. The larger p—v errorsin

0.12
0.08
0.04

PV error (27 rad)

i Figure 83.40

4 (a) Gray-scale image showing the spatial form of f(x,y)
R defined inthetext and used in Fig. 83.42. Black corresponds
1 to f(x,y) = 0 with a maximum value of f(x,y) = 1. (b) Peak
value of the phase-error function agr[exp(-Aaor) f(x,y)]
versus aor for the set of constants A-M givenin Table83.VII.

000 1 1 1 1
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Figure 83.41

Simulated interference fringes computed using the empirically derived form
of the LC alignment perturbation given by Eg. (7) and the two-beam
interference expression given by Eq. (2). Thesimulated fringesaresimilarin
appearance to the experimental fringesin Figs. 83.38 and 83.39.

theexperimental resultsareattributedto spuriousphasespikes.
Theideal phaseimage ¢qeq N the experimental data set was
determined from a five-term Zernike fit to the fina phase
image ¢herturbed: the phase difference AQ = Gherturbed™Adeal
is shown in Fig. 83.42(b). To reduce the contribution of dye-
induced absorbance changes, each intensity interferogram in
the experimental data set was normalized by a reference
intensity image obtained adjacent to the microsphere at the
same voltage. In both the experimental and simulated fringes,
the phase perturbation was observed to first increase, then
decrease in amplitude as the phase was shifted through the
requisite number of frames, corresponding to A = 0.37 and
H =1.21 in Eq. (7). For the experiment, the starting phase
corresponded to a voltage close to the Frederiks transition
threshold where very little perturbation in the fringes was

Table 83.V: Peak-to-valley residual phase errorgr(ad) that are
due to linear and quadratic spatially uniform pha
shift errors for the five- and six-frame algorithms.

& & Five-Frame
0.1 | 0.0 0.0020
0.0 | 0.2 0.0265
01 | 02 0.0260
0.0 | 04 0.0610
01 | 04 0.0595

Six-Frame Six-Frame
0.00005 0.00005
0.0015 0.0015
0.0025 0.0025
0.0060 0.0060
0.0050 0.0050

*From Table 3 of Ref. 26.

Table 83.VI: Residual phase errom(ad) produced by the five- and six-frame algorithms for different
values of the quadratic error coefficiest The error coefficients were multiplied by the
spatial nonuniformityf(x,y) in each case before computing residual error using the values
of constant8-M indicated. The descriptive terms refer to the shape of the curve produced
by plotting the induced phase error given in Eq. (10) versus the phasegshift

g £ Type Five-Frame Six-Frame
0.0833 | -0.0139 | Decreasing positive slope rms 0.00490 0.00464
p—v 0.03250 0.03010
0.0833 | -0.0417 | Parabola rms 0.00236 0.00313
p—v 0.01510 0.02030
0.0833 0.4629 | Increasing exponential rms 0.0601 0.028p
p—v 0.2390 0.1780
0.0833 0 Linear rms 0.00642 0.00533
p—v 0.04100 0.03470
B=0.03;C=0.008,D=E=0.002,;F=2;G=3;M=0.
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observed. Thus, in the simulation, a starting phase of ag, =0
was used. The superior performance of the five-frame algo-
rithm by nearly the same factor in both the simulation and the
experiment suggests that the form of the LCPDI phase-shift
error represented empirically by Eq. (7) may betheunderlying
cause of the experimentally observed discrepancy.

Generally, an algorithm with more sample frames will be
more effective in reducing measurement errors, depending
upon the type of phase-shift error addressed by the algorithm
and the type of error introduced during the measurement.
Currently a period of 2 to 3 sisrequired between frames to
ensure that the liquid crystal molecules have reached an
equilibrated state, thus choosing a phase-shifting algorithm

that addresses LCPDI device-specific phase-shift errors and
minimizes the number of framesrequired is critical. Multiple
applicationsof the phase-offset method can al so reduce higher-
order phase-shift errors; 1> however, this method islimited by
the maximum retardance that can be obtained in an LCPDI
device. This simulation and the experimental results (1) con-
firmthesuperior performanceof thefive-framealgorithmover
the six-frame algorithm for this LCPDI, even though the six-
frame algorithm was designed to address higher-order phase-
shift error, and (2) emphasize theimportance of understanding
the underlying behavior of the phase-shift error in the LCPDI
in order to choose effective phase-reduction algorithmsand to
optimizeexperimental conditions. For example, further reduc-
tion of phase errors related to the liquid crystalline host

Table 83.VII: Comparison of residual errorgrtad) obtained using the five- and
six-frame algorithms with both experimental and simulated
interference images. Simulated images were obtained using the
indicated values of constangs-M, corresponding to the phase
perturbation shown in Fig. 83.40.

Experiment Simulation
Five-Frame Six-Frame Five-Frame Six-Frame
p—-v 0.1450 0.278 0.1001 0.1314
rms 0.0167 0.022 0.0164 0.0223
H=1.21498A=0.37;B=0.06;C=0.016;D=E=0.002,;F=G=1;M=0.

@

Experiment Simulation

(b)

Experiment Simulation

Figure 83.42

(a) Two interferograms from the six-frame series used in comparing five- and six-frame algorithms. For the images shown, the phase shift ag, = 773 and
2773, corresponding respectively tor =2, 3for the six-frame algorithm. Focusing conditionswere chosen so asto introduce only amoderate amount of L C host-
induced phase-shift error to avoid possible phase unwrapping errors. (b) Gray-scale images of the residual phase error AQ= ¢perturbed—@deal for the five- and
six-frame algorithms. For the experimental results shown, @dea Was determined by a five-term Zernike fit to the phase data. Table 83.VII gives p—v and

rms errors.
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alignment distortions may be possible by tailoring an algo-
rithm for the observed phase-shift error. In addition, operating
the device well above the Frederiks transition threshold will
reduce the alignment perturbation and thus also reduce the
measurement error, once high-contrast fringes can be main-
tained in the higher-voltage regime through the use of a dye
system without absorption dichroism. We have aso begun to
investigate the use of chiral-smectic-A LC’sin place of nem-
atic-phase LC's because of their faster response time, high
birefringence, and gray-scale capability.2”-28 Liquid crystal
systems with a faster response time would make algorithms
with a greater number of sample frames more practical.

Summary

Theliquid crystal point-diffractioninterferometer isattrac-
tive in that it combines the common-path design of the PDI
with the high resolution that can be achieved through modern
phase-shifting techniques; it is also a low-cost aternative to
commercially availablephase-shiftinginterferometers. Empty-
cavity measurements using the LCPDI designed for 543 nm
with a dye having large absorption dichroism produced re-
sidua p—v and rmsphaseerrorsof 19 nm (0.035A) and 1.1 nm
(0.002 7), respectively, without using aphase-offset averaging
technique and with nonideal environmental conditions. This
suggests that LCPDI devices to be fabricated using newly
available near-IR dyes?0 will satisfy the desired accuracy of
105 nm at A = 1054 nm for in-situ analysis of OMEGA
beamlines. Using the visible-wavelength LCPDI for phase
measurement of awedged window withapolished spot yielded
resultsthat were comparableto those of theZygo Mark IV XP,
showing the current LCPDI to be a useful optical metrology
tool. TheLCPDI measurement matched theMark 1V measure-
ment nearly exactly insomeregionsbut was<50 nm discrepant
inother regions. Thisspatially dependent error had periodicity
equal tothat of theinterferencefringes, suggesting anintensity
change from frame to frame caused by the absorption dichro-
ism of the dye as the primary cause of the discrepancy.
Additional error contributors in these measurements were
interference effects of multiple beams and LC molecular
alignment distortions around the mircrosphere.

The use of anon-dichroic dye or acombination of positive
and negative dichroic dyes will significantly reduce errors
related to intensity changes from frame to frame. For visible-
wavelength applications, the high absorbance necessary to
achieve high-contrast fringes has been available from com-
mercially available dyes, whereasfor applicationsin the near-
IR, we have synthesized several dyes showing significantly
greater absorbance than can be obtained from commercial
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dyes.20 Two visible-wavelength dye mixtures that combine
commercially available dyes having positive dichroism with
Orasol dyesexhibiting negativedichroismwereshownto have
negligible change in absorbance over the voltage range of
interest. Synthesis by-products not removed from the Orasol
dyes may be the cause of the high ionic conduction measured
in LCPDI cells made with these components, giving riseto a
scattering texture that appeared when voltage was applied to
the device. Purification of these dye componentsisin process,
and it is expected that future LCPDI devices incorporating
these purified dyes or other dye candidates will produce
significantly less scatter. For wavefront analysis of OMEGA
beamlines, initial tests of LCPDI devices fabricated using the
newly synthesized near-IR dye mixtures show much less
intensity change with voltage applied to the cell than that seen
in the visible-wavelength devices, suggesting that some of
these dye components may have negative dichroism.20

Our investigation hasal so shown that director distortionsin
the vicinity of the microsphere can affect phase-measurement
accuracy of the LCPDI and suggeststhat it ispossibleto tailor
device fabrication and experimental testing parameters to
reduce the effect of nematic director distortions on phase
measurements. Stronger anchoring in the bulk of the fluid,
achieved by using athinner path cell, was shown to reduce the
spatial extent of the alignment distortion. Obtaining weaker
anchoring at the sphere surface will likely reduce phase-
measurement errors by eliminating topological defects and
minimizing director distortions as voltage is applied to the
cell.25 These director distortions were observed to perturb the
interference fringes when the focus was placed very close to
the microsphere, although by judicious choice of focusing
regime, the contribution of alignment distortions to the phase
error was significantly reduced. Our simulation using the
empirically derived phase-shift error suggests that phase-
measurement error due to host alignment distortions can be
further reduced through the use of device-specific phase-
shifting algorithms, once these distortions become the domi-
nant contribution to the measurement error.

It is expected that (1) the use of dyes that eliminate absor-
bance changes during dataacquisition and (2) the reduction of
acoustic vibration through the use of an air-supported tableand
morerigid mounting of thedevicewill greatly improve LCPDI
accuracy and precision, making the LCPDI alow-cost alterna-
tivefor evaluation of high-performance optical el ements, such
asrequired for OMEGA. The use of phase-shifting algorithms
and averaging methodstail ored for device-specific phase-shift
errors can further improve LCPDI performance.
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Under standing the M echanism of Glass Removal
in Magnetor heological Finishing (MRF)

Introduction

Two magnetorheological (MR) fluids are currently in wide-
spread industrial use for the commercial manufacture of high-
precision optics using magnetorheological finishing (MRF).
One composition, which consists of cerium oxide in an aque-
ous suspension of magnetic carbonyl iron (Cl) powder, has
been found appropriate for almost all soft and hard optical
glasses and low-expansion glass-ceramics. The second com-
position, which uses nanodiamond powder as the polishing
abrasive, is better suited to calcium fluoride, IR glasses, hard
single crystals (i.e., silicon and sapphire), and very hard
polycrystalline ceramics (i.e., silicon carbide).

Theextensionof MRFtoavast array of materialsispossible
because of the unique nature of this finishing process. The
magnetic carbonyl iron particles may be thought of asaform
of variable compliance lap that supports the nonmagnetic
polishing abrasives. Lap stiffness may be increased or de-
creased by adjusting the Cl concentration and/or the magnetic
field strength.

Considerations leading to a choice of nonmagnetic polish-
ing abrasive are more complex than those encountered in
conventional pitch or pad polishing. Not only do the hardness
and chemistry of the abrasive grains need to be appropriate to
the workpiece, but the type of abrasive (median size, surface
chemistry) can have alarge or small effect on the out-of-field
MR fluid rheology. Fluid properties in an MRF machine
circulation system must be held constant to realize constant
rates of material removal during polishing.

Advances have been made in understanding the mech-
anism of removal with MRF, based in part on the hardness of
the CI powder, the magnetorheological properties of the MR
fluid, and the interaction of cerium oxide or other abrasives
with the workpiece surface. This article presents the results
of recent studies, within the context of classical optical polish-
ing operations.
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The mechanisms of material removal important to glass
polishing have been an area of study for years. Cumbo?l
describes the goals of precision polishing to be to shape the
glassto within 0.1 um of the desired form, to remove subsur-
face damage created by grinding operations, and to reduce the
peak-to-valley (p—v) roughnessto lessthan 5 nm. While there
are several proposed mechanisms of material removal in pol-
ishing, none are widely accepted. Some authors describe
polishing in terms of small-scale fracture,23 while others
describe it as “plastic scratching” of a hydrated layer? or a
tribo-chemical wear process.”> Thegoal of thiswork istotry to
use some of these existing theories to understand the mecha-
nisms of material removal in the MRF of glass.

Preston® gave aclassic theory of removal in glass polishing
that isstill being studied today. He states, “(...therateat which
material isremoved) is proportional to the rate at which work
isdone on each unit areaof theglass.” Furthermore, he defines
thework doneintimet as

w=pApvt, 1)

where w = work (N « m), u = coefficient of friction, A= area
of contact between the glass and polishing lap (m2), p =
pressure applied to the glass part (N/m?), v = relative velocity
between the lap and the part (m/s), and t =time in which work
isdone (s).

Theterm up isthe specific traction, or drag divided by the
contact area, of the polishing lap (felt inthiscase) ontheglass.
The expression in Eq. (1) states that the work done on the
material isproportional tothe specific drag forcemultiplied by
the area of contact and the vel ocity. He continuesto say that if
the specific drag force remains constant, then theremoval rate
is proportional to “...the amount of felt that passes over
it...thisisindependent of velocity, except in so far asvelocity
may affect the amount of felt passing over.”® In general,
these statements are true in MRF as well: namely, that the
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material removal scales with the drag force and is primarily
controlled by thetime of contact between the abrasive and the
glass surface.

Preston’s equationiscommonly writtenin aslightly differ-
ent form,

dz L ds
—=Cp——, 2
dt T Adt @
where dz/dt = the change in height in time, or removal rate
(m/s), Cp = Preston’s coefficient (m?/N), L = total normal load

applied (N), A = area over which wear occurs (m?), and ds/dt
= velocity of the work piece relative to the tool (m/s).

The difficulty comes in defining Preston’s coefficient in
Eqg. (2). The discussion above showsthat afriction coefficient
makes up part of it, but several other things are accounted for
inthiscoefficient. Theimportance of variouseffectsthat make
up Preston’s coefficient in MRF will be demonstrated here.
One of these is the chemical effects associated with the pres-
ence of water in the MR fluid. The mechanics associated with
how different abrasive types affect the removal of material in
MRF are aso given. Before describing the mechanisms of
material removal in MRF, it isinstructive to discuss proposed
mechanisms in other polishing processes.

Review of M echanisms of Material Removal

Silvernail and Goetzinger "8 summarizevariousfactorsthat
are important to glass polishing. Aside from pressure and
velocity, they notethat the polishing agent, liquid carrier fluid,
and polishing lap are al important. Their results show that
adding water to the slurry dramatically increases the removal
rateof acrown glass. They concludethat theimproved removal
rate due to the addition of water is independent of the other
parameters in the system (e.g., abrasive concentration, pres-
sure, etc.) and that the interaction is primarily with the glass.
Theresults that show changesin the polishing dueto lap type
areinconclusive. Anincrease in removal rate is seen with an
increasein cerium oxide content, showing that the concentra-
tion of the slurry isimportant to material removal. This effect
generally levels off at a concentration between 10 wt% and
20 wt% (approximately 1 vol% to 3 vol%). Furthermore, they
discuss how cerium oxide behaves as an excellent abrasive
whileother rareearth oxidesthat aresimilar in structurearenot
good abrasives. They cannot explain the increased polishing
effect of cerium oxide.
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Other authors describe glass material removal in terms of
small fracture events caused by the abrasive interacting with
the glass surface. Buijs and Korpel-Van Houten? describe
material removal of glasssurfacesby abrasiveparticlesthrough
an indentation fracture theory. This process is intended to
explain lapping, but a polishing process based on a similar
theory could be envisioned. Essentially they describe how the
abrasive particle acts like a Vickers indenter under a normal
load. Material removal occurs through lateral cracking of the
glass under the indenter-like abrasive. Removal rates in this
model depend on the shape of the particle and material prop-
erties of the glass (namely, elastic modulus, hardness, and
fracturetoughness). Whilethisexplanationistypically used to
explain grinding and microgrinding, Lambropoulos et al.3
show that removal rates obtained with MRF correlate with the
same material properties described by Buijs and Korpel-Van
Houten. They explain the fracture occurring through mecha-
nisms other than indentation, however. Asperities on the sur-
face can be model ed as nanometer-sized cracks. The abrasive
contacts the asperity through shear and normal loads. In this
geometry, the shear load works to drive the crack, while the
normal load tendsto closethe crack. If the shear forceislarge
enough relativeto thenormal load, fracture of the asperity will
occur. Thisisdifferent from Buijset al. in that this mechanism
is shear driven, while their work is controlled by lateral
cracking from normal loadsindenting the particle. Thework of
Lambropouloset al. isinitsearly stages, butit givesaplausible
explanation of how removal rates in polishing correlate with
parameters used to describe fracture.

Water’spositiveimpact on polishingisdiscussedin several
other references. If polishing is thought to consist of small
fracture events, then the effect of water can be explained by
Michal ske and Bunker.® The authors (and references) describe
how water can attack the Si-O-Si bonds at the crack tip, which
results in a reduced fracture toughness of the glass. Further-
more, the hydrolysis rate increases as the stress of the bond
increases. Consider the model proposed by Lambropoulos
etal.3and/or Buijsetal.2AccordingtoMichal skeand Bunker’s
theory, the presence of thewater aswell asthe stresses applied
by the abrasiveto the glass surface would dramatically reduce
the fracture toughness of the material as well as speed up the
kinetics of the process.? This possibly explains why water
enhances the removal of glassin polishing.

A second, possibly related, mechanism of material removal
also involves hydration of the glass surface due to chemical
interaction between the carrier fluid (water) and the glass
surface. Cook19 describes how the water molecule breaks Si-
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O-Si bondsand how thishelpsto create ahydrated layer inthe
glasssurface. Cumbol-11 givesasummary of Cook’swork and
extends it with a study of the chemical effects in polishing
experiments. Cook’s!0 process basically describes how the
loads applied to the surface by the abrasive promote diffusion
of water into the silica network. As the water dissociates, it
attacksthe bondswithin the network, weakening the structure.
This promotes bond breakage and material removal. Cerium
oxideand zirconiaparticlesare described as having “ chemical
tooth,” which promotes bonding of the abrasive to the silica.
Thispromotesmaterial removal fromthesilicanetwork aswell
asinhibits redeposition of material back onto the surface. For
chemically inactive materials, such as diamond, removal is
saidtodependonthecarrier fluid’sability to carry theremoved
material away sincethesilicadoes not bond with the abrasive.

| zumitani’stheory of the mechanism of material removal is
also based on the idea of the hydrated layer. This hydrated
layer is caused by a chemical reaction between modifier ions
in the glass and the hydrogen ions in the water. Material
removal occurs by abrasive particles scratching away this
layer. The speed at which material isremoved depends on how
quickly thehydratedlayer isformed (chemical durability of the
glass) and the hardness of the hydrated layer as well as the
hardness and/or friability of the abrasive. He showed that a
softer abrasive that ismore easily crushed but still harder than
the hydrated layer ismost effective. Hisexplanation isthat the
crushing provides more particles and therefore a higher fre-
guency of scratching events. He also describes the necessary
properties of the lap used in polishing. The lap must be hard
enough to support the abrasive and transmit pressure, but soft
enough to allow the particle to embed into the polishing lap.

Evidenceintheliterature supportstheexistenceof asurface
layer that is created by hydration of the surface during polish-
ing. lzumitani4 createsahydrated layer by immersingtheglass
surfacesin 0.1 N solution of HCI. Subsequent Vickers micro-
hardness tests show areduction in microhardness of thislayer
withincreasedimmersiontime. Furthermore, heshowsthat the
polishing rate increases as the microhardness of the hydrated
layer decreases. Yokota et al.12 use ellipsometry to show the
existence of the hydrated layer after polishing. They demon-
strateareductioninrefractiveindex inasmall surfacelayerin
glassesthat are susceptibleto chemical attack. Thesizeof these
layers is of the order of tens of nanometers deep. Glasses of
interest to thiswork, borosilicate crown and silica, each report-
edly have hydrated layers of approximately 40 nm with the
polishing conditions studied. Maazaet al .13 use grazing-angle
neutron reflectometry (GANR) to study the hydrated layer.
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They also show evidenceof ahydratedlayer fromthepolishing
process. The hydrated layer of their Borkron surfaces was
approximately 5 nm (Borkron is a special borosilicate glass
used for neutron optics applications!3). It is 15 nm for the
floated face of float glass and 40 nm for the nonfloated face.
They also report on the existence of 2-nm cracks in the float
glass from the polishing process. Yokotaet al.12 describe how
somechemically resistant glasseslikefused silica(FS), Vycor,
and Pyrex actually show densification of the material in these
layers. They explain this densification to be caused by high
local pressures on the glass surface due to polishing. Shorey
et al.14 provide more evidence of densification in fused silica
by comparing numerical simulations with nanoindentation
experiments. Densification apparently depends on the state of
stress from both normal and shear loading.

Kaller>15 describes aprocess he refersto as atribo-chemi-
cal friction wear process. According to Kaller, the abrasive
should be softer than the surface being polished, and the most
important property of a polishing agent isits ability to “grip”
the surface. He states that the most effective polishing abra-
sives(mostly ceriumoxideandiron oxide) havealargenumber
of lattice defects produced during manufacture, and it is the
presence of these defects that promotes the gripping of the
abrasive to the surface. He describes three steps: The first is
intimate contact between polishing grains and the glass sur-
face. Thiscoupledwithfriction or shear forcespromoteslattice
deformation and partia remova of surface layers of the
abrasive grain. Second, removal of these surface layers ex-
posesionic vacanciesin thelattice, which bond with the glass.
Finally, the continued motion of the polishing wheel produces
continuous removal of glass. He continues his discussion to
address how manufacturing methods can produce more, or
fewer, lattice defects, aswell asdeterminethe primary crystal-
litesize. Important additional | atticedefectsarecreated through
(2) valance change of the oxide, (2) incorporation of metal ions
or molecules into the lattice, and (3) quenching. Finally, he
discusses how careful control of processing allows control of
crystallite size, number of defects, and rubbing resistance. For
a given process a particle could be manufactured with the
appropriate number of lattice defects so that the abrasion
resistancematchesthe processfor whichitisintended. In other
words, a cerium oxide particle can be produced that will
provide alow rubbing resistance (soft particle), which means
low removal, but a high precision surface. A (hard) cerium
oxideparticlecould also beproducedto provideahighrubbing
stress, which would give higher removal, but less precise
(rougher) surfaces. He states that the first abrasive would be
used inlow shear to be most effective, but that the second one

159



UNDERSTANDING THE MECHANISM OF GLASS REMOVAL IN MAGNETORHEOLOGICAL FINIsHING (MRF)

wouldincreaseitseffectivenessat very high shear, presumably
dueto the exposure of new lattice defects. Hisonly discussion
of a hydrated layer is to say that experiments that were
supposed to prove the existence of the hydrated layer did not.
To explain other observations of a densified surface layer
resulting from the pressure of polishing, Kaller claims evi-
dence for nanometer-scale abrasive particles left on or in the
surface after polishing. He refutes the idea of a smallest-size
[imit in milling of abrasives.

Kaller'sideas are at |least partially supported by Kirk and
Wood.16 Intheir paper, they describethe calcination of cerium
oxide sol-gelsand show evidence of significant changesinthe
crystallography due to calcination temperature. Before calci-
nation, the particlesareloosely bonded and of the order of 5to
10 nm in size. After calcination at 850°C for 1800 s, the
crystallitesizeincreasesto about 60to 80 nm, and they become
strongly bonded together. Furthermore, they show that the
{111} -type planes grow faster than { 200} planes at elevated
temperatures. The {111} planes have a higher atom density
than the {200} planes, which means that more cerium atoms
are exposed. The hypothesisisthat this explainstheincreased
polishing efficiency of properly calcined cerium oxide.

Several viewsontherolesof thevarious constituentsin the
polishing process clearly exist. Water plays a major role in
glasspolishing. Itisnot clear whether thisisdueto thereduced
fracture toughness at the glass surface or a softening due to
chemical attack of the silica network. Actually, each process
descriptionissimilar, and there may betwo ways of saying the
same thing. The type of abrasive is also important. The wide
acceptanceof ceriumoxideinglasspolishingisexplainedtobe
duetoitschemical tooth, which could beexplained by Kaller's
|attice defect theory. Also, both |zumitani# and Kaller® show
that it is possible to polish hard materials with relatively soft
abrasives; however, hard materials such as diamond can also
be used. Therelative effectiveness of an abrasiveisnot solely
due to its hardness.

Much of thisdiscussionisasappropriatefor MRF asitisfor
the more common pitch or pad polishing. The ability of
abrasives softer than the glassto polish, even in the absence of
water, will be shown. Furthermore, without water, abrasives
harder than the glass surface have difficulty maintaining con-
tact with the surface and actually have a lower material
removal ratethan thesofter abrasive. Thiswill beexplainedthe
same way Preston did for Eq. (1); namely, removal rate is
proportional to how long the abrasive is in contact with the
glass surface. The importance of water in MRF and how it
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allows abrasivesto more easily abrade material away fromthe
surface will be shown. Finally, the interactions of different
abrasiveswith the glass surface are demonstrated. Anincrease
in abrasive concentration increases the time the abrasives are
in contact with the glass surface. This results in increased
removal. The hypothesis that cerium oxide grips the glass
better and that thisleadsto an increasein measured drag force
under identical experimental conditions as aluminum oxide
and diamond isexperimentally substantiated. Diamond drasti-
cally reduces drag but gives an increased removal rate.

Overview of MRF

Several references describe the evolution of MRF in recent
years.17-19 This process utilizes magnetic particles, nonmag-
netic polishing abrasives in either an agueous or nonagueous
carrier fluid, and a magnetic field to polish materials. The
“standard” MR fluid consists of 36 vol% of carbonyl iron (Cl)
asthe magnetic component and 6 vol% of cerium oxide asthe
abrasivewiththebalancemadeup of de-ionized (DI) water and
fluid stabilizers.1%20 Figure 83.43 shows an SEM and size
distributionsof particlesafter being usedin MRFfor oneweek.
The dark spherical particles are the magnetic Cl and have a
median particle size of 4.5 um. Thelighter, small particlesare
the nonmagnetic abrasive, which in this caseis cerium oxide.
The cerium oxide starts with a median size of 3.5 yum with a
fairly broad distribution. The SEM showsseveral significantly
smaller particlesthat are likely dueto milling of the abrasives
during use. Proper manipulation and control of the MR fluid
allows MRF to successfully polish awide variety of materials
with commercially viable removal rates.1819 Removal rates
obtained withthestandard MR fluid vary from about 2 pm/min
for ahard silicaglass like fused silicato more than 9 pm/min
for a soft laser glass like LHG8.1/

The primary concern of this work is to study how MRF
polishes glass. Figure 83.44(a) shows a photo of an MRF
machine with a vertical wheel [schematic of this machine
shown in Fig. 83.44(b)]. MR fluid is pumped from the fluid
conditioner (1) uptothenozzle (2), whereit isgjected onto the
rotating vertical wheel as aribbon. The wheel shapeisthat of
a portion of a 150-mm-diam sphere. At the initial point of
contact, the MR fluid is a viscous fluid with the approximate
consistency of honey (viscosity = 0.5 Paes, yield stress
=0kPa). Therotation of thewheel dragsthefluid under the part
inregion (3), whereit isacted upon by the magnetic field. The
MR fluid ribbon flowsthrough the converging gap between the
lens and the wheel. The magnetic field stiffens the ribbon in
thisregion, givingit theapproximate consistency of clay (yield
stress= 10 kPa). Significant forces are created by the interac-
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Figure 83.43

SEM of particles and their initial size
distributions after one week of use in
MRF. The dark spherical particlesarethe
hard magnetic carbonyl iron particles.
They have a median size of 4.5 um. The
smaller, light particles are the cerium ox-
ide abrasives. They initially have abroad
size distribution with a median particle
sizeof 3.5 um. Thelarge amount of small
particlesinthe SEM suggeststhat milling
of the cerium oxide occurs during use.

Electromagnet

MR fluid conditioner

Figure 83.44

Thesetup usedin MRF with avertical wheel. (a) A photo of an actual MRF machine. (b) A schematic of the M RF machine. Fluid ispumped from the conditioner
at (1) to the nozzle at (2) onto the rotating wheel. The wheel carries the fluid between the part and wheel into the magnetic field at (3), where the field causes
it to stiffen. Hydrodynamic flow in this region causes stresses sufficient to cause removal to occur. The wheel continues to carry the fluid outside of the field
region, where it isremoved from the wheel at (4). Thisfluid is again pumped to the conditioner to complete the circuit. (c) Cross-sectional view showing the
relative orientation of the 150-mm-diam spherical MRF wheel, pole pieces, and part. Field lines in the polishing zone are schematically shown.
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tion between the wheel, MR fluid, and glass surface since the
MR fluid ribbon flows through a converging gap, deforming
from athickness of 2 mm to one of 1.5 mm. Rotation of the
wheel continuesto drag the MR fluid from region (3) over to
region (4), whereitisremoved fromthewheel through suction.
Here, the magnetic field does not act on the MR fluid, so it
again has the consistency of honey. The MR fluid is pumped
back to the fluid conditioner, where it is cooled to a setpoint
temperature and any evaporative losses are replaced. Our
primary areaof concernisregion (3) inside the magnetic field
where polishing occurs. Figure 83.44(c) shows a cross-sec-
tional view of thisregion. Thepolepiecesprovidethemagnetic
fieldtostiffentheM R fluid. Thisfringing field betweenthegap
of the pole pieces has a strong vertical gradient. The field is
higher at the wheel surfacethanitisat the part surface, which
causes the Cl to be pressed against the wheel surface and the
nonmagnetic abrasive to move to the glass surface.

Figure 83.45(a) showsaphoto of the MR fluid contacting a
meniscus lens surface (flow direction isleft to right for all of
Fig. 83.45). The fluid contacts the surface in the shape of a
backward D. Thisisthe shape of the removal under the action
of the rotating wheel if the part is held stationary in the fluid.
ThisD-shapedregionisreferredtoasthe” spot” fromthispoint
on. The white regions surrounding the spot and extending
downstream (to theright) from the spot are abrasive particles.
This is evidence of the fact that abrasives move to the part
surface under the action of the magnetic field. Figure 83.45(b)
shows an interferogram of aremoval spot; itsoblique view is
shown in Fig. 83.45(c) (adapted from Ref. 18). The surface
before and after a removal experiment is evaluated using a
phase-shifting interferometer.?! The instrument software is
used to subtract the initial surface from the fina surface
containing the spot. Height variations on the resulting image

@ (b)

High-speed photograph
of contact zone

fe——>
~2.0cm

Flow direction

Interferometric data of polishing zone

G4996
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are dueto material removed from theinitial surface. The peak
removal rateisfound by dividing the depth of deepest penetra-
tion by the contact time between the part and MR fluid ribbon.

The proximity of the part and wheel surface changes dueto
the curvature of the wheel (and part, if polishing alens). The
location of the deepest and widest part of the spot showninthis
figure is approximately the position of closest approach be-
tweenthe part and thewheel surface. During polishing, the part
is rotated and swept through the polishing zone, allowing
material to be removed in annular regions over the entire part
surface. Computer-controlled dwell timesallow control of the
surface figure of the polished surface to a precision of A/20.18

Removal mechanisms on a macroscopic scale have been
previously considered.?223 Since the normal force on an
abrasive particle is low compared with conventional polish-
ing,24 a shear-controlled mechanism has been described.22:23
MR fluids are modeled as Bingham fluids with ayield stress
(~10 kPa) and small plastic viscosity (~0.5 Paes).17:22:23.25
Theflow of afluidwithayield stressthrough aconverging gap,
like the one between the rotating wheel and part surface in
MREF, allows the possible formation of unsheared regions
called “cores’ (seeFig. 83.46). These cores effectively reduce
the gap between thewheel and part surface and causeincreased
shear stresses on the downstream end of flow. While the
opacity of the MR fluid prevents visual confirmation of the
presence of these cores, material removal has been shown to
increase in the region where these cores are expected to be
located.23 In general, thelow normal loadingin MRF keepsan
abrasive particlein contact with the glass surface, but material
removal isprimarily controlled by the shear stressesapplied to
the abrasive through the bulk flow of the MR fluid.

(C) Figure 83.45

The spot in MRF. Flow is from left to right in all
parts of this figure. (&) An actual photo of the
contact region, or “spot,” on astationary meniscus
lens. (b) Interferogram of the material removed
from the spot. Interferometric characterization of
the spot gives aremoval function that a computer
program can useto vary dwell time of thisspot over
the surface. This alows precise control of the
figure during polishing. (c) An oblique view of the
spot. Thedeepest regionisat thetrailing edgeof the
flow and is approximately the position of closest
approach between the part and wheel.
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Experimental Considerations and Earlier
Screening Studies

The spot-taking machine (STM)—amachine similar to the
commercial MRF polishing machine?6—is used to perform
these material removal experiments[see Fig. 83.44(a)].1° The
only automated degree of freedom in the part motion on the
STM isthe height of the part above the rotating wheel. There
is no rotation or swing of the part, so a removal experiment
consists simply of making a spot on a flat part. Important
machine parameters are held constant for all removal experi-
ments. The vertical wheel rotates at 150 rpm, the MR fluid
ribbon height is 2.0 mm, and the part surfaceis placed 0.5 mm
into the MR fluid. The current to the electromagnet is kept at
15 A. This results in the magnetic flux density having a
horizontal component of about 260 kA/m, 1 mm above the
wheel surface.?’

Water loss due to evaporation from aqueous MR fluidsisa
concernduring removal experiments. If thisevaporationisleft
unchecked, the actual Cl concentration of the MR fluids, and
thereforetheviscosity andyield stress, will increase. The STM
monitorstheviscosity in real time and maintains the appropri-
ate CI concentration. An off-line moisture analyzer is used at
the beginning of each experiment to measure moisture content
intheMR fluid.28 Itistherefore possibleto cal cul atethe actual
Cl concentration for data analysis.

Theviscosity outside of the magnetic field ismeasured off-
line before each set of experiments using a cone and plate
viscometer?? whose shear rate may be varied from 0 to 960
1/s. These MR fluids are shear thinning, which meansthat the
apparent viscosity decreases as the shear rate increases. Be-
cause of this, the viscosity is monitored at only the maximum
shear rate since this is the approximate shear rate both in the
fluid delivery system and underneath the part during polishing.
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For all the experiments performed, the viscosity at 960 1/sis
60+20 cps. Asexpected, theviscosity tendstoincreasewiththe
amount of solidsin an MR fluid. Thisviscosity is kept low so
that it is easily pumped by the fluid delivery system.

Roughness measurements are made with two instruments.
Oneisawhite-light interferometer, which measurestherough-
nessover a0.25-mm x 0.35-mm areaand has a lateral resolu-
tion of 1.1 um.30 This interferometer is a valuable tool in
measuring the microroughness of a part. The second instru-
ment is an atomic force microscope (AFM), which measures
the roughness over asmaller region.3! Scans are performed in
contact mode over a 5-um x 5-pum-square region using 256
samples, at a rate of 1 Hz. This alows us to investigate
submicron features from polishing with a lateral resolution
approaching 20 nm. The vertical scaleis 15 nm for all AFM
scans presented here.

Each fluid is characterized on the magnetorheometer de-
scribed in previous work?3.25 to determine the dynamic yield
stress of thefluid. The MR fluids are tested at magnetic fields
with flux densities of 200 kA/m and 250 kA/m only, sincethis
isthenominal flux density at 15A onthe STM intheregion of
fluid/part interaction. Fixed conditionsfor other experimental
parameters on the magnetorheometer are polishing configura-
tion, 0.5-mm gap, and 3.33-rpm cup speed. The results of our
work on the magnetorheometer are shown in Fig. 83.47. The
data from this experiment were taken in the range of 40 vol%
to 45 vol% CI. The dynamic yield stress does not change for
Cl compositions greater than about 35 vol% CI but asymp-
totically approach values of about 15 kPa at 200 kA/m and
20 kPa at 250 kA/m for avariety of commercia Cl powders.
The yield stress of the MR fluid is also unaffected by the
incorporation of nonmagnetic abrasives at the low loading
used for these experiments.

Figure 83.46

Schematic showing the contact betweenthe MR fluid

Fo ~ and the glass. The first callout shows the internal
s structure of the flow. The removal rate increases in

i TL the region of the core due to the increased shear

stresses that result from the throttling action of the

G4997
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core. |If material removal is considered over a small
material volume, a Preston-type equation based on
the shear stress at the part surface can be used to
describe the removal process.
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Figure 83.47

Dynamic yield stress measured on the magnetorheometer for the MR fluids
used in removal experiments. Measurements were taken in the polishing
configuration, 0.5-mm gap and 3.33-rpm cup speed at fields with a flux
density of 200 kA/m and 250 kA/m. Theyield stressisapproximately 15 kPa
at 200 kA/m and 20 kPaat 250 kA/m for the fluids between 40% and 45% ClI
concentration—the region of interest for these experiments. This dataisfor
avariety of Cl types, both with and without abrasives. The type of Cl and
presence of abrasivesin thislow loading have no effect on thedynamicyield
stress of the MR fluid. Solid lines have been added only to aid the eye.

Theflow of an MR fluid between the part surface and wheel
iscomplicated. Theyield stress does not give afull represen-
tation of the forces applied to the part by the fluid during
removal 2223 Because of this, the pressure and the total drag
force applied to the part by the fluid are measured as well. A
pressure-sensing pad3? is used to measure the pressure distri-
bution applied to the part by the MR fluid. Measurements are
taken by adhering the sensor to the part surface and lowering
it into the MR fluid ribbon.

Thedragforceismeasured usingalinear transl ation stage, 33
a sapphire flat, and a 5-Ib (= 22.2 N) load cell.3* The inter-
action between the sapphire flat and the MR fluid forces the
linear stage in the direction of flow. The linear stage, free to
movehorizontally, isdrivenintotheload cell withaforceequal
tothedrag force applied by the MR fluid. Drag force measure-
ments are taken with the part at a depth of 0.5 mm into the
MR fluid for experiments with nonaqueous MR fluids and a
1.0-mm depth with aqueous MR fluids (drag force measure-
ments reported later for aqueous MR fluids without abrasives
weredoneat both 0.5-mmand 1.0-mmdepths). Whilethisdoes
not allow a direct comparison between pressure and drag
measurements, it is sufficient for an evaluation of the relative
performance of each fluid where the pressure and drag force
are considered separately.

To fully understand mechanisms of material removal in
MREF, therolesof thevariousconstituents of the MR fluid need
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to be separated and evaluated. I n previouswork, we described
how the nanohardness (H,4no) Of the magnetic carbonyl iron
(ClI) and nonmagnetic polishing abrasivescoul d be determined
through novel nanoindentation techniques.3>36 These results
were used to conduct initial screening experiments on the
importance of (1) the nanohardness of the Cl in nonagueous
MR fluids without abrasives and (2) the effect of gradually
adding DI water tothe MR fluid and how the DI water changed
abrasiveinteractionswith theglasssurface. 38 1t wasfound that
in nonaqueous MR fluids, Cl that was softer than the glass
surface slowly abraded material but did not penetrate the glass
surface. Harder Cl penetrated the glass surface. Adding DI
water turned on chemistry and changed the way hard particles
wereseentointeract withtheglasssurface, duetotheevolution
of a hydrated or underdense (corroded) layer that enhanced
rates of material removal. Removal rates were related to the
mechanical properties of the Cl and the glass. Surface mor-
phologies resulting from abrasive/part interaction were con-
sistent for three different glass types: BK7, LHG8, and FS.

M echanisms of Removal in MRF

The work described in this section is based upon our
previous screening studies. Aqueous MR fluids are used to
remove material from a fused-silica (FS)37 surface. These
MR fluids are made up separately of hard Cl (Hpgno =
11.7+0.8 GPa), soft Cl (Hgno = 2.2+1.0 GPa), and varying
amounts of nonmagnetic polishing nano-abrasives (cerium
oxide, aluminum oxide, and diamond). Variationsin the mate-
rial removal of FS (Hzn0 = 9.9£0.1 GPa) are monitored as a
function of abrasive type and amount.

To study the effects of DI water in polishing requires a
carrier fluid that suppressesthe chemical effects. A dicarboxy-
lic acid ester (DAE) hasadensity of 1.189 g/ml at 20°C38 and
aviscosity of 2.85 cpsat 23°C,39whichissimilar tothedensity
and viscosity of water, 0.982 g/ml and 1.0 cps, respectively.38
This alows the nonaqueous DAE-based MR fluid to have a
solids loading and rheology similar to the aqueous MR fluid.
Another advantage of the DAE is that water is soluble up to
8.3 wt% (= 7 vol%), which makes it possible to study the
chemical effectsof water incrementally. Removal ratesof BK7
glasswereshowntoincreaseexponentially withwater concen-
tration in this range (see Ref. 40).

The nine MR fluids studied here are summarized in
Table83.VIII. MRfluids1through 5 aremadeupwithacarrier
fluid and CI only. MR fluid 1 has 40 vol% soft ClI and
60vol% DAE; MR fluid 2 contains 40 vol % of the hard Cl and
60 vol% DAE. MR fluid 3 is the same as MR fluid2, except
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that 1 vol% DI water is added to the composition. MR fluids 4
and 5 arethe sameasMR fluids 1 and 2 except that MR fluids
4(soft Cl) and 5 (hard Cl) utilizeanagueouscarrier fluid (made
up of DI water and <1 vol% of stahilizing agents).

1. Removal Experiments Without Polishing Abrasives

Each MR fluid was used on the STM to put aremoval spot
on a 50-mm-diam FS surface initially polished flat to within
M421 and 0.9+0.1-nm rms roughness.3° Normal stresses were
measured as previously described. The peak pressure was
found to be 129+4 kPa for all tests. The drag force was
measured at a 0.5-mm gap and found to be 0.6+0.2 N. This
0.2-N variation ismeasured within threerepetitions of asingle
experiment and is due to the resolution of the cell. Removal
rates were determined interferometrically as described on
p. 162. Stated removal rates are the peak removal rate for a
single spot. Removal rates under identical conditionsin MRF
have been found to be repeatable to within 2.5% error.23

Theresults of this study are shown in Fig. 83.48. The areal
rmsroughnessisplotted agai nst the peak removal ratewith the
profilometer maps3C given. The number on each profilometer
map correspondswith the MR fluid number of the experiment,
and the arrow gives the flow direction of the MR fluid. MR
fluid 1, with soft CI, givesalow removal rate of 0.003 pm/min
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and arelatively low roughness (2.3+0.1 nm) and leaves faint
groovesinthedirection of flow. No sleeksare apparent (sleeks
are defined as the pit-like features with comet tails). The
removal rateisstill low for MR fluid 2 (0.004 um/min) but the
areal rmsroughnessincreasesto 22.6+1.7 nm. Large numbers
of pitsand sleeks are seen asaresult of the hard CI. The effect
of adding asmall amount of water to MR fluid 2 isshown with
the result for MR fluid 3. The removal rate increases 2.5x to
0.010 um/min, and the areal roughness drops to 7.0+1.0 nm
rms. Also, the numbers of sleeksis reduced, and they tend to
becomelonger scratches. Using MR fluids4 and 5 for removal
experimentsfurther emphasizesthe effect of the DI water. The
removal rate increases from 0.01 yum/min (MR fluid 3) to
0.23 um/min for MR fluid 4 and 0.14 ym/min for MR fluid 5.
The 0.25-mm x 0.35-mm areal rmsroughnessvaluesfor these
two aqueous MR fluids are greatly reduced (0.8+0.2 nm for
MRfluid4, and 1.3+0.3for MR fluid 5). Also, the profilometer
scansclearly indicate many fewer sleeksthan for the nonague-
ous MR fluids. It isinteresting to note that the soft Cl-based
MR fluid 4 actually hasahigher removal ratethan the hard Cl -
based MR fluid 5. Otherwise, the presence of the DI water
significantly diminishes the effect of the CI particle hardness
in these experiments. Atomic force microscope images over
5-pum x 5-um areas show no significant differencesin the FS
surface for removal experiments with MR fluids 4 or 5.

Table 83.VIIl: Summary of the MR fluids used for material removal experiments.

MR Fluid Number Vol% ClI TCI Nanohardness DAE *Water Abrasive Type
(Gpa) (Vol%) (Vol%) (Amount, Vol%)
1 40 2.21.0 60 0 None
2 40 11.20.8 60 0 None
3 40 11.20.8 59 1 None
4 40 2.21.0 0 60 None
5 40 11.20.8 0 60 None
6 40-45 11.70.8 0 Balance Cerium oxide
(0-1.0)
7 40-45 11.70.8 0 Balance Aluminum oxide
(0-1.0)
8 40-45 11.70.8 0 Balance Diamond (0-0.1)
9 40-45 2.21.0 0 Balance Cerium oxide
(0-1.0)

*Aqueous MR fluids contain DI water and <1 vol% fluid stabilizers.
THardness measured with nanoindentation at 1 and 5 mN; FS nanohardness is 9.9+0.1 Gpa at tPr236 |oads.
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Figure 83.48

Aread (0.25-mm x 0.35-mm) rms roughness versus
peak removal rate on FS for MR fluids 1 through 5.
Thesoft Cl (MR fluid 1) isableto remove material at
avery low ratein the absence of the chemical effects

B of water, but does not pit the surface. The hard CI
without water (MR fluid 2) gives low removal and
high roughness as the hard Cl leaves pits and sleeks

Fl : in the softer FS surface. The addition of 1 vol% DI
. water to MR fluid 3 decreases the number of sleeks,

which results in a decrease in roughness, and in-
creasesremoval rate. Fully aqueous MR fluids 4 and
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2. Removal Experiments with 40 vol% to 45 vol% ClI

and Nonmagnetic Nano-Abrasives

Table83.VIII alsoliststhecompositioninformationfor MR
fluids6through 9. Thesamehard and soft Cl powdersthat were
used in the previous experiments are used here. Table 83.1X
summarizesthe properties of three different types of nonmag-
netic abrasives used in combination with the CI's. These
abrasives are nano-cerium oxide,* nano-aluminum oxide, %2
and nano-polycrystalline diamonds.#3 The cerium oxide and
aluminum oxide abrasives are described in the product litera-
ture* asloosely bound agglomerates approximately 10 umin
size. It should be possible to disperse them down to agglomer-
ates of a few hundred nanometers with moderate milling.
Cerium oxidefrom an MR fluid wasrecently sized after being
used inthe STM. The mean diameter of the cerium oxide used
for 10 days was found to be 0.125 um and that used for only
2 hwas>0.3 um.*® Themilling that occursin the STM among
these particles and the Cl breaks up any loose agglomerates.
Thestated primary particlesizesare 37 nmfor thealuminaand
11 nmfor the cerium oxide.446 The polycrystalline diamonds
have a particle size of about 0.125 ym and are made up of
crystalsapproximately 10 nminsize.4’ Theadvantageof using
these nanoabrasivesisthat their particle sizes are similar, and
they can beintroduced in small quantities to the aqueous MR
fluid without causing large changes in MR fluid rheol ogy.

Noticefrom Table83.V1II that the cerium oxide and alumi-
num oxide are added in concentrationsranging from 0 vol%to
1.0vol%, whilethediamondsareadded in avolumeloading up
toonly 0.1vol%. Thisisdueto thefact that the diamondshave
an immediate and dramatic effect, whereas the other, softer
abrasiveshaveamore gradual effect. Also, duetothe high cost
of diamonds (= $10/gram versus = $0.10/gram for cerium
oxide), their addition into the MR fluid was halted as soon as
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5 show a decrease in pits and sleeks, decrease in
10 roughness, and dramatic increase in removal rate.

the removal rate appeared to be unaffected by the addition of
more diamonds. The difference in the performance of these
abrasivesis found to be significant even in the small volume
loadings given here.

The next step in these experimentsis to gradually add the
nonmagnetic abrasivesinto the MR fluid. Figure 83.49 shows
theremoval rate for FS as afunction of cerium oxide concen-
tration for experimentsdonewith MR fluid 6 at 245 vol% hard
Cl concentration. The5-pum x 5-umAFM scansrepresentative
of the FS surface at agiven concentration of cerium oxide and
their cross-sectional profilesare also givenin thisfigure. The
15-nm scale length given in Fig. 83.49 (and Fig. 83.50) is
appropriate for each profilein the figure. The AFM scans are
shown because their lateral resolution (approximately 20 nm)
allowsfor better characterization of an abrasive’sperformance
than the 0.25-mm x 0.35-mm profilometer maps do (lateral
resolution = 1.1 um). The white arrows in these AFM scans
indicatethedirection of flow. Theremoval rateincreasesfrom
0.62 um/min with no cerium oxide to 0.94 um/min with only
0.05v0l% cerium oxide. Distinct scratches caused by the smal|
amount of cerium oxidein the MR fluid become apparent. The
removal rate climbs to 3.01 ym/min when the cerium oxide
concentration isincreased 10x to 0.5 vol% cerium oxide. The
removal rate increases further, to 3.51 um/min, as the cerium
oxide concentration isincreased to 1.0 vol%. The areal rmsis
0.9+0.1 nmfor the scansin thisfigure. It isclear that not only
does the cerium oxide become responsible for material re-
moval but also a change in the surface morphology becomes
apparent. These scans give more evidence that cerium oxide
moves into the layer between the Cl and the glass surface and
becomesthe primary agent for material removal. When cerium
oxide is added to the MR fluid, the CI particle is no longer a
primary abrasive. The increase in the number of polishing
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grooves or scratches caused by the increase in nonmagnetic
abrasive concentration is seen for all three types of honmag-
netic abrasives.

Additional information can be gained by considering the
differencesin morphology of the FS surfaces for the different
abrasives used in polishing. Figure 83.50 shows the removal
ratesfrom experiments using the MR fluidswith 45 vol % hard
Cl and the maximum loading of the three nano-abrasives used
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for these experiments. Thelowest removal rate here (0.62 pm/
min) isfor the MR fluid without nonmagnetic abrasives. When
1.0 vol% aluminum oxideis added, the removal rateincreases
to 1.0 um/min. Removal rates are even higher for the other
nonmagnetic abrasives. 3.51 um/min for 1.0 vol% cerium
oxide, and 4.66 um/min for 0.1 vol% diamond. An examina-
tion of the 5-um x 5-um AFM maps in Fig. 83.50 shows
differencesin how these three nonmagnetic abrasivesinteract
with theglass surface. The scan for the MR fluid with 45 vol%

Table 83.IX: Summary of particle size information for the nano-abrasives used.

(nm)

Primary Particle Size

Aggregate Size | Agglomerate Size
(um) (um)

Cerium Oxide 11

15 3.0

Alumina 37

0.3 N/A

Diamond 10

0.125 N/A

Figure 83.49

Removal rate versus concentration of cerium oxide
for experiments using MR fluid 6 (each MR fluid
contained 45 vol% hard Cl and the aqueous carrier
fluid). Theremoval rateincreaseswith ceriumoxide
concentration, leveling off at about 3 pm/min. The
inset AFM scans and accompanying profiles show
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evolution of themorphol ogy of the FS surface asthe
abrasive is added. The cerium oxide moves to the
interface between the ClI and the glass to control
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Figure 83.50

Removal rate as afunction of abrasive typefor MR
— fluids with 45 vol% hard Cl and the maximum
amount of abrasive used during these experiments
(only up to 0.1 vol% diamond was used due to its
b high cost and high removal rates). The three abra-
sive types affect removal rates to varying degrees
dueto differencesin how each interactswith the FS
surface. Aluminum oxide gives deep (= 4 nm) dis-
continuous grooves; cerium oxide gives shallower
(=1 to 2 nm), continuous grooves; and diamond
givesdeep (=4 nm) continuous groovesinthedirec-
tionof flow. Characteristicsof thepolishing grooves
help explain differences in removal rates for the
three types of nano-abrasives.

0.1vol%
diamond
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hard CI without nonmagnetic abrasivesisthe same scan shown
inFig.83.49. It hasanareal rmsof 0.8 nm. Thealuminumoxide
does not appear to continuously scratch the surface; instead,
there appear to be several small discontinuous scratches at the
FS surface. Thisleadsto the lowest removal rates for the MR
fluids containing nonmagnetic abrasives and an areal rms
roughnessof 1.2 nm. The cerium oxide giveswide, continuous
scratches over the scanned region and an rms roughness of
0.9 nm. Finally, thediamond givesdistinct narrow, continuous
scratches along the direction of flow. The areal rmsroughness
for thisscanis1.4nm. Moredifferencesinthebehaviorsof the
abrasives are observed and are discussed below.

Differencesin the M echanics of Removal for Aqueous
MR Fluids

Figure83.51 showstheremoval ratefor MR fluidsmade up
of 45 vol% hard CI and increasing amounts of nonmagnetic
abrasives. Small amountsof diamond causedramaticincreases
in removal rates. Cerium oxide increases removal to alesser
degree, and the aluminum oxide increases removal to an even
lesser degree. These removal rates tend to level off at higher
nonmagnetic abrasive concentrations. A certain minimum
amount of nonmagnetic abrasive is needed to maximize the
effectiveness, but there is a point where the addition of more
abrasive has little or no effect on the removal rate. This has
been shown to betruein more conventional polishing methods
aswell. | zumitani4 showed amaximum in polishing efficiency
of BK7 glassat about 1.5 vol% (10 wt%) ceriumoxide. Itisnot
clear whether this polishing wasdone on pitch or onapolyure-
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Figure 83.51

Removal rate versus vol% abrasive for 45 vol% hard Cl and the aqueous
carrier fluid. Thediamondsare shown to have animmediateimpact, dramati-
cally increasing removal with less than 0.1 vol% concentration. The cerium
oxidegradually increasesremoval. The aluminum oxide provesineffectiveat
increasing removal rates.
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thanelap. Silvernail and Goetzinger8 show similar behavior on
felt and Pellon laps. Their result depends on the applied pres-
sure, but most of their removal rateslevel off above 1.5 vol%
cerium oxide. Presumably thismeansthat oncethe contact zone
between the Cl and the glass surfaceis saturated with nonmag-
netic abrasive, further addition of abrasivesis unnecessary.

The reason for the relative effectiveness of each particle
typeisnot clear, but theseresultsdo agree with AFM measure-
ments as well as with the experiments with nonaqueous MR
fluids. The cerium oxide grooves are approximately 1 nm to
2 nmdeep, whereasthe aluminum oxide and diamond grooves
are approximately 4 nm deep.*? The diamonds, the hardest
particles, exhibit distinct continuous scratches, which leadsto
high removal rates. The cerium oxide al so scratches the mate-
rial in a continuous manner, but the scratches are less severe,
which leads to an intermediate removal rate. The lowest
removal rate isfor the aluminum oxide particles, even though
they give features deeper than those from cerium oxide and as
deep as those from diamond. The scratches associated with
these aluminum oxideparticlesarediscontinuous. Therelative
hardness values of the aluminum oxide and cerium oxide
particles are not known because these particles are too small
for nanoindentation experiments. Nanohardness tests donein
aprevious work3® showed that it is possible for an aluminum
oxide particle to be either very much harder than a cerium
oxide particle or of comparable hardness. Even if the relative
hardness values are not known, however, differences in re-
moval rates should not be surprising after viewing the AFM
scans. The continuity of contact between the abrasives and
glass surface is important for high removal rates. The dia-
mond and cerium oxide have this continuous contact whilethe
auminum oxide does not. The previous study38 with the
nonaqueous MR fluids without nonmagnetic abrasives (MR
fluids 1 and 2) gave a similar result. The soft CI removed
material from BK7 and LHG8 more efficiently than the hard
Cl. Thistrend changed somewhat when FSwas used, probably
because removal rates were so low and the hardness of FSis
nearly the same asthe hard CI. The proposed phenomenol ogi-
cal explanation was that the soft CI could not penetrate the
surfaceand wasableto maintain contact with ashallow surface
layer. The hard CI gave sleeks and pits and seemed to “skip”
alongthesurface, causing discontinuity of contact betweenthe
abrasive and the glass surface. The reduced removal rate for
aluminum oxide caused by discontinuity of abrasive/glass
contact is consistent with these results. This may also be a
partial explanation asto why Kallerl® recommends abrasives
that are softer than the bulk material and |zumitani# recom-
mends abrasives with the same hardness of the hydrated |ayer.
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Several referencessupport theserel ativeremoval rates. The
aqueous MR fluids have an approximate pH of 9. In Ref. 10
Cook analyzes work from othersthat shows cerium oxideisa
much more efficient polisher than aluminum oxide in the pH
range of 7 to 9. Cumbo®! showsthat cerium oxide hasahigher
removal rateon FSthanaluminumoxideon FSat pH 10. Kaller
and Cook give possible explanations for the effectiveness of
cerium oxide. Kaller® explains that |attice defectsin cerium
oxide crystals allow cerium oxide to grip the material better
and therefore enhance removal rates. Cook’s!? explanation is
that the near neutral charge on the cerium oxide surface at this
pH improves itsion exchange ability. The increased removal
rate for diamond could be due to similar reasons. Its high
hardness gives an explanation for the deep, distinct polishing
grooves. The continuous contact maintained by the diamond
could be explained by the fact that these diamonds are created
by an explosion process,*” which would likely result in many
|attice defects. Kaller's explanation for cerium oxide provides
support for the efficient removal seen withthe MR fluidswith
diamond abrasives.

Figure 83.52 shows the removal rate as a function of Cl
concentration at the maximum nonmagnetic abrasive concen-
trations for the three abrasives used during these experiments.
Noticethat thedatafor MR fluids 6 (hard Cl and cerium oxide)
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Figure 83.52

Effect of the CI concentration on removal with maximum amount of abrasive
present. Once again the diamonds prove to be the most efficient, reacting
strongest to the increase in Cl concentration. The cerium oxide data consist
of both hard and soft ClI. This showsthat the hardness of CI isunimportantin
the presence of the abrasive.
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and 9 (soft Cl and cerium oxide) coincide. This is more
evidencethat thetypeof Cl isunimportant in agueousenviron-
ments with nonmagnetic abrasives, when the Cl actsonly asa
lap. This plot shows the general trend that an increase in Cl
concentrationleadsto higher removal ratesandthat therel ative
increaseinremoval rateislargely related to the abrasive type.
The nonmagnetic abrasives efficiently increase removal rate
and decrease roughness. The diamonds are 10x more efficient
than cerium oxide and aluminum oxide.

Figure 83.53 shows how the removal rate changes with
pressure and drag force (pressure and drag force changed as a
result of varying Cl concentration but keeping the nonmag-
netic abrasive concentration and wheel velocity constant).
Figure 83.53(a) shows the removal rate as a function of drag
force at the maximum nonmagnetic abrasive concentration
used for theseexperiments. Figure 83.53(b) showstheremoval
rate as a function of the peak pressure. Both drag force and
pressure scale with removal rate in a linear way, which is
consistent with considerations such as Preston’s equation®
discussed at the beginning of this article. The slopes of these
lines (related to a Preston-type coefficient) depend on thetype
of abrasive used. The linear fits for the drag force tend to go
through the origin, whereas they do not for the pressure. This
supports the theory that in MRF the shear stress controls
removal of material.

The drag force as a function of nonmagnetic abrasive
content at a constant Cl concentration is plotted in Fig. 83.54
for MR fluids6, 7, and 8. Asnonmagnetic abrasives are added,
thedrag forceisreduced. Thisisonceagain consistent with the
idea that nonmagnetic abrasives move to the region between
the Cl and the glass surface. All of the curves start at approxi-
mately the same initial drag force of about 5.5 N without
nonmagnetic abrasive. While the MR fluid lap yields and
conforms to the part surface, the magnetic field gives it a
certain rigidity that makes it relatively difficult to shear. It is
almost a two-body abrasion problem. This changes when
nonmagnetic abrasives are added. They are forced to the glass
surface because of the gradient in the magnetic field. At this
point, the process becomes athree-body abrasion system. The
magnetically stiffened ClI formsthe polishing lap that supports
the free abrasives against the glass surface. Thisis similar to
loose abrasive polishing on a conformal lap.

Consider the relative reductions in the drag force. The
diamondsare seento reducethe drag force dramatically, while
increasingtheremoval ratejust asdramatically. Adding alumi-
num oxide to the MR fluid also significantly reduces the drag
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force, but adding cerium oxide hasvery little effect. Thisdoes
not correlatewithremoval but may beinterestingfor adifferent
reason. Severa authors (see, for example, Refs. 10 and 15)
hypothesizethat oneof thereasonscerium oxideisasuccessful
polishing agentisbecauseof itsability to chemically bondwith
theglasssurface. Thisplot may begintogivephysical evidence
of this phenomenon.

All of these results suggest the use of a modified Preston
equation to describe material removal in MRF. Consider
Eq. (2). If acoefficient of friction ispulled out of Cp, it can be
written as

dZ—C' uL ds

T=cp ©

A dt

Theterm Cp isanew Preston coefficient and pisacoefficient
of friction. Thefriction coefficient multiplied by anormal load
gives adrag force (Fp) and Eq. (3) becomes

dz FD ds

—=Cp——. 4
dt P A dt @
Finally, if this is considered over a very small volume of
material (see callout on right in Fig. 83.46), the term Fp/A is
simply thelocal shear stressat thepart surface. Thiswould give
aremoval rate description similar to Preston’s equation based

on the local shear stress (1) at the part surface

ds

Previous work?2:23 has shown that spot profilesare consis-
tent with the shear stress distribution at the part surface. The
remaining two termsin Eq. (5) are not yet fully understood.
Therelative velocity (ds/dt) isdifficult to definein MRF. This
velocity could be the relative velocity between the wheel and
the part surface, but since the Cl in the MR fluid actually
supplies the lap, it is more correct that ds/dt is the relative
velocity between the Cl andtheglasssurface. Thisisnot easily
determined at this time. In fact, the behavior of the different
abrasivesin different MR fluids may indicate that thisrelative
velocity dependsontheabrasivetypeused. Thewheel velocity
wasthe samefor all of the experiments described here, so this
term was held as constant as possible in terms of controllable
experimental parameters.

This work has also shown that, as for other polishing
processes, it is difficult to define the Preston coefficient (Cp)
inMREF. Thisterm containsinformation onthechemistry of the
carrier fluid, abrasive type, and glass type. Lambropoulos
et al.3 showed that the removal ratein MRF is proportional to
the term E/KCH,% of the glass (E = elastic modulus, K; =
fracturetoughness, and Hx =Knoop hardnessof theglass). The
experiments described here show that the removal rate de-
pends on the abrasive type as well as the concentration. Asa
result, this coefficient would also have to contain information
about the abrasive type used for a given MR fluid (probably
size, shape, and hardness as well as the tribochemical “grip-
ping” 15 power). Finally, it was shown that the presence of DI
water dramatically changeshow theabrasiveinteractswiththe
glasssurface. Therefore, information onthechemical make-up

at Cpt dt ) of the carrier fluid must also be contained in this coefficient.
(@ (b)
< 6 f f r ! * f Figure 83.53
S 5 1 - Increas ng_CI 1 Removal rate versus drag force (a), and re-
E 4 A _| L concentration _ moval rate versus peak pressure (b). Removal
Py - rate increases linearly with pressure and drag
® 3 A 1 7] force. The linear fits for the drag force go
< 2 R2=079% | = AOAA 1 through the origin with high correl ation coeffi-
5 1 B < | cients, but do not for the pressure. This means
§: 0 R?= 0-8698 that there can be removal with a nonzero pres-
sure, but with no drag force (therefore no shear
35 40 4 %0 0 o0 100 150 200 250 stress) there will be no removal. This supports
Drag force (N) Peak pressure (kPa) theideathat shear stress controls removal rate
in MRF.
Hard Cl Soft Cl
¢ 0.1% diamond A 1.0% cerium oxide
m 1.0% aluminum oxide
500 A 1.0% cerium oxide
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Effect of adding abrasiveto MR fluids 4, 5, and 6 containing 45 vol% Cl. In
each case the addition of abrasive reducesthe drag force, supporting theidea
that MRF becomes a three-body abrasion problem. The cerium oxide main-
tains a high drag force, which supports the theories that cerium oxide has
“chemical tooth.”

Summary

The mechanisms of material removal in MRF have been
presented. Previouswork describeshow the shear stressdueto
the hydrodynamic flow of the MR fluid between the rotating
wheel and the part surface controlsthe removal rate. Theidea
that material removal depends on the shear stress at the part
surfaceissupported by thelinear relation betweenremoval rate
and the total drag force shown here. It has also been shown
previously that the nanohardness of the CI is important in
material removal with nonaqueous MR fluids. We show here
that asDI water isadded to the MR fluid, thedifferencesin the
behavior of the hard and soft Cl becomeless significant asthe
removal rate dramatically increases for both. This is due to
either the presence of a hydrated layer or reduced fracture
toughness of the glass in aqueous MR fluids. The addition of
nonmagnetic nano-abrasives increases removal rates further
since they move to the interface between the CI and the glass
surface to control material removal. A transition from two-
body to three-body removal is hypothesized. The relative
increase in removal depends on the amount and type of the
abrasive since different abrasives interact with the glass sur-
facein different ways. Thisbehavior of the abrasiveisevident
from both AFM scans as well as drag force measurements.
More work should allow these results to be summarized in a
modified Preston equation based onthelocal shear stressat the
part surface.
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