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Charles Kellogg, Sr. Lab Engineer (Ieft), and Per Adamson, Lab Engineer, align the OMEGA equivalent-target-plane (ETP)
diagnostic. The system samples 4% of an OMEGA beam just prior to delivery to target and allows for the capture of magnified
images of on-target laser beam profiles. The sample is reflected off an uncoated wedge that is highlighted by a lamp in the
background of the image near the target mirror structure. Thisinstrument is a valuable tool for investigating beam-smoothing
techniques such as smoothing by spectral dispersion (SSD) and isthe diagnostic used for the measurementsfeaturedinthearticle
beginning on p. 149. The two photos below show the detailed beam path of the laser beam to the two cameras: (a) an 8 x 10 film
camera and (b) a scientific-grade CCD array.
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Photo (a). A full-aperture beam of 1/25th OMEGA intensity is phase scrambled at the DPPin location (1), focused by an f/6 lens (2), and brought through a
vacuum image relay (4). Asthe beam isre-imaged by acollimating optic (5), excess energy is eliminated by reflections off uncoated front-surface mirrors (3).
Mirrors (6) send the reduced-energy beam through a2-m-focal-length lens (7) and into awedged “rattle plate” (8) that generates an array of spotsof decreasing
intensity for the film camera (9). Photo (b) is a close-up view of the second arm of the detector where the beam is picked up off the rattle plate (11). Here the

fifth beam of the array is redirected through a trombone (12), focusing element (13), and filter array (14) to the CCD detector.
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In Brief

Thisvolume of the LLE Review, covering the period April-June 1999, features atheoretical analysis of
direct-drive target performance on NIF. In this article R. P. J. Town, J. A. Delettrez, R. Epstein, V. N.
Goncharov, R. L. McCrory, P. W. McKenty, R. W. Short, and S. Skupsky detail ignition target designs
developed at LLE specifically to achieve successful direct-drive ignition on the NIF facility. A baseline
“al-DT” target design is described along with a two shock compression analysis, which includes
discussion of the parameters|eading to variability in shock timing. The modeling and analysis presented
flow down to specification requirements for the laser and target parameters to ignite this baseline target
design with the NIF laser.

Additional highlights of the research presented in thisissue are

* P.W.McKenty, M. D. Wittman, and V. N. Goncharov discuss the measurement of one of the critical
parameters contributing to the performance of cryogenic DT targets: the uniformity of the inner ice
surface. A numerical analysisis described that follows from anovel optical technique used to isolate
the surface under investigation and resolve perturbations at the relevant level.

» B. Yaakobhi, V. A. Smalyuk, J. A. Delettrez, and R. P. J. Town summarize the use of an embedded
titanium layer in spherical targets to determine the areal density of the compressed shell. Target
performance enhancement with the SSD beam-smoothing effect turned on is characterized with this
method. A recently devel oped pinhole-array x-ray spectrometer capturescoreimagesbel ow and above
the K-edge energy of titanium. Results are compared with 2-D ORCHID simulations.

* S. P.Regan, J. Marozas, J. H. Kelly, T. R. Boehly, W. R. Donaldson, P. A. Jaanimagi, R. L. Keck,
T. J. Kesder, D. D. Meyerhofer, W. Seka, S. Skupsky, and V. A. Smalyuk present techniques to
characterize the laser-irradiation nonuniformity on OMEGA using time-integrated UV equival ent-
target-plane imaging. A comparison of observed 2-D SSD beam-smoothing rates and theoretical
predictions for the 0.2-THz SSD system currently on OMEGA permits confident extrapolation to
larger-bandwidth smoothing effects.

* V.A.Smayuk, T. R. Boehly, D. K. Bradley, V. N. Goncharov, J. A. Delettrez, J. P. Knauer, D. D.
Meyerhofer, D. Oron, D. Shvarts, Y. Srebo, and R. P. J. Town discuss the growth and imprinting
characteristics of planar targets in the presence of the three beam-smoothing effects available on
OMEGA. Throughfoil radiography was used to observe the saturation of 3-D perturbations produced
by laser imprinting; the results were compared to those predicted by the Haan model.



F. Dahmani, A. W. Schmid, J. C. Lambropoulos, S. Papernov, and S. J. Burns, present experimental
results on the changes in the thresholds for initiation of crack formation as well as propensity for
crack growth in fused silicaand BK7 glasses under applied stress. Biaxial applied stressis shown to
raise damage thresholds by significant amounts for these optical materials common to fusion-class
laser systems.

J. L. Chaloupkaand D. D. Meyerhofer discussthe trapping of high-energy electronsin asingle-beam
ponderomotive optical trap. Thomson-scattered light from the electron trap was enhanced through the
use of anovel trapping focus of the laser. The scatter distribution is compared with simulations for
ordinary and trapping-focus beams.

Samuel F. B. Morse
Editor



Direct-Drive Target Designsfor the National I gnition Facility

The National Ignition Facility (NIF) is currently under con-
structionat LawrenceLivermoreNational Laboratory (LLNL).
One of the primary missions of the NIF is to achieve fusion
ignition by means of inertial confinement fusion (ICF). Two
main approaches have been considered for achieving thermo-
nuclear yield in ICF. The first approach, known as indirect-
drive ICF,! encloses a DT-fuel target inside a hohlraum. The
laser beamsareincident onthehohlraum’swall wherethelaser
light is converted to x rays. These x rays then implode the
target, leading totheiontemperatureand pR product necessary
to achieve ignition. The second approach, known as direct-
drive ICF, dispenses with the hohlraum and directly illumi-
nates the laser light onto the target.

Direct drive offers a number of advantages? over indirect
drive: (1) direct-drive designs have potentially higher gains
than indirect drive; (2) direct-drive plasma coronas are not as
susceptible to laser—plasma instabilities (LPI's) as indirect
drive; (3) direct-drivetargets areinherently less complex than
indirect-drive hohlraum targets. Direct drive also has some
potential disadvantages, especially the severerequirementson
laser-beam uniformity.

Most of theU.S. research effort hascentered ontheindirect-
driveapproach, whichisreflectedin thedecisionto commence
operationson the NIF in theindirect-drive configuration. NIF,
however, is not to preclude direct drive, and it is currently
expected that the NIF will be reconfigured for direct-drive
operations commencing in 2009. Before the conversion to
direct-drive operations, a number of modifications must be
madeto the NIF. First, to provideauniform illumination of the
direct-drive target, half the final optics assemblies (FOA'S)
must be relocated from the poles to the waist of the target
chamber; second, direct-drive uniformity enhancements (2-D
SSD3 and polarization smoothing) must be added to all
beamlines; and third, the cryogenic-handling system must be
capable of “cradle-to-grave” operations.

This article describes the direct-drive ignition target de-
signs developed at the University of Rochester’s Laboratory
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for Laser Energetics (LLE). The following three sectionswill
(2) outlinethe current direct-drive designsunder investigation
at LLEand NRL; (2) present asensitivity study of the“all-DT”
design; and (3) review the current laser and target specifica-
tions required to achieve a successful direct-drive ignition
campaign on the NIF.

Direct-Drive Target Design Overview

Many common areas of physics exist between direct- and
indirect-drive capsule designs. Both target designs require
high compression of the DT fuel with acentral high-tempera-
ture (>5-keV) ignition region. A typical implosion involves
the deposition of energy (laser light in direct drive, x raysin
indirect drive) onthetarget surface, which rapidly heatsup and
expands. Asthisablator expandsoutward, theremainder of the
shell isdriveninward by therocket effect compressing thefuel
to the necessary density. Theimplosion can betailored to give
a number of assembled fuel configurations, such as isobaric
with auniform temperature and density in thefuel or isochoric
with a high-temperature hot spot surrounding alow-tempera-
ture main fuel layer. The most energy efficient! configuration
isisobaric with a central high-temperature hot spot surround-
ing a low-temperature main fuel layer. The central hot spot
initiates the fusion reaction, which leads to a burn wave
propagating into themain fuel layer; thus, for robust high-gain
designs, it is vitally important to assembl e the high-tempera-
ture hot spot and cold, dense main fuel layer accurately. For
direct-drive target designs two main effects can prevent the
correct assembly of the fuel: (1) preheat of the fuel and
(2) hydrodynamic instabilities of the imploding shell.

Preheat of the DT fuel will increase the pressure of the fuel
and thus make the target harder to compress. Preheat can arise
from fast electrons, radiation, and the passage of shocks. The
amount of preheat can be quantified in terms of the adiabat a
of theimplosion. Theadiabat isdefined astheratio of thefuel's
specific energy to the Fermi-degenerate specific energy. It can
be shown that the gain G of the target scales as a~3/°. Fast
electrons generated by |laser—plasma processes (such as SBS,
SRS, and two-plasmon decay) inthe plasmacoronacan couple
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DirecT-DRIVE TARGET DESIGNS FOR THE NATIONAL IGNITION FACILITY

into the fuel. These plasma processes occur when theintensity
of thelaser exceedscertain thresholds; thus, the control of fast-
electron production constrains the maximum intensity of the
design pulse. Radiative preheat and the passage of shocks are
controlled by the target material and the shape of the laser
pulse, respectively.

Hydrodynamic instabilities, such as the Rayleigh—Taylor
instability (RTI), can seriously degrade the implosion by
breaking the spherical symmetry of the implosion. The RTI
occurstwiceduring theimplosion: at theouter ablation surface
as the shell accelerates inward and at the hot spot—main fuel
layer interface as the capsule decelerates at the end of the
implosion. Considerable theoretical,* numerical,> and experi-
mental® work has demonstrated that the RT growth rate at the
ablation surfaceisreduced fromtheclassical valueby ablative
stabilization. From design simul ationsthe abl ation vel ocity v,
has been shown to scaleas a~3/5. Another important parameter
for stability considerationsisthein-flight aspect ratio (IFAR).
Thisistheratio of the shell radius Rto itsthickness AR asthe
shell implodes. Higher IFAR implosions are more susceptible
tohydrodynamicinstabilities. Simulationshave shownthat the
IFAR depends primarily on the square of theimplosion veloc-
ity V2imp and the adiabat (a=35).

Control of theisentrope of theimplosion isthus important
for overall target gain (G ~ a~3/) and target stability. Indirect-
drivedesigns are believed to be sufficiently stableto hydrody-
namic instabilities that they can operate very near the
Fermi-degenerate limit (a = 1). Direct-drive designs require
the implosion to operate at a higher isentrope. LLE and NRL
arecurrently investigating threedesigns(seeFig. 79.1) that use
various combinations of shock and radiative heating to control
the isentrope.

@ (b)

ice

TC4977
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Thefirst design [Fig. 79.1(a)] employsasolid (cryogenic)
DT-shell target with athin polymer ablator (required to fabri-
cate the cryogenic shell) surrounding the DT-ice shell.” For
this design the DT acts as both the fuel and the ablator. This
design uses shock preheat to control the isentrope of the
ablation surface and the fuel.

The second design [Fig. 79.1(b)] employs a low-density
foam surrounding a clean cryogenic DT layer (athin barrier
layer separates the foam layer from the DT). The foam layer
actsastheablator. Thisdesign usesshock preheat to control the
isentrope, but it offers the flexibility of placing the ablation
surface and main fuel layer on different isentropes.

Thethird design[Fig. 79.1(c)] placesahigh-Z coating over
aDT wicked foam abl ator, which encasesapure-DT icelayer.?
Thisdesign usesmainly radiative preheat. By carefully select-
ing the radiative properties of the high-Z ablator, it is possible
to preferentially heat the carbon in the foam, boosting the
isentrope of the ablation surface, while leaving the fuel on a
lower isentrope.

Althoughthe“all-DT” design hasthe disadvantagethat the
fuel and ablator are on the same adiabat, it has a number of
significant advantages. First, thetarget isvery simple, with no
classically unstableRTI interfaces. Second, DT hasavery high
ablation velocity, which reduces the RTI at the ablation sur-
face. Third, a DT ablator potentially gives higher hydrody-
namic efficiencies, thus maximizing the achievable gain.
Because of these considerations, a scaled version of thistarget
design has been selected for experimental investigation on the
OMEGA laser andisused asthebase-linedesign for establish-
ing the detailed specifications for the NIF. The next section
presents a more-detailed review of the all-DT design.

©
High-Z coating

Figure 79.1

Schematic of the direct-drive target de-
signs. (@) Theall-DT target design, which
relies on shock heating to select the
adiabat. (b) The foam ablator design,
which relies on shock heating to select
the adiabat separately for the ablator and
the fuel. (c) The radiative design, which
reliesonradiativeabsorptionto select the
adiabat for the ablator.
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The Baseline All-DT Target Design

Figure 79.2 shows the gain curves constructed by LLE
during the design phase of the NIF for laser energies from 1
to 2 MJ and for implosions on isentropes from a = 1 to 4.
Variationintheisentropewasachieved by varying theincident
laser pulse shape. Based on the results of current OMEGA
experimentsand theoretical cal culations of these NIF designs,
we have selected the 1.5-M J, a = 3 continuous-pulsedesign to
be the baseline design for further study. Figure 79.3(a) shows
thetarget specification; Fig. 79.3(b) showsthe pulse shapefor
thisdesign. This pulse shape consists of two distinct temporal
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Figure 79.2

The gain curves constructed at LLE for variousisentropes and incident laser
energies. The dashed line corresponds to the NIF baseline 1.5-MJ energy.
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regions: thefoot and the main drive. The DT-ice thickness and
adiabat of the implosion determine the length and duration of
the foot. In this design, the foot is 4.25 ns long at a power of
10 TW. This region launches a 10-Mbar shock through the
DT ice. At thetime of shock breakout at the rear surface of the
DT ice, the pulse ramps up to the drive region, which lastsfor
2.5 ns at a power of 450 TW. This rapid rise in intensity
generates pressures of approximately 80 Mbar and thus accel-
erates the DT ice inward. Different adiabats can be achieved
by varying the length and intensity of the foot and carefully
shaping the rise to the drive pulse. For example, an a = 2
design has alonger, lower-intensity foot and a gentler-rising
transition region.

The a =3 designispredicted, by 1-D calculations, to have
again of 45, a neutron-averaged ion temperature of 30 keV,
and a neutron-averaged pR = 900 mg/cm?. The peak IFAR of
this design is 60, and the hot-spot convergence ratio is 29.
The conditions near peak compression (t = 10.4 ns) are shown
inFig. 79.4.

These direct-drive designs have two distinct shocks: the
firstislaunched at thestart of the pul se; the secondisgenerated
during the rise to the main drive intensity. Figure 79.5 is a
contour map of theradial logarithmic derivative of thepressure
[d(InP)/dr] as afunction of Lagrangian coordinate and time.
Thedarker, more-intenseregionsrepresent alarger gradientin
pressureand thus capturethe position of theshocks. Thetiming
between these two shocks determines the gain of the target
design. When thefirst shock breaks out of the DT-icelayer (at
5.8 ns), a rarefaction wave expands outward from the rear
surface of the DT ice. If the second shock arrivestoo late, the
shock travels through a decreasing density gradient, which

Figure 79.3
The baseline, a = 3, “all-DT,” 1.5-MJ target design. (a) The
target specification and (b) the pulse shape.
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Theion temperature (solid line) and the mass density (dotted line) near peak
compression for the a = 3 baseline design.

increasesthe shock strength. Thisputsthemainfuel layer onto
a higher adiabat and thus reduces the gain. Conversely if the
second shock arrivestoo early, the hot spot produces the burn
wave before the main fuel layer has reached peak density and
thus reduces the overall target gain. An error in shock timing
can arise from the following:

1. Inadequate Control of the Laser Pulse Shape

The a = 3 laser pulse shape is essentially defined by eight
temporal points as shown in Fig. 79.6. To establish the sensi-
tivity of the target design to variations in pulse shape we
performed a series of 1-D calculations. These calculations
involved varying the power and temporal position of each
point (while holding the other points fixed). By adjusting the
last point of the laser pulse we ensured that the overall energy
in the pulse remained constant at 1.5 MJ. If atemporal point
was adjusted to be in front of another point, that point was
removed from the pulse. Figure 79.6 shows the contours of
gain generated by moving five of the points. Note that as the
first point moves earlier in time (thus lengthening the foot
region), the power must drop to preserve target gain; however,
reduced foot intensity leadsto aweaker shock formation, thus
reducing the adiabat of the target and leading to a more
unstable implosion. We can see that target performance is
sensitivetothefoot andtransitionregionsof thelaser pulse, but
isrelatively insensitiveto the detail s of the high-power region.
Figure 79.7(a) showsthe target gain as afunction of achange
in the foot power. Figure 79.7(b) shows the target gain as a
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Shock propagation as shown by a contour map of the logarithmic derivative
of the pressure asafunction of time and L agrangian coordinate. Theinterface
between the DT ice and gasis at Lagrangian marker 50.
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The a = 3 pul se shape with overlaid contours of gain. Thecircles correspond
tothetemporal pointsused to definethe pul seshape. The contourscorrespond
to the gain that would be achieved if the temporal point was moved to that
time and power location (holding all other points fixed).
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function of the length of the foot region. From these curvesit
has been established that the pulse power in the foot region
must be controlled and measured to +3%, and that the pulse
duration is controlled and measured to £50 ps. These curves
suggest apossible“tuning” strategy for theNIF. By varyingthe
length of the foot (and holding the other portion of the pulse
constant) we can scan through the optimal gain region and
adjust for uncertaintiesin the shock transit through the DT ice.

2. Uncertainties in the Target’s Equation of State (EOS)

1-D simulations with SESAME tables, analytic Thomas-
Fermi, and Livermore DT-ice tables have been performed to
address the uncertaintiesin EOS. Using the tuning strategy of
foot-length and intensity variations, we can optimize the gain
for different EOS models. For example, the optimal gain for
targets modeled using the analytic Thomas-Fermi EOS re-
quired a 600-ps reduction in foot length from the SESAME

DirecT-DRIVE TARGET DESIGNS FOR THE NATIONAL IGNITION FACILITY

case. Although we have established that the designs can be
retuned to these EOS models, experimental measurements of
the EOSof D, ice, D, wicked foam, and high-Z-doped plastics
are required to accurately model the target.

3. Uncertaintiesin Target Thickness

A seriesof 1-D simulations have been performed to estab-
lish the required control of the DT-ice thickness (which is
controlled by the DT-gas-fill pressure). Specifying the control
of theicethicknessdeterminesthe control and measurement of
thefill pressureduringicelayering. Figure 79.8 showsthegain
asafunction of ice-layer thickness (holding the outer radius of
the shell fixed). A variation of £5 umin atotal ice thickness of
340 um leadsto a 2% reduction in gain. This correspondsto a
control of the DT-fill pressure of ~20 atm out of a total fill
pressure of 1020 atm (at room temperature).

Gain

Figure 79.7

The target gain as a function of the change in (a) the foot
power and (b) the foot duration from the nominal 10-TW,
4.25-ns parameters.
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Figure 79.8
The target gain as a function of the change in the ice-layer thickness.
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Theneedto control the hot-electronfractionissimilar tothe
indirect-drive requirements, namely that lessthan 0.1% of the
laser energy isdepositedinthe DT fuel viahot electrons. Since
the laser is more closely coupled to the target in direct drive,
however, the transport of hot electrons to the target is more
efficient, and the targets are therefore more sensitive to hot
electrons than in indirect drive. 1-D simulations were per-
formed with various percentagesof |aser energy dumped at the
critical surface into an 80-keV hot-electron tail. These hot
electrons were transported through the target where approxi-
mately 4% of the energy absorbed into fast electrons was
deposited inthe DT-icefuel layer. Figure 79.9 showsthe effect
of between 1% and 3% laser energy absorbed into fast elec-
trons on the gain. A 30% reduction in gain occurred when 1%
of the incident laser energy was absorbed into fast electrons.
The hot electrons are produced by |aser—plasma instabilities
(LPI's), such as SRS, SBS, and two-plasmon decay.

Gain
Fractional energy into
fast electrons (%)

Fractional energy
in DT-ice layer (%)

TC5003

Figure 79.9
The effect of varying the fraction of energy dumped into an 80-keV hot-
electron tail on the target gain.

Figure 79.10(a) showsthethresholdintensitiesfor SRSand
SBS; Fig. 79.10(b) showsthetotal NIFintensity at the quarter-
and tenth-critical surfaces. At each time the minimum thresh-
old in the corona is calculated based on simulations of the
a = 3 density and velocity profiles. For SRS the threshold is
seen to be well above the total NIF intensity at tenth-critical;
thisisthe most relevant density since the minimum thresholds
tend to occur far out inthe coronawhere scalelengthsarelong
and densities are low. The single-cluster NIF intensity would
be lower by afactor of about 12. For SBSthetotal intensity is

126

well abovethreshold after about 6 ns, while the single-cluster
intensity is comparable to the threshold. Further study is
required to determine how many clusters are likely to partici-
pate in driving SBS. SBS has a low threshold at this time
because the NIF pulseisrapidly increasing in intensity, pro-
ducing alocal velocity minimum in the density profile and a
correspondingly long velocity scale length. These thresholds
are calculated on the basis of inhomogeneity scalelengths; the
density scale length isthe determining factor for SRS and the
velocity scalelength for SBS. Damping haslittle effect onthe
mi nimum threshol ds; the damping contribution dependsonthe
product of the electromagnetic wave damping (mostly colli-
sional, small at low densities) and the electrostatic wave
damping (mostly Landau). The Landau damping becomes
largefor electron-plasmawaves (SRS) at low densitiesand for
ion-acoustic waves (SBS) when T; approaches T, The mini-
mum threshold for both instabilities tends to occur at low
densities where the small damping of the electromagnetic
wavemakesthe contribution to thethreshold negligible. Large
Landau damping of the electrostatic waves may, however,
substantialy reduce growth rates even if the instability is
above threshold.

A high level of illumination uniformity is required to
achieve ignition. Both direct- and indirect-drive designs re-
quire that the targets be driven by pressure nonuniformity
levels of less than 1% rms. The angular variation in the
intensity distribution on the target is routinely described in
terms of spherical-harmonic modes. An /-mode is related to
thetarget radiusRand thenonuniformity wavelength A through
¢ = 2nR/IA. The mode spectrum is normally divided into two
regions: alow ¢-moderegion (¢ < 20) and ahigh /-moderegion
(20 < ¢ < 500). Indirect drive benefits from the conversion of
the laser light to x rays. Essentially all modes above ¢ =10 are
eliminated by x-ray conversion. In direct drive the laser beam
alonemust achievethedesiredlevel of uniformity; thus, direct
drive places much tighter tolerances on the single-beam uni-
formity and beam-to-beam balance than indirect drive.

Low ¢-mode (long-wavelength) perturbations are seeded
by beam-to-beam variations arising from (1) the mispointing
or misfocusing of the laser beams, (2) alack of energy and
power balance, or (3) mispositioning of thetarget. Such modes
grow secularly during the implosion. A simple argument is
used to calculate the maximum tolerable variation in the low
£-mode spectrum. Since these modes grow secularly, thefinal
distortion or¢ of the compressed fuel at average radius r¢ is
givenby dr;=Aat?, whereAaistheaccel eration nonuniformity
andt istheimplosion time. For ashell initially at radiusrgthe
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distortion of the shell is given by & /vy = 8a/arg/r¢ ~1).
Numerical calculations using the 2-D hydrocode ORCHID
suggest that final coredistortionsof 50% can betolerated; thus,
for aconvergenceratio of 25 (whichistypical for direct-drive
targets), a peak-to-valley acceleration nonuniformity of 2%
can be tolerated. The laser nonuniformity in the low /-mode
region must be maintained below 1% rms.

Thehigh /-mode(short-wavel ength) regionisseeded by the
structurewithintheindividual laser beam. These modesexcite
the Rayleigh-Taylor instability, which causes the modes to
grow much more rapidly than in the low ¢-mode region. Note
that extremely high modenumbersarenot important sincethey
are ablatively stabilized, rapidly saturate, and do not feed
through to the hot-spot region.

The effect of the growth of the hydrodynamic instabilities
has been examined by two techniques: Thefirst technique uses
detailed 2-D ORCHID simulations to directly determine the
effects of perturbation on target performance. This technique
iscomputationally intensive and does not give the correct 3-D
multimode saturation of the RT instability. The second tech-
nigue uses a postprocessor to the 1-D simulations. This post-
processor uses a self-consistent model 8 to study the evol ution
of perturbationsat the ablation front and the back surface of an
accelerated spherical shell. The model includes the ablative
Richtmyer—Meshkov (RM),® RT, and Bell-Plesset (BP) insta-
bilities; 3-D Haan saturation1®isincluded. Themodel consists
of two differential equations (describing the ablation- and
inner-surface perturbati ons) obtai ned by solving thelinearized
conservationeguationsintheDT gas, theshell, and the bl owoff
plasma regions. The overdense—ablated plasma interface is
approximated as a surface of discontinuity.11

Direct-drive target designs must tolerate four sources of
nonuniformity to ignite and burn: (1) inner-DT-ice roughness,
(2) outside CH capsule finish, (3) drive asymmetry, and
(4) laser imprinting. Multidimensional simulations of the de-
celeration phase have shown that our design will ignite when
theinner-surface nonuniformity islessthan 1.5 ym at the start
of the deceleration phase. By performing an extensive series
of calculations with various levels of nonuniformity, it is
possible to establish the requirements for the four seed terms.

The hardest seed term to establish is that for laser imprint.
A seriesof planar 2-D simulations have been performed using
ORCHID. These simulations determined the imprint effi-
ciency for single modes of irradiation nonuniformity. The
effect of 2-D SSD was included using the approximation

Orms ~ e/t

where
to =[Avsin(ka/2)| ™

is the coherence time, Av is the bandwidth, k is the wave
number of the spatial-intensity nonuniformity, and A is the
speckle size. For example, using a phase-plate nonuniformity
spectrum with 1 THz of bandwidth, the laser will imprint a
surface nonuniformity equal to o, = 360 A (in modes ¢
< 1000) at the start of the acceleration phase. The additional
sources of nonuniformity arethen added to that from the laser.
For example, Fig. 79.11 shows the mode spectrum of the
ablation surface at the start of the acceleration phase for the
case of a 1-THz-bandwidth, perfectly uniform outer shell and
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an additional g;y,s=1300-A perturbation, which has accumu-
lated from the feed-out of 0.5-um rms from the inner DT-ice
layer. Figure 79.11 also shows the mode spectrum of the
ablation surfaceat peak shell vel ocity, which definestheend of
the acceleration phase. The sum of the amplitude of the
individual modes gives the total mix width of the ablation-
surface instability. Figure 79.12 shows the mix width and the
shell thickness as a function of time. In this example we can
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Figure 79.11
The mode spectrum of the outer ablation surface at (a) the start of the
acceleration phase and (b) the start of the deceleration phase.

clearly see that the shell is larger than this mix width, so we
conclude that the a = 3 design will survive the acceleration
phase when we have 1 THz of bandwidth and 0.5-um rms of
inner DT-ice roughness. At the end of the decel eration phase
the total nonuniformity on the inner surfaceis 1.3 um, so we
would expect this design to ignite.

Figure 79.13 shows the combined effect of different laser-
uniformity levels and inner-ice-surface roughness for two
different outer-surface finishes on the perturbation amplitude
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The (a) ablation-surface amplitude and (b) the shell thickness as a function
of time up to the end of the acceleration phase for the baseline, a = 3,
al-DT target design with 1-THz, 2-D SSD and 0.5-um initial inner surface,
DT-icefinish.

The combined effect of laser uniformity and inner DT-ice surface roughness
(for modes greater than 10) on the rms inner-surface amplitude at the end of
the acceleration phase for (a) 0-A outer-surface finish and (b) 840-A outer-
surface roughness.
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of the inner surface at the time of deceleration. For example,
0.5 THz of bandwidth is equivalent (from ORCHID simula-
tions) to 520 A of initial outer-surface perturbation. This is
combined with 0.5 um of inner-surface roughness and with a
perfect outer-surface finish [Fig. 13(a)]. The resultant ampli-
tude at deceleration is 1.35 um. When there is 840 A
[Fig. 13(b)] of outer-surface roughness, the amplitude of the
inner surface at deceleration rises to 1.45 um. These fina
amplitudes are very close to the maximum tolerable, so we
conclude for safety that for a successful ignition campaign
using direct drivewewill need 1 THz of bandwidth, <0.25 um
of DT-ice nonuniformity in mode ¢ > 10, and < 800 A of outer-
surface perturbation.

DirecT-DRIVE TARGET DESIGNS FOR THE NATIONAL IGNITION FACILITY

Conclusions

Based on the cal cul ations described in the previous section
we have established specifications required on the NIF to
ensure asuccessful direct-driveignition campaign. Table 79.1
summarizes these requirements. It should be noted that inde-
pendent calculations by Weber,12 using the 2-D LASNEX
code, confirm our cal culationsthat the a = 3 continuous-pul se
design will survive the acceleration phase and should
achieveignition.

ACKNOWLEDGMENT

This work was supported by the U.S. Department of Energy Office of
Inertial Confinement Fusion under Cooperative Agreement No. DE-FCO03-
92SF19460, the University of Rochester, and the New York State Energy
Research and Development Authority. The support of DOE does not consti-
tute an endorsement by DOE of the views expressed in this article.

Table 79.1:  Summary of the specifications for our current modeling

of the baseline “al-DT” target design.

Parameter

Requirements

Laser energy

1.5MJ

Pulse shape

50:1 contrast, 10-ns duration [see Fig. 79.3(b)]

Beam-to-beam power balance

8% in 500 ps

Quad-to-quad power balance
(assuming independent quads)

4% in 500 ps

Laser bandwidth

1THz

Individual beam nonuniformity

3% in 500 ps (al modes)

Quter CH <2 um
Outer-surface target finish <800 A
Inner DT-ice thickness 340 ym+5 gm

Inner DT-ice-layer uniformity

<0.25 tm (¢ > 10)
(for ¢ < 10 exact value to be determined)

Shock-timing accuracy

<50 ps

Preheat

<0.1% of incident laser energy
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Numerical Investigation of Characterization of Thick
Cryogenic-Fuel Layers Using Convergent Beam I nterferometry

Theeffect of hydrodynamicinstabilitieson the performance of
inertial confinement fusion (ICF) experimentsiswell known.
Hydrodynamic instabilities affect 1CF capsules during the
initial acceleration and final decel eration phases of the implo-
sion. Nonuniformitiesinthe applied drive coupled withimper-
fectionsat thetarget surfaceseed Rayleigh—Taylor (RT) unstable
growth at the ablation front. In addition, the shock wave
reflecting off a perturbed inner ice surface returns to the
ablation region and al so seedstheinstability (feed-out). These
perturbations grow since low-density, ablated material accel-
erates the unablated, dense shell. Further growth of these
perturbations eventually feeds through the shell and couples
with existing perturbations on the inner ice surface. Together
theseseed RT growth at theice—gasinterfacewhentheicelayer
begins to decelerate around the spark plug region near the
target’scenter. Asthe RT instabilitiesgrow, thecold, densefuel
is mixed into the hot core leading to cooling of the core and
reduced target performance.

The success of the ICF program depends on targets de-
signed to limit theamount of RT growth to an acceptablevalue
or whose performance is insensitive to the presence of such
perturbations. A good understanding of all nonuniformity
sources in the implosion is required to design such targets.
Nonuniformity sourcesincludethelaser or holhraumdrive, the
coupling of this energy to the target (imprint), and the initial
surfacefinishof both theouter ablator surfaceandtheinner DT
ice. To date, significant progress hasbeen madein understand-
ing theroleof thefirst three nonuniformity sources. Character-
ization of the inner ice surface, however, remains a serious
challenge. Theability to accurately characterizethissurfaceis
especially critical inlight of recent work by Bettilinwhichthe
feed-out contribution to the ablation region has been shown to
be amajor factor in overall RT growth during an implosion.

Overview

Cryogenic targets imploded with OMEGA will consist of
polymer capsules several micrometers thick with diameters
ranging from 900 to 1100 um. These capsules will be filled
with condensed D, or DT fuel upto 100 umthick. Historically,

LLE Review, Volume 79

thefuel content and fuel-layer uniformity of cryogenic targets
at L LE havebeeninterferometrically characterized using plane-
wave illumination.2~7 A capsule with a thick cryogenic layer
condensed on its interior behaves as a strong negative lens,
which has several adverse effects on an interferogram created
with plane-wave illumination. Computer simulations of typi-
cal interferograms are shown in Fig. 79.14. The highly diver-
gent and spherically aberrated wavefront created by the target
cannot be effectively collected and imaged by optics with
convenient numerical apertures (<0.2), resulting in loss of
information near the perimeter of thetarget’simage. Addition-
aly, interfering this highly curved wavefront with a planar
reference wavefront results in an interferogram with a fringe
spatial frequency that increases radially to very high values
near the perimeter of the target’simage. The phase sensitivity

(€Y (b)

Concentric 5% nonconcentricity

T1083

Figure 79.14

Computer-generated interferograms of a 1120-ym-diam, 10-um-thick cap-
sule that contains 100 um of condensed fuel. These interferograms were
created assuming that both the object and reference beams consi sted of planar
wavefrontswith a514-nm wavel ength, and that f/6 opticswere used to image
the target. All of the surfaces in (a) were perfectly concentric with one
another, whereas (b) displays a 5% fuel nonconcentricity, i.e., the center of
the spherical inner surface of the condensed fuel layer has been displaced to
the right in the figure by 5% of its total thickness. Obviously, a 5%
nonconcentricity can beeasily detected, but higher-order nonuniformitiesare
much more difficult to detect due to the very high fringe frequency. In
addition, information regarding the state of the fuel near the perimeter of the
target’ simage hasbeen lost dueto refraction of the object beam outside of the
imaging optics' finite collection aperture.
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isreduced dramatically when thefringe frequency approaches
the Nyquist limit of the detector. Asthefringe frequency nears
the frequency of pixelsinthe CCD array, aliasing occurs and
the fringes become unresol ved.

These limitations can be compensated for by focusing the
object beam of a Mach—Zehnder interferometer near the rear
focal point of the filled target, causing a nearly collimated
beam to emerge. A complete description of thisinterferometer
has been published elsewhere.8 The optical system used to
create an interferogram of acryogenic target with convergent-
beam illumination is shown in Fig. 79.15.

CCD array

Beamsplitter

T1114 ]

Figure 79.15

Schematic of theoptical systemusedto createaninterferogram of acryogenic
target with convergent-beam illumination. The opticsthat control the point of
focus of the convergent beam and those that image the target are shown. The
dashed line denotes the collimated reference beam.

Phase sensitivities of the order of a few hundredths of a
wave can be achieved by phase-shifting techniques.®! This
involves sequentially acquiring multiple interferograms, each
with aunique phase offset caused by introducing aslight path-
length changein oneof theinterferometer’ sarms. The phase of
each pointintheinterferogramisthen obtained, modulo 271, by
performing simple mathematical operations on the set of
interferograms. One advantage of phase-shifting methods is
that the phase resolution depends primarily on the dynamic
range of the CCD array and the contrast of the interferogram,
not the number of pixels per fringe.

M ethodology

Characterizing anonuniform cryogenic-fuel layer by inter-
preting the phase of awavefront perturbed by passing through
itis, unfortunately, not straightforward. Evident in Fig. 79.16,
the magjority of rays traveling through the target have probed
two independent ice surfaces on opposite sides of the target.
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Unique measurement of aperturbation on either surfaceisimpos-
sible without collecting an enormous number of interferograms.

The method we propose is very similar to the technique
implemented by Wallacel? to characterize surface perturba-
tions on the outside of ICF capsules. Data is first collected
using atomic force microscopy (AFM) along great circles on
the target surface. This information is Fourier-analyzed to
produce an average one-dimensional (1-D) power spectrum.
The 1-D Fourier power spectrum isthen mapped into thetwo-
dimensional (2-D) spherical-harmonic spectrum by using an
Abel transformation derived by Pollaine.13 Pollaine showed
that a1-D Fourier power spectrum, representative of theentire
surface, could be transformed into the corresponding 2-D
power spectrum using

P p(l) =%J’P1,D(VI2 +n2)dn.

MacEachern* showed that a representative 1-D power
spectrum could be obtained by averaging nine independent,
experimental 1-D power spectratogether. Theseninetracesare
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Figure 79.16

Ray trace of anf/5 laser through an OMEGA cryogenic capsule. The method
usesraysvery near the perimeter of thetarget similar to the dashed raysinthe
figure. Such rays probe two points on the inner surface, which, when
averaged, represent two of the scans used in the outer-surface-measurement
technique described in the text.
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arranged in groups of three and are taken along great circles
that lieonthethree orthogonal planesthat intersect thetarget's
center. Each set of three traces samples an approximately
40-um-wide swath on the target’s surface. The geometry used
inthisdata-acquisition methodisshowninFig. 79.17 with the
three traces within a set labeled A, B, and C.

TC5109

Figure 79.17

Geometry of data-acquisition traces used in the surface-characterization
method. Each of the three sets of traceslies along an orthogonal direction on
the sphere. The width between outer traces is approximately 40 um.

Reexamining Fig. 79.16, it can be seen that thereisasubset
of rays, traveling very near the equator of the target, where a
small cord (~40 um long) probes two points of the inner ice
surface. Such aray is shown dashed in Fig. 79.16. The per-
turbed optical-path difference (OPD) along this path repre-
sents an average at the two positions. Collecting all of these
rays from the overall phase map yields a great circle of data,
coming out of the paper, sampling the inner ice surface near
the equator at this orientation. Thisis essentially the same as
averaging traces A and C in the method described above and
showninFig. 79.17. Thetarget isrotated and datais collected
along severa great circles. This data is analyzed using the
process described above for characterizing an outer-surface
perturbation spectrum.

Implementation

Toimplement thecharacterization method described above,
thephaseof thewavefront passing through thecryogeni ctarget
must be acquired by interferometrically measuring the OPD
between it and aplanar referencewavefront. Eventually, when
the cryogenic filling station at LLE isin operation, thisinfor-
mationwill be provided by measuringreal |CF capsules. Initial
analysis, however, has been done using synthetic OPD maps
produced using the ray-trace simulation code Rings. Rings,
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whichwaswritten by Craxton!®to simulate three-dimensional
(3-D) planar interferometric probes, was modified to provide
for aconvergent f/5 probe at 670 nm. The capsule used in our
analysisisequivalent to that of acryogenic target designed to
be used ininitial experiments on OMEGA. The capsule con-
sistsof athick shell of DT ice (100 um) surrounded by asingle,
thin layer of plastic (1to 5 um). Fully independent perturba-
tions can be applied to any or all interfaces within the target.
Originally, these perturbationswere limited to simple geomet-
ric terms of the order of less than 4. Routines have since been
added that allow perturbations to be imposed based on their
complete spherical-harmonic spectrum. Normalization rou-
tines control the total applied ice-surface roughness (rms) and
spectral dependency of the modal pattern. Multiple, indepen-
dent great circles can be simulated by aligning the probe axis
with respect to selected points on the target.

Rings determinestheintersection of aray at every physical
interfacewithin thetarget towithin 1 A. Oncetheintersections
aredetermined, thetotal optical pathiscal culatedfor thetransit
throughthe preceding layer. Snell’sLaw isthen applied to pro-
duce the proper change in direction cosinesfor transit into the
next layer. Rings traces many rays through the target and into
a collection optic. The resulting phase map is then projected
back to animage planelocated at the center of thetarget, which
is conjugate to the detector plane in the actual interferometer.

The OPD map must first be analyzed to identify a radius
that corresponds to the inner ice surface. As can be seen in
Fig. 79.16, thisinformation is near the very edge of the map.
Rays that intersect the target at steeper angles are refracted
outside of the collection aperture of the interferometer’s /5
imaging system. Once identified, thisinformation is not nec-
essarily uniformly spaced along a circle; it must then be
interpolated to a great circle of 2" evenly spaced points to be
analyzed by standard FFT routines. Many interpolation
schemes were tested. A solution was found that imports the
data into the commercially available graphics package
Tecplot.1® Tecplot runs on Pentium PC’s and has extensive
capabilities to interpolate data to a variety of physical grids,
including evenly spaced circles. The interpolated datais then
Fourier-analyzed to recover a1-D power spectrum. The over-
all procedureto analyzeagiven OPD takesonly afew minutes
per view. It is anticipated that an averaged 1-D power spec-
trum, evaluating six views (as shown in Fig. 79.18), could be
obtained inlessthan one-half hour. Thefinal step—transform-
ing theaveraged 1-D power spectruminto the 2-D spectrum—
is accomplished using a Fortran program and requires only a
few minutes of computer time.
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Figure 79.18

Schematic indicating the data-acquisition procedure. The probe laser is
incident onthetarget at anangleof 17.72° below theequator. After collecting
datafor the position, thetarget isrotated on-axis 30° and scanned again. The
procedure is repeated until six scans are completed.

Numerical Results

Thefirst test of the method described above wasto perturb
the inner ice layer with pure sinusoidal modes to determine
whether the FFT of thegreat circle of the synthetic OPD would
return the applied value. Such atest does not require the Abel
transformation. Initially, only singlesinusoidal modes(m=20,
40, and 80) were modeled. The results, shown in Fig. 79.19,
demonstrate that the method is able to reproduce the applied
perturbation quitewell. The next step wasto perturb the target
with awhole spectrum of sinusoidal modes given by

R =R+ aom L cof{ m[¢ +2rm(m)]} ,

where ag = 0.739 um and b(m) is a random number used to
distribute random phase among the modes. The result of these
tests, shown in Fig. 79.20, indicate that the method is able to
recover the applied sinusoidal spectrum very well.

Building ontheseresults, testswere constructed that would
more closely match what one would expect in nature. The
pertinent values that are required for numerical simulation of
| CF capsulesarethetotal rmsand the modal dependency of the
overall spherical-harmonic spectrum. As such, several ex-

134

ampleswere constructed using avariety of total roughnessand
spectral dependency. The applied perturbations took the form
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where n is the number of applied modes, g is the modal
dependence of the applied spectrum, and ag has been normal-
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Figure 79.19

Mode amplitudes of OPD determined through ray trace of targetswith inner-
ice surface perturbed with an individual sinusoidal mode. The amplitudes of
the applied perturbations were chosen to scale as 2000/m nm.
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Figure 79.20

Mode amplitudes of OPD determined through ray trace of targetswith inner-
ice surface perturbed with a spectrum of sinusoidal modes between mode m
=10and m=50. Thesolid curverepresentstheexact modal spectrumthat was
applied to the surface.
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ized to return the desired surface rms. The spectral amplitudes
were modified in the high-frequency range by applying a
Blackman filterl’ to avoid Gibb’sphenomenon behavior inthe
numerical reconstruction of the applied spectrum.

An important point to these calculations is the determina-
tion of a cutoff frequency above which any additional modes
make little contribution to the overall perturbation at stagna-
tionand, assuch, need not beresolved. Thiscutoff isgenerally
taken to be near mode 50. This cutoff comes from stability
arguments of target designs that assume monotonically de-
creasing perturbation spectra of the order of /=P at the begin-
ning of thedecel eration phase of theimplosion. For f=1.5, the
relative mode amplitudes at about mode 40 and beyond areone
to several orders of magnitude lower than the amplitudes of
mode numbers below 10. When Haan saturation effects!® are
considered, however, it can be shown that such a cutoff is
applicable for perturbation spectrathat are even flat (3=0) at
the onset of deceleration (see Appendix A). Therefore, our
analysis, while examining targets with perturbations using
modes 2 to 192, resolves only the modal region of the ice
roughness between modes 2 and 50.

Similar to the above sinusoidal perturbation tests, our first
test with spherical harmonics was to perform an analytical
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Figure 79.21

Evaluation of an analytical representation of aspherically perturbedinner ice
surface. The solid curve represents the exact modal spectrum applied to the
surface. The dashed curve is obtained by taking the FFT of the perturbed
radius and transforming the 1-D power spectrum into the 2-D power spec-
trum. Except for the high-frequency regime, the method can bevery accurate
in resolving the 2-D applied perturbation using 1-D data.
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check of the method. Knowing the analytic form of the pertur-
bati on spectrum placed on theinner icelayer, we could imme-
diately take the Fourier transform of the resulting perturbed
radius representing the inner target equator. This 1-D power
spectrum was then transformed to give back the applied 2-D
spectrum. The results of this case are shown in Fig. 79.21,
where it can be seen that the method gives very good recon-
struction of the applied spectrum except in the very high
frequency range. Herethe method experiencesslight troublein
reconstructing the spectrum. The numerical results here are
being strongly influenced by the unphysical termination of the
spectrum. The results of this test confirmed that a good ap-
proximation of the 2-D spectrum of theinner ice surface could
be obtained from ray-trace data that correctly maps a great
circle of the inner ice surface.

Wethen examined ray-traceteststhat spanned both therms
of the surface and the modal dependency of the spectrum. The
results of one of these tests are reported here. When the
spherical harmonics are applied, the amplitude of all m-com-
ponents of aparticular /-modeis assumed constant. Addition-
ally, abase-linetotal rmsvalue used hereisdefined to include
only the power in modes 10 to 50. Several examples, compar-
ing the numerically obtained modal amplitude spectrum with
the exact applied perturbation, are shown in Fig. 79.22. The
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g_ LNl T CaseD ]
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L egendre mode number
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Figure 79.22

Comparison of several ray-trace evaluations of an OMEGA cryogenic cap-
sule with a spherically perturbed inner ice surface. The thick solid curve
represents the exact modal spectrum applied to the inner surface. The other
curvesareobtained by averaging aset (six numerical ray traces) of 1-D power
spectra of perturbed OPD and then transforming that average into the 2-D
power spectrum. Each curve represents the resulting modal amplitudes
obtained at a separate orientation on the target. These orientations are given
in Table 79.11.
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capsule was perturbed with a full spectrum of modes from
¢ =2to ¢ =192. The baseline total rmswas set to be 0.25 um
with a spectral parameter 8 = —1.5. Four tests (Cases A-D)
were performed, representing the acquisition of data at differ-
ent spherical orientations on the capsule. Each case used six
acquired ray traces taken about the capsule to produce the
average 1-D power spectrum for the analysis. The spherical
orientations are given in Table 79.11. Examining Fig. 79.22, it
can be seen that each of the tests provides a very good
representation of the modal dependency of the applied pertur-
bation. Case B recovered 89% of the total rms defined from
modes 2 to 50, while Case C recovered only 73%. From these
results, it can be seen that the method provides good resol ution
of the perturbations on the inner ice surface.

Future Work

The method we have described will provide a detailed
analysis of the inner-ice-surface roughness; however, more
work must be performed to determine the sensitivity of the
method under avariety of physical constraints. Aberrationsin
the wavefront caused by the optical system have not been
included in the model so far. These can potentially be sub-
tracted from the target’s phase map by taking a phase map of
the wavefront passing though the interferometer without a
target present. The shot noise and finite resol ution of the CCD
array detector (i.e., their roleinlimiting the phase sensitivity of
theinterpolation routine) should al so beexamined. Finally, the
limitation that perturbations on the surfaces of the capsule
impose on the sensitivity of ice-surface measurements should
be examined.

ACKNOWLEDGMENT

This work was supported by the U.S. Department of Energy Office of
Inertial Confinement Fusion under Cooperative Agreement No. DE-FCO03-
92SF19460, the University of Rochester, and the New York State Energy
Research and Development Authority. The support of DOE does not consti-
tute an endorsement by DOE of the views expressed in this article.

Appendix A

To determine the critical modesthat make up the perturbed
interface between the cold, dense fuel and the hot spark-plug
region, the RT growth that all modes experience during the
deceleration phasein an | CFimplosion must be examined. We
start by assuming amodal dependency between the modesthat
isof theform

-G
o, = B

Given the total surface perturbation oy,s, ONe can integrate
over the modes (from 2 to 500) to arrive at the constant C; as

—_Oms
“ 1
2 28

Lindl19 has shown that during decel eration any unsaturated
modes will grow roughly as

alin = (aﬁ)oen'
where
_ 2/
1 1+027¢°

Onecanseethat ny asymptotesquickly tothevalue  0+/10 (~ 3)

at about mode 20. As such, in the absence of saturation, all

modesabove20will grow roughly thesame. If oneassumesthe
initial perturbation spectrum to be comparableto theinitial ice
surface, the spectral parameter 8 can be set to be ~1.5. While
most of the modeswill grow the same, the final amplitudes of
modes greater than 40, as shown in Fig. 79.A1, arerelatively

Table 79.11: Orientation angles used in numerical ray-trace tests. Cases A and B represent scans at two orthogonal positions
on the sphere. Case C was chosen as a neutral position between A and B. Finally, Case D is for scans along the
optical axis proposed for the experimental characterization station at LLE.

Orientation Angles (6®)

Case Scan 1 Scan 2 Scan 3 Scan 4 Scan 5 Scan 6
A 90,0 90, 30 90, 60 90, 90 90, 120 90, 150
B 90, 90 60, 90 30, 90 0, 90 30, 180 90, 150
C 90,0 75, 30 60, 60 45, 90 60, 120 75, 150
D 72.28,0 72.28, 30 72.28, 60 72.28, 90 72.28, 120 72.28, 150
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very small. As such, these modes|end no significant contribu-
tion to the overall perturbation at stagnation; however, the
initial spectruminvolved must also include contributionsfrom
perturbationsfeeding through fromtheablation surface. These
perturbationswill add in quadrature with theicelayer, and the
resulting perturbation rms will probably no longer obey 8
=1.5.AsshowninFig. 79.A1, thefinal amplitude spectrum of
these perturbations increases monotonically with decreasing
B.Whileitishardto conceiveof Bever being negative, having
B approach zero must be considered.

Of course, as the spectral parameter does approach zero,
more power is shifted out of the low-order modes and into the
higher-frequency modes. These modeswill then become can-
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Figure 79.A1

(a) Final linear-growth-amplitude spectrum of perturbations with initial
amplitudes of the form o, = Cl/éﬁ. Here C1 has been normalized to give
1 umat ¢ =2 for all cases of B. (b) Saturation threshold (mode number) for
various cases of total aymsasafunction of the spectral parameter 3. Note that
for B> 1, only modes ¢ > 100 are candidates for saturation. As the initial
spectrum flattens and more power is shifted from lower mode numbersinto
higher ones, modes above ¢ = 20 can become candidates for saturation. As 3
falls below 1.0, saturation can be expected to play an increasing role in
determining the final perturbation spectrum at stagnation.
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didates for saturation. Haan has shown8 that, for a specific
mode, as the amplitude approaches its saturation amplitude

sa - 2RO
¢ TzZn

its RT growth undergoes a transition and stops growing expo-
nentially. The amplitude of this perturbation then grows lin-
early intime and is given by

I|n m

a, =aA ﬂ+lnga—%

Therefore, such modes will grow much slower than unsatur-
ated ones and will not contribute significantly to the overall
perturbation at stagnation.

A threshold for saturation can be calculated by comparing
the Haan saturation amplitude at a given radius to the given
perturbation rms at that point:

2R _ am _ an g
7e=4 (2r.+1)

2 (20 +12)

where /. isdefined asthemodal saturation threshold. Perform-
ing some algebra, assuming 2 ¢ >> 1, and defining

2

Cr= e

we have

(o= (RCZ)]/(:LS_B) .

Assuming R ~ 200 um, we can graph the saturation threshold
for avariety of initial perturbation rmsand spectral parameter
B. Such results are plotted over the spectral behavior in
Fig. 79.A1. Fromthisgraphit can be seenthat for 8 below 1.0,
saturation can be expected to play arole in determining the
perturbation spectrum at stagnation. For valuesof Sabove 1.0,
saturation nolonger aidsinlimitingthegrowth of modesbel ow
100; however, as was pointed out above, in this regime the
modal amplitudesfall off quickly with increasing mode num-
ber and, as such, will not contribute at stagnation.
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A fully integrated measure of the importance of the modal
spectrum can be attained by examining the mode number at
stagnation at which the integral of power up to that mode
represents 95% of the total perturbed power. A full stability
analysis was performed for avariety of spectral parameters 3
andinitial perturbation rmsto obtain such acutoff. Theresults,
showninFig. 79.A2, clearly show that, for expected values of
B (0.5 to 1.5), 95% of the total power resides in modes less
than 50. For values of 3 below 0.5, the cutoff mode number
does climb above 50, but it iswell contained below mode 100
for expected rms values.
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Figure 79.A2

Cutoff mode number at stagnation at which the integral of perturbed power
up to that mode represents 95% of the total perturbed power. For expected
values of total gyms (04 um) and B (0.5-1.5), 95% of the total power
resides in modes less than 50. For values of 3 below 0.5 the cutoff mode
number does climb above 50, but it is well contained below mode 100 for
expected rms values.
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Studies of Target Implosion Using K-Shell Absor ption
Spectroscopy of an Embedded Titanium Layer

In laser-imploded target studies, the measurement of shell
compression and uniformity is essential to understand target
performance. Previously we have used targets in which a
titanium-doped layer was incorporated into the target shell.
The doped layer provided a variety of diagnostic signatures
(absorption lines, K-edge absorption, Ka imaging) for deter-
mining the areal density and density profile of the shell around
peak compression.1= In this article we apply some of these
methods to demonstrate the improvement in target perfor-
mance when implementing SSD8 (smoothing by spectral dis-
persion). In particular, we study slow-rising laser pulses (for
low-adiabat implosions), wheretheeffect of SSD smoothingis
more pronounced. In addition, weintroduce anew method for
studying the uniformity of imploded shells: using a recently
developed® pinhole-array x-ray spectrometer we obtain core
images at energies below and above the K-edge energy of
titanium. The nonuniformity of such images depends on the
nonuniformity of both the emitting core and the absorbing
shell; however, theratio between theimages above and bel ow
the K edge essentially depends on the nonuniformity of the
shell alone. Finally, we compare the results with those of 1-D
LILAC simulations, as well as 2-D ORCHID simulations,

which alow for the imprinting of laser nonuniformity on the
target. The experimental results are replicated much better by
ORCHID than by LILAC.

Areal-Density M easur ement Using K-Shell Absor ption
To demonstratethe effect of SSD on target performancewe
chose two pairs of laser shots from two different series; for
each pair all conditions were nearly identical except for the
presenceof SSD. Thetarget and laser conditionsfor these shots
arelisted on thefirst four lines of Table 79.111. The two target
shotswith SSD arealmostidentical asarethetwo shotswithout
SSD and they can be used interchangeably. The pul se shapein
these four shots was the 2.5-ns, slow-rising pulse shape
ALPHA306: starting with a flat, 0.5-ns foot at 2.5% of the
peak, followed by a 1.1 ns of a slowly rising ramp, then a
0.2nsof afaster-rising ramp, it finally reachesa0.7-nsflat top.
This pulse has been shown to place the colder part of the shell
during the laser irradiation of typical CH shells on an adiabat
of a~3.Itisparticularly suitablefor studying theeffect of SSD
smoothing on reducing imprinting becausefaster-rising pul ses
cause early decoupling of laser and shell, which reduces the
imprint even without SSD. All four targets were voided, to

Table 79.111: Experimental parameters for the laser shots discussed in this article. The first four shots demonstrate improvement in
performance due to SSD; the fifth shot is discussed in the last section of this article. All shots had a Ti-doped layer
embedded in the shell (atom concentration of Ti is given in brackets). ALFA306 is a slow-rising, 2.5-ns pulse shape.

Shot Inner Inner CH(Ti) Outer Total Fill gas | 2-D SSD Pulse L aser
No. radius CD layer CH shell (atm) bandwidth shape energy
(L) layer (1) layer | thickness A (kJ)
(4m) (1) (4m)
13151 | 4445 58 |[4.8 (4%) 14.3 24.9 void 125x 1.65| ALFA306 21.0
13152 | 445.0 57 |[5.1 (4%) 14.3 251 void - ALFA306 21.7
13936 | 4485 50 [5.7 (4.3%) 15.7 26.4 void 128x 1.7 ALFA306 195
13939 | 4425 50 |5.7 (4.3%) 15.7 26.4 void - ALFA306 22.6
15156 | 4385 0.8 |2.6 (6.2%) 16.6 20.0 DD (3) | 1.26 x 1.76 | 1-ns square 26.2
LLE Review, \Volume 79 139
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resemble the implosion of future cryogenic targets. The struc-
ture of the targets was chosen so that the doped layer would
become nearly identical with the cold layer at peak compres-
sion. The thickness of the overcoat CH layer was chosen so as
to be ablated away during the laser pulse; indeed, the laser
burned through it toward the end of the pulse. Theinner layer
was thick enough to constitute the hot, compressed core. This
conclusion is based on the observation of Ti plasma lines
emitted at thecenter of thetarget. Inthelast sectionwedescribe
measurementsof shell nonuniformity obtained with adifferent
pulse shape: a 1-ns square pulse.

Thex-ray spectrawererecorded by aspace-resolving, time-
integrating spectrograph and a streak spectrograph. The first
spectrograph used a Ge(111) crystal and a 25-um-wide spa-
tially resolving slit. The continuum core emission was clearly
visible above the much-weaker radiation of larger extent from
the interaction region (see Fig. 4 in Ref. 3; aso, Fig. 79.28
below); thus, for measuring the absorption of core radiation
within the shell, the radiation from the interaction region can
beeasily subtracted. Thecrystal calibration curve(seeFig.4in
Ref. 1) isrelatively flat in the 3- to 6-keV region. The streak
spectrograph used a RbAP crystal with theimage recorded on
film. The sensitivity of the film is determined with a density
wedge developed simultaneously with the data; however,
because the photocathode is not uniformly sensitive acrossits
surface, we used the streak data to monitor the temporal
changes but the areal-density determinations relied on the
time-integrated spectra. Thispoint isfurther discussed bel ow.

1017
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Figure 79.23

Comparison of spectrafrom two shots (conditionslistedin Table 79.111). The
main difference is the larger drop above the K edge of Ti (around ~ 5 keV)
due to SSD smoothing, indicating a higher cold-shell areal density.

Figure 79.23 shows a comparison of the calibrated, time-
integrated spectra from shots 13151 and 13152. Figure 79.24
shows lineouts through the streak spectrum for shot 13152 at
three different times; the streak spectra for shot 13151 are
qualitatively similar. The upper spectrumisemitted during the
laser irradiation, and the lower two spectra are emitted at two
instances during the compression; the complete record shows
that when the laser irradiation terminates, the x-ray emission
falls and then rises again during compression. For clarity, the
upper curveinFig. 79.24 wasraised by 30. Figure79.24 clearly
showsthat thelinesof highly ionized Ti ionsareemitted during
the laser irradiation; their large width (in both Figs. 79.23 and
79.24) isdueto source broadening, corresponding to emission
from the laser-interaction region. Thisisalso evident from the
spatialy resolved spectra (e.g., see Fig. 79.28 below). Fig-
ure 79.23 shows a higher intensity of these Ti lineswhen SSD
was not implemented. This is consistent with the results of
burnthrough experiments’ that show a faster burnthrough
when SSD is absent, due to a higher level of laser imprint.

Turning to the core emission, we see that continuum radia-
tion from the imploded core (formed by the inner layer of the
shell) is absorbed when traversing the cold titanium-doped
layer. Two types of absorption are evident: 1s-2| absorption
lines in Ti ions with successive L-shell vacancies (around
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Figure 79.24

Lineouts through the streak spectrum at three different times. The upper
spectrum is emitted during the laser irradiation, the lower two spectra at
different instances during the compression. Ti lines are seen to be emitted
during the laser irradiation. The absorption lines and K-edge absorption are
seen to occur simultaneously. For clarity the upper curve was raised by 30.
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4.6keV) and Ti K-edgeabsorption (at ~5 keV). We show inthe
next sectionthat thelinesareabsorbedinalayer of temperature
in the range of ~200 to ~400 eV surrounding the core (the
“cool” shell layer), whereas the radiation above the Ti K edge
is absorbed in a colder layer of temperature in the range of
~150 to ~220 eV surrounding the former layer (the “cold”
shell layer).

Thedrop inintensity acrossthe Ti K edge yields the areal
density of thetitanium alone, using standard tables of absorp-
tion in titanium foils; calculations® show that at higher tem-
peratures, when M- and L-shell electrons are successively
removed, the K edge shifts to higher energies but at a given
energy above the edge the absorption hardly changes with
ionization. Theintensity ratio R¢ =1 (<Ex)/1(> Ex ), where
< Ex means an energy just below and > Ex just above the
Ti K edge, is related to the difference in opacity
AT =1(>Eg ) -T(<Ex): R¢ =exp(Ar). More precisely, this
value is used as an initial guess in calculating the spectrum
above the K edge beforeits absorption and adjusting it to join
smoothly the measured spectrum below the K edge (seeFig. 6
in Ref. 1). For shot 13151 (with SSD) the Ti areal density is
found to be 1.7 mg/cm?, and for shot 13152 (without SSD) it
is 0.78 mg/cm2. Knowing the Ti concentration, the areal
density of the cold doped layer is found to be 7.3 mg/cm? and
3.4 mg/cm?, respectively. These values of pAR were obtained
from the time-integrated spectra because of their higher spec-
tral resolution as compared with the streak-spectra data; how-
ever, the streak data provide additional support for these
results. During the time when the core emission isintense, the
absorption seenin the streak data does not change appreciably
sothat the peak pAR does not exceed the average pAR by more
than a factor of ~1.3. It should be noted that the background
continuum emitted by the laser-interaction region is distinct
from the core continuum in both time and space. Thus, in
determining the continuum absorption the background can be
removed through either time resolution or space resolution
(see Fig. 4in Ref. 3).

In addition to the K-edge absorption, the absorption lines
around 4.6 keV yieldtheareal density of thecool region. Using
the method explained in Ref. 9 and used in Ref. 1, we derive
~3.5 mg/cm? for the pAR of that region. Thetotal areal density
of the doped layer is the sum of the pAR derived from the
K-edge absorption and the pAR derived from the absorption
lines since, as Fig. 79.24 shows, the two absor ptions for the
most part occur simultaneously. Thus, thetotal areal density of
the doped layer with and without SSD becomes 10.8 mg/cm?
and 6.9 mg/cm?, respectively. Applying a correction derived
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from the streak spectra, the peak pAR values are ~14 mg/cm?
and 9 mg/cm?, respectively. The uncertainty in these values
is +25%.

Figure 79.23 shows that, whereas the K-edge jump differs
appreciably for the two spectra, the line absorption as well as
the core continuum emission is very similar. The two are
related because the lines are absorbed on the fringes of the hot
core; thus, the energy dumped into the core depends more on
the absorbed laser energy and lesson theirradiation uniformity.

The total areal density of the compressed shell can be
obtained approximately by multiplying the measured pAR of
the doped layer by afactor Q = (PAR)q unablated! (IPAR)o,doped:
where (0AR)o, unablated IS the areal density of the part of the
shell that is not ablated (i.e., is imploded) and (PAR)q goped
is the areal density of the doped layer, both in the initial
target. The former is known from burnthrough experiments.’
To demonstrate the validity of this procedure we show in
Fig. 79.25(a) the LILAC-calculated ratio R = pAR(shell)/
PAR(doped layer) asafunction of timefor various separations
Sof thedoped layer fromtheinner shell surface (intheoriginal
target). For each curve the target isthat of shot 13151, except
that Swas assigned a different value in each case. The calcu-
lated shell pAR is also shown (the peak pAR is ~0.5 glcm?).
During the first 3 ns of the pulsetheratio R decreases because
of ablation but during the following compression, especially
for S~ 1 um, it changes only slightly. Since an outer layer of
about 13 umisablated in shot 13151, thevalueof Qis~2.5; as
Fig. 79.25(a) shows, when S~ 1 um, this value, when multi-
plied by the measured doped-layer pAR, would yield the
correct total shell pAR at peak compression. Thus, for targets
with S < 1 um the procedure would overestimate the total
shell pAR, whereasfor S> 1 umit would underestimateit. We
further calculate R by a model that assumes a constant-
density shell that converges radially without compression.
Figure 79.25(b) shows the results as a function of the com-
pression ratio; the various curves correspond to the curves of
Fig. 79.25(a). The initia target in Fig. 79.25(b) is a 12-um-
thick shell, which corresponds to the unablated target in shot
13151. As seen, the corresponding curves in the two figures
are very similar, even though the pAR values in the incom-
pressible model are much smaller than in the LILAC calcula-
tions. This indicates that the procedure is insensitive to the
details of the implosion.

The separation of the doped layer in the targets listed in

Table 79.111 islarger than the optimal; thus, this method will
underestimate the total shell pAR by about afactor of 2. Since
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Thecalculated ratio R= pAR(shell)/ pAR(doped | ayer) for various separations Sof the doped layer from theinner shell surface (intheoriginal target). (a) LILAC-
calculated Rasafunction of time; the curvescorrespond to shot 13151 except that Sisdifferent for each curve. Thecal culated shell pARisal so shown. (b) Model -
calculated R as function of compression ratio; the initial target is assumed to correspond to shot 13151 after the ablation (of 13 um CH) has been completed.

thevalueof Qis~2.5for theshotsof Fig. 79.23 and accounting
for thisfactor-of-2 underestimate, the total shell pARisfound
to be 70 mg/cm? for shot 13151 and 45 mg/cm? for shot 13152.
The peak shell pAR simulated by the 1-D code LILAC is
~500 mg/cm?. Thisvalueis higher by afactor of ~7 than what
was measured on shot 13151 (with SSD) and by afactor of ~11
on shot 13152 (without SSD). On the other hand, ORCHID
simulations yield a peak total pAR of ~100 mg/cm?, which is
much closer to the experimental value. Further comparisons
between the experimental results and code simulations are
given below.

The areal-density values obtained above assume auniform
PAR over the shell surface. For a shell with modulations in
PAR, the value pARy, measured by opacity will always under-
estimate the average <pAR> because low-opacity regions
have more weight in an integral opacity measurement. For
example, if we assume that a fraction o of the shell area
consists of radial holes (i.e., opacity T = 0) and the rest has a
constant opacity 7, wefind

PORy /(POR) = —In[a +(1-a)exp(-7)] /(1-a), (1)

which is always less than 1. Also, it can be shown that for a
given measured opacity 1y, therelation a < exp(—r M) holds.
In Fig. 79.23 the opacity of the absorption lines reaches the
value 1.6 fromwhichit followsthat a < 0.2. Inthelast section
we describe amethod for actually measuring the modulations
in the areal density of the shell.
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The Temperature of the Compressed Shell

The temperature of the shell at peak compression is an
additional important parameter characterizing the implosion.
We first use the absorption lines in Fig. 79.23 to deduce the
temperature of the cool layer. These absorption lines each
correspond to a Ti ion with an increasing number of L-shell
vacancies; thus, the intensity distribution within the absorp-
tion-lines manifold correspondsto adistribution of ionization
statesfrom Ti+13to Ti*20. Thisdistribution depends mostly on
thetemperature but al so on the density. We use the collisional -
radiative code POPION0 to calculate the distribution of Ti
ionization states as a function of temperature and density (for
the experimental case of a 6% atom concentration of Ti in
CH). Figure 79.26 shows as an exampl e the average charge Z
of Ti ionsasafunction of temperature for two density values:
1 g/lem?3 and 10 g/cm3. As shown later, the shell density at
peak compression is found to be within this range. POPION
calculations show that for densities within this range, the
measured absorption-line intensity distribution indicates a
temperature in the range ~250 to ~350 eV. Additionally, the
absorption-line intensity distribution is actually wider than
that calculated for any single temperature, indicating absorp-
tion over atemperature gradient. Including thiseffect, thetotal
range of possible temperatures indicated by the absorption
linesis ~200 to ~400 eV.

We next turnto the determination of the col d-shell tempera-

ture. Unlike the cool layer where absorption lines are formed,
no absorptionlinesareavail ablefor measuring thetemperature
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of the cold shell (where there are no L-shell vacancies into
which absorption can take place). Instead, we can use the
fluorescent Ka lines that are emitted following photoioniza-
tion of K-shell electrons. To observe these lines more readily
we use an off-center view that misses the core emission. We
show in Fig. 79.27 the spectrum for shot 13151 in two views:
through the center of the target and off the center. Indeed, the
off-center view revealsafluorescent K a lineemitted by F-like
ions, coinciding in energy with the lowest-energy, F-like
absorption feature. In the axial view this fluorescence cannot
be seen because of the overlapping absorption at the same
energy. For acolder shell theK a linewould appear at aslightly
lower-energy position, indicating ionization of M-shell but not
of L-shell electrons (the lowest-energy, or cold, Ka lineis at
4.508 keV). In that case the Ka line would appear evenin the
axial view, not being subject to absorption, ashasbeenthe case
in thicker-shell implosions.3 The F-like Ka line is emitted
following theK-shell photoi onization of theNe-likeions; thus,
the bulk of the cold layer isin the closed-shell, Ne-like state;
however, the width of the Ka line indicates that a smaller
fraction of the Ti ions may bein lower ionizations. Using this
result and POPION calculations we estimate the temperature
of thecold shell as T ~150t0 ~250 eV. For shot 13152 (without
SSD) the cold-shell temperature is essentially the same.

It should be noted that in addition to the Ka line emitted in
the cold shell, fluorescent Ka lines corresponding to each of
theabsorptionlinesof Fig. 79.27 should also be emitted within
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Figure 79.26

TheaveragechargeZ of Tiionsascal culated by the collisional-radiative code
POPION. It isassumed that thetitanium formsa4% mixture (by atom) in CH.
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thecool layer. They cannot be seenin the spectrum becausethe
PAR associated with each species having L-shell vacanciesis
only a fraction of the total cool-shell pAR, which in turn is
smaller than the cold-shell pAR.

The position of the K edge can in principle provide an
additional signature of the cold-shell temperature because for
successiveionizationsthe K edge shiftsto higher energies(see
Fig. 72.8 in Ref. 2). For Ne-like Ti ions the K-edge shift is
~300 eV. This shift, however, is calculated for an isolated ion;
at high densities the K edge shifts to lower energies due to
interaction with neighboring ions. Using the model of Stewart
and Pyatt,11 assuming T ~ 200 eV and a density that changes
over therange of 1 to 10 times solid density, the K edge of Ne-
like Ti should shift toward lower energies by ~120 to
~300 eV; thus, the two effects partly cancel each other.
Indeed, no significant K-edge shift is seen in Fig. 79.23.
Accordingly, the K-edge shift isnot avery useful diagnostic of
shell temperature.

Ka Imaging of the Cold Shell

Previously we have shown that K a emission constitutes an
image of thecold shell around thetimeof peak compression.3°
Using this method we show here that shell compression im-
proves with the implementation of SSD. In Ref. 5 a pinhole-
array spectrometer wasused to obtai ntwo-dimensional images,
whereas here a slit spectrograph is used to obtain essentially
one-dimensional images; for shaped-pul seimplosionsthecore
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Figure 79.27

Determination of the cold-shell temperature through the fluorescing Ka
lines. Only aview off the target center clearly showsthefluorescing line; its
state of ionization (F-like Ti) indicates a cold-shell temperature of ~200 eV.
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images are typically too weak to obtain high-quality images
with the former instrument. In Fig. 79.28 we show part of the
image obtained with the spatially resolving spectrograph, on
two comparabl e shots, with and without SSD. Thedlit provides
one-dimensional resolution in the vertical direction. In addi-
tion, thecrystal provideslow spatial resolutioninthedirection
of dispersion (dueto the Bragg'slaw); thus, the emission of Ti
lines caused by burnthrough, because of their large extent,
appears as two-dimensional images. This is important for
separating K a emission pumped by coronal radiationtraveling
inward during laser irradiation from K a emission pumped by
coreradiationtraveling outward during peak compression (K a
lines can only be emitted following pumping by a source
located in a hotter region). The images of the Ti Hea line and
its nearby satellites are elliptically shaped because thereisno
magnification inthedirection of dispersion, whereas magnifi-
cationintheperpendicular directionisprovided by thedlit. As
in the spectraof Fig. 79.23, we see amuch higher intensity of
burnthrough radiation (e.g., the Ti Hea lines) in the no-SSD
case, indicating afaster (and thus deeper) burnthrough due to
instability growth. In fact, the Ti Hea line and its satellites
appear asthree limb-effect ringsin the upper spectrum but are
totally saturated in the lower spectrum. The lower spectrum
also shows ring images of shifted Ka linesin the range of 4.6
to4.7keV. Their sizeisslightly smaller than that of the Ti Hea
rings, indicating that they are pumped by radiation from the
burnthrough region during the laser irradiation (see Fig. 75.30

TiKa
13936 AESO.I‘PU En li _n‘
with SSD
13939
no SSD
45 4.6 47 4.8

Eoion Photon energy (keV)

Figure 79.28

Effect of SSD asevidenced by x-ray spectra. A slit providesone-dimensional
spatial resolution in the vertical direction; the crystal provides alow spatial
resolution in the dispersion direction. Low-temperature Ka line (at
~4.52 keV) is pumped by core radiation; higher-temperature Ka lines (4.6
t0 4.7 keV) are pumped by burnthrough to the Ti-doped layer.
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in Ref. 12 and discussion thereof). The species emitting these
linesare of relatively highionization (e.g., B-like and Be-like
Ti), indicating that radiation emitted during the burnthrough
preheatstheouter layer of thecold shell, ahead of theheat front,
to ~300 to ~600 eV. These ring images show that the acceler-
ating shell does maintain its integrity with no large-scale
breakup seen. Such images can be used to study the uniformity
of the accelerating shell. Asin these target shots, the doping
level can be made low enough so as not to greatly modify the
behavior of the target and the doped layer can be placed deep
enough that a burnthrough occurs at the end of the laser pulse.
Inthisway theradiationfromthedopedlayer doesnotinterfere
with the laser interaction and acceleration that occur earlier.
The radiation from the burnthrough thus provides a “ flash”

photography of the shell at the end of the accel eration phase.

In addition to these emission rings of Ka lines, a much
stronger Ka line seen at ~4.52 keV (similar to that in
Fig. 79.27) isemitted around the coreand isclearly pumped by
core radiation. The Ka lines are difficult to see in the streak
spectra (which would further prove this point) because the
integration over the target volume precludes an off-center
view; on the other hand, the emission of the cold Ko line at
peak compression was previously observed in streak data®
because, as explained above, it is not absorbed in the shell.
Also, related simulations described in Ref. 12 (Fig. 75.30)
strongly support thisconclusion. Thetemperatureindicated by
this feature has been estimated above to be ~150 to ~250 eV.
Thus, the outer part of the doped layer is heated by the laser
burnthrough to a temperature >1 keV (sufficient to excite
Ti*20 and Ti*2! lines); radiation from this heated region flows
inward and causes heating of additional material to ~300 to
~600 eV, all of which isablated. The bulk of the doped layer,
however, remains colder and implodes, reaching temperatures
of ~150t0~250¢€V at peak compression. It should benoted that
most of theradiativepreheatingiscaused by sub-keV radiation
whose range is smaller than the areal density of the initially
~5-um-thick doped layer. Vertical lineouts through the Ka
featureat ~4.52 keV have been Abel inverted,13 separately for
the two branches above and bel ow the coreimage. Theresults
(Fig. 79.29) clearly show that SSD smoothing resultsinboth a
higher convergence and a higher shell compression. Thisis
consistent with the conclusion from Fig. 79.23 that SSD
smoothing leads to a higher shell pAR.

The Ka profilesin Fig. 79.29 can be converted to density
profilesby requiring that theintegral of thenormalized profiles
yieldsthe measured pAR of the doped layer. Using this proce-
dure we obtain peak density of ~1.2 g/cms3 for shot 13936 and
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~0.5 g/cm3 for shot 13939. These values underestimate the
density because time integration broadens the Ka spatial
profiles. On the other hand, if the opacity abovethe K edgeis
much larger than 1, the Ka profile will be narrower than the
density profile because of depletion of the pumping radiation;
thisis not the case in the present results.

1-D LILAC and 2-D ORCHID Simulations

Theshotslistedin Table 79.111 weresimul ated with both the
1-D code LILAC and the 2-D code ORCHID. Present low-
adiabat, shaped-pulse implosions perform below 1-D predic-
tions(evenwith SSD),14 and their replicationisastringent test
for 2-D simulations. A particularly sensitive parameter charac-
terizing target performance is the density profile of the cold
shell around peak compression. As explained above, this
density profileisdetermined by normalizingtheTi K a fluores-
cenceprofiles(Fig. 79.29) tothe shell pAR asmeasured by the
K-edge absorption and the 1s-2I absorption lines. These pro-
files correspond to the part of the shell that is both doped and
cold. Asnoted above, thetarget parameterswere chosen so that
all of the cold shell at peak compression would be doped so the
Ka profilewould correspond to the entire cold shell. Sincewe
observe burnthrough of the laser into the doped layer (see
Figs. 79.23 and 79.28), we can safely assume that none of the
CH overcoat is cold during the compression. In Fig. 79.28, in
addition to the ring-shaped images of the Ti Hea line at
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4.75keV (and itsnearby satellites), astrong emission of these
lines is also seen at the center of the target. To see this more
clearly, we show in Fig. 79.30 the spatial profile of the
calibrated intensity at the energy of the Ti Hea line, and at a
nearby energy of the continuum; comparing the two lineouts
clearly indicates a strong central emission of the Ti Hea line.
Thus, theinner part of the doped layer must be part of the hot
core, and the cold part of the shell contains only doped
material. If theshell becomeshighly distorted during either the
acceleration or the deceleration, some of the Ti Hea emission
may be due to mixing; in this case, some of the cold material
will be undoped and the measured pAR through Ti absorption
will underestimate the true cold-shell pAR.

ORCHID simulations include the imprint of laser
nonuniformity. For each beam, the known mode spectrum due
to the phase plates was used, and modes up to ¢ = 300 were
added with random relative phases. The effect of multiple-
beam overlapwascal cul ated separatel y and accounted for. The
effect of SSD was simulated by randomly reversing the phase
of the laser modes at intervals equal to the coherence time
(which is inversely proportional to the bandwidth and de-
creaseswith increasing mode number). Figure 79.31(a) shows
typical profiles, azimuthally averaged, at peak compression;
the averaged temperature was weighted by the density. A hot
core is seen to be surrounded by a dense, colder layer. Before
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Figure 79.29

Abel inversion of image lineouts (from Fig. 79.28) at the F-likeKa line. The
curves delineate the position and thickness of the cold shell around the time
of peak compression. Higher convergence and compression due to SSD
smoothing are evident.

Figure 79.30

Spatial profile of the intensity at the energy of the Ti Hea line and at a
nearby energy of the continuum (shot 13936) showing central emission of the
line. Thisdemonstratesthat the cold shell around peak compression, detected
by absorption, is mostly titanium doped.

LLE Review, Volume 79

145



SrupiEs oF TARGET IMPLOSION UsSING K-SHELL ABSORPTION SPECTROSCOPY OF AN EMBEDDED TiTANIUM LAYER

comparing the ORCHI D resultsto the experiment we notethat
the Ti Ka emission measures only the cold part of the shell.
More specifically, the Ka line was shown in Fig. 79.27 to be
emitted by neon-like and possibly lower ionizations. Thus, the
density profile measured by the Ka line fluorescence refers
only to that part of thetotal density that iscold enough to have
achargestateZ<12. Tocomparethe ORCHID density profiles
to the experiment we multiply the former by the fraction of Ti
ions in charge states Z < 12, calculated by the collisional-
radiative POPION code.10 For the most part, the Ti in these
calculationsisin the neon-like state with only asmall contri-
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Figure 79.31

(a) Azimuthally averaged density and electron temperature profiles at peak
compression calculated by ORCHID for shot 13936 (with SSD). (b) Density
profiles of the cold shell for shot 13936. The 1-D LILAC profile shownis at
peak compression. Three typical 2-D ORCHID profiles during different
times of the compression are also shown. Using such profiles, the time-
averaged density profile was obtained, weighted by the core intensity. The
experimental time-integrated cold-shell density profile was obtained from
the Ti Ka image.
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bution from lower ionizations. In Fig. 79.31(b) we show
typical cold-shell density profilesobtained in thisway at three
timesaround peak compression. Finally, to allow for compari-
son with the time-integrated Ka profiles, we calculate the
time-averaged ORCHID density profile. We note that the Ka
lineintensity is proportional to the intensity of pumping core
radiation (in addition to being proportional to the cold-shell
PAR or, after Abel inverting, to p). Therefore, the average
density profile was obtained by weighting the instantaneous
density profilesby the coreintensity just below the Ti K edge,
obtained from the streak spectrograph data. Good agreementis
seen in both the shape and absolute magnitude of the two
density profiles: the time-averaged ORCHID profile and the
profile measured through the Ti K a fluorescence. On the other
hand, the 1-D code LILAC shows a much narrower profile of
vastly higher density (most of the sharp density peak in that
profile is cold and should have been measured by the Ka
profilein a 1-D implosion).

In spite of the inherent inaccuraciesin both the experiment
and simulations, Fig. 79.31 shows that the cold-shell imaging
diagnostics employed here provides a sensitive signature for
testing the performance of 2-D codes in simulating unstable
implosions. Further comparisons of measured and ORCHID-
cal culated modul ationsin compressed-shell pAR are underway.

M easur ement of Shell pAR Modulation Through
K-Edge Imaging

In addition to the integra measurements of shell pAR
described above, we introduce a new method for imaging the
shell pAR at peak compression, effectively using the core
radiation as a backlighter for the shell. Such images are the
final product of shell deformation due to the Rayleigh—Taylor
instability and the Bell-Plesset effect and are thus of great
interest in laser-fusion studies. Spatial modulations in a core
image viewed through an absorbing shell depend on both the
modulations in core emission as well as the modulations in
shell pAR. To isolate thelatter, we use targets with a Ti-doped
layer embedded within the shell and take the ratio of animage
Ik just below the Ti K edge (at 4.96 keV) and an image |.¢
just above it. Since the absorption .k above the K edge is
much higher (by a factor of ~9.5) than the absorption pik
below it, the pAR image can be obtained through

PAR=In(lo )/ 15k /(Hsk = Mk )- @)
The method relies on the fact that the emitted continuum

intensity (before absorption) changes very little between the
two images. Thethickness and doping level of the doped layer
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can be conveniently adjusted to result in an opacity pAR pik
~1to2

A particularly convenient way of obtaining such imagesis
by employing the recently devel oped pinhole-array spectrom-
eter.5 Several hundred narrow-bandwidth imagesin the range
of ~4to ~7 keV are obtained at ~10-eV energy shifts between
adjacent images. Thisdeviceis particularly useful for K-edge
imaging because monochromatic images provide high sensi-
tivity to pAR modulations; aso, the large number of images
obtained closeto either side of theK edge enablesanimproved
noise analysis and consistency checks.

As afirst test of the proposed method we applied it to an
implosion (shot 15156) using a 1-ns square laser pulse. This
choice was made because fast-rising pulses produce more-
intensecoreradiation. Thetarget andlaser conditionsarelisted
on the last line in Table 79.111. We use a pinhole-array spec-
trometer with 10-um holes, giving a spatial resolution of
~16 pum. Figure 79.32 shows part of theimage around the Ti K
edge (4.964 keV); the crystal dispersion is in the horizontal
direction. Each image is a monochromatic image of the core
(of ~100-um diameter), at a slightly different energy. In the
vertical direction successive images are at energies separated
by ~10 eV; in the horizontal (dispersion) direction the separa-
tion is ~100 eV. The energy bandwidth for each image is
~5 eV.5 The six images on the |eft [Fig. 79.32(a)] are at ener-

(a) Below the Ti K edge (b) AbovetheTi K edge

E9930

Figure 79.32

Sample of time-integrated monochromatic images of the core radiation
obtained with apinhole-array spectrometer, at energies(a) below thetitanium
K edge and (b) above the titanium K edge.
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gies just below the Ti K edge; the six images on the right
[Fig. 79.32(b)] arejust above the edge. The emission from the
laser-interaction region is not seen in these images because,
unlikethe shotsshownin Figs. 79.23 and 79.27, there hasbeen
no burnthrough to the Ti-doped layer in shot 15156. This is
because of thethicker CH overlayer and the shorter laser pulse
in this shot. Theimages below the K edge show structure on a
scalelength of about 20to 30 um. TheimagesabovetheK edge
show asimilar structure. As explained, the structureinimages
below the edge is caused by nonuniformities in the core
emission; the structure in the images above the edge reflects
those same nonuniformities, plus any nonuniformities in the
PAR of the absorbing shell. The purpose of the anaysis
described hereisto separate the two sourcesof nonuniformity.
To that end we perform 2-D Fourier analysis of theimagesin
optical-density units and azimuthally average the results. In
most other shots under similar conditionsthe core emissionis
more uniform; however, this shot was chosen to test the
method's capability. The imagesin Fig. 79.32 are in optical-
depth units[i.e., OD ~In(l), wheretheintensity | was deduced
from the DEF-film density]. First, we must obtain the spatial
spectrum of the noise (both in the images and in the film); to
that end we subtract the Fourier spectra of two coreimages at
energies below the K edge. Since the gross structurein all the
images just below the K edge is the same, the difference
between such imagesis caused only by the noise. Figure 79.33
shows the noise spectrum (thin solid line) thus obtained as an
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Figure 79.33

The azimuthally averaged Fourier amplitude of the measured optical depth
versus spatial frequency for (&) the noise in the images below the K edge
(thin solid line), (b) the film noise taken in an area between the images
(dashed line), and (c) the modulations in pAR of the titanium-doped layer
(thick solid line).
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azimuthally averaged Fourier amplitudeof optical-depth modu-
lations versus spatia frequencies, using two of the images
shown in Fig. 79.32(a); the results of using different image
pairs from the same figure are very similar. The maximum
spatial frequency corresponds to the spatial resolution of
~16 pum. Next we deduce the spectrum of film noise by
analyzing in the same way a region on the film between the
images, of equal areato that of the images; the dashed linein
Fig. 79.33 shows the results. Finally, we derive the modula-
tionsin shell pAR by analyzing the differencein optical depth
between two images at energies below and above the K edge.
The spectrum of this difference, shown by the thick solid line
inFig. 79.33, containsnoise plus modul ationsin the opacity of
the titanium-doped layer. As seen in Eq. (2), the modulations
in optical depth are proportional to the areal-density modula-
tionsof thedoped layer. ThethreecurvesinFig. 79.33 arevery
close for spatial frequencies above ~10 mm~ or wavelengths
shorter than 100 pum (the latter being about equal to the core
size), indicating that the film noise accounts for all the modu-
lationsin theimages; thus, there are no measured modulations
intheshell areal density abovethenoiselevel for wavelengths
between ~16 and ~100 um. The sensitivity of this measure-
ment was estimated using the noise spectrum obtained above.
Assuming that modulations of the shell pAR are contained in
the region of wavelengths from 10 to 80 um, the o;,,s ampli-
tude of the layer modulations must be more than athird of its
thicknessto become distinguishable from the noise. Thus, this
analysis does not show modulations exceeding ~30% in the
PARof thedoped layer, of wavel engthslonger than~16 umand
smaller than ~100 um. We attribute this to the fast-rising
square laser pulse, which reduces laser imprint and thus target
distortions. Slower-rising pul seshapes(suchastheALPHA306
pulseusedtoobtain Fig. 79.23 data) areknownto produceless-
stable implosions, but the core intensity in such target shots
was insufficient to perform meaningful analysis with this
method. Infuture experimentsweplantoincreasethe sensitiv-
ity of the measurement by replacing the diffracting crystal in
the pinhole-array spectrometer with filters for sampling the
spectrum below and above the Ti K edge. The loss in spectral
definition can be partly offset by accounting for the spectrum,
independently measured from a target without a doped layer.
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Experimental | nvestigation of Smoothing by Spectral Dispersion

In the direct-drive approach to inertial confinement fusion
(ICF), capsules are irradiated directly by a large number of
symmetrically arranged laser beams.2:2 Nonuniformities in
the laser irradiation may seed the Rayleigh-Taylor hydrody-
namic instability, which degrades target performance;3 there-
fore, acombinati on of beam-smoothing techniquesisempl oyed
to achieve the high irradiation uniformity required for direct-
drive laser-fusion experiments. These techniques, which in-
clude two-dimensional smoothing by spectral dispersion (2-D
SSD),46 distributed phase plates (DPP's),’8 polarization
smoothing (DPR’s),%11 and multiple-beam overlap, will also
be implemented on the 1.8-MJ, 351-nm, 192-beam National
Ignition Facility (NIF),12 which is currently under construc-
tion at the Lawrence Livermore National Laboratory. Direct-
drive laser fusion requires a high degree of laser-irradiation
uniformity on target: the rms irradiation nonuniformity must
be below 1% when the laser intensity has been averaged over
afew hundred picoseconds.2®

Characterization of the laser-irradiation nonuniformity is
essential for ICF research since the efficiency with which the
nonuniformities in the laser-irradiation imprint target mass
perturbations (i.e., laser imprint) depends on the early-time
intensity history and the spatial wavelength of the
nonuniformity.13 The strategy of 2-D SSD with phase plates,
which is the preferred mechanism for reducing laser-beam
irradiation nonuniformity inglasslasers, istovary theinterfer-
ence (speckle) pattern of the phase plate on atime scalethat is
short compared to the characteristic hydrodynamic response
time of the target (i.e., imprinting time). (An alternate tech-
nique, 1SI, has been developed for KrF lasers.14) Predictions
show that 2-D SSD smoothing with Ay, = 1 THz will smooth
the spherical-harmonic modes of ¢ = 20 through 150 to accept-
able levels for ICF.5> The bandwidth on OMEGA® will be
increased from 0.2 to 1 THz during this year, which will
decrease the smoothing time by afactor of 5.

In this research the temporal rate of beam smoothing pro-

duced by 2-D SSD with the current bandwidth of Avy
= 0.2 THz is quantified by analyzing measured ultraviolet
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equivalent-target-plane (UVETP) images of asingle OMEGA
laser beam. The next three sections describe (1) laser-beam
smoothing with 2-D SSD and phaseplates, (2) 2-D SSD model
calculations, and (3) the diagnostic used to record UVETP
imagesof laser pul seshaving constant peak power and varying
duration (100 psto 3.5 ns). Power spectra calculated from the
measured UV ETPimagesal ong with the measured smoothing
rate of 2-D SSD are presented and compared with theoretical
predictions in the Experimental Results and Analysis sec-
tion. This work shows that the theoretical predictions of 2-D
SSD laser-beam smoothing arein excellent agreement withthe
measured temporal smoothing rates.

Background

Smoothing of laser beamsusing SSD has been describedin
Ref. 4. On OMEGA the phase plates are placed before the
focusing lensand producefar-field spotswith highly reproduc-
ible spatial intensity envelopes and speckle distributions.
Smoothing by spectral dispersion is achieved by frequency
modulating the phase of alaser beam, wavelength dispersing
the beam, and passing it through a phase plate so that the
spectral componentsare separatedinthetarget planeby at | east
one-half thebeam’ sdiffraction-limited width. Thereductionin
laser-irradiation nonuniformity iswavelength dependent. The
longest wavel ength of nonuniformity that can be smoothed by
SSD is twice the maximum spatial shift S5, = FAB of the
speckle pattern that can be produced by the laser, where ABis
the angular spread of the wavelength-dispersed light propa
gating through the laser and F is the focal length of the
OMEGA lens. (The ultimate limit of Sis given by the maxi-
mum allowable angular spread in the spatial filter in the laser
system.) Thus, spherical-harmonic modes of nonuniformity
down to lgy = 27R/(2Syax ), Where Risthe target radius, can
be smoothed with 2-D SSD.> Spherical targets on OMEGA
have R = 500 um, and the present 2-D SSD system has Sy,a«
=100 um; hence |y, = 16.

Model Calculations

The time-integrated far field is calculated by temporal
integration of the modulus squared of a two-dimensional
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spatial Fourier transform of the UV near field. The complex-
valued electric field that describes the UV near field can be
written as

E(x,y,t) = Eg(x,y, 1) -0 s (%t s (xt)gl dhee(x¥) (1)

where Eq(x,y,t) defines the temporal and spatial beam shapes,
®_p ssp(X.y:t) isthe 2-D SSD phase contribution, ¢ (X,y,t) is
theintensity-dependent phase contribution of the B-integral /16
and @pp(X.y) is the static phase-plate contribution, which
depends on the particular phase-plate design.

The spatially and temporally varying phase due to 2-D
SSD ist’

®-p ssp (X yit) = 3cﬁ\,|xsin[ ax(t + é(x)]

+36Mysin[a),v,y(t +& )] . @

wherethex and y subscripts denote the two smoothing dimen-
sions, Jyxyisthemodulationdepth, vy v = Wi,y /27Tisthe
RF modulation frequency, and &y is the angular grating
dispersion. Thefactor of 3in Eq. (2) indicatesthat the electric
field hasundergone frequency tripling fromthe IR to UV. The
2-D SSD system parameters on OMEGA for the UVETP

measurements are oy, = 5.12, vy, = 3.3 GHz, &, = 1.11 ns/m,
Myx=1.25A, Omy =7.89, vy =3.0GHz, §,=1.11 ns/m, and
DAy = 1.75 A, assuming anominal beam diameter of 27.5cm.
The modulation depths and the bandwidths are given for
the IR. The maximum angular spread A6 is given by
AB = &c/A)AA, wherecisthe speed of light and A = 1053 nm.
Cases without frequency modulation are modeled by setting
modulation depths equal to zero, i.e., dyx =0 and Jy, = 0.

Our simulations indicate that B-integral effects are negli-
gible for all cases except when the frequency modulation is
turned off.

UVETP Diagnostic

The layout of the diagnostic used to acquire the UVETP
imagesof asingle OMEGA beamisshowninFig. 79.34. Time-
integrated UVETPimageswererecorded withaCCD camera.
All of the measurements presented in this article exploit the
low noise level and the large dynamic range of the CCD to
extract power spectrafrom the UV ETPimageswith negligible
noise levels. The UV-sensitive CCD camerais a back-thinned
SITe 003B chip in a Photometrics Series 300 camera.18 The
sensor has an array of 1024 x 1024 photosensitive elements
with apixel size of 24 um x 24 um. The spatial sampling rate
is ~2 pixels/um, which is approximately five times the f-
number-limited spatial frequency fy = A/AF, where D is the
beam diameter of the OMEGA lensand A = 351 nm.

\ \/ \/
OMEGA beam
\ ] / Neutral -
a density

filter c

#\ “Tono e AT L N AT B
ox’cﬁ C
< OMEGA beam \ \\J&/ \[//4VX\\\lJf¢J---”+¢’D

Vacuum Rattle

/\ i vessel plate -
Full-aperture Phase OMEGA UGl U360

pickoff plate lens Filters

E9950
Figure 79.34

Schematic of the UVETP diagnostic. The on-target spot size is magnified by M = 46 on the CCD camera.
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A full-aperture optical wedge in one of the 60 laser beams
(BL-19) directs 4% of the laser light to an OMEGA focusing
lens(seeFig. 79.34). Thephaseplateisplaced directly infront
of the lens, mimicking the target/beam configuration. The
beam is brought through focusin a vacuum tube, down colli-
mated with adoubletlens, brought tofocuswitha2-mlens, and
relayed to the CCD camera with the final lens. The beam
intensity is reduced with three 4% reflections (not shown in
Fig. 79.34) and the fifth-order reflection of a rattle plate
(consisting of two surfaces with R = 70% per surface). The
optical background is reduced to negligiblelevelswith alight
shield surrounding the CCD optics and the CCD camera. The
light levelsincident on the CCD are optimized by attenuating
the beam with a neutral density filter that is placed after the
final lens. Background-visibleand IR signalsare blocked with
broadband UG119 and U3602° UV bandpassfiltersmountedin
front of the CCD camera. Compared with the laser spot sizeon
target the UVETPimage on the CCD camerais magnified by
afactor of ~46.

Small-scal e and whole-beam B-integral effectswere found
to provide smoothing of beamswithout frequency modulation.
(Thedetailed analysi sof beamswithout frequency modul ation
will be presented in alater publication.) A UVETPimage of a
laser pulse with zero accumulated B-integral (B-integra
<1.0 rad in the UV) and no frequency modulation was mea-
sured to quantify the amount of beam smoothing dueto the B-
integral at higher laser powers. The power spectrum is the
azimuthal sum at each spatial frequency of the square of the
Fourier amplitudes. The power spectrum is normalized to the

10—15 T T T TTTTTT T " T
- |
2 i |
2L J
g 107 g
v z
:§ [ |2
[}
F 103t |% E
g s
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dc component, and the single-beam irradiation nonuni-
formity o, iS defined as the square root of the ratio of the
power in the high frequencies (i.e., k = 0.04 um™ in the
OMEGA target plane) to the power in the low frequencies
(i.e., k < 0.04 um™1). The highest (cutoff) wave number k
=2.68 um~1 corresponds to the f-number-limited spatial fre-
guency. A spectrum for a zero-B-integral laser pulse without
frequency modulationispresentedin Fig. 79.35anditsirradia
tion nonuniformity, Oyms = 93.4%, is the highest measured
under any condition and isnear the 100% val ue expected from
theory. The theoretical power spectrum simulated with the
time-dependent code (described in the previous section) isal so
showninFig. 79.35 and includesthe spatiotemporal near-field
irradiance and small-scale and whole-beam B-integral effects.
The higher value of g, predicted by the model is caused by
thediscrepancy between the model and themeasurementinthe
low wave numbers (see Fig. 79.35). Nevertheless, the pre-
dicted speckle structure shows excellent agreement with the
measurement; hence, the zero accumulated B-integral shot
serves as a calibration that demonstrates the capability of the
UVETPdiagnostic to measure highly modulated spatial inten-
sity profiles of pulses with no frequency modulation.

Experimental Results and Analysis

Measured UVETP images of 3.5-ns square laser pulses
without frequency modulationand with 2-D SSD are presented
inFigs. 79.36(a) and Fig 79.36(b), respectively. Theseimages
qualitatively illustrate the effect of | aser-beam smoothing with
2-D SSD. The images with 2-D SSD show a smooth spatial
intensity envelope [see single pixel lineout overplotted on

Figure 79.35

Power spectra obtained from a UVETP image of a laser pulse with zero
accumulated B-integral (B-integral < 1.0radianintheUV) without frequency
modulation. The power spectrum is the azimuthal sum at each frequency of
the sguare of the Fourier amplitudes, and the cutoff wave number corresponds
to the f-number-limited spatial frequency. The power spectraare normalized
to the dc component, and the oyms is defined as the square root of the ratio of
the power in the high frequencies (i.e., k= 0.04 um~1in the OMEGA target
plane) to the power inthelow frequencies(i.e., k< 0.04 um~1). Solid/dashed
lines represent measured/modeled power spectra. The predicted speckle
structure shows excellent agreement with the measurement; hence, the zero
accumulated B-integral shot serves as a calibration that demonstrates the
capability of the UVETP diagnostic to fully resolve individual speckles.
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image in Fig. 79.36(b)], while the pulses without frequency
modulation have a highly modulated spatial intensity profile
[seesinglepixel lineout overplotted onimageinFig. 79.36(a)].
The spatial resolution and overall detector size of the CCD
restrict the UVETP measurement to slightly more than one-
half of the laser-beam profile. Asseenin Fig. 79.36, the laser
beam is centered nominally on the photodetector, and 550 um
of the 950-um (defined as the 95% enclosed energy contour)
laser spot is sampled.

The temporal rate of 2-D SSD smoothing is deduced from
the power spectra of the measured UVETP images of laser

(@ (b)

pulses having constant peak power and pulse lengths ranging
from 100 psto 3.5 ns. Power spectracal culated from measured
UVETPimagesof (a) 100-psand (b) 3-nslaser pul sessmoothed
with 2-D SSD arepresentedin Fig. 79.37. Thetime-dependent
natureof 2-D SSD smoothingisevidentinthemeasuredresults
with lower measured values of o, for the longer pulse
lengths. Thelow-wave-number power spectrum isdetermined
by the spatial intensity envelope of the far field. The UVETP
diagnostic was configured with a phase plate that produced a

-field spot with asuper-Gaussian spatial intensity envelope
Fl exp(r/ro)2'5T for these pulses.

Figure 79.36

Measured UVETPimagesof 3.5-nssquarelaser pulses(a) without frequency
modulation and (b) with 2-D SSD at Avyy = 0.2 THz. Asdemonstrated with
the single pixel lineout through the center of the beam, the laser pulse with
2-D SSD has a smooth spatial intensity envelope, while the pulse without
frequency modulation has a highly modulated spatial intensity profile. The
spatial resolution and overall detector size of the CCD restrict the UVETP
measurement to slightly more than one-half of the laser-beam profile. The
laser beam is centered nominally on the photodetector, and 550 yum of the
950-um laser spot (defined as the 95% enclosed energy contour) is sampled.
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Figure 79.37

Power spectra calculated from UVETP images of (a) 100-ps and (b) 3-ns laser pulses with 2-D SSD. The thick, solid line represents the measured power
spectrum. The thick, dashed line represents the time-dependent simulation that includes both the spatiotemporal behavior of the near-field irradiance and
small-scale and whole-beam B-integral effects. The thin, dashed line represents a time-dependent model neglecting B-integral effects. Both models are in
agreement with the measured results, and B-integral effects are negligible for all cases except for pulses without frequency modulation.
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The 2-D SSD power spectra simulated with the time-
dependent code (described in a previous section) with and
without B-integral effects are plotted in Fig. 79.37. The
B-integral effects are completely negligible as shown in this
figure. The excellent agreement between the simulated power
spectra and the measured spectra is clearly apparent in
Fig. 79.37.

The measured temporal rate of 2-D SSD smoothing is
shownin Fig. 79.38, which isacompilation of datafrom over
150 laser shots that clearly demonstrates the decrease in the
measured o, With increasing pulse length. Statistical error
bars are smaller than the symbols. The 3.5-ns pulse has the
lowest measured g;,s = 6.0%. The measurement of the laser-
irradiation nonuniformity for the 3.5-ns pulses without fre-
guency modulation isalso presented for comparison. Thethin
lineisthe time-integrated simulation of the single-beam irra-
diation nonuniformity o,,s that neglectsthe B-integral effects
and assumes a static near field with auniformirradiance. Itis
in agreement with the measured results (black circles), and it
predicts that an asymptotic level of smoothing is reached just
after 3 ns. Thethick, solid linein Fig. 79.38 represents model
predictions for the Oy,

Ot. O
Orms = \/0(2) EI+_CtE+ Uazsymp ; ©)
c

where t. =1/Avyy =5ps is the coherence time, Avy
= 0.2 THz isthe UV bandwidth, t is the averaging time (i.e.,
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pulselength), ggistheinitial laser nonuniformity, and Opgymp
istheasymptotic level of 2-D SSD smoothing cal culated from
the time-integrated far-field simulation. This prediction adds
the asymptotic levels of smoothing in quadrature to the model
given in Ref. 14. The dashed line in Fig. 79.38 is a plot of
Eq. (3) with the 05/m Set to zero. The deviation of the thick,
solid line from the dashed line around 1 ns signifies that the
beam smoothing is approaching its asymptotic limit. The
asymptotic behavior can be observed in the measured values
of Oyns:

The dependence of the rate of smoothing on the wave
number kisexamined in Fig. 79.39, where g,sisplotted asa
function of pulselength for the spectral wavelength ranges of
A = 20-um, A = 30-um, A = 60-um, and A = 150-um wave-
lengths, corresponding to k = 0.31 um™1, k = 0.21 um™1, k
=0.10 um™1, and k=0.04 um~1. Statistical error barsareagain
smaller than the symbols for the majority of the data. For
OMEGA, this corresponds to spherical-harmonic modes of
¢ =20 through 150, which are considered the most dangerous
for ICF implosions.® Again the time-integrated 2-D SSD
predictions are in good agreement with the experimental ob-
servations (B-integral effects are negligible here, too). The
data have also been fitted using Eqg. (3) with the approxima-
tion®21

to =[Avyy x sin(ks/2)] ™, (4)

where J is the separation between spectral modes. (For one
color cycle o corresponds to one-half of a speckle width,

Figure 79.38

A compilation of data from over 150 laser shots demonstrates the temporal
smoothing rates of 2-D SSD. Statistical error bars are smaller than the
symbols. The 3.5-ns pulse has the lowest measured gyms = 6.0%. The 3.5-ns
pulsewithout frequency modulation isshown for comparison. Thethin, solid
line is the time-integrated simulation of the single-beam irradiation
nonuniformity oryms that neglects the B-integral effects and assumes a static
near fieldwithauniformirradiance. Thethick, solid linerepresentsthe model
predictionsfor aymsusing Eq. (3). Thedashed lineisthemodel prediction for
Orms With Gasymp = 0.
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i.e, 0=FA/D=2.35um.) Inamanner similar to Fig. 79.38, the
case neglecting the asymptotic behavior of Eg. (3) is also
plottedinFig. 79.39. Theinitial valueof thelaser nonuniformity
0y for each spectral range was determined by taking the
average value of the measured oy, for shots without fre-
guency modul ation. Thedatain Fig. 79.39 demonstratethat the

shorter wavelengths (A = 20 um) are smoothed more effec-
tively thanthelonger wavelengths. It can al so be observed that
thelonger-wavel ength modesapproach their asymptoticlimits
sooner than the shorter ones. Only asmall amount of smooth-
ing isobserved for A = 150-um wavelength (corresponding to
| = 20), which isin agreement with the prediction.

1.000 1.000 e
@ - ()
A=20 um I A=30 um
£ = i
g 0100 = 4 2 0100} __
T g T 8 n
8 g .
= 2 A
S £ -
S, ST
S 8
5 0.010 - . 5 0.010 |- . <
=, - @ Measured with 2-D SSD < 1 -, - @ Measuredwith2-D SSD  ~<_
bé - ® Measured without FM ~v.] E - ® Measured without FM el ]
| — 2-D SSD model without B-integral © - — 2-D SSD model without B-integral ]
| — Eq.(3)  — Eq.(3
- - Eg. (3) with no asymptotic limit - - Eq. (3) with no asymptotic limit
0.001 e 0.001 Y B R
1000 T T ] 1.000F T
- © : C)
' A=60 um ] I A=150 yum
£ | g -
g 0100F 1 £ o100F E
N L 7 © L
[ ] C
g - . &
€ 1 = B ~
3 3 - -
8 g‘ N = \\
Em 0.010¢ @ Measured with 2-D SSD ‘\.\ 1 5 0.010F" @ Measured with 2-D SSD Tl ]
£ - Measured without FM o1, - W Measured without FM ]
© | — 2-D SSD model without B-integral ] b§ | — 2-D SSD mode! without B-integral
. — Eq.(3) ] . — Eq.(3)
- - Eg. (3) with no asymptotic limit - - Eq. (3) with no asymptotic limit
0.001 ol ol i 0.001 il el e
0.01 0.10 1.00 10.00 0.01 0.10 1.00 10.00
Eo0dt Pulse length (ns) Pulse length (ns)
Figure 79.39

Temporal smoothing rates for specific spatial wavelengths (a) A = 20 um (k= 0.31 um=1), (b) A =30 um (k= 0.21 um=1), (c) A =60 um (k= 0.10 um-1), and
(d) A =150 um (k= 0.04 um~1). Statistical error bars are smaller than the symbolsfor the majority of the data. The 2-D SSD predictions are in good agreement
with the experimental observations. Thethick, solid line representsthe model predictionsfor oyms using Egs. (3) and (4). The dashed lineisamodel prediction
for gasymp = 0. Thethin, solid lineisthe predicted oymsfrom a2-D SSD simulation using astatic near field with auniform irradiance and neglecting B-integral

effects.
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Conclusion

Direct-drive | CF experiments require a laser system with
excellent irradiation uniformity. Two-dimensional smoothing
by spectral dispersion is currently the best mechanism for
reducing laser-beam nonuniformities for high-power/energy
glass lasers. UVETP images of asingle OMEGA laser beam
were recorded to quantify the single-beam irradiation
nonuniformity. The smoothing rate of 2-D SSD (with the
current UV bandwidth of Ay, = 0.2 THz) was determined by
analyzing the power spectra of measured UVETP images of
laser pulses having constant peak power and pulse lengths
ranging from 100 ps to 3.5 ns. Simulated 2-D SSD power
spectra and temporal smoothing rates are in excellent agree-
ment with the experimental dataand permit confident extrapo-
lation to larger laser systems and higher UV bandwidths.
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Nonlinear Evolution of Broad-Bandwidth, Laser-Imprinted
Nonuniformitiesin Planar Targets Accelerated by
351-nm Laser Light

Inaninertial confinement fusion (ICF) implosion, thetargetis
hydrodynamically unstable, and, asaresult, massmodulations
in the target (either existing or created by the drive) can grow
sufficiently largeto disrupt theimplosion, reducingitsthermo-
nuclear yield.! In direct-drive | CF, the nonuniformitiesin the
drive laser can create mass modulations in the target by a
process called laser imprinting. It is, therefore, important to
understand the evolution of three-dimensional (3-D) broad-
band initial spectra produced by laser imprinting. Target de-
signs?3 rely on the saturation of unstable growth of these
broadband spectra by nonlinear effects (predicted by Haan's
model4), so it is critical to the success of |CF that this satu-
ration be measured and understood.

The linear growth of the Rayleigh—-Taylor (RT) instability
has been extensively studied in planar targets accelerated by
direct drive (laser irradiation).>® These experiments, gener-
ally performed with preimposed two-dimensional (2-D) sinu-
soidal perturbations, were well simulated by hydrocodes,
providing confidence that both the energy coupling and the
amount of unstable growth arewell model ed. The experiments
discussed in this article are closely related to those that mea-
sure the growth of preimposed mass perturbations.>8 The
latter provide abaseline calibration for various hydrodynamic
effects that occur in the broadband imprinting experiments.

Nonlinear effects are inherent and very important to the
evolution of broadband spectra. Several works?-13 that used
laser imprint as the initial perturbation for RT growth have
shown the nonlinear evolution of broadband imprinted fea-
tures. Because of the complexity of nonlinear physics, how-
ever, only a qualitative analysis of broadband saturation was
shown.®13 |n recent years several models have been devel-
oped to explain nonlinear RT evolution in Fourier+14-18 and
real space.l’” Multimode nonlinear behavior has been mea-
sured in indirect-drive RT experiments with preimposed 3-D,
multimode initial perturbations in planar targets.19.20

Recent work has shown experimental ly2! that three-dimen-
sional broadband imprinted features exhibit growth that satu-
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rates at amplitudes consistent with Haan’s model.# Here we
extended that work to provide amore-detailed analysis of the
RT nonlinear evolution of the broadband spectra seeded by
laser nonuniformities. In our experiments we used predomi-
nantly 20-um-thick CH targets, which closely resemble the
target shellstypically used on OMEGA spherical implosions.
On OMEGA, 22 the planar targets were accel erated by 351-nm
laser beams. Various experimentswere performed by different
beam-smoothing techniquesincluding distributed phaseplates
(DPP’s),23 smoothing by spectral dispersion (SSD),24 and
distributed polarization rotators (DPR’s).219 Through-foil
x-ray radiography was used to measure mass modulations
created in planar targets as a result of imprinting and subse-
quent growth.2>26 Experimental data are compared with pre-
dictions of the Haan model for the evolution of broadband
perturbation spectra. The limitations of RT growth by finite
target thickness and target “bowing” due to decreased drive
toward target edges are also discussed in this article.

It should be noted that the RT instability studied here exists
primarily at the ablation surface, the point where the steep
temperature front meets the cold overdense material of the
shocked target. Perturbations in the target result from both
mass modul ations (ripples at the ablation surface) and density
modulations produced in the bulk of the target. The latter are
created primarily by the propagation of nonuniform
shocks®2728 produced by intensity nonuniformities in the
laser drive that modulate the drive pressure. Through-foil
radiographic systems are sensitive to the density—thickness
product (optical depth) of the target and, as such, cannot
distinguish between mass and density modulations.>8 After
about 1 ns of acceleration in these experiments, the variations
in optical depth produced by the nonuniform shocks become
negligible compared to those produced by the ablation-front
amplitude. At this point, it isreasonable to ascribe most of the
modulation in measured optical depth to the amplitude of the
perturbations at the ablation surface.®

The next four sections of this article describe experimental
configuration, Haan’smodel for nonlinear saturation of broad-
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band nonuniformities, dataanalysistechniques, and measure-
ments of saturation levelsfor broadband spectra. Thelast four
sections discuss late-time evolution of broadband spectra,
target bowing, limitations of RT growth by finite target-
thickness effects, and, finally, results.

Experimental Configuration

Initially smooth, 20- and 40-um-thick CH targets (p
= 1.05 g/cm?) were irradiated at 2 x 10 W/cm? in 3-ns
square pulses by five overlapping UV beams (see Fig. 79.40).
All five beams had distributed phase plates (DPP's)23 to
enhancethe on-target uniformity. Each of the drive beamswas
focused to a ~900-um-diam spot size (at the 5% intensity
contour) with an on-target intensity distribution measured to
be | ~ exp[—(r/ro)j .8 The energy per beam delivered on a
target was ~400 J. For some shots SSD24 and DPR’s%10 were
used. The 2-D SSD had IR bandwidths of 1.25 A x 1.75 A
producing a 0.25-THz bandwidth at 351 nm. The resultant,
five-beam overlapped spot (time integrated) had a constant-
intensity region of ~600-um diameter. The experiments were
conductedwiththreedifferent configurationsof beam-smooth-
ing techniques: (1) with DPP's, (2) with DPP's and SSD, and
(3) withDPP's, SSD, and DPR’s. The on-target uniformity for
these cases can be estimated by dividing the time-integrated,
single-beam nonuniformities (98%, 8.5%, and 6%) by the
square root of 5 (for five beams), yielding 44%, 3.8%, and
2.7%, respectively, for thethreeconfigurations.%10 Thetargets
were backlit with x rays produced by a uranium backlighter
located 9 mm from the driven target and irradiated at

X-ray Five drive beams
- - 14 2
framing | =2 x 10* W/cm

camera Pinhole

Backlighter Ba"'f‘".?hter
beams o

E8418

Figure 79.40

Experimental configuration. Five overlapped beams drive a 20-um-thick
CH foil. An additional 12 beams produce x rays from a uranium backlighter
foil. X rays traverse the target and are imaged by a pinhole array on a
framing camera.
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~1 x 1014 W/cm? (using 12 additional beams). X raystransmit-
ted through the target and a 3-um-thick aluminum blast shield
(located between the backlighter and drivefoils) wereimaged
by 8-um pinholes on an x-ray framing camera filtered with
6 um of aluminum. Thisyielded the highest sensitivity for an
average photon energy of ~1.3 keV. The distance between the
target and the pinhole array was 2.9 cm, and the distance
between the pinhole array and the framing camerawas 35 cm,
resulting in a magnification of ~12. The framing camera
produced eight temporally displaced images, each of ~80-ps
duration. The use of optical fiducial pulses coupled with an
electronic monitor of the framing camera output produced a
frame-timing precision of ~70 ps. The framing cameraimages
were captured on Kodak T-Max 3200 film, which was digi-
tized with a Perkin-Elmer PDS microdensitometer with a
20-um-square scanning aperture. The measured target optical
depth is the natural logarithm of the intensity-converted im-
ages of atarget.

The experiment involved multiple shotswhereradiographs
wereobtained at different times. For each shot, uptosiximages
of the same area (400 um square) of the target (found by the
cross-correlation method described later in this article) were
analyzed. Theseimageswere acquired intimeintervals 1.0 to
2.8 ns after the beginning of the drive. The backlighter shape
was removed by subtracting a fourth-order, two-dimensional
envelope fit to data. The resulting images were the measured
modulations of optical depth D,(f). Using the measured sys-
tem resolution, noise, and sensitivity, we applied a Wiener
filter toreducenoiseand deconvolved thesystem’ smodul ation
transfer function (MTF) to recover the target’s areal-density
modulations D(f).28 The noise in these measurements was
dominated by photon statistics of the backlighter x rays, and
the system resolution was limited by an 8-um pinhole.26

The primary objective of this experiment isto recover the
amplitude of the perturbation at the ablation surface using the
measured optical-depth modulations. To do this rigorously
requires significant effort. One approach is to use computer
simulationsof the experiment and detecti on systemto quantify
the relationship between modulations in the radiographs and
perturbationsin the target.2° Since three-dimensional simula-
tions of laser-imprinted perturbations are difficult, it isadvan-
tageousto obtain thisrelationship experimental ly. Wesimplify
the latter process by establishing several reasonable assump-
tions about the detection system. First, asaresult of Al filters,
a relatively narrow band (AE = 200 eV) of x rays around
1.3keV isused for radiography. Around 3.5 keV (uranium M-
band emission) the spectral component’s effect on system
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sensitivity and resolution was measured and calculated to be
negligible.28 Second, thebacklighter spectrum andfilter trans-
mission remain constant during the measurement. Third, the
backlighter is produced by 12 beamswith phase plates, result-
ing in a very uniform and predictable backlighter shape.
Fourth, there is little heating of the solid part of the target;
therefore, the mass absorption coefficient pisconstantintime.
Fifth, the amplitudes of the growing imprinted features are
large enough that the propagation of a nonuniform shock has
little effect onthetotal optical depth of thetarget.> Given these
assumptions, the measured optical depth and the optical depth
of the target (areal density) are linearly related as

Din(r,t) = fdr'Rys(r —r')De(r".t), (6]

where Ry is the point spread function (PSF) of the entire
system. The latter is the convolution of the PSF's of the
pinhole, the framing camera, the film, and the digitizing
aperture of the densitometer. In frequency space, the total
system modulation transfer function (MTF) is the product of
the M TF' s of each of these components. Equation (1) hasbeen
derived assuming that the amplitude of the target’s optical-
depth modulationsis small compared to unity. Since Eq. (1) is
a linear approximation, it does not treat the generation of
harmonics and coupling of modes produced by nonlinearities
inthedetection system. Wehavesimul ated thesenonlinearities
for modulation amplitudes greater than those measured rou-
tinely in our experimentsand found that nonlinear effectswere
negligible compared to the noise in the system. This knowl-
edge was used to create a Weiner filter that uses a linear
approximation to the detection system in order to recover the
target areal-density modulations.28

As an example, Fig. 79.41 shows a fully processed image
of the target optical depth at 2.4 ns for a shot with all of the
laser-smoothing techniques (DPP's, SSD, and DPR’s) em-
ployed. The range of 3.6 OD corresponds to a target areal-
density (pR) modulation of about 3.6 x 1073 g/cm?. For
comparison, the areal density (pR) of the undriven target is
about 2 x 1073 g/cm?.

At early times, the contribution to areal-density modula-
tions in the bulk of atarget, produced by the propagation of
nonuniform shocks, is comparable to those from amplitude
modulation at the ablation surface.> After ~1 ns of drive,
however, the ablation-front modulations with spatial frequen-
ciesin the region 10 to 100 mm™1 (where measurements are
performed) experience sufficient RT growth to dominate any
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density modul ation produced by nonuniform shocks. Thus, at
times >1 ns, the amplitude at the ablation surface is well
represented by measured modulations.

Once the modulation in target optical depth Dy(r,t) is ob-
tained, the perturbation amplitude in the target &(r,t) can be
found using spectrally weighted attenuation length Aqyy,28
whichisinversely proportional to the mass absorption coeffi-
cient and the target density:

E(r,t) =Dy(r,t)Acy - @

Ach can be constructed using the target compression C,
calculated by 1-D hydrocode LILAC® and the measured
attenuation length A, of the undriven target:

A
Acn = 2. 3
CH C, (3

Thisrelation can be used aslong asthe driven target maintains
the cold value of its mass absorption coefficient. Typically,
during our experiments the calculated target temperature
(T<10eV) isfar below the valuesthat could change the mass
absorption coefficient to ~1-keV x rays. A, was measured by
radiographing undriven, 20-um-thick CH targets that had
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Figure 79.41

Fully processedimageof thetarget optical depth (OD) perturbationscaptured
at 2.4 ns for one of the six shots with all smoothing techniques including
DPP's, SSD, and DPR’s.
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preimposed, low-amplitude (0.5-um) sinusoidal modulations
withwavel engthsof 60 and 30 um. Using thesemodul ationsas
control references, A, was determined to be 10+2 um. These
experiments also showed that both backlighter spectrum and
filter transmission remained constant during the measurements.

Haan’s Model for Broadband Spectra

Inthelinear regime of the RT instability, individual modes
do not interact and therefore grow exponentially at rates
determined by the dispersion relation31-33

y=a

kg
- &V, 4
T LK [EA 4

where yis the instability growth rate, k is the wave number
of the perturbed mode, g is the target acceleration, L, is the
minimum density-gradient scale length, and V, isthe ablation
velocity. For CH targets L, ~1 yum and the constants have
valuesof a ~1and 3~ 1.7. Equation (4) determines how the
actual growth rate differsfromthe classical rate y ~ \/kg asa
result of density scale length and ablation. For a single-mode
initial perturbation, nonlinear effects cause the exponential
growth of the mode to saturate at an amplitude &= 0.1 A and
to subsequently grow linearly in time.* Harmonics of the
fundamental mode are generated by mode coupling!* during
the exponential growth (inlinear phase), leading to theforma-
tion of bubbles (penetration of lighter fluid into heavier) and
spikes (penetration of heavier fluid into lighter).

The evolution of 3-D broadband perturbations is more
complicated. The fastest-growing modes rapidly drive har-
monics and coupled modes. The contribution of the mode
coupling becomes comparable to the exponential growth for
some of the modes, even at small (in the linear regime)
amplitudes. As aresult, some modes grow faster than others,
while some shrink and change their phase;1® however, the
average amplitude of all of the modes at a given spatial
frequency grows exponentially at a rate given by Eq. (4).414
Saturation occurs due to the collective behavior of modes
because adjacent modes can constructively interfere to create
local structures with amplitudes much larger than those of
individual modes. Asthese features experience saturation, the
individual modes saturate at amplitudes much lessthan 0.1 A.
After reaching this saturation level, the modes grow, on aver-
age, linearly in time. The transition from the linear (exponen-
tial growth) tothenonlinear stage(linear growth) iscontinuous.
Haan formulated a model* for the saturation of a 3-D broad-
band spectrum and found a saturation level of the azimuthally
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averaged amplitude given by1516
k) =2/Lk?, ©)

where L is the size of the analysis box. The L dependence
occursbecausetheindividual Fourier amplitudesof the broad-
band features depend on the size of analysis region; whereas
the rms amplitude s, @ measure of the deviation of the
function &(x) from its average value ¢, does not. Using the
Fourier transform &(k) of the function &(x), the rmsamplitude
Orms IS defined as

Orms = \/Z|€((k)|2 _|‘f(k = 0)|2 . (6)
k

The rms amplitude is the physically measurable quantity and
therefore must have the same value independent of how it is
derived. The number of Fourier modes decreases as the box
sizeisreduced. The nonuniformity’s o, is the square root of
the sum of all modes' absolute values squared, as shown by
Eq. (6), so the amplitudes of the modes must, concomitantly,
increase to keep the nonuniformity’s oy, constant.

After it reachesthesaturationlevel Sk), theevolution of the
average amplitude &(t) is given by*

e P

0
_ +In k

where &P (t) =&, (t =0)exp(yt) is the exponential growthin
the linear stage of instability. Thisisequivalent to growth at a
constant velocity V(K) in the saturation regime

V(k) = S(k) y (k). (8)

Thebehavior predicted by thismodel isshowninFig. 79.42
foraninitial perturbation spectrum that had constant power per
mode as afunction of spatial frequency. Thisisrepresentative
of the broadband features imprinted by irradiation non-
uniformitiesthat arise primarily from the speckle pattern pro-
duced by DPP’s and SSD.34 The evolution of this spectrum
(plotted asthe average amplitudesversus spatial frequency for
seven different times between t = 1.3 to 2.2 ns) is modeled
simply by applying the growth-rate dispersion relation
[Eq. (4)], thesaturationlevel [Eq. (5)], andtheevolutioninthe
saturation regime [Eqg. (7)], where the target acceleration
g = 50 um/ns?, ablation velocity V, = 2.5 um/ns, and the
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nonuniformity’s initial Gyp,g = 0.09 um. The amplitudes are
converted to target optical depth by dividing by the measured,
spectrally weighed, attenuation length A, = 102 ym and
multiplying by the simulated compression of the target (about
2 for 1.5 ns). The simulated target density at the ablation
surface is shown in Fig. 79.43. The high-frequency modes
grow most rapidly and saturate at the level given by Eq. (5),
whilethelow-frequency modesgrow more slowly. Asaresult,
the mid-frequency modes experience the largest growth fac-
tors, producing a peak in the spectrum. As the evolution
progresses, the mid-frequency modesbeginto saturate, and the
peak movesto longer wavelengths. Thisbehavior isrelatively
insensitive to the initial spectrum or drive conditions; there-
fore, most broad-bandwidth initial spectra will evolve simi-
larly given sufficient time. Variations in growth rates of up to
50%, or in the oy, Of theinitial spectrum of up to two orders
of magnitude, have little effect on the predicted spectral
evolution; the only requirement is that the spectrum be broad-
band. For example, according to Haan's model the initial
perturbation spectrum that has constant Fourier amplitude and
Orms = 0.5 um undergoes similar evolution to that shown in

A=60um 30um 20 um
4 | T | |
= \ ons
=8 \
o \
3__ —
8 \ 20
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Figure 79.42

Predicted Fourier amplitudes of optical depth using Haan's model for an
assumed spectrum of perturbations with initial flat power per mode
(0rms = 0.09 Lm) spectrum, target acceleration of g = 50 um /ns?, ablation
velocity of V3 =2.5 um/ns, and L =400 ym at times 1.3, 1.4, 1.6, 1.8, 1.9,
2.0, and 2.2 ns. Haan' s saturation amplitude Sis shown by the dashed line.

Fig. 79.42 but it occurs at earlier times (between t = 0.8 to
1.6 ns) if the drive conditions are the same. This behavior has
been tested experimentally by varying amplitudes of initial
perturbation using a variety of |aser-smoothing techniques.

Image Cross-Correlations

The experiment involves multiple shots with CH targets
and with different smoothing techniques applied. For each
shot, up to six unfiltered images of the same area of the target,
found with across-correlation technique, were processed with
a400-um analysis box. Figure 79.44 shows two images of the
target acquired at 2.4 nsand 2.5 nsfor ashot with all smoothing
techniques employed. The same 400-um-sq area of the target
was found in each of these images when the cross-correlation
between the two analysis regions was maximized. The cross-

Density (g/cm3)

E9825

Figure 79.43
Calculated target density at the ablation surface as a function of time.

25ns 2.4ns

RE AL
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Figure 79.44

Two images of the target acquired at 2.4 ns and 2.5 ns for a shot with all
smoothing techniques employed. Two 400-um-square regions indicated by
the sgquare boxes were taken for cross-correlation analysis.
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correlation function for two images with target optical depths
Dy4(r) and Dyo(r) is given by

0o [ dr'Dy(r' +r)Do(r)

¢ \/J’ ertl(r)zj ertZ(r)Z.

(9)

If two images of thetarget are shifted by some distancea, then
the maximum of the cross-correlation function C(r) will be
shifted by the same distance from the center of coordinates (r
=0), as can be seen from Eq. (9). For example, if two images
at 2.4nsand 2.5 nsaremisaligned by a, = 133 yumin horizontal
and a, = 67 um in vertical directions, the peak of the cross-
correlation function between these two imagesis shifted from
the center of coordinates by the same distances a, and a, as

@

©
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—200 um

—200 um

E9539

Cross-correlation (%)
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shown in Fig. 79.45(a). When one of the imagesis moved by
the distances a, and ay, aligning these two images, the peak of
the cross-correlation function moves toward the center of
coordinates as shown in Fig. 79.45(b). At the same time, the
cross-correl ation coefficient between thesetwo images, which
is defined as the maximum of C(r), increases from 17% for
misaligned images to 34% for aligned images because larger
areas of the target overlap for two aligned images.

Thedetailsof target nonuniformity structureareuniqueand
specific only to images taken at the same shot. It is therefore
expected that the cross-correl ation technique should find little
correlation between two images taken from different shots.
Thetypical cross-correlation function of two imagestaken on
different shotsis shown in Fig. 79.45(c). Thisfunction has no

(b)
L
40 T T T
(d)
30 .
20 .
101 .

200
Distance (um)

Figure 79.45

The cross-correlation function between two images. (a) Two images are shifted by 133 um in the horizontal direction and 67 ym in the vertical direction,
respectively. The cross-correl ation coefficient between the two imagesis 17%. (b) When two imagesare aligned, the maximum of the cross-correl ation function
isthen located at the center of coordinatesat r = 0. The cross-correlation coefficient between the two images increases to 34%. (c) The cross-correlation func-
tion between the two images taken on different shots showing little correlation. (d) The lineout through the center of coordinates of the cross-correlation
function shownin (c) for two imagestaken at different shots (dashed line). Thelineout through the center of coordinates of the cross-correlation function shown

in (b) for 2.4-ns and 2.5-ns images taken during the same shot (solid line).
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pronounced peaks; it fluctuates around zero, as shown by the
dashed line in Fig. 79.45(d), which is the lineout of this
function through the center of coordinates. Thisindicates that
thereisno correlation between featuresin images from differ-
ent shots. In contrast, images taken on the same shot (such as
those acquired at 2.4 and 2.5 ns and shown in Fig. 79.44) are
well correlated. Thisisshown by thelineout through the center
of their cross-correl ation function asshownin Fig. 79.45(d) by
the solid line. The cross-correlation between images greatly
increased after they were Wiener filtered: for example, the
cross-correlation coefficient between these images increased
from 34% to 70%. This indicates that the image processing
efficiently reduced the noise in these images. The upper limit
of the cross-correl ation is determined by the amount of evolu-
tionthetarget perturbations experienced between thetimesthe
images were captured.

The accuracy of the image alignment using the cross-
correlation technique has been defined in the following way:
For a particular shot, five images (A, B, C, D, and E) were
aligned with a sixth image (F) by moving the peaks of all five
cross-correlation functions toward their centers of coordi-
nates. Then each of the five images was cross-correlated to
each other. It was found that the peaks of all these cross-
correlation functions were located no farther than 1 pixel
(1.67 pum) from the centers determined by the first step. This
indicates that the accuracy of the alignment is not worse than
2 um.

Figure 79.46 shows six fully processed (Wiener-filtered)
sub-images (L = 100 pum) of the target optical depth for one
of the shots with full smoothing (DPP's, SSD, and DPR’s
applied) captured at 1.6, 1.9, 2.0, 2.2, 2.4, and 2.5 ns and
aligned by the cross-correl ation technique. The temporal evo-
lutionto longer-scale structuresisevident. All imagesarewell
correlated indicating that the evolutionis of the samefeatures.
Figure 79.47 showsthe cross-correl ation coefficientsC (r = 0)
between these different images. The solid line shows that the
cross-correlation C (r = 0) of the image at 2.5 ns with itself
equals 1 (at 2.5 ns) and its cross-correl ation with other images
(at other times) decreases as atime separation between images
increases. The dashed line in Fig. 79.47 shows the same
behavior for the cross-correlation of the image at 2.2 nswith
the other images. In fact, the same behavior has been observed
for each time framein all six shots, i.e., the cross-correlation
between neighboring imagesis always higher than with more-
distant images, which confirms that the image processing
allows an observation of the evolution of the same features of
target perturbations.
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Nonlinear Saturation of RT Growth

Aswas pointed out earlier, predictions by the Haan’smodel
for the shape of the late-time spectrum are relatively insensi-
tivetotheinitial perturbation spectrum; therefore, most broad-
bandwidth initial spectra evolve similarly. Variations of up to
two orders of magnitude in the initial amplitudes of the
spectrum havelittle effect on the predicted spectral evolution.
This prediction has been tested experimentally by varying the
amplitudesof initial perturbation using different laser-smooth-
ing techniques. The primary experiment involves multiple
shotswith planar, 20-um-thick CH targetstaken with different
smoothing techniquesemployed: withDPP's, SSD, and DPR’s
(six shots), with DPP'sand SSD (three shots), and with DPP's
only (two shots).

@

Figure 79.46

Fully processed sub-images (with abox size of 100 um) of the target optical
depth captured at (a) 1.6, (b) 1.9, (c) 2.0, (d) 2.2, (e) 2.4, and (f) 2.5 nsfor one
of the six shots taken with laser conditions that include DPP's, SSD, and
DPR’s. The evolution in time to longer-scal e structures is evident.
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Figure 79.47

Cross-correlation of different timeimagesfor one of the six shotstaken with
laser conditions that include DPP's, SSD, and DPR'’s. The cross-correlation
coefficients of images captured at 2.5 nsand 2.2 nswith all other images are
shown by the solid line and the dashed line, respectively.

The evolution of the averaged amplitudes (obtained by
azimuthally averaging the Fourier amplitudes at each spatial
frequency) of the measured target’s optical-depth modulation
asafunction of spatial frequency with planar, 20-um-thick CH
targetsisshownin Fig. 79.48(a) for one shot at timesof 1.4 to
2.2nsand in Fig. 79.48(b) for another shot at somewhat later
times of 1.6 to 2.4 ns. In these shots laser beams had full
smoothing techniquesemployed(i.e., DPP's, SSD, and DPR’s).
Figures 79.48(c) and 79.48(d) show the evolution of
nonuniformity spectrafor shotswith DPP'sand SSD for times
of 1.6 to 1.9 nsfor one shot and of 1.6 to 2.0 nsfor the other,
and Figs. 79.48(e) and 79.48(f) for shots with DPP’s only for
times of 1.3 to 1.5 nsfor one shot and of 1.6 to 1.8 nsfor the
other. The initial amplitudes of imprinted perturbations are
expected to be higher in shots with less laser uniformity.

One can readily see that the measured spectra are peaked
and that the peak shifts toward longer wavelengths as time
progresses, similar to the predicted behavior shown in
Fig. 79.42. Moreover, the dashed line, which shows the Haan
saturation level, isin good agreement with the position of the
spectral peak. The saturation level was converted to optical
depth using the spectrally weighed attenuation length A, and
the predicted compression (about 2 at times~1to 2 ns). Similar
behavior was observed for al shots taken under al drive
conditionswith different smoothing techniquesemployed. For
thedatawithlesslaser uniformity [Figs. 79.48(e) and 79.48(f),
DPP'sonly], theinitial imprinted amplitudesare higher, and as
aresult, the RT evolutionisobserved earlier intimethaninthe
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casewithmore-uniformdrive, whichincludesSSD and DPR's
[Figs. 79.48(a) and 79.48(b)].

Figure 79.48 showsthat the measured growth of the ampli-
tudes at 20-um wavel ength is much less pronounced than that
of 30 umfor all shots. Thisisbecause the amplitudesat 20 um
are predicted to be already above Haan's saturation level at
about 0.01 OD, while amplitudes at 30 um experience a
transition from exponential growth to the saturated growth
with constant velocity at about 0.022 OD. The amplitude at
60 um is predicted to be below the saturation level and
therefore should grow exponentially during thistimeinterval.
To support these assertions, we measured the growth of low-
amplitude, preimposed, 2-D, 60-um-wavelength and 30-um-
wavelength, single-mode, sinusoidal perturbations on
20-um-thick CH fails driven with the irradiation conditions
that included DPP’'s, SSD, and DPR’s. Targets with initial
perturbation amplitudes of 0.05 and 0.125 um at 60-ym wave-
length and 0.025 um at 30-pum wavelength were used. These
initial amplitudes are sufficiently low that they are expected to
beinthelinear regimefor at least 2.5 ns, yet have high enough
amplitudes that mode coupling from the broadband spectrum
hasno effect ontheir evolution. Figure 79.49(a) showsthat the
broadband features at 60 pum (the combined data from six
shots) grow at asimilar rate as the preimposed 60-ym modu-
lations (upper data points for two shots). Exponential fits to
these data (three solid lines) indicate growth rates of 0.96
+0.02ns 1 and 1.02+0.02 ns~1 for the preimposed modul ations
and 0.91+0.05 ns™1 for the broadband modulations. Fig-
ure 79.49(b) shows that the broadband features at 30 um (the
combined data from six shots) experience a transition from
linear to nonlinear phases at an amplitude of about 0.02 OD,
which is 30 times|ower than the single-mode saturation value
of 0.6 OD (0.1 7). At thesametime, thetwo preimposed 30-um
modul ations(upper datapoints) grow exponentially withgrowth
ratesof 1.45+0.02 ns™1 and 1.54+0.02 ns ™1, respectively. These
data clearly show the wavelength-dependent saturation level.

The preimposed 30-um and 60-um modul ationswerefitted
with an exponentia in order to compare growth rates with
thosemeasured for early times®8 (seelater intheFinite Tar get
Thickness Effect section). For broadband modulations, both
exponential and polynomial fits have been used to quantify
the transition from the exponential to saturated growth. Fig-
ure 79.49(b) shows that for broadband modulations at 60 um,
the exponential fit (solid line) closely matches the third-order
polynomial fit (dashed line). The standard deviations are
0.0021 OD and 0.0022 OD, respectively. For 30-um broad-
band modulations shown in Fig. 79.49(b), however, the expo-
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nential (dashed line) does not fit data well (the standard Figure 79.50 summarizes data from 11 shots performed
deviationis0.0039 OD) compared to the polynomial fit (solid ~ with (1) DPP's, SSD, and DPR’s [six shots, Figs. 79.50(a),
line; the standard deviation is 0.0022 OD), which closely  79.50(d), and 79.50(g) for the average broadband amplitudes

follows the saturated evolution of these broadband data. at wavelengths of 60 um, 30 um, and 20 um, respectively],
4 A=60 30 20um A=60 30 20um
T \‘ T T (a) T Y T T DPP’S
cz) \ + SSD
b 3L v t=22ns | +DPR’s
0 g
5@' t=19n . I
b= 2r sy -
gg \ '“—.'_'EI\ L
5 \% rr]_J AN L
5 1r L'ﬂ_,J_L"'_' \; 7
L h A t=18ns S;_2~
= |:L4 ns. 1 . 1 Lk?
0
4 DPP's
o + SSD
5
0E
ST
20
5% 2[
€S
B
B8S |
>
o
LL
0 1
4 ' “ ' ' DPP's
L \ C) only
— 3L \ | L
;‘J = ! 15ns
SE
25
5w® 20 1T il
€2
B
=
gv 1- 1.3ns So B T
g 3 T3
0 Il 1 Il 1 Il 1 Lk2 Il 1 Il 1 Il 1 Lk2
0 20 40 60 0 20 40 60
Eo541 Spatial frequency (mm1) Spatial frequency (mm1)

Figure 79.48

The measured azimuthally averaged Fourier amplitudes of the optical-depth modul ations as afunction of spatial frequency for six shots: (a) a 20-um-thick foil
attimes 1.4, 1.8, 1.9, and 2.2 nswith laser conditions that include DPP's, SSD, and DPR’s; (b) at 1.6, 1.9, 2.2, and 2.4 nswith DPP's, SSD, and DPR’s; (c) at
1.6 and 1.9 nswith DPP’sand SSD; (d) at 1.6 and 2.0 nswith DPP'sand SSD; (€) at 1.3 and 1.5 nswith DPP’s; and (f) at 1.6 and 1.8 nswith DPP’s. Haan’s
saturation amplitude Sis shown by the dashed line.
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(2) DPP'sand SSD [three shots, Figs. 79.50(b), 79.50(e), and
79.50(h)]; and (3) DPP’s only [two shots, Figs. 79.50(c),
79.50(f), and 79.50(i)]. It is expected that SSD smoothes out
perturbationsat high spatial frequenciesmuch moreefficiently
than at low spatial frequencies;34 therefore, theexpectedinitial
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Figure 79.49

(a) Average Fourier amplitudes of optical depth of imprinted features versus
time at 60-um wavelength for six shots (distinguished by different symbols)
and the amplitude of preimposed 60-um perturbations of corrugated targets
with initial amplitudes of 0.05 and 0.125 um (upper data). (b) The same for
the 30-um wavelength with the amplitudes of initial, preimposed, 30-um
perturbations of 0.025 um (upper data). Exponential fits (solid lines) were
used for the preimposed corrugation data, 60-pm imprinted data (solid lines),
and 30-um imprinted data (dashed line), and athird-order polynomial fit was
used to the imprinted data at 60 pm (dashed line) and 30 um (solid line).
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imprinted spectrawith and without SSD have not only differ-
ent nonuniformities oy, but also different shapes. According
to Haan’smodel, however, later intime, and after considerable
RT growth, the perturbation spectra are expected to be similar
but shifted intimewiththeevolutionoccurringlater inthecase
of DPP's plus SSD compared to DPP's only.

The measured temporal evolution for all three cases is
similar, as evident from the evolution of the amplitudes of
broadband perturbations at 60-um, 30-um, and 20-um wave-
lengths. The 30-um- and 20-um-wavel ength perturbati ons sat-
urate at different timesfor different smoothing conditions but
alwaysat thesamelevels. The 60-um perturbationsgrow inthe
linear regime (exponential growth) with similar growth rates
(0.70£0.05 ns™1, 0.93+0.05 ns™1, and 0.91+0.05 ns™1 with
DPP's only; DPP's and SSD; and DPP's, SSD, and DPR’s,
respectively, for all smoothing conditions). As shown earlier,
these growth rates are in very good agreement with the mea-
sured growthrates of preimposed 2-D sinusoidal perturbations
at a 60-um wavelength [Fig. 79.49(a), upper data points].

For caseswith lesslaser uniformity [case (3): DPP'sonly],
theinitial imprinted amplitudes are higher, and asaresult, the
RT evolution isadvanced in time[~250 ps earlier thanin case
(2), and ~500 ps earlier than in case (1)]. This observation is
evident for the 60-um, 30-um, and 20-um wavelengths of
broadband perturbations. Note also that the 30-um-wave-
length perturbations saturate at higher amplitude than the
20-um perturbations, as expected.

Even though the experimental data (see Fig. 79.48) cannot
show the saturation level S(k) = 2/Lk? explicitly, it was tested
by comparing peaks of measured Fourier spectra with those
predicted by using Haan’s model. Such comparison becomes
possi bl e because the shape of Fourier spectraand the position
of their peaks depend primarily on the saturation level rather
thanontheinitial or driveconditions(shownexperimentally in
Fig. 79.48). For example, from Fig. 79.48(a) one can see that
measured spectral peaksat spatial frequenciesof 30mm™1and
50 mm~1 are positioned at the values of Fourier amplitudes
of approximately 2.7 x 1072 and 1.2 x 1072 0D, at times 2.2 ns
and 1.4 ns, respectively. The predicted spectral peaks at these
spatial frequencies are at the values of approximately 3.7
x1072and 1.2 x 102 OD, respectively, asshowninFig. 79.42.

The main experimental errors in measurements of target
optical depth shown in Fig. 79.48 include noise in the experi-
mental system (dominated by photon statisticsof thebacklighter
X rays), uncertainty of thesystemresol ution, and nonlinearities
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in the detection system, which was considered to be linear
during Wiener filtering and MTF deconvolution.28 The total
uncertainty of optical-depth measurements at the spatial fre-
quency range of 30 to 50 mm~1 was determined to be about
1073 OD. It included the relative error of system resolution
measurement, which was about 4%, and the uncertainty dueto
nonlinearity in the detection system, which was about 2% of
the noise in the experimental system.26

010 T T T T T T T T T

A =30um

The Haan's model predictions shown in Fig. 79.42 were
converted to the optical depth using spectrally weighted at-
tenuation length Ay, 26 which dependsonthe cal cul ated target
compression C, and the measured attenuation length A, of
the undriven target [see Eq. (3)]. A, was determined to be
10+2 um, 28 and the target compression was calculated to be
about C, = 1.7£0.3 during the time interval of 1.4 to 2.2 ns.
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(a) Average Fourier amplitudes of optical depth of imprinted features versustime at 60-pm wavel ength for six shots (distinguished by different symbols) with
DPP's, SSD, and DPR’s. Exponential fit (solid line) indicates the growth rate of 0.91+0.05 ns~L. (b) The same for the three shots with DPP's and SSD.
Exponential fit (solid line) indicates the growth rate of 0.93+0.05 ns~L. (c) The same for the two shots with DPP’s only. Exponential fit (solid line) indicates
the growth rate of 0.70+0.05 ns~L. (d) Average Fourier amplitudes of optical depth of imprinted features versus time at 30-um wavelength for six shots with
DPP's, SSD, and DPR’s. The solid lineis a third-order polynomial fit. (€) The same for the three shots with DPP’'s and SSD. (f) The same for the two shots
with DPP’ sonly. (g) Average Fourier amplitudes of optical depth of imprinted features versus time at 20-um wavelength for six shotswith DPP's, SSD, and
DPR's. The solid line is athird-order polynomial fit. (h) The same for the three shots with DPP’'s and SSD. (i) The same for the two shots with DPP’s only.
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Using al of these uncertainties, the measured amplitudes
of optical-depth modulations that have been converted to
perturbation amplitudes in the target [using Eq. (2)] are 15.9
x1072+4.5x 1072 umand 7.1 x 1072+1.6 x 1072 um at spatial
frequencies of 30 mm~1 and 50 mm™1, respectively. Those
predicted by Haan’smodel are 18 x 1072 umand 6.0 x 1072 um
at spatial frequencies of 30 mm~1 and 50 mm™1, respectively.

To demonstrate the agreement of thesedatawiththeHaan's
model, we have compared the measurements and the predic-
tionsfor thepeak of thenonuniformity spectruminaccelerated
targets. Ashasbeen discussed, thelocation of the peak follows
the predicted trend to longer wavel engths, but it isimportant to
compare the actual amplitude of that peak. Since that ampli-
tudeisindependent of theinitial conditions, weare ableto plot
together al data shown in Fig. 79.48, irrespective of the
different laser-uniformity conditions. Again, the amplitudeis
obtai ned using the measured attenuation length of theundriven
target and the cal cul ated target compression (Fig. 79.43 shows
thedensity asafunction of time). InFig. 79.51, theamplitudes
at which the peaks in the measured spectra occur are plotted
versus those for the predicted spectra. These data show that
the Haan’s model well represents the spectral peaks of broad-
band nonuniformities.
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Figure 79.51

The amplitude of measured spectral peak as a function of predicted
spectral peak.

Insummary, broad-bandwidth perturbationswere observed
to saturate at levels predicted by Haan’s model,* which were
much lower thanthesingle-modesaturationlevels(0.1A). This
has been shown by the combined data from shots having
different drive uniformities. This behavior was noted in both
the shape of the spatial Fourier spectra and the temporal
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behavior of modes at various wavelengths. In addition, it was
found that the growth of 3-D perturbations from the broad-
band spectrum in the linear regime is the same as that for the
linear growth of preimposed 2-D perturbations, also in agree-
ment with Haan’s model. The measured spectral evolution
including the saturation level isinsensitiveto the detail s of the
initial perturbation spectrum; this is also in agreement with
Haan’s model.

The relationship between the evolution of the preimposed
modes and their coupling to the broadband spectrum must be
clarified. The resultsinferred from Fig. 79.49 require that the
growth of the preimposed modes remain in the linear regime
(exponential growth) and unaffected by mode coupling. It was
experimentally observed that the absolute values of Fourier
amplitudes of the broadband spectra are randomly distributed
from zero to about twice the average level 2§, (t) for any
azimuthal lineout with wave vector k and at any time t.
Therefore, the evolution of any mode & (t) from the azimuthal
lineout at a wave vector k of the broadband spectrum is
confined between zero and 2&, (t). Thismeansthat the effects
of nonlinear mode coupling on any particular mode &(t) from
all other modesisof theorder of &(t) or less. Thisobservation
isin agreement with thetheoretical work performed by Haan14
for ablatively accelerated targets. If the amplitude of some
particular mode &,(t), growing in the linear regime, is much
higher than the average level of broadband spectrum
& (t) >>&(t) asfor the preimposed modes from Fig. 79.49,
then nonlinear effects will be only a small fraction of its
amplitude é,(t). For example, the evolution of the mode &,(t)
can be approximated to second-order accuracy and neglecting
high-order terms by14

&(t) =7 (1)

0 0
+1/2 k% EXP)ESD. (1) - yzkzkf PSS, (t)g (10)

where £ (t) = &(t = 0) exply (K)t] istheexponential (or first-
order) amplitude of modek. If theamplitude of someparticular
mode §,(t), growing in the linear regime, is much higher than
the average level of broadband spectrum & (t) >>¢,(t) asfor
preimposed modesfrom Fig. 79.49, then nonlinear effectswill
be only a small fraction of its amplitude é(t) [i.e., the first
linear termin Eq. (10) ismuch larger than the second nonlinear
term]. This means that the effect of mode coupling on the
amplitudes of 60-um and 30-um preimposed modes [which
are 10 to 20 times above the average level of broadband

167



NONLINEAR EvoLUTION oF BRoAD-BANDWIDTH, LASER-IMPRINTED NONUNIFORMITIES

amplitudes (see Fig. 79.49)] is small (of the order of 5% to
10% of their amplitudes) and can be neglected compared with
their exponential growth in the linear regime.

The same concept can be expected in a ssimple physical
picture. Figure 79.52 schematically shows an image of the
driventarget that hasasingle-modeperturbation (dashed lines)
and broadband features with individual 3-D bubbles (solid
lines). In some small regions (containing only one or two
bubbles), the material flow in the horizontal direction can be
dominated by the flow from individual 3-D bubbles. In 3-D,
the material from bubbles flowsin al directions, but it flows
only inonehorizontal directionfrom2-D bubbles. Inthewhole
region of box sizeL, however, thematerial flow inthehorizon-
tal direction is dominated by the flow from the tips of the 2-D
bubble (dashed lines) because the overall contribution to the
flow in this direction from the 3-D bubbles becomes much
smaller in the whole region with box size L. Therefore, the
overall effect of the broadband features on the evolution of a
singlemodeisinsignificant providing that theamplitude of the
singlemodeishigh enough. Thisconsiderationin real spaceis
complimentary to that in Fourier space described in the previ-

ous paragraph.
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Figure 79.52

Schematic image of the driven target, which has a single-mode perturbation
(dashed lines) and broadband features with individual 3-D bubbles (solid
lines). Inthe small regions (containing only one or two bubbles), the material
flow inthe horizontal direction can be dominated by theflow fromindividual
3-D bubbles (solid lines). In the whole region with box size L, however, the
material flow in the horizontal direction is dominated by the flow from the
tips of the 2-D bubble (dashed lines).

Late-Time Perturbation Evolution

InFig. 79.50, theamplitudesof boththe 20-um- and 30-um-
wavelength broadband perturbations decrease late in time (at
2.5 to 2.8 ns for the case with all smoothing techniques
employed). Inthenonlinear regime, Haan’smodel predictsthe
growth of these perturbations to be linear in time (constant
velocity growth) after they reach their saturationlevels. Thisis
in contradiction with experimental data. Figure 79.53 shows
nonuniformity spectraat 2.5 ns(dashed line) and 2.8 ns (solid
line) for one of the shots with all laser-smoothing techniques
employed including DPP's, SSD, and DPR's. It clearly shows
adecrease in amplitude of all spatial frequencies higher than
30 mm~L. Figure 79.54 showsimages of thetarget at 2.5 ns (a)
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Figure 79.53

Experimentally measured |ate-time perturbation spectra. Azimuthally aver-
aged Fourier amplitude of the optical-depth modulation as a function of
spatial frequency for a 20-um-thick foil at 2.5 and 2.8 ns and with laser-
smoothing techniques including DPP's, SSD, and DPR’s. The saturation
amplitude Sis shown by the dashed line.
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Figure 79.54

Late-time images of the target optical-depth perturbations captured at
(a) 2.5 nsand (b) 2.8 nswith a 20-um-thick target and with laser-smoothing
techniques including DPP’s, SSD, and DPR’s.
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and 2.8 ns(b). Compared to theimage at 2.5 ns, featuresin the
2.8-nsimagebecomemuch moreround asneighboring bubbles
coalesce, and the typical scale length of all the features be-
comes larger in the latter image. A 2-D model for bubble
competition’ predicts that such bubble coal escence occurs at
higher bubble amplitudes and consequently much farther into
the nonlinear regime than shown here. At the end of the drive
(=3 ns) 1-D LILAC simulations predict an increase in ablation
velocity (by a factor of 2) with the target decompressing
quickly. Inthiscase, target perturbationsin optical depth could
decrease because of the stabilizing effect of ablation.

Another possible explanation for the observed spectral
behavior isthat even earlier inthe nonlinear regime (beforethe
bubble coalescence), some short-scale-length bubbles move
underneath larger, long-scale-length bubbles because larger
bubbles grow faster than smaller bubbles.}” The areal-density
(or optical-depth) measurement becomes insensitive to short-
scale-length bubbles because, in the direction of the x-ray
propagation, the short-scale-length bubble becomes a part of
the long-scale-length bubble, even though physically the two
bubbles are still separate.

“Bowing” of the Target

Bowing of thetarget isanother effect that hasbeen observed
and quantified in these experiments. Figure 79.55 schemati-
cally explains this effect. Before the shot, the CH target is
attached to the massive Mylar washer. Without this washer a
part of the laser energy from the laser beams, which irradiate
the target at non-normal incidence, would miss the target and
propagate toward opposing ports of the OM EGA target cham-
ber, threatening to damage the laser system. During the drive,
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Figure 79.55

Schematic of the foil setup. The CH foil is attached to the massive Mylar
washer. After the drive begins, it bows (dashed contour) because the drive
pressure is applied only to its central part.
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the central ~1-mm portion of a target accelerates, while the
portion attached to the washer stays undriven. Toward the end
of the drive the target becomes “stretched” (see Fig. 79.55).
Experiments performed by K nauer® with the same drive con-
dition on similar targets with preimposed 2-D corrugation
showed that the wavelength of the corrugationsincreased 7%
to 10% toward the end of the drive. This effect was explained
by the target bowing and, asaresult, stretching all featureson
the target, as though they were magnified.

Figure 79.56 describes this effect quantitatively for one of
the shots, using six target images of different time frames at
1.6,1.9,2.0,2.2,2.4, and 2.5 ns. It was assumed (for simplic-
ity) that the main effect of the bowing was a magnification of
late-time images with respect to early-time images. If so, the
correlation of the magnified early-time image with late-time
image should be higher than the correl ation of the unmagnified
images. (Thebowing analysiswas performed using raw, unfil-
tered target images because Wiener-filtered images were all
processed with afixed box size, not allowing this box size to
vary, which is necessary to perform bowing analysis.) The
dotted line in Fig. 79.56 shows the cross-correlation coeffi-
cient of the image at 2.2 ns with the image at 2.5 ns as the
function of the magnification of the 2.2-nsimage. The cross-
correlation coefficient is maximized when the 2.2 ns image
is magnified 1.04 times. To maximize the correlation of the
same 2.2-ns image with the early-time image at 1.6 ns, it
must be demagnified 0.97 times as shown by adashed linein
Fig. 79.56. The thick solid line shows the cross-correlation
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Figure 79.56

“Bowing” of thetarget. The cross-correlation of theimage at 2.2 nswith the
imagesat 2.5ns, at 2.4 ns, itself, at 2.0 ns, at 1.9 ns, and at 1.6 nsasafunction
of the magnification of the 2.2-nsimage. The smoothing techniques for this
shot included DPP's, SSD, and DPR’s.
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coefficient of the image at 2.2 ns with itself. The shorter the
time interval between images, the less magnification (or
demagnification) is required for one of the images to be
maximally correlated to the featuresin the other images. This
analysis shows that as time progresses, the target images
becomemagnified by about 7% to 10% between the 1.6-nsand
2.5-ns images. This effect is small enough to have minimal
effect on the perturbation evolution. For example, Fig. 79.56
shows that al features of the 2.4-ns image are magnified by
~2.5% with respect to the earlier image at 2.2 ns. Fig-
ure 79.48(b) shows the spectral evolution for the same shot.
The spectrum is peaked at ~34 mm™1 for the image at 2.2 ns,
andthepeak isshiftedto~20 mm~1for theimageat 2.4 ns. This
~40% change in the wavelength of the spectral peak has only
a~2.5% contribution from the bowing effect.

Finite Target Thickness Effect

The growth ratesfor 60-um and 30-um preimposed modu-
lations, measured from 1.6 to 2.5 ns, are smaller by afactor of
2to2.5thanthose measured for earlier times(fromQ0to 1.2 ns)
by Knauer® in similar experiments. These experiments used a
larger initial amplitude of preimposed modulations (ag
= 0.5 um) and were driven with full smoothing techniques
employed. Thiseffect can beattributedto theperforation of the
target by short-wavelength perturbations.

The short-wavel ength perturbations imprinted by the laser
beams are too small to be resolved in the experiments de-
scribed inthis article. Yet, they are estimated to evolve at late
times to a oy, amplitude that equals about three to four
(compressed and ablated) thicknesses of the target. If some
bubbles penetrate the target, the mass available to feed the
growth of the longer-wavel ength preimposed modul ations by
lateral flow is limited; therefore, the growth of these modes
is reduced.1>

Thiseffect has been studied numerically using cal culations
on the hydrocode LEEOR2D.18 These simulations were con-
ducted for conditions corresponding to the experiment with
20-um-thick targetsirradiated with fiveoverlapped|aser beams
having various smoothing techniques and with various pulse
shapes. One of the pulse shapes used was, as in the experi-
ments, a 3-ns sguare with an exponential rise of 100 ps per
decade and a peak intensity of 2 x 1014 W/cm?.

Twolevelsof laser nonuniformity weresimulated. Thefirst,
using DPPsmoothed beams, hadthe same 1-D nonuniformity’s
power per mode as experimentally measured using 2-D time-
integrated photographs of laser beams.® The second was of
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beams smoothed by DPP's, SSD and DPR’s. The smoothing
time of the SSD was 25 ps, approximately the effective
smoothing time for the pulse used here.3* Simulations using
smooth laser beams were also performed.

2-D caculations of the perturbation evolution with an
initial broadband spectrum of laser nonuniformities with and
without preimposed 60- and 30-um-wavel ength, single-mode
perturbations with initial amplitudes of 0.05 um have been
performed. For each case, the 2-D calculation with the
preimposed modulation represents the direction of the
preimposed modulation in the 3-D experiment, and the calcu-
lation without the preimposed modulation represents the per-
pendicular direction. The calculated amplitude of the
preimposed mode was defined as the Fourier component of
that mode in the latter calculation subtracted from that in the
former calculation.

Eventhough thedriveand smoothing conditionsusedinthe
simulations were similar to those used in the experiments
described above, the comparison between the results of the
2-D simulations and the 3-D experiments must be considered
only qualitatively becauseboththeinitial perturbationsandthe
RT evolution are similar but not identical in 2-D and 3-D.
Figure 79.57 shows the cal culated evolution of the amplitude
of the target areal density (normalized to the initial target
density) of the preimposed 60- [Fig. 79.57(a)] and 30-um-
wavelength [Fig. 79.57(b)] modes for the three levels of laser
nonuniformity described above. The amplitude of the
preimposed modulations grows similarly for all cases until
~1.5 ns. After 1.5 ns, the amplitude of the preimposed mode
continuesto grow inthe case of thesmooth drivebut isreduced
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Figure 79.57

The evolution of the amplitude of the target areal density (normalized to the
initial density) of preimposed (&) 30-um- and (b) 60-um-wavelength modes
with smoothlaser beams(solid), withDPP's, DPR’s, and SSD (dash-dot), and
with DPP's only (dashed) calculated using 2-D hydrodynamic simulations.
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in the cases of the perturbed drives. This reduction is greater
and starts earlier for the case of DPP only, without SSD
and DPR'’s. This behavior is attributed to the perforation of
the foil by the short-wavelength modes introduced by the
laser nonuniformities.

This evolution can also be seen in Fig. 79.58, where the
logarithmic growth rate of the areal-density perturbations of
the preimposed modes [y = (daydt)/ a] is plotted versustime.
The growth rate decreases for both 60- [Fig. 79.58(a)] and
30-um [(Fig. 79.58(b)] wavelengths of the preimposed mode
dueto the presence of the broadband spectrum of perturbations
introduced by the laser nonuniformities.
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Figure 79.58

The evolution of the logarithmic growth rate [y = (da/dt)/a] of the areal-
density perturbations of (a) 30-um and (b) 60-um preimposed modes with
smooth laser beams (solid), with DPP’'s, DPR’s, and SSD (dash-dot), and
with DPP's only (dashed).

The perforation of the target is most clearly seen in the
density maps of thetarget, shownin Fig. 79.59 for the various
30-um-wavelength calculations. It can be seen that the short-
wavelength perturbationsin the target perforateitatt = 1.4 ns
for thecase of DPP[Fig. 79.59(b)] and at t = 1.6 nsfor the case
of DPP's, SSD, and DPR’s [Fig. 79.59(f)]. In the case of the
uniform drive, thetarget isnot yet perforated at thesetimes, as
can be seen in Fig. 79.60. When looking at later times, how-
ever, the perforation can clearly be seen to occur between
t=218nsandt=2ns(Fig. 79.60).

One can clearly see the correlation between the times of
perforation of the target in these density maps and the satura-
tioninthegrowth of the preimposed modes, seeninFigs. 79.57
and 79.58. This correlation strengthens the explanation sug-
gested above, that the growth of the preimposed modes is
reduced when the broadband perturbations introduced by the
laser nonuniformities perforate the target. The reason this
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reduction has not been measured in other experiments® is that
the initial amplitude of the imposed perturbation in these
experiments was larger; therefore, al measurements were
performed at earlier times, when the imprinted perturbations
had not yet evolved to large enough amplitudes and therefore
the target was still not perforated.

Toconfirmthat thesaturationlevel and thelate-timespectra
do not depend on the target thickness, Fig. 79.61 shows the
results of an additional experiment using a laser drive with
DPP'sonly for 40-umfail thickness. The measured spectraare
shown for a40-um CH foil at 2.7 for one shot, and at 2.7 and
2.8 ns for the other shot. The saturation level was again
calculated using the spectrally weighed attenuation length A,
(which does not change significantly going from 20- to 40-um
foils) and the predicted compression (about 2 at ~2to 3 ns). It
can be seen that the finite target thickness does not affect the
saturation level since the shapes of measured spectra are
similar for both 20- and 40-umtarget thicknesses, whichisal so
in agreement with Haan’'s model. Note that the resulting
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Figure 79.59

Density color maps of the target from the calculation with preimposed
30-um mode driven by laser beams having DPP's only at (a) t = 1.2 ns,
(b) t=1.4ns, (c) t =1.6 ns, and by laser beams having DPP’s, SSD, and
DPR'sat(d)t=1.2ns,(e)t=214ns,and (f)t=1.6ns.
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acceleration of the 40-um-thick foils was about a factor of 2
lower and the shock breakout time afactor of 2 later compared
to 20-um foils. The measured noiselevel isal so about twice as
high since approximately four-times-fewer photons are trans-
mitted through the 40-um foil. As a result, the imprint was
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Figure 79.60

Density color maps of the target from the calculation with preimposed
30-um mode driven by uniform laser beams at () t = 1.2 ns, (b) t = 1.4 ns,
(c)t=1.6ns,(d)t=18ns,and (e) t=2.0ns.

detected only near the end of the drive and with DPP-only
drive. When additional smoothing by SSD and DPR’s were
added, theinitial imprinted amplitudesof target nonuniformity
were small enough that, even at the end of the drive, no signal
was measured above the noise.

Summary

This article has presented the measured evolution of 3-D
broadband perturbations produced by laser imprinting in CH
foils, accelerated by UV light. Using through-foil radiography
these featureswere observed to saturate at level sin agreement
with those predicted by Haan’s model.# This behavior was
noted in both the shape of the spatial Fourier spectraandinthe
temporal behavior of modes at various wavelengths. In addi-
tion, wenoted that the growth of perturbationsfrom broadband
spectruminthelinear regimewasthesameasthat for thelinear
growth of preimposed 2-D perturbations, also in agreement
with the Haan model. These experimentswere designed to test
predicted saturation levels that are used in target designs for
ICF experiments. We believe this is a clear experimental
demonstration that the Haan model correctly predicts the
saturation levels, spectral shape, and temporal evolution of
broadband perturbations that are RT unstable. The contribu-
tions of measurement error and the effects of finite target
thickness and target bowing have been shown to have little
effect on our conclusions.
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Uniaxial/Biaxial Stress Paradox in Optical-M aterials Har dening

Owing to its excellent homogeneity and low-intrinsic absorp-
tion properties, fused silicaremains the preferred material for
high-power laser applications over a wide wavelength range,
but especially inthe UV. In particul ar, large-aperture glassand
excimer lasers, such as Nova, Beamlet, OMEGA, NIKE, and,
in the foreseeabl e future, the National Ignition Facility (NIF),
the Megajoule laser (LMJ, France), and others, owe their
existencetoreadily available, large-diameter fused silicafind-
ing use in the form of beam-transport lenses and windows.
Often theselensesand windows separate atmospheric pressure
from vacuum areas, such ason spatial filters and target tanks,
experiencing not only high-fluence irradiation conditions but
also pressure-differential—induced stresses. The combination
of the two presents an interesting challenge in terms of laser
damage, as the formation of pits and cracks during conven-
tional damage may get aggravated by the presenceof stressand
lead to dramatic devicefailure by fragmentation and accelera-
tion of the lens or window shards into the evacuated space.

Eveninthe absence of avacuumissuewith itsconcomitant
stress, laser damageto fused silicaunder periodicillumination
by UV light, such as found in UV-lithography or medical-
instrument applications, limits system performance and in-
creasesmaintenancecosts. Thismotivatesthesearchfor simple
methods to alleviate the onset of or, at least, the detrimental
consequences of laser damage. In earlier work,1# dynamic
aspectsof laser-induced crack formationinfused silicaandits
correlation with stress, both self-induced? and externally ap-
plied,34 have been studied by uswith an eyetoward preparing
thefoundation for such remedies. In the current work, wetry to
answer several important questions raised by this prior work.

Inbrief, alaser-initiated crack hasbeen shownto grow upon
repeated irradiation by either IR® or UV1° |aser pulses, caus-
ing a hoop stress? to form in its immediate surroundings, the
existence of whichisessential for further growth. This causal
relation wastested by breaking the hoop-stress symmetry with
the help of an external stressfield and thereby arresting further
crack propagation, even at pump fluences much larger than
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those necessary for starting the crack initialy. This was dem-
onstrated for fused silicainitiated at either the substrate exit or
entrance surface. Surfaces, with few exceptions, suffer from
lower laser-damage thresholds than bulk—a fact attributable
to the consequences of the requisite, but extremely intrusive,
acts of cutting, grinding, polishing, and cleaning the surfaces.
Cleaved surfacesthat are spared these procedures offer compa-
rably higher damage thresholds.® The surfaces of fused silica
are of special interest in that a near-surface layer of material
densification’ is surmised to be formed during polishing,
which, by itself, may prompt near-surface residual-stress
fields to develop. One key question arising from the prior
work34 thus became whether or not, in the absence of a
densification layer and its residual-stress field, the effects
observed in fused silicawill remain. Or, put another way, will
externally applied stresses also delay |aser-damage initiation
in cleaved silica bulk and/or in materials for which no such
densification layer exists? To find the answer, this work ad-
dresses, in addition to polished fused silica, aternate model
systems: cleaved silica bulk and BK-7, borosilicate glass.

A second question arisesfrom the earlier observedincrease
in surface-damage initiation threshold and crack growth ar-
rest with external stresses applied in the laser-beam direction.
Thequestioniswhether or not thedirection of the appliedload
has an effect on the surface-damage initiation threshold and
crack growth. To answer this question, different applied load
configurationsareconsideredinthiswork; amongthem arethe
uniaxial compressions in the x or z direction, the biaxial
compression in the x and z directions for rectangular samples
(fused silicaand BK-7), aswell asradially applied pressurefor
round fused-silica samples.

Sampleirradiation was carried out by the fundamental and
frequency-tripled outputs of a Nd:glass oscillator/single-pass
amplifier system. This system produced a beam of nearly
Gaussian profile after passage through avacuum spatial filter,
prior to any frequency conversion. Thebeam wasthen focused
by a2-m-focal-length fused-silicalensto a~600-Lm spot size
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at the sample entrance surface. Laser pulses, produced at a
repetition rate of one pulse every 10 s, had nominal pulse
duration of 1 nsat 1053 nm and 500 ps at 351 nm.

A PDP-1I computer and CAMAC [computer-aided mea-
surement and control (J. White Co. 800)] crate system were
used for data acquisition and experiment control. The system
included a charge-injection-device (CID) cameralocated in a
sample-equival ent planefor recording the fluence distribution
in the beam spot.

The beam-incident direction was chosen to be <10° off-
normal to the sample entrance face to prevent any back-
reflectionof residual, unconverted IR from seedingtheamplifier
in the backward direction, and setting up a 351-nm Fresnel
interference pattern between the sampl e entrance and exit sur-
facesthat would invalidate the cal cul ated fluence distribution.

Inthiswork, damageisdefined to be any visible permanent
modification to the surface of the glass material, observable
with a110x-magnification, dark-field microscope. The small-
est damage spots observed as faint scatter sites were approxi-
mately 0.5 to 1 um in diameter. Due to the thickness of the
samples, spatial and temporal distortions of the beam were
avoided; therefore, both front- and exit-surface damages were
considered. Damagethreshol dswere determined by averaging
between the highest laser fluence incident on the sample that
produced no damage and the lowest laser fluence that did
produce damage.

The samples studied in this work were rectangular, 64 x
13.6 x4.3-mmand circular, 50-mm-diam, fused-silicasampl es
of Corning 7940 UV, gradeA. They were conventionally pitch
polished to laser quality (rms< 10 A) on the entrance and exit
surfaces and to cosmetic quality around the edges to monitor
insituthe crack propagation, aswerethe BK-7 samples, which
were also commercial blocks (52 x 11.5 x 5 mm).

Samples were mechanically loaded by clamping each be-
tween aluminum plates separately attached to a load cell
(Eaton, Model 3397-25, max. |oad capacity: 25 Ibs). A prede-
termined, constant uniaxial, compressive load was applied in
each geometrical configuration. Details of the experimental
setup of the applied load used in the laser-beam direction can
be found in Ref. 8.

Laser-damage thresholds (for pulse lengths greater than
picoseconds) are always reported as average values derived
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from a statistical number of sample sites per tested specimen.
In al nondeterministic, i.e., extrinsic-impurity-driven laser-
damage processes, the damage occurrence hingeson the statis-
tical presence or absence of one or more absorbing impurities
within a given irradiated area. This statistical distribution in
defect volume density is now convoluted by a site-to-site—
varying stress distribution. In an ideal experiment, a large
enough number of tests on samples and sites with precisely
known local stress will deconvolve the two distributions. In
practice, however, this is unrealistic. Rather, simulation of
local stress conditions by finite-element methods permits one
to find with acceptable accuracy, for various loading-geom-
etry-boundary conditions, the stresses within the aperture,
based on which one may choose many irradiation sites on a
single sample. A three-dimensional, finite-element analysis
code ANSY S5.4A®, developed by ANSY SInc., was used to
determine the stress distribution within loaded samples.

Figure 79.62 shows the 500-ps/351-nm damage-onset
fluence threshold for fused-silica exit and entrance surfaces
versus the stress o, resulting from a compressive load in the
laser-beam direction. The questionto addressiswhether or not
a link exists between the silica surface—densification layer
(anditsresidual-stress distribution) and the damage-threshold

25 I I
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o gl o

351-nm threshold fluence (Jcm2)
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Stress g(psi)
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Figure 79.62

Entrance (¢)- and exit (x)-surface, 351-nm damage-initiation thresholds as
functionsof applied stressin fused silicafor thelaser beam direction—oading
configuration.

175



UNIAXIAL/BIAXIAL StrRess PARADOX IN OPTICAL-MATERIALS HARDENING

trend. Applying external stresseswill biastheseeffects. Inlight
of Fig. 79.62, it appears plausible that increasing stresses
within the sample are decreasing the effect of the densified
layer and, at the same time, are increasing the damage-onset
threshold. To confirm or rule out this premise, further tests
were needed on cleaved silicabulk and on amaterial that does
not densify when polished. Figure 79.63 displays the exit-
surface-damage-threshold results versus applied stress ob-
tained for BK-7 with 1-ns, 1053-nm pulses. A data point from
Ref. 9, obtained at 1 ns, 1064 nm (also represented in
Fig. 79.63), shows good agreement with our stress-free mea-
surements. Furthermore, Fig. 79.64 illustrates the front-sur-
face-damagethresholds against the externally applied stresses
obtained for cleaved bulk silica. From Figs. 79.63 and 79.64,
it becomes clear that a damage-initiation-threshold enhance-
ment in response to externally applied stress is also obtained
for borosilicate glass aswell asfor cleaved bulk silica, ruling
out causal relations between densification, applied stress, and
damage-initiation-threshold enhancement in all systems con-
sidered here.

Next, we address correlations between (1) the external
stress and the laser-beam polarization and/or (2) the external
stressand thermal stress. In other words, (1) What isthe effect
of external stress on the damage threshold and crack growth
for a certain beam polarization? and (2) What is the magni-
tude of transient, thermal stresses induced by laser heating of
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Figure 79.63

Exit-surface, 1053-nm damage-initiation threshold as a function of exter-
nally applied stresses obtained with borosilicate glass (BK-7) for the same
loading configuration as Fig. 79.62. For comparison a data point (triangle)
obtained at 1064 nm, 1 ns from Ref. 9 is reported.

the material compared to the magnitude of the externally
applied stresses?

The answer to the second question was obtained by using
ANSYS in a thermal, transient analysis. A metallic defect
(Hf) of size 200 x 200 x 100 A embedded in the fused-silica
matrix wasconsidered and assumedto havereached atempera-
ture of 20,000 K by the end of the laser pulse (1 ns). Details of
the transient thermal finite-element analysis can be found in
Ref. 10. Thethermal stresses deduced from ANSY S{~aEAT,
where a is the thermal expansion coefficient, E the Young's
modulus, and AT the temperature [relative to the strain-free
temperature (room temperature)] of a given point in the ma-
trix} were found to be two orders of magnitude larger than the
applied mechanical stresses, rendering them all but irrelevant.

The issue of mechanical stress versus beam polarization
was addressed by using the original loading setup in two
different geometrical |oading configurations; theload wasfirst
applied in the x direction (Fig. 79.65), and second in the z
direction (Fig. 79.66). For thesetwo configurations, theresult-
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Figure 79.64

Entrance-surface, 351-nm, 500-ps, damage-initiation threshold as functions
of applied pressure in the z direction (perpendicular to the laser beam) in
cleaved silicabulk.
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ing stress estimated from ANSY Sis uniaxial along the x axis
or the zaxis, respectively. For uniaxial stress, Figs. 79.65 and
79.66 show the damage threshol d to reach amaximum around
—-5psi andtodroptoitsinitial, stress-freevaluefor loadslarger
than —15 psi. The same behavior was obtained with BK-7
loaded in the z direction (Fig. 79.66), ruling out any relation-
ship between the stress-onset damage threshold and the laser-
beam polarization.

To investigate the effect of the loading geometry on the
damage threshold, a setup was designed that provided simul-
taneous stresses in both the x and z directions. Figure 79.67
shows the results obtained with this configuration for both
entrance and exit surfaces of fused silica. The damage thresh-
old reaches a maximum around o, = 0y, = -5 psi and stays
constant thereafter, a behavior similar to that found for the

UNIAXIAL/BIAXIAL STRESS PARADOX IN OPTICAL-MATERIALS HARDENING

configurationin Fig. 79.62, where the ANSY S-derived stress
distribution shows stresses in both the x and z directions,
athough o, > ogy,. Onthe other hand, experiments carried out
on circular fused-silica samples are illustrated in Fig. 79.68.
Although the current setup did not permit pressureslarger than
4.2 psi to be applied, Fig. 79.68 hints that the maximum
threshold would be reached also around 4 to 5 psi.

Key results from Fig. 79.62 and Figs. 79.65-79.68 are:
(2) Independently of theloading geometry used, the maximum
threshold for fused silicais obtained around an applied stress
of =5 psi. (2) A geometrical loading approximating practical
situationsisthat of Fig. 79.62, where aplateau isreached (the
configuration used in Fig. 79.67 isvery difficult to implement
in practice).

Load applied
—
\ \
Sample————— L)
T——— pe R —
applied cell
Sample
z S ot Oz ya
< A < 22222222222
20 - (@) 3 »—VX |:: (<) T 20 r X T
U - MMMUMMMT -
o Oz 70 &1
Laser beam oo Laser beam 7ol og
TT ? T7: s
‘E Surface T Ton e g &E? T F Tr!% :
| === T e '@ L T I 2 Il s® T
Eso, 15 ® Entrance b A S R fso/ 15 et tetd ﬂ; i b4
o m Exit . i) g
i g
T T
£ ' 1 £ .
5 ’ g
% 10 — - g =
a ) Surface
= Exit
Load cell
5 | |
-95 =75 -15 5 0
Applied pressure in the x direction (psi) Applied pressurein the z direction (psi)
G4789 G4790
Figure 79.65 Figure 79.66

Entrance- and exit-surface, 351-nm, 500-ps damage-initiation thresholds as
functions of applied pressure in the x direction (perpendicular to the laser
beam) in polished fused silica. The load P is applied via two screws.

Entrance- and exit-surface, 351-nm, 500-ps damage-initiation thresholds as
functions of applied pressure in the z direction (perpendicular to the laser
beam) in polished fused silica. The load P is applied via two screws.
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Experimentson crack growthusing uniaxial stressconfigu-
rationswereal so carried out, but no crack arrest wasobserved
for any of these configurations, leading oneto conclude again
that the optimum result for both damage-threshold enhance-
ment and crack-growth arrest in fused silica can be obtained
only in abiaxial stress configuration.

In conclusion, this work presents experimental results on
stress-inhibited, laser-driven crack growth and stress-del ayed,
laser-damage-initiation thresholdsin fused silicaand borosili-
cate glass (BK-7). The use of different loading geometries
providing uniaxial and biaxial stresses shows that the biaxial
stress configuration offers superior efficiency in raising the
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Entrance- and exit-surface, 351-nm, 500-ps damage-initiation thresholds
as functions of applied stresses in polished fused silica for the case of a
compression load in the x-z plane.

laser-damage-initiation threshold by up to 78% and arresting
crack growth down to 30% relative to stress-free conditions.
Theresultsalso raisetheintriguing paradox of biaxial symme-
try breaking proving superior to uniaxial effects—a paradox
that calls for further tests.
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Observation of Electron Trappingin an Intense Laser Beam

Sincethe discovery of the ponderomotive force over 40 years
ago, it has been known that charged particlesinteracting with
an oscillating electromagnetic field will seek regions of low
intensity.! It wasimmediately proposed that with theappropri-
ate field distribution, particles could be trapped with this
force.2 The case of electron confinement with a specialy
shaped laser focus has been discussed since then.3—> Recently
we reported on the optical generation of athree-dimensional,
ponderomotive-optical trap with a high-peak-power laser.8 In
thisarticlewe present thefirst evidence of electrontrappingin
ahigh-intensity laser field, with confinement of electronswith
energiesup to 10 keV. To our knowledge, thiswork represents
the first controlled manipulation of electronsin a high-inten-
sity laser field by the modulation of the spatial intensity
distribution of the beam. This opens up a new direction of
study in high-intensity laser—electron interactions. Here, we
present the effects of trapping on linear Thomson scattering. A
trapping beam could also be used to enhance the recently
observed nonlinear Thomson scattering.” While some further
experiments may usethe particular geometry described inthis
work, more generally we have shown that near-field phase
control of a high-power laser beam can lead to tailored focal
regions that may be optimized for amyriad of experiments.

Electrons interact with a laser field via the Lorentz force.
For field distributions with a slowly varying temporal and
spatial envelope, the motion of the electrons can be decom-
posed into a high-frequency quiver and a slower, “dark-
seeking” drift.8 The quiver motion is a direct result of the
rapidly oscillating electromagnetic field, while the drift isa
consequence of the ponderomotive force (the cycle-averaged
Lorentz force). The ponderomotive force takes the form
Fpond = ~0 Upond, Where Upgng =(e2I/\2)/(27TmC3) (Iisthe
intensity, A isthewavelength, cisthe speed of light, and eand
m are the electron charge and rest mass, respectively). At low
intensities, the quiver velocity is nonrelativistic and the mag-
netic field term in the Lorentz force can be ignored. The
electron motion is a result of the electric field alone and is
purely harmonic. Under these conditions, the electron under-
goes linear Thomson scattering.? For high intensities
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(1 ~ 1018 W/cm?2 for A = 1-um light), the fully relativistic
Lorentz force must be used and the electron quivers
anharmonically. In this case, the electron emits harmonics of
the incident field (nonlinear Thomson scattering).”-101 To
reach such intensities, a short-pulse, high-energy laser beam
must befocused toasmall spot size. Tight focusing yieldshigh
peak intensities but also results in large-intensity gradients
and, therefore, large ponderomotive forces. In an ordinary
centrally peaked focus, the strongest gradients point radially
inward, so the ponderomotiveforce pushes el ectrons outward,
directly away from the regions of high intensity.

To control the drift of electrons from the focal region, we
have developed a scheme to create a focus with a local
minimum at itscenter.5 A uniphaselaser beam, regardlessof its
amplitude distribution, will focus to a centrally peaked spot
due to the constructive interference at the center of the focal
region. By inducing a rephase shift in the central portion of an
incident beam, the light from the unshifted outer region will
destructively interfere with the shifted light. If half of the
incident field is shifted, there will be complete destructive
interference at the center of the focus, creating a field null
surrounded on all sides by regions of nonzero intensity. This
occursfor a rrregion diameter of 1.65w for a Gaussian beam,
where w is the incident beam’s 1/€? (in intensity) radius.®

Computer simulationsof electrontrajectoriesin aGaussian
focusand atrapping focus have been performed. With thetrap,
the electrons spend asignificantly longer timeinteracting with
theintensefield. Inonesimulation, theelectronswererel eased
into the field by barrier-suppression ionization? from Hel* at
anintensity of 1.5 x 101> W/cm? by alaser pulsewith the same
characteristics asin our laboratory:13 I ey = 1018 W/em2, wy
=5um, T =2ps, A =1.05 um, where |l pe5 isthe peak intensity
of the ordinary beam, wy isthe 1/€ (in intensity) radius of the
focal spot, 7 isthe FWHM pulse width, and A is the central
wavelength. The fully relativistic Lorentz force was used in
thisand all subsequent simulations. A typical electronreleased
into the trapping region experiences an average intensity
approximately threetimesashigh for atime approximately six
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timesaslongasan el ectronrel easedintoacomparable Gaussian
focus (generated with the same near-field power distribution).
These values depend on the electron’s initial location in the
focal region. Similar results are obtained with different gas
species and charge states. By tuning the trap minimum away
from zero (by changing the size of the rrregion),® the peak
intensity that the electron experiences can be increased by a
factor of 10, while maintaining trapping.

The most direct signature of electron trapping is the en-
hanced linear Thomson scattering that results from the in-
creased laser—electron interaction. Figure 79.69 shows the
results of a computer code used to generate images of
Thomson-scattered radiation from three different focal re-
gions. The code uses the same laser pulse as described above
and propagates electrons ionized from up to the first eight
charge statesin argon by barrier-suppression ionization. Since
the total, time-integrated Thomson scattering is alinear func-
tion of intensity, interaction time, and number of electrons, the
total signal at a given point in the focal region was approxi-
mated as the sum over all times of the product of electron
number, instantaneous laser intensity, and time step. Fig-
ure 79.69(a) shows the wgy = 5-um Gaussian focal-plane
image, Fig. 79.69(b) thefocal-planeimage generated by aflat-
top incident beam (which mimicsthe extrastructure presentin
the experimental, unaltered focal spot), and Fig. 79.69(c) the
focal-plane image generated by passing a flat-top incident

beam through an appropriately sized rrphase plate. Thevalue
of the intensity walls surrounding the central minimum of the
trapping beam is approximately 12% of the nontrapping
beam'’s peak intensity. For the peak intensity achievable with
this laser system, this corresponds to a wall intensity of 1.2
x 1017 W/em?2, which is equal to a ponderomotive barrier of
12 keV. Figure 79.69(d) shows the two-dimensional x,z pro-
jection of theThomson-scattered light fromthe Gaussianfocus
(the laser is polarized along the x direction and propagates
alongthezdirection), Fig. 79.69(e) showsthe predicted signal
from the flat-top beam, and Fig. 79.69(f) shows the predicted
signal from the trapping flat-top beam. Figure 79.69(g) shows
the total predicted Thomson-scattered signal for each beam
typeasafunctionof z. Thiscorrespondsto atransverseintegral
along x for each z position. The thin dashed line is the signal
from the Gaussian focus, the dot—dashed line is the signal
from the nontrapping flat-top focus, and the solid line is the
signal from the trapping flat-top focus. The signal from the
regular flat-top focus is substantialy higher than the signal
from the Gaussian focus at z = 0. This is due to the weak
trapping that occursinthelow-intensity ringsthat surround the
central spot. Even though the rings can capture only low-
energy €electrons, they represent alarge volume and therefore
add considerably tothetotal signal. At z= 0, the peak intensity
valueof theringsis2% of the peak intensity of the central spot.
A central peak intensity of 1018 W/cm? corresponds to 2-keV
electrons being trapped by the rings. In contrast, the trapping
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Computer simulationsof Thomson scattering. (a) Focal -planeimage of aGaussian beam, (b) focal -planeimage generated with aflat-top incident beam, (c) focal -
planeimage of atrapping beam generated with aflat-top incident beam, (d) image of the Thomson-scattered light from a Gaussian focus as viewed orthogonal ly
to the plane of polarization, (€) Thomson-scattered image from the flat-top beam, (f) Thomson-scattered image from the trapping flat-top beam, (g) total
Thomson-scattered signal as afunction of z (laser propagation direction) for the Gaussian beam (thin dashed line), the nontrapping flat-top beam (dot—dashed
line), and the trapping flat-top beam (solid line). The increase in signal from the center of the trapping focus is due to the confinement of electrons, while the
decrease away from z = 0 is due to more-rapid ponderomotive expulsion along the steeper gradients in those portions of the trapping focal region.
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focus generated with the phase plate can confine 12-keV
electrons at z = 0. As expected, the trapping focus has the
largest signal in the central focal region. Away from z= 0, the
signal islower thaninthenontrapping casebecauseof themore
strongly peaked beam profiles of the trapping beam in those
regions, resulting in more-rapid ponderomotive expulsion.

To generate the trapping focus in the laboratory, a seg-
mented wave-plate arrangement was used to induce the 7¢
phase shift on the laser pulse.b A disk and annulus were cut
from a half-wave plate, and the disk was rotated by 90° with
respect to the annulus. In this position, the o axis of the disk
coincided with the e axis of the annulus and vice versa. Since
the operation of ahalf-wave platerelies on theretardation of a
hal f-wave between the 0 and ewaves, this simplearrangement
adds a rrphase shift to the inner portion of the beam with
respect totheouter region. Thesize of thedisk (4-cm diameter)
was chosen such that approximately half of the incident field
was shifted. The laser beam had an essentially flat-top profile
of 6.5-cm diameter, with extra energy at the center and edges
of the beam.

The experimental setup for imaging Thomson-scattered
radiation from the laser focus is shown in Fig. 79.70. The
horizontally polarized (perpendicular to the plane of the fig-
ure) laser pulse enters a high-vacuum chamber from the right
and is focused by an internally mounted aspherical focusing
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Experimental arrangement for imaging Thomson-scattered light from ahigh-
intensity laser focus. The tube and cone serve to reduce the substantial laser
light background, and recombination light is eliminated by an infrared
bandpass filter. The chamber istypically backfilled with alow density (1 to
5 Torr) of argon or nitrogen.
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lens (f = 20 cm, @= 12 cm, with an 8-mm-diam block in the
center). The chamber istypically backfilled with 1to 5 Torr of
nitrogen or argon. To generate the trapping beam, the wave-
plate pieces are placed directly before the entrance window.
The focused beam passes into and out of an aluminum tube
(outer diameter of 4.4 cm) through apair of 1.9-cm holes. The
end of thetubeisblocked by asolid aluminum conethat serves
asadark background for the height-adjustable 4x microscope
objective. Both the tube and the cone were bead blasted and
black anodized for maximum absorption of background light.
The focal region is transversely imaged onto a CCD camera
(CCD1) by the objective and acameralens (back focal length
of 15 mm, open aperture of 10 mm) after passing through an
infrared bandpassfilter (Ty,z =38%at A =1055.5nm, Apypm
= 2.5 nm). The tip of the objective was approximately 8 mm
from the laser axis. The total magnification of the imaging
system (from the laser focus to the 4.8-mm x 3.6-mm CCD1
array) was 1.0. After passing through the tube, the diverging
laser beam is refocused by a second lens (identical to the
focusing lens) onto a second CCD camera (CCD2) approxi-
mately 6 m away (the convergence angle of the beam is
exaggerated in the schematic). CCD2 was used to take typical
focal-plane images.

The experimental results for Thomson-scattered radiation
from2.5Torr of argonareshowninFig. 79.71. Figure 79.71(a)
showsthenontrapping focal-planeimageat CCD2 (whichwas
coupled to a 10x microscope objective for a total magnifi-
cation of 150 from inside the vacuum chamber to the CCD2
array). Figure 79.71(b) shows the trapping focal-plane image
generated with thewave-plate piecesin place. Thevalueof the
intensity walls surrounding the central minimum of the trap-
ping beam at z = 0 is approximately 15% of the nontrapping
beam’ speak intensity, and the central minimumislessthan 3%
of the nontrapping beam'’s peak intensity. For a nontrapping
beam’s peak intensity of 1018 W/cm?, this corresponds to a
trap depth of 12 keV at z=0. Away from z=0, thetrap wall’s
height falls to approximately 10% of the nontrapping beam’s
peak intensity, giving a three-dimensional trap depth of ap-
proximately 7 keV. The focal-plane images were not notice-
ably affected for backfill pressures of less than 10 Torr. Fig-
ure 79.71(c) showstheimage of the Thomson-scattered radia-
tion from the regular beam, and Fig. 79.71(d) the scattered
image from the trapping beam. Each imageisan average of 30
laser shots. The average laser energy was 500 mJ, which
corresponds to a peak intensity of 7 x 1017 W/cm? for the
nontrapping beam. The shape of the images was independent
of gas species (argon or nitrogen) or pressure (1 Torr or
2.5 Torr), and the total signal strength varied linearly with
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pressure. Rotating the polarization of the incident beam so it
was aligned with the observation direction completely extin-
guished the signal, as expected for linear Thomson scattering.
Thetotal signal asafunction of z[asinFig. 79.69(g)] isshown
inFig. 79.71(e). Thesignal fromthetrapping focusishigher at
z = 0 because of electron confinement and lower away from
z=0 because of steeper intensity gradients, in agreement with
predictions [see Fig. 79.69(g)]. The asymmetry in the signal
about z=0isduetotheasymmetry intheintensity distribution
of the laser along the propagation direction.

Inadditiontoincreased signal strength, thesignal showsthe
expected enhanced dependenceon laser intensity. Inasmooth,
Gaussian focus, electrons exit the focal region well before the
peak of the pulse. For an electron from a given charge state
released into the field at a given position, theinitial intensity
and spatial intensity gradient that it experiences will be the
same regardless of peak intensity. As the electron leaves the
laser focus, the intensity that it experiences as a function of
time will be only slightly modified by the change in its
temporal position in the laser pulse envelope. The total signal
will, however, increase because of theincreasing focal volume
with intensity.14 The effect of theincreasein focal volume can
beminimized by considering only thesignal from the center of
thefocal region (-z5< z< z;, where z;= 75 umisthe Rayleigh
range of a Gaussian beam with wy =5 pum). With the trapping
focus, electronsinteract with the laser pulsefor amuch longer
period of time; therefore, the Thomson-scattered signal will be
more sensitive to the peak intensity of the laser.

Figure 79.72(a) shows the experimentally measured,
Thomson-scattered signal fromthe center of thefocal regionas
afunction of laser intensity. The horizontal axisrepresentsthe
peakintensity of theunaltered, nontrapping beam (laser energy
could have been used equally well, where 700 mJis equal to
1018W/cm?). Thesolidlineisastraight-linefit to thetrapping-
beam signal (open squares), and the dashed lineis afit to the
unaltered-beam signal (open circles). The gas species was
either argon or nitrogen at apressure of 1.0 or 2.5 Torr for any
givenrun. The signal value isthe total signal from the center
of thefocal region (=75 um < z< 75 um); the data from each
run was normalized to the average signal strength (at E
=700 mJ) for each beam type, and each shot was background
subtracted. The normalization of the trapping-beam data was
performed independently of the normalization of the
nontrapping-beam data. As expected, the signal strength and
slope are enhanced for the trapping beam. The scatter in the
datais likely due to fluctuations in the beam quality.

Figure 79.72(b) showsthe predicted intensity scaling from
the computer simulation for an ordinary focus (open circles,
dashed line) and a trapping focus (open squares, solid line)
generated from an incident flat-top beam focused into argon
gas. The choice of gas species is arbitrary since the overall
trends are universal. Asin Fig. 79.72(a), the signal is taken
from the center of the focal region. Because of the minimal
amount of trappingwith theordinary beam, the scattered signal
islow and variesweakly with laser intensity. Asin the experi-
ment, the signal from the trapping beam islarger and depends
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Observed focal-planeimages and Thomson-scattered images. (a) Ordinary-beam focal -planeimage taken at high power (E =500 mJ) with CCD2, (b) trapping-
beam focal-plane image, (c) image of Thomson-scattered radiation taken with CCD1 (30-laser-shot average) generated with the ordinary beam with 2.5 Torr
of argon, viewed normal to the polarization direction, (d) image generated with the trapping beam, (e) total Thomson-scattered signal asafunction of the laser-
propagation direction (2). The signal from the trapping beam is greater at the center of the focal region and smaller on either side, as predicted.
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morestrongly onlaser energy. Thecal culated contrastinsignal
strength and slope between ordinary and trapping beams is
even greater when using a perfect Gaussian incident beam. A
greater cal culated signal enhancement isobserved when using
a“bright” trap, whose trapping region has anonzero intensity
minimum.® Insuchatrap, theeffect onthenonlinear Thomson-
scattered signal is especially pronounced since electrons are
confined in aregion of high field. Simulations a so show that
for an unaltered beam’s peak intensity of |= 1019 W/cm?2, the
nonlinear Thomson-scattering signal19.11 from the center of a
bright trap (I genter = 0.20 1) is 2.2 x 10* times larger than the
signal from the center of a Gaussian focus.
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Energy dependence of Thomson-scattered light from the center of the focal
region. (a) Experimental results of linear Thomson scattering from several
data-taking runs with the ordinary beam (open circles, dashed line) and the
trapping beam (open sguares, solid line). (b) Results from a computer
simulation with an ordinary focus (open circles, dashed line) and a trapping
focus (open squares, solid line) generated by an incident flat-top beam. Both
experiment and simulation show an increase in signa strength and energy
dependence for the trapping beams due to the increased electron—laser
interaction.
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In conclusion, we have made the first observation of elec-
tron trapping in an intense laser beam. A novel, segmented-
wave-plate scheme was used to generate the trapping focus.
Electron trapping in the altered focus resulted in enhanced
linear Thomson scattering from the center of the focal region
as predicted by computer simulations. The observed increase
in energy dependence was also expected. Computer simula-
tions show that the trapping focus would also increase the
signal generated by nonlinear Thomson scattering.
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