Nonlinear Evolution of Broad-Bandwidth, Laser-Imprinted
Nonuniformitiesin Planar Targets Accelerated by
351-nm Laser Light

Inaninertial confinement fusion (ICF) implosion, thetargetis
hydrodynamically unstable, and, asaresult, massmodulations
in the target (either existing or created by the drive) can grow
sufficiently largeto disrupt theimplosion, reducingitsthermo-
nuclear yield.! In direct-drive | CF, the nonuniformitiesin the
drive laser can create mass modulations in the target by a
process called laser imprinting. It is, therefore, important to
understand the evolution of three-dimensional (3-D) broad-
band initial spectra produced by laser imprinting. Target de-
signs?3 rely on the saturation of unstable growth of these
broadband spectra by nonlinear effects (predicted by Haan's
model4), so it is critical to the success of |CF that this satu-
ration be measured and understood.

The linear growth of the Rayleigh—-Taylor (RT) instability
has been extensively studied in planar targets accelerated by
direct drive (laser irradiation).>® These experiments, gener-
ally performed with preimposed two-dimensional (2-D) sinu-
soidal perturbations, were well simulated by hydrocodes,
providing confidence that both the energy coupling and the
amount of unstable growth arewell model ed. The experiments
discussed in this article are closely related to those that mea-
sure the growth of preimposed mass perturbations.>8 The
latter provide abaseline calibration for various hydrodynamic
effects that occur in the broadband imprinting experiments.

Nonlinear effects are inherent and very important to the
evolution of broadband spectra. Several works?-13 that used
laser imprint as the initial perturbation for RT growth have
shown the nonlinear evolution of broadband imprinted fea-
tures. Because of the complexity of nonlinear physics, how-
ever, only a qualitative analysis of broadband saturation was
shown.®13 |n recent years several models have been devel-
oped to explain nonlinear RT evolution in Fourier+14-18 and
real space.l’” Multimode nonlinear behavior has been mea-
sured in indirect-drive RT experiments with preimposed 3-D,
multimode initial perturbations in planar targets.19.20

Recent work has shown experimental ly2! that three-dimen-
sional broadband imprinted features exhibit growth that satu-
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rates at amplitudes consistent with Haan’s model.# Here we
extended that work to provide amore-detailed analysis of the
RT nonlinear evolution of the broadband spectra seeded by
laser nonuniformities. In our experiments we used predomi-
nantly 20-um-thick CH targets, which closely resemble the
target shellstypically used on OMEGA spherical implosions.
On OMEGA, 22 the planar targets were accel erated by 351-nm
laser beams. Various experimentswere performed by different
beam-smoothing techniquesincluding distributed phaseplates
(DPP’s),23 smoothing by spectral dispersion (SSD),24 and
distributed polarization rotators (DPR’s).219 Through-foil
x-ray radiography was used to measure mass modulations
created in planar targets as a result of imprinting and subse-
quent growth.2>26 Experimental data are compared with pre-
dictions of the Haan model for the evolution of broadband
perturbation spectra. The limitations of RT growth by finite
target thickness and target “bowing” due to decreased drive
toward target edges are also discussed in this article.

It should be noted that the RT instability studied here exists
primarily at the ablation surface, the point where the steep
temperature front meets the cold overdense material of the
shocked target. Perturbations in the target result from both
mass modul ations (ripples at the ablation surface) and density
modulations produced in the bulk of the target. The latter are
created primarily by the propagation of nonuniform
shocks®2728 produced by intensity nonuniformities in the
laser drive that modulate the drive pressure. Through-foil
radiographic systems are sensitive to the density—thickness
product (optical depth) of the target and, as such, cannot
distinguish between mass and density modulations.>8 After
about 1 ns of acceleration in these experiments, the variations
in optical depth produced by the nonuniform shocks become
negligible compared to those produced by the ablation-front
amplitude. At this point, it isreasonable to ascribe most of the
modulation in measured optical depth to the amplitude of the
perturbations at the ablation surface.®

The next four sections of this article describe experimental
configuration, Haan’smodel for nonlinear saturation of broad-
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band nonuniformities, dataanalysistechniques, and measure-
ments of saturation levelsfor broadband spectra. Thelast four
sections discuss late-time evolution of broadband spectra,
target bowing, limitations of RT growth by finite target-
thickness effects, and, finally, results.

Experimental Configuration

Initially smooth, 20- and 40-um-thick CH targets (p
= 1.05 g/cm?) were irradiated at 2 x 10 W/cm? in 3-ns
square pulses by five overlapping UV beams (see Fig. 79.40).
All five beams had distributed phase plates (DPP's)23 to
enhancethe on-target uniformity. Each of the drive beamswas
focused to a ~900-um-diam spot size (at the 5% intensity
contour) with an on-target intensity distribution measured to
be | ~ exp[—(r/ro)j .8 The energy per beam delivered on a
target was ~400 J. For some shots SSD24 and DPR’s%10 were
used. The 2-D SSD had IR bandwidths of 1.25 A x 1.75 A
producing a 0.25-THz bandwidth at 351 nm. The resultant,
five-beam overlapped spot (time integrated) had a constant-
intensity region of ~600-um diameter. The experiments were
conductedwiththreedifferent configurationsof beam-smooth-
ing techniques: (1) with DPP's, (2) with DPP's and SSD, and
(3) withDPP's, SSD, and DPR’s. The on-target uniformity for
these cases can be estimated by dividing the time-integrated,
single-beam nonuniformities (98%, 8.5%, and 6%) by the
square root of 5 (for five beams), yielding 44%, 3.8%, and
2.7%, respectively, for thethreeconfigurations.%10 Thetargets
were backlit with x rays produced by a uranium backlighter
located 9 mm from the driven target and irradiated at
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Figure 79.40

Experimental configuration. Five overlapped beams drive a 20-um-thick
CH foil. An additional 12 beams produce x rays from a uranium backlighter
foil. X rays traverse the target and are imaged by a pinhole array on a
framing camera.
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~1 x 1014 W/cm? (using 12 additional beams). X raystransmit-
ted through the target and a 3-um-thick aluminum blast shield
(located between the backlighter and drivefoils) wereimaged
by 8-um pinholes on an x-ray framing camera filtered with
6 um of aluminum. Thisyielded the highest sensitivity for an
average photon energy of ~1.3 keV. The distance between the
target and the pinhole array was 2.9 cm, and the distance
between the pinhole array and the framing camerawas 35 cm,
resulting in a magnification of ~12. The framing camera
produced eight temporally displaced images, each of ~80-ps
duration. The use of optical fiducial pulses coupled with an
electronic monitor of the framing camera output produced a
frame-timing precision of ~70 ps. The framing cameraimages
were captured on Kodak T-Max 3200 film, which was digi-
tized with a Perkin-Elmer PDS microdensitometer with a
20-um-square scanning aperture. The measured target optical
depth is the natural logarithm of the intensity-converted im-
ages of atarget.

The experiment involved multiple shotswhereradiographs
wereobtained at different times. For each shot, uptosiximages
of the same area (400 um square) of the target (found by the
cross-correlation method described later in this article) were
analyzed. Theseimageswere acquired intimeintervals 1.0 to
2.8 ns after the beginning of the drive. The backlighter shape
was removed by subtracting a fourth-order, two-dimensional
envelope fit to data. The resulting images were the measured
modulations of optical depth D,(f). Using the measured sys-
tem resolution, noise, and sensitivity, we applied a Wiener
filter toreducenoiseand deconvolved thesystem’ smodul ation
transfer function (MTF) to recover the target’s areal-density
modulations D(f).28 The noise in these measurements was
dominated by photon statistics of the backlighter x rays, and
the system resolution was limited by an 8-um pinhole.26

The primary objective of this experiment isto recover the
amplitude of the perturbation at the ablation surface using the
measured optical-depth modulations. To do this rigorously
requires significant effort. One approach is to use computer
simulationsof the experiment and detecti on systemto quantify
the relationship between modulations in the radiographs and
perturbationsin the target.2° Since three-dimensional simula-
tions of laser-imprinted perturbations are difficult, it isadvan-
tageousto obtain thisrelationship experimental ly. Wesimplify
the latter process by establishing several reasonable assump-
tions about the detection system. First, asaresult of Al filters,
a relatively narrow band (AE = 200 eV) of x rays around
1.3keV isused for radiography. Around 3.5 keV (uranium M-
band emission) the spectral component’s effect on system
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sensitivity and resolution was measured and calculated to be
negligible.28 Second, thebacklighter spectrum andfilter trans-
mission remain constant during the measurement. Third, the
backlighter is produced by 12 beamswith phase plates, result-
ing in a very uniform and predictable backlighter shape.
Fourth, there is little heating of the solid part of the target;
therefore, the mass absorption coefficient pisconstantintime.
Fifth, the amplitudes of the growing imprinted features are
large enough that the propagation of a nonuniform shock has
little effect onthetotal optical depth of thetarget.> Given these
assumptions, the measured optical depth and the optical depth
of the target (areal density) are linearly related as

Din(r,t) = fdr'Rys(r —r')De(r".t), (6]

where Ry is the point spread function (PSF) of the entire
system. The latter is the convolution of the PSF's of the
pinhole, the framing camera, the film, and the digitizing
aperture of the densitometer. In frequency space, the total
system modulation transfer function (MTF) is the product of
the M TF' s of each of these components. Equation (1) hasbeen
derived assuming that the amplitude of the target’s optical-
depth modulationsis small compared to unity. Since Eq. (1) is
a linear approximation, it does not treat the generation of
harmonics and coupling of modes produced by nonlinearities
inthedetection system. Wehavesimul ated thesenonlinearities
for modulation amplitudes greater than those measured rou-
tinely in our experimentsand found that nonlinear effectswere
negligible compared to the noise in the system. This knowl-
edge was used to create a Weiner filter that uses a linear
approximation to the detection system in order to recover the
target areal-density modulations.28

As an example, Fig. 79.41 shows a fully processed image
of the target optical depth at 2.4 ns for a shot with all of the
laser-smoothing techniques (DPP's, SSD, and DPR’s) em-
ployed. The range of 3.6 OD corresponds to a target areal-
density (pR) modulation of about 3.6 x 1073 g/cm?. For
comparison, the areal density (pR) of the undriven target is
about 2 x 1073 g/cm?.

At early times, the contribution to areal-density modula-
tions in the bulk of atarget, produced by the propagation of
nonuniform shocks, is comparable to those from amplitude
modulation at the ablation surface.> After ~1 ns of drive,
however, the ablation-front modulations with spatial frequen-
ciesin the region 10 to 100 mm™1 (where measurements are
performed) experience sufficient RT growth to dominate any
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density modul ation produced by nonuniform shocks. Thus, at
times >1 ns, the amplitude at the ablation surface is well
represented by measured modulations.

Once the modulation in target optical depth Dy(r,t) is ob-
tained, the perturbation amplitude in the target &(r,t) can be
found using spectrally weighted attenuation length Aqyy,28
whichisinversely proportional to the mass absorption coeffi-
cient and the target density:

E(r,t) =Dy(r,t)Acy - @

Ach can be constructed using the target compression C,
calculated by 1-D hydrocode LILAC® and the measured
attenuation length A, of the undriven target:

A
Acn = 2. 3
CH C, (3

Thisrelation can be used aslong asthe driven target maintains
the cold value of its mass absorption coefficient. Typically,
during our experiments the calculated target temperature
(T<10eV) isfar below the valuesthat could change the mass
absorption coefficient to ~1-keV x rays. A, was measured by
radiographing undriven, 20-um-thick CH targets that had
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Figure 79.41

Fully processedimageof thetarget optical depth (OD) perturbationscaptured
at 2.4 ns for one of the six shots with all smoothing techniques including
DPP's, SSD, and DPR’s.
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preimposed, low-amplitude (0.5-um) sinusoidal modulations
withwavel engthsof 60 and 30 um. Using thesemodul ationsas
control references, A, was determined to be 10+2 um. These
experiments also showed that both backlighter spectrum and
filter transmission remained constant during the measurements.

Haan’s Model for Broadband Spectra

Inthelinear regime of the RT instability, individual modes
do not interact and therefore grow exponentially at rates
determined by the dispersion relation31-33

y=a

kg
- &V, 4
T LK [EA 4

where yis the instability growth rate, k is the wave number
of the perturbed mode, g is the target acceleration, L, is the
minimum density-gradient scale length, and V, isthe ablation
velocity. For CH targets L, ~1 yum and the constants have
valuesof a ~1and 3~ 1.7. Equation (4) determines how the
actual growth rate differsfromthe classical rate y ~ \/kg asa
result of density scale length and ablation. For a single-mode
initial perturbation, nonlinear effects cause the exponential
growth of the mode to saturate at an amplitude &= 0.1 A and
to subsequently grow linearly in time.* Harmonics of the
fundamental mode are generated by mode coupling!* during
the exponential growth (inlinear phase), leading to theforma-
tion of bubbles (penetration of lighter fluid into heavier) and
spikes (penetration of heavier fluid into lighter).

The evolution of 3-D broadband perturbations is more
complicated. The fastest-growing modes rapidly drive har-
monics and coupled modes. The contribution of the mode
coupling becomes comparable to the exponential growth for
some of the modes, even at small (in the linear regime)
amplitudes. As aresult, some modes grow faster than others,
while some shrink and change their phase;1® however, the
average amplitude of all of the modes at a given spatial
frequency grows exponentially at a rate given by Eq. (4).414
Saturation occurs due to the collective behavior of modes
because adjacent modes can constructively interfere to create
local structures with amplitudes much larger than those of
individual modes. Asthese features experience saturation, the
individual modes saturate at amplitudes much lessthan 0.1 A.
After reaching this saturation level, the modes grow, on aver-
age, linearly in time. The transition from the linear (exponen-
tial growth) tothenonlinear stage(linear growth) iscontinuous.
Haan formulated a model* for the saturation of a 3-D broad-
band spectrum and found a saturation level of the azimuthally
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averaged amplitude given by1516
k) =2/Lk?, ©)

where L is the size of the analysis box. The L dependence
occursbecausetheindividual Fourier amplitudesof the broad-
band features depend on the size of analysis region; whereas
the rms amplitude s, @ measure of the deviation of the
function &(x) from its average value ¢, does not. Using the
Fourier transform &(k) of the function &(x), the rmsamplitude
Orms IS defined as

Orms = \/Z|€((k)|2 _|‘f(k = 0)|2 . (6)
k

The rms amplitude is the physically measurable quantity and
therefore must have the same value independent of how it is
derived. The number of Fourier modes decreases as the box
sizeisreduced. The nonuniformity’s o, is the square root of
the sum of all modes' absolute values squared, as shown by
Eq. (6), so the amplitudes of the modes must, concomitantly,
increase to keep the nonuniformity’s oy, constant.

After it reachesthesaturationlevel Sk), theevolution of the
average amplitude &(t) is given by*

e P

0
_ +In k

where &P (t) =&, (t =0)exp(yt) is the exponential growthin
the linear stage of instability. Thisisequivalent to growth at a
constant velocity V(K) in the saturation regime

V(k) = S(k) y (k). (8)

Thebehavior predicted by thismodel isshowninFig. 79.42
foraninitial perturbation spectrum that had constant power per
mode as afunction of spatial frequency. Thisisrepresentative
of the broadband features imprinted by irradiation non-
uniformitiesthat arise primarily from the speckle pattern pro-
duced by DPP’s and SSD.34 The evolution of this spectrum
(plotted asthe average amplitudesversus spatial frequency for
seven different times between t = 1.3 to 2.2 ns) is modeled
simply by applying the growth-rate dispersion relation
[Eq. (4)], thesaturationlevel [Eq. (5)], andtheevolutioninthe
saturation regime [Eqg. (7)], where the target acceleration
g = 50 um/ns?, ablation velocity V, = 2.5 um/ns, and the
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nonuniformity’s initial Gyp,g = 0.09 um. The amplitudes are
converted to target optical depth by dividing by the measured,
spectrally weighed, attenuation length A, = 102 ym and
multiplying by the simulated compression of the target (about
2 for 1.5 ns). The simulated target density at the ablation
surface is shown in Fig. 79.43. The high-frequency modes
grow most rapidly and saturate at the level given by Eq. (5),
whilethelow-frequency modesgrow more slowly. Asaresult,
the mid-frequency modes experience the largest growth fac-
tors, producing a peak in the spectrum. As the evolution
progresses, the mid-frequency modesbeginto saturate, and the
peak movesto longer wavelengths. Thisbehavior isrelatively
insensitive to the initial spectrum or drive conditions; there-
fore, most broad-bandwidth initial spectra will evolve simi-
larly given sufficient time. Variations in growth rates of up to
50%, or in the oy, Of theinitial spectrum of up to two orders
of magnitude, have little effect on the predicted spectral
evolution; the only requirement is that the spectrum be broad-
band. For example, according to Haan's model the initial
perturbation spectrum that has constant Fourier amplitude and
Orms = 0.5 um undergoes similar evolution to that shown in
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Figure 79.42

Predicted Fourier amplitudes of optical depth using Haan's model for an
assumed spectrum of perturbations with initial flat power per mode
(0rms = 0.09 Lm) spectrum, target acceleration of g = 50 um /ns?, ablation
velocity of V3 =2.5 um/ns, and L =400 ym at times 1.3, 1.4, 1.6, 1.8, 1.9,
2.0, and 2.2 ns. Haan' s saturation amplitude Sis shown by the dashed line.

Fig. 79.42 but it occurs at earlier times (between t = 0.8 to
1.6 ns) if the drive conditions are the same. This behavior has
been tested experimentally by varying amplitudes of initial
perturbation using a variety of |aser-smoothing techniques.

Image Cross-Correlations

The experiment involves multiple shots with CH targets
and with different smoothing techniques applied. For each
shot, up to six unfiltered images of the same area of the target,
found with across-correlation technique, were processed with
a400-um analysis box. Figure 79.44 shows two images of the
target acquired at 2.4 nsand 2.5 nsfor ashot with all smoothing
techniques employed. The same 400-um-sq area of the target
was found in each of these images when the cross-correlation
between the two analysis regions was maximized. The cross-
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Figure 79.43
Calculated target density at the ablation surface as a function of time.
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Figure 79.44

Two images of the target acquired at 2.4 ns and 2.5 ns for a shot with all
smoothing techniques employed. Two 400-um-square regions indicated by
the sgquare boxes were taken for cross-correlation analysis.
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correlation function for two images with target optical depths
Dy4(r) and Dyo(r) is given by

0o [ dr'Dy(r' +r)Do(r)

¢ \/J’ ertl(r)zj ertZ(r)Z.

(9)

If two images of thetarget are shifted by some distancea, then
the maximum of the cross-correlation function C(r) will be
shifted by the same distance from the center of coordinates (r
=0), as can be seen from Eq. (9). For example, if two images
at 2.4nsand 2.5 nsaremisaligned by a, = 133 yumin horizontal
and a, = 67 um in vertical directions, the peak of the cross-
correlation function between these two imagesis shifted from
the center of coordinates by the same distances a, and a, as

@

©
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shown in Fig. 79.45(a). When one of the imagesis moved by
the distances a, and ay, aligning these two images, the peak of
the cross-correlation function moves toward the center of
coordinates as shown in Fig. 79.45(b). At the same time, the
cross-correl ation coefficient between thesetwo images, which
is defined as the maximum of C(r), increases from 17% for
misaligned images to 34% for aligned images because larger
areas of the target overlap for two aligned images.

Thedetailsof target nonuniformity structureareuniqueand
specific only to images taken at the same shot. It is therefore
expected that the cross-correl ation technique should find little
correlation between two images taken from different shots.
Thetypical cross-correlation function of two imagestaken on
different shotsis shown in Fig. 79.45(c). Thisfunction has no

(b)
L
40 T T T
(d)
30 .
20 .
101 .

200
Distance (um)

Figure 79.45

The cross-correlation function between two images. (a) Two images are shifted by 133 um in the horizontal direction and 67 ym in the vertical direction,
respectively. The cross-correl ation coefficient between the two imagesis 17%. (b) When two imagesare aligned, the maximum of the cross-correl ation function
isthen located at the center of coordinatesat r = 0. The cross-correlation coefficient between the two images increases to 34%. (c) The cross-correlation func-
tion between the two images taken on different shots showing little correlation. (d) The lineout through the center of coordinates of the cross-correlation
function shownin (c) for two imagestaken at different shots (dashed line). Thelineout through the center of coordinates of the cross-correlation function shown

in (b) for 2.4-ns and 2.5-ns images taken during the same shot (solid line).
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pronounced peaks; it fluctuates around zero, as shown by the
dashed line in Fig. 79.45(d), which is the lineout of this
function through the center of coordinates. Thisindicates that
thereisno correlation between featuresin images from differ-
ent shots. In contrast, images taken on the same shot (such as
those acquired at 2.4 and 2.5 ns and shown in Fig. 79.44) are
well correlated. Thisisshown by thelineout through the center
of their cross-correl ation function asshownin Fig. 79.45(d) by
the solid line. The cross-correlation between images greatly
increased after they were Wiener filtered: for example, the
cross-correlation coefficient between these images increased
from 34% to 70%. This indicates that the image processing
efficiently reduced the noise in these images. The upper limit
of the cross-correl ation is determined by the amount of evolu-
tionthetarget perturbations experienced between thetimesthe
images were captured.

The accuracy of the image alignment using the cross-
correlation technique has been defined in the following way:
For a particular shot, five images (A, B, C, D, and E) were
aligned with a sixth image (F) by moving the peaks of all five
cross-correlation functions toward their centers of coordi-
nates. Then each of the five images was cross-correlated to
each other. It was found that the peaks of all these cross-
correlation functions were located no farther than 1 pixel
(1.67 pum) from the centers determined by the first step. This
indicates that the accuracy of the alignment is not worse than
2 um.

Figure 79.46 shows six fully processed (Wiener-filtered)
sub-images (L = 100 pum) of the target optical depth for one
of the shots with full smoothing (DPP's, SSD, and DPR’s
applied) captured at 1.6, 1.9, 2.0, 2.2, 2.4, and 2.5 ns and
aligned by the cross-correl ation technique. The temporal evo-
lutionto longer-scale structuresisevident. All imagesarewell
correlated indicating that the evolutionis of the samefeatures.
Figure 79.47 showsthe cross-correl ation coefficientsC (r = 0)
between these different images. The solid line shows that the
cross-correlation C (r = 0) of the image at 2.5 ns with itself
equals 1 (at 2.5 ns) and its cross-correl ation with other images
(at other times) decreases as atime separation between images
increases. The dashed line in Fig. 79.47 shows the same
behavior for the cross-correlation of the image at 2.2 nswith
the other images. In fact, the same behavior has been observed
for each time framein all six shots, i.e., the cross-correlation
between neighboring imagesis always higher than with more-
distant images, which confirms that the image processing
allows an observation of the evolution of the same features of
target perturbations.
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Nonlinear Saturation of RT Growth

Aswas pointed out earlier, predictions by the Haan’smodel
for the shape of the late-time spectrum are relatively insensi-
tivetotheinitial perturbation spectrum; therefore, most broad-
bandwidth initial spectra evolve similarly. Variations of up to
two orders of magnitude in the initial amplitudes of the
spectrum havelittle effect on the predicted spectral evolution.
This prediction has been tested experimentally by varying the
amplitudesof initial perturbation using different laser-smooth-
ing techniques. The primary experiment involves multiple
shotswith planar, 20-um-thick CH targetstaken with different
smoothing techniquesemployed: withDPP's, SSD, and DPR’s
(six shots), with DPP'sand SSD (three shots), and with DPP's
only (two shots).

@

Figure 79.46

Fully processed sub-images (with abox size of 100 um) of the target optical
depth captured at (a) 1.6, (b) 1.9, (c) 2.0, (d) 2.2, (e) 2.4, and (f) 2.5 nsfor one
of the six shots taken with laser conditions that include DPP's, SSD, and
DPR’s. The evolution in time to longer-scal e structures is evident.
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Figure 79.47

Cross-correlation of different timeimagesfor one of the six shotstaken with
laser conditions that include DPP's, SSD, and DPR'’s. The cross-correlation
coefficients of images captured at 2.5 nsand 2.2 nswith all other images are
shown by the solid line and the dashed line, respectively.

The evolution of the averaged amplitudes (obtained by
azimuthally averaging the Fourier amplitudes at each spatial
frequency) of the measured target’s optical-depth modulation
asafunction of spatial frequency with planar, 20-um-thick CH
targetsisshownin Fig. 79.48(a) for one shot at timesof 1.4 to
2.2nsand in Fig. 79.48(b) for another shot at somewhat later
times of 1.6 to 2.4 ns. In these shots laser beams had full
smoothing techniquesemployed(i.e., DPP's, SSD, and DPR’s).
Figures 79.48(c) and 79.48(d) show the evolution of
nonuniformity spectrafor shotswith DPP'sand SSD for times
of 1.6 to 1.9 nsfor one shot and of 1.6 to 2.0 nsfor the other,
and Figs. 79.48(e) and 79.48(f) for shots with DPP’s only for
times of 1.3 to 1.5 nsfor one shot and of 1.6 to 1.8 nsfor the
other. The initial amplitudes of imprinted perturbations are
expected to be higher in shots with less laser uniformity.

One can readily see that the measured spectra are peaked
and that the peak shifts toward longer wavelengths as time
progresses, similar to the predicted behavior shown in
Fig. 79.42. Moreover, the dashed line, which shows the Haan
saturation level, isin good agreement with the position of the
spectral peak. The saturation level was converted to optical
depth using the spectrally weighed attenuation length A, and
the predicted compression (about 2 at times~1to 2 ns). Similar
behavior was observed for al shots taken under al drive
conditionswith different smoothing techniquesemployed. For
thedatawithlesslaser uniformity [Figs. 79.48(e) and 79.48(f),
DPP'sonly], theinitial imprinted amplitudesare higher, and as
aresult, the RT evolutionisobserved earlier intimethaninthe
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casewithmore-uniformdrive, whichincludesSSD and DPR's
[Figs. 79.48(a) and 79.48(b)].

Figure 79.48 showsthat the measured growth of the ampli-
tudes at 20-um wavel ength is much less pronounced than that
of 30 umfor all shots. Thisisbecause the amplitudesat 20 um
are predicted to be already above Haan's saturation level at
about 0.01 OD, while amplitudes at 30 um experience a
transition from exponential growth to the saturated growth
with constant velocity at about 0.022 OD. The amplitude at
60 um is predicted to be below the saturation level and
therefore should grow exponentially during thistimeinterval.
To support these assertions, we measured the growth of low-
amplitude, preimposed, 2-D, 60-um-wavelength and 30-um-
wavelength, single-mode, sinusoidal perturbations on
20-um-thick CH fails driven with the irradiation conditions
that included DPP’'s, SSD, and DPR’s. Targets with initial
perturbation amplitudes of 0.05 and 0.125 um at 60-ym wave-
length and 0.025 um at 30-pum wavelength were used. These
initial amplitudes are sufficiently low that they are expected to
beinthelinear regimefor at least 2.5 ns, yet have high enough
amplitudes that mode coupling from the broadband spectrum
hasno effect ontheir evolution. Figure 79.49(a) showsthat the
broadband features at 60 pum (the combined data from six
shots) grow at asimilar rate as the preimposed 60-ym modu-
lations (upper data points for two shots). Exponential fits to
these data (three solid lines) indicate growth rates of 0.96
+0.02ns 1 and 1.02+0.02 ns~1 for the preimposed modul ations
and 0.91+0.05 ns™1 for the broadband modulations. Fig-
ure 79.49(b) shows that the broadband features at 30 um (the
combined data from six shots) experience a transition from
linear to nonlinear phases at an amplitude of about 0.02 OD,
which is 30 times|ower than the single-mode saturation value
of 0.6 OD (0.1 7). At thesametime, thetwo preimposed 30-um
modul ations(upper datapoints) grow exponentially withgrowth
ratesof 1.45+0.02 ns™1 and 1.54+0.02 ns ™1, respectively. These
data clearly show the wavelength-dependent saturation level.

The preimposed 30-um and 60-um modul ationswerefitted
with an exponentia in order to compare growth rates with
thosemeasured for early times®8 (seelater intheFinite Tar get
Thickness Effect section). For broadband modulations, both
exponential and polynomial fits have been used to quantify
the transition from the exponential to saturated growth. Fig-
ure 79.49(b) shows that for broadband modulations at 60 um,
the exponential fit (solid line) closely matches the third-order
polynomial fit (dashed line). The standard deviations are
0.0021 OD and 0.0022 OD, respectively. For 30-um broad-
band modulations shown in Fig. 79.49(b), however, the expo-
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nential (dashed line) does not fit data well (the standard Figure 79.50 summarizes data from 11 shots performed
deviationis0.0039 OD) compared to the polynomial fit (solid ~ with (1) DPP's, SSD, and DPR’s [six shots, Figs. 79.50(a),
line; the standard deviation is 0.0022 OD), which closely  79.50(d), and 79.50(g) for the average broadband amplitudes

follows the saturated evolution of these broadband data. at wavelengths of 60 um, 30 um, and 20 um, respectively],
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Figure 79.48

The measured azimuthally averaged Fourier amplitudes of the optical-depth modul ations as afunction of spatial frequency for six shots: (a) a 20-um-thick foil
attimes 1.4, 1.8, 1.9, and 2.2 nswith laser conditions that include DPP's, SSD, and DPR’s; (b) at 1.6, 1.9, 2.2, and 2.4 nswith DPP's, SSD, and DPR’s; (c) at
1.6 and 1.9 nswith DPP’sand SSD; (d) at 1.6 and 2.0 nswith DPP'sand SSD; (€) at 1.3 and 1.5 nswith DPP’s; and (f) at 1.6 and 1.8 nswith DPP’s. Haan’s
saturation amplitude Sis shown by the dashed line.
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(2) DPP'sand SSD [three shots, Figs. 79.50(b), 79.50(e), and
79.50(h)]; and (3) DPP’s only [two shots, Figs. 79.50(c),
79.50(f), and 79.50(i)]. It is expected that SSD smoothes out
perturbationsat high spatial frequenciesmuch moreefficiently
than at low spatial frequencies;34 therefore, theexpectedinitial

| | |
L 10_1/\ //(301: 0.125um @ i
/gzl/ofosym

0.10 | 2

—
=
N
Lol

Exponential
fit

Fourier amplitude (optical depth)
—
B>y

Third-order _|

001 polynomial fit3
| ]

T T T
I 014 ®) ]
0.10 F ap=0.125um E
C Exponential ]
B fit .

f} Third-order
polynomial fit |

Fourier amplitude (optical depth)

001 [‘]
15 2.0 25

Eo188 Time (ns)

Figure 79.49

(a) Average Fourier amplitudes of optical depth of imprinted features versus
time at 60-um wavelength for six shots (distinguished by different symbols)
and the amplitude of preimposed 60-um perturbations of corrugated targets
with initial amplitudes of 0.05 and 0.125 um (upper data). (b) The same for
the 30-um wavelength with the amplitudes of initial, preimposed, 30-um
perturbations of 0.025 um (upper data). Exponential fits (solid lines) were
used for the preimposed corrugation data, 60-pm imprinted data (solid lines),
and 30-um imprinted data (dashed line), and athird-order polynomial fit was
used to the imprinted data at 60 pm (dashed line) and 30 um (solid line).
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imprinted spectrawith and without SSD have not only differ-
ent nonuniformities oy, but also different shapes. According
to Haan’smodel, however, later intime, and after considerable
RT growth, the perturbation spectra are expected to be similar
but shifted intimewiththeevolutionoccurringlater inthecase
of DPP's plus SSD compared to DPP's only.

The measured temporal evolution for all three cases is
similar, as evident from the evolution of the amplitudes of
broadband perturbations at 60-um, 30-um, and 20-um wave-
lengths. The 30-um- and 20-um-wavel ength perturbati ons sat-
urate at different timesfor different smoothing conditions but
alwaysat thesamelevels. The 60-um perturbationsgrow inthe
linear regime (exponential growth) with similar growth rates
(0.70£0.05 ns™1, 0.93+0.05 ns™1, and 0.91+0.05 ns™1 with
DPP's only; DPP's and SSD; and DPP's, SSD, and DPR’s,
respectively, for all smoothing conditions). As shown earlier,
these growth rates are in very good agreement with the mea-
sured growthrates of preimposed 2-D sinusoidal perturbations
at a 60-um wavelength [Fig. 79.49(a), upper data points].

For caseswith lesslaser uniformity [case (3): DPP'sonly],
theinitial imprinted amplitudes are higher, and asaresult, the
RT evolution isadvanced in time[~250 ps earlier thanin case
(2), and ~500 ps earlier than in case (1)]. This observation is
evident for the 60-um, 30-um, and 20-um wavelengths of
broadband perturbations. Note also that the 30-um-wave-
length perturbations saturate at higher amplitude than the
20-um perturbations, as expected.

Even though the experimental data (see Fig. 79.48) cannot
show the saturation level S(k) = 2/Lk? explicitly, it was tested
by comparing peaks of measured Fourier spectra with those
predicted by using Haan’s model. Such comparison becomes
possi bl e because the shape of Fourier spectraand the position
of their peaks depend primarily on the saturation level rather
thanontheinitial or driveconditions(shownexperimentally in
Fig. 79.48). For example, from Fig. 79.48(a) one can see that
measured spectral peaksat spatial frequenciesof 30mm™1and
50 mm~1 are positioned at the values of Fourier amplitudes
of approximately 2.7 x 1072 and 1.2 x 1072 0D, at times 2.2 ns
and 1.4 ns, respectively. The predicted spectral peaks at these
spatial frequencies are at the values of approximately 3.7
x1072and 1.2 x 102 OD, respectively, asshowninFig. 79.42.

The main experimental errors in measurements of target
optical depth shown in Fig. 79.48 include noise in the experi-
mental system (dominated by photon statisticsof thebacklighter
X rays), uncertainty of thesystemresol ution, and nonlinearities
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in the detection system, which was considered to be linear
during Wiener filtering and MTF deconvolution.28 The total
uncertainty of optical-depth measurements at the spatial fre-
quency range of 30 to 50 mm~1 was determined to be about
1073 OD. It included the relative error of system resolution
measurement, which was about 4%, and the uncertainty dueto
nonlinearity in the detection system, which was about 2% of
the noise in the experimental system.26
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A =30um

The Haan's model predictions shown in Fig. 79.42 were
converted to the optical depth using spectrally weighted at-
tenuation length Ay, 26 which dependsonthe cal cul ated target
compression C, and the measured attenuation length A, of
the undriven target [see Eq. (3)]. A, was determined to be
10+2 um, 28 and the target compression was calculated to be
about C, = 1.7£0.3 during the time interval of 1.4 to 2.2 ns.
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(a) Average Fourier amplitudes of optical depth of imprinted features versustime at 60-pm wavel ength for six shots (distinguished by different symbols) with
DPP's, SSD, and DPR’s. Exponential fit (solid line) indicates the growth rate of 0.91+0.05 ns~L. (b) The same for the three shots with DPP's and SSD.
Exponential fit (solid line) indicates the growth rate of 0.93+0.05 ns~L. (c) The same for the two shots with DPP’s only. Exponential fit (solid line) indicates
the growth rate of 0.70+0.05 ns~L. (d) Average Fourier amplitudes of optical depth of imprinted features versus time at 30-um wavelength for six shots with
DPP's, SSD, and DPR’s. The solid lineis a third-order polynomial fit. (€) The same for the three shots with DPP’'s and SSD. (f) The same for the two shots
with DPP’ sonly. (g) Average Fourier amplitudes of optical depth of imprinted features versus time at 20-um wavelength for six shotswith DPP's, SSD, and
DPR's. The solid line is athird-order polynomial fit. (h) The same for the three shots with DPP’'s and SSD. (i) The same for the two shots with DPP’s only.
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Using al of these uncertainties, the measured amplitudes
of optical-depth modulations that have been converted to
perturbation amplitudes in the target [using Eq. (2)] are 15.9
x1072+4.5x 1072 umand 7.1 x 1072+1.6 x 1072 um at spatial
frequencies of 30 mm~1 and 50 mm™1, respectively. Those
predicted by Haan’smodel are 18 x 1072 umand 6.0 x 1072 um
at spatial frequencies of 30 mm~1 and 50 mm™1, respectively.

To demonstrate the agreement of thesedatawiththeHaan's
model, we have compared the measurements and the predic-
tionsfor thepeak of thenonuniformity spectruminaccelerated
targets. Ashasbeen discussed, thelocation of the peak follows
the predicted trend to longer wavel engths, but it isimportant to
compare the actual amplitude of that peak. Since that ampli-
tudeisindependent of theinitial conditions, weare ableto plot
together al data shown in Fig. 79.48, irrespective of the
different laser-uniformity conditions. Again, the amplitudeis
obtai ned using the measured attenuation length of theundriven
target and the cal cul ated target compression (Fig. 79.43 shows
thedensity asafunction of time). InFig. 79.51, theamplitudes
at which the peaks in the measured spectra occur are plotted
versus those for the predicted spectra. These data show that
the Haan’s model well represents the spectral peaks of broad-
band nonuniformities.

0.3 . I : , .
(R b
5§
=% 02 -
o
3 _
8T H
8 o1l .
g2
=5 4
0.0 : : : : :
0.0 0.1 0.2 0.3
Predicted amplitude
Eogot of spectral peak (um)
Figure 79.51

The amplitude of measured spectral peak as a function of predicted
spectral peak.

Insummary, broad-bandwidth perturbationswere observed
to saturate at levels predicted by Haan’s model,* which were
much lower thanthesingle-modesaturationlevels(0.1A). This
has been shown by the combined data from shots having
different drive uniformities. This behavior was noted in both
the shape of the spatial Fourier spectra and the temporal
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behavior of modes at various wavelengths. In addition, it was
found that the growth of 3-D perturbations from the broad-
band spectrum in the linear regime is the same as that for the
linear growth of preimposed 2-D perturbations, also in agree-
ment with Haan’s model. The measured spectral evolution
including the saturation level isinsensitiveto the detail s of the
initial perturbation spectrum; this is also in agreement with
Haan’s model.

The relationship between the evolution of the preimposed
modes and their coupling to the broadband spectrum must be
clarified. The resultsinferred from Fig. 79.49 require that the
growth of the preimposed modes remain in the linear regime
(exponential growth) and unaffected by mode coupling. It was
experimentally observed that the absolute values of Fourier
amplitudes of the broadband spectra are randomly distributed
from zero to about twice the average level 2§, (t) for any
azimuthal lineout with wave vector k and at any time t.
Therefore, the evolution of any mode & (t) from the azimuthal
lineout at a wave vector k of the broadband spectrum is
confined between zero and 2&, (t). Thismeansthat the effects
of nonlinear mode coupling on any particular mode &(t) from
all other modesisof theorder of &(t) or less. Thisobservation
isin agreement with thetheoretical work performed by Haan14
for ablatively accelerated targets. If the amplitude of some
particular mode &,(t), growing in the linear regime, is much
higher than the average level of broadband spectrum
& (t) >>&(t) asfor the preimposed modes from Fig. 79.49,
then nonlinear effects will be only a small fraction of its
amplitude é,(t). For example, the evolution of the mode &,(t)
can be approximated to second-order accuracy and neglecting
high-order terms by14

&(t) =7 (1)

0 0
+1/2 k% EXP)ESD. (1) - yzkzkf PSS, (t)g (10)

where £ (t) = &(t = 0) exply (K)t] istheexponential (or first-
order) amplitude of modek. If theamplitude of someparticular
mode §,(t), growing in the linear regime, is much higher than
the average level of broadband spectrum & (t) >>¢,(t) asfor
preimposed modesfrom Fig. 79.49, then nonlinear effectswill
be only a small fraction of its amplitude é(t) [i.e., the first
linear termin Eq. (10) ismuch larger than the second nonlinear
term]. This means that the effect of mode coupling on the
amplitudes of 60-um and 30-um preimposed modes [which
are 10 to 20 times above the average level of broadband
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amplitudes (see Fig. 79.49)] is small (of the order of 5% to
10% of their amplitudes) and can be neglected compared with
their exponential growth in the linear regime.

The same concept can be expected in a ssimple physical
picture. Figure 79.52 schematically shows an image of the
driventarget that hasasingle-modeperturbation (dashed lines)
and broadband features with individual 3-D bubbles (solid
lines). In some small regions (containing only one or two
bubbles), the material flow in the horizontal direction can be
dominated by the flow from individual 3-D bubbles. In 3-D,
the material from bubbles flowsin al directions, but it flows
only inonehorizontal directionfrom2-D bubbles. Inthewhole
region of box sizeL, however, thematerial flow inthehorizon-
tal direction is dominated by the flow from the tips of the 2-D
bubble (dashed lines) because the overall contribution to the
flow in this direction from the 3-D bubbles becomes much
smaller in the whole region with box size L. Therefore, the
overall effect of the broadband features on the evolution of a
singlemodeisinsignificant providing that theamplitude of the
singlemodeishigh enough. Thisconsiderationin real spaceis
complimentary to that in Fourier space described in the previ-

ous paragraph.
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Figure 79.52

Schematic image of the driven target, which has a single-mode perturbation
(dashed lines) and broadband features with individual 3-D bubbles (solid
lines). Inthe small regions (containing only one or two bubbles), the material
flow inthe horizontal direction can be dominated by theflow fromindividual
3-D bubbles (solid lines). In the whole region with box size L, however, the
material flow in the horizontal direction is dominated by the flow from the
tips of the 2-D bubble (dashed lines).

Late-Time Perturbation Evolution

InFig. 79.50, theamplitudesof boththe 20-um- and 30-um-
wavelength broadband perturbations decrease late in time (at
2.5 to 2.8 ns for the case with all smoothing techniques
employed). Inthenonlinear regime, Haan’smodel predictsthe
growth of these perturbations to be linear in time (constant
velocity growth) after they reach their saturationlevels. Thisis
in contradiction with experimental data. Figure 79.53 shows
nonuniformity spectraat 2.5 ns(dashed line) and 2.8 ns (solid
line) for one of the shots with all laser-smoothing techniques
employed including DPP's, SSD, and DPR's. It clearly shows
adecrease in amplitude of all spatial frequencies higher than
30 mm~L. Figure 79.54 showsimages of thetarget at 2.5 ns (a)
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Figure 79.53

Experimentally measured |ate-time perturbation spectra. Azimuthally aver-
aged Fourier amplitude of the optical-depth modulation as a function of
spatial frequency for a 20-um-thick foil at 2.5 and 2.8 ns and with laser-
smoothing techniques including DPP's, SSD, and DPR’s. The saturation
amplitude Sis shown by the dashed line.
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Figure 79.54

Late-time images of the target optical-depth perturbations captured at
(a) 2.5 nsand (b) 2.8 nswith a 20-um-thick target and with laser-smoothing
techniques including DPP’s, SSD, and DPR’s.
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and 2.8 ns(b). Compared to theimage at 2.5 ns, featuresin the
2.8-nsimagebecomemuch moreround asneighboring bubbles
coalesce, and the typical scale length of all the features be-
comes larger in the latter image. A 2-D model for bubble
competition’ predicts that such bubble coal escence occurs at
higher bubble amplitudes and consequently much farther into
the nonlinear regime than shown here. At the end of the drive
(=3 ns) 1-D LILAC simulations predict an increase in ablation
velocity (by a factor of 2) with the target decompressing
quickly. Inthiscase, target perturbationsin optical depth could
decrease because of the stabilizing effect of ablation.

Another possible explanation for the observed spectral
behavior isthat even earlier inthe nonlinear regime (beforethe
bubble coalescence), some short-scale-length bubbles move
underneath larger, long-scale-length bubbles because larger
bubbles grow faster than smaller bubbles.}” The areal-density
(or optical-depth) measurement becomes insensitive to short-
scale-length bubbles because, in the direction of the x-ray
propagation, the short-scale-length bubble becomes a part of
the long-scale-length bubble, even though physically the two
bubbles are still separate.

“Bowing” of the Target

Bowing of thetarget isanother effect that hasbeen observed
and quantified in these experiments. Figure 79.55 schemati-
cally explains this effect. Before the shot, the CH target is
attached to the massive Mylar washer. Without this washer a
part of the laser energy from the laser beams, which irradiate
the target at non-normal incidence, would miss the target and
propagate toward opposing ports of the OM EGA target cham-
ber, threatening to damage the laser system. During the drive,
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Figure 79.55

Schematic of the foil setup. The CH foil is attached to the massive Mylar
washer. After the drive begins, it bows (dashed contour) because the drive
pressure is applied only to its central part.
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the central ~1-mm portion of a target accelerates, while the
portion attached to the washer stays undriven. Toward the end
of the drive the target becomes “stretched” (see Fig. 79.55).
Experiments performed by K nauer® with the same drive con-
dition on similar targets with preimposed 2-D corrugation
showed that the wavelength of the corrugationsincreased 7%
to 10% toward the end of the drive. This effect was explained
by the target bowing and, asaresult, stretching all featureson
the target, as though they were magnified.

Figure 79.56 describes this effect quantitatively for one of
the shots, using six target images of different time frames at
1.6,1.9,2.0,2.2,2.4, and 2.5 ns. It was assumed (for simplic-
ity) that the main effect of the bowing was a magnification of
late-time images with respect to early-time images. If so, the
correlation of the magnified early-time image with late-time
image should be higher than the correl ation of the unmagnified
images. (Thebowing analysiswas performed using raw, unfil-
tered target images because Wiener-filtered images were all
processed with afixed box size, not allowing this box size to
vary, which is necessary to perform bowing analysis.) The
dotted line in Fig. 79.56 shows the cross-correlation coeffi-
cient of the image at 2.2 ns with the image at 2.5 ns as the
function of the magnification of the 2.2-nsimage. The cross-
correlation coefficient is maximized when the 2.2 ns image
is magnified 1.04 times. To maximize the correlation of the
same 2.2-ns image with the early-time image at 1.6 ns, it
must be demagnified 0.97 times as shown by adashed linein
Fig. 79.56. The thick solid line shows the cross-correlation
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Figure 79.56

“Bowing” of thetarget. The cross-correlation of theimage at 2.2 nswith the
imagesat 2.5ns, at 2.4 ns, itself, at 2.0 ns, at 1.9 ns, and at 1.6 nsasafunction
of the magnification of the 2.2-nsimage. The smoothing techniques for this
shot included DPP's, SSD, and DPR’s.
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coefficient of the image at 2.2 ns with itself. The shorter the
time interval between images, the less magnification (or
demagnification) is required for one of the images to be
maximally correlated to the featuresin the other images. This
analysis shows that as time progresses, the target images
becomemagnified by about 7% to 10% between the 1.6-nsand
2.5-ns images. This effect is small enough to have minimal
effect on the perturbation evolution. For example, Fig. 79.56
shows that al features of the 2.4-ns image are magnified by
~2.5% with respect to the earlier image at 2.2 ns. Fig-
ure 79.48(b) shows the spectral evolution for the same shot.
The spectrum is peaked at ~34 mm™1 for the image at 2.2 ns,
andthepeak isshiftedto~20 mm~1for theimageat 2.4 ns. This
~40% change in the wavelength of the spectral peak has only
a~2.5% contribution from the bowing effect.

Finite Target Thickness Effect

The growth ratesfor 60-um and 30-um preimposed modu-
lations, measured from 1.6 to 2.5 ns, are smaller by afactor of
2to2.5thanthose measured for earlier times(fromQ0to 1.2 ns)
by Knauer® in similar experiments. These experiments used a
larger initial amplitude of preimposed modulations (ag
= 0.5 um) and were driven with full smoothing techniques
employed. Thiseffect can beattributedto theperforation of the
target by short-wavelength perturbations.

The short-wavel ength perturbations imprinted by the laser
beams are too small to be resolved in the experiments de-
scribed inthis article. Yet, they are estimated to evolve at late
times to a oy, amplitude that equals about three to four
(compressed and ablated) thicknesses of the target. If some
bubbles penetrate the target, the mass available to feed the
growth of the longer-wavel ength preimposed modul ations by
lateral flow is limited; therefore, the growth of these modes
is reduced.1>

Thiseffect has been studied numerically using cal culations
on the hydrocode LEEOR2D.18 These simulations were con-
ducted for conditions corresponding to the experiment with
20-um-thick targetsirradiated with fiveoverlapped|aser beams
having various smoothing techniques and with various pulse
shapes. One of the pulse shapes used was, as in the experi-
ments, a 3-ns sguare with an exponential rise of 100 ps per
decade and a peak intensity of 2 x 1014 W/cm?.

Twolevelsof laser nonuniformity weresimulated. Thefirst,
using DPPsmoothed beams, hadthe same 1-D nonuniformity’s
power per mode as experimentally measured using 2-D time-
integrated photographs of laser beams.® The second was of
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beams smoothed by DPP's, SSD and DPR’s. The smoothing
time of the SSD was 25 ps, approximately the effective
smoothing time for the pulse used here.3* Simulations using
smooth laser beams were also performed.

2-D caculations of the perturbation evolution with an
initial broadband spectrum of laser nonuniformities with and
without preimposed 60- and 30-um-wavel ength, single-mode
perturbations with initial amplitudes of 0.05 um have been
performed. For each case, the 2-D calculation with the
preimposed modulation represents the direction of the
preimposed modulation in the 3-D experiment, and the calcu-
lation without the preimposed modulation represents the per-
pendicular direction. The calculated amplitude of the
preimposed mode was defined as the Fourier component of
that mode in the latter calculation subtracted from that in the
former calculation.

Eventhough thedriveand smoothing conditionsusedinthe
simulations were similar to those used in the experiments
described above, the comparison between the results of the
2-D simulations and the 3-D experiments must be considered
only qualitatively becauseboththeinitial perturbationsandthe
RT evolution are similar but not identical in 2-D and 3-D.
Figure 79.57 shows the cal culated evolution of the amplitude
of the target areal density (normalized to the initial target
density) of the preimposed 60- [Fig. 79.57(a)] and 30-um-
wavelength [Fig. 79.57(b)] modes for the three levels of laser
nonuniformity described above. The amplitude of the
preimposed modulations grows similarly for all cases until
~1.5 ns. After 1.5 ns, the amplitude of the preimposed mode
continuesto grow inthe case of thesmooth drivebut isreduced
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Figure 79.57

The evolution of the amplitude of the target areal density (normalized to the
initial density) of preimposed (&) 30-um- and (b) 60-um-wavelength modes
with smoothlaser beams(solid), withDPP's, DPR’s, and SSD (dash-dot), and
with DPP's only (dashed) calculated using 2-D hydrodynamic simulations.
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in the cases of the perturbed drives. This reduction is greater
and starts earlier for the case of DPP only, without SSD
and DPR'’s. This behavior is attributed to the perforation of
the foil by the short-wavelength modes introduced by the
laser nonuniformities.

This evolution can also be seen in Fig. 79.58, where the
logarithmic growth rate of the areal-density perturbations of
the preimposed modes [y = (daydt)/ a] is plotted versustime.
The growth rate decreases for both 60- [Fig. 79.58(a)] and
30-um [(Fig. 79.58(b)] wavelengths of the preimposed mode
dueto the presence of the broadband spectrum of perturbations
introduced by the laser nonuniformities.
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Figure 79.58

The evolution of the logarithmic growth rate [y = (da/dt)/a] of the areal-
density perturbations of (a) 30-um and (b) 60-um preimposed modes with
smooth laser beams (solid), with DPP’'s, DPR’s, and SSD (dash-dot), and
with DPP's only (dashed).

The perforation of the target is most clearly seen in the
density maps of thetarget, shownin Fig. 79.59 for the various
30-um-wavelength calculations. It can be seen that the short-
wavelength perturbationsin the target perforateitatt = 1.4 ns
for thecase of DPP[Fig. 79.59(b)] and at t = 1.6 nsfor the case
of DPP's, SSD, and DPR’s [Fig. 79.59(f)]. In the case of the
uniform drive, thetarget isnot yet perforated at thesetimes, as
can be seen in Fig. 79.60. When looking at later times, how-
ever, the perforation can clearly be seen to occur between
t=218nsandt=2ns(Fig. 79.60).

One can clearly see the correlation between the times of
perforation of the target in these density maps and the satura-
tioninthegrowth of the preimposed modes, seeninFigs. 79.57
and 79.58. This correlation strengthens the explanation sug-
gested above, that the growth of the preimposed modes is
reduced when the broadband perturbations introduced by the
laser nonuniformities perforate the target. The reason this
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reduction has not been measured in other experiments® is that
the initial amplitude of the imposed perturbation in these
experiments was larger; therefore, al measurements were
performed at earlier times, when the imprinted perturbations
had not yet evolved to large enough amplitudes and therefore
the target was still not perforated.

Toconfirmthat thesaturationlevel and thelate-timespectra
do not depend on the target thickness, Fig. 79.61 shows the
results of an additional experiment using a laser drive with
DPP'sonly for 40-umfail thickness. The measured spectraare
shown for a40-um CH foil at 2.7 for one shot, and at 2.7 and
2.8 ns for the other shot. The saturation level was again
calculated using the spectrally weighed attenuation length A,
(which does not change significantly going from 20- to 40-um
foils) and the predicted compression (about 2 at ~2to 3 ns). It
can be seen that the finite target thickness does not affect the
saturation level since the shapes of measured spectra are
similar for both 20- and 40-umtarget thicknesses, whichisal so
in agreement with Haan’'s model. Note that the resulting

DPP'sonly DPP+ SSD + DPR
NEY IR 1
0_ P I -
20} t=12ns] t t=12ns_
E o © _
8 of 1 1
= | |
B ool t=14ns] | t=14ns]
(&) L L 1 " 1 " " 1 " 1 " "
(©) 1L |
O_ -4 -
20+ t=16ns{ | t=1.6ns
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0 1 2
E9626 Density (g/cm3)

Figure 79.59

Density color maps of the target from the calculation with preimposed
30-um mode driven by laser beams having DPP's only at (a) t = 1.2 ns,
(b) t=1.4ns, (c) t =1.6 ns, and by laser beams having DPP’s, SSD, and
DPR'sat(d)t=1.2ns,(e)t=214ns,and (f)t=1.6ns.
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acceleration of the 40-um-thick foils was about a factor of 2
lower and the shock breakout time afactor of 2 later compared
to 20-um foils. The measured noiselevel isal so about twice as
high since approximately four-times-fewer photons are trans-
mitted through the 40-um foil. As a result, the imprint was

NEY l
O_ .
20} t=12ns/
E | [1@ _
é i 1.4 18
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A 200 ANS . C
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Figure 79.60

Density color maps of the target from the calculation with preimposed
30-um mode driven by uniform laser beams at () t = 1.2 ns, (b) t = 1.4 ns,
(c)t=1.6ns,(d)t=18ns,and (e) t=2.0ns.

detected only near the end of the drive and with DPP-only
drive. When additional smoothing by SSD and DPR’s were
added, theinitial imprinted amplitudesof target nonuniformity
were small enough that, even at the end of the drive, no signal
was measured above the noise.

Summary

This article has presented the measured evolution of 3-D
broadband perturbations produced by laser imprinting in CH
foils, accelerated by UV light. Using through-foil radiography
these featureswere observed to saturate at level sin agreement
with those predicted by Haan’s model.# This behavior was
noted in both the shape of the spatial Fourier spectraandinthe
temporal behavior of modes at various wavelengths. In addi-
tion, wenoted that the growth of perturbationsfrom broadband
spectruminthelinear regimewasthesameasthat for thelinear
growth of preimposed 2-D perturbations, also in agreement
with the Haan model. These experimentswere designed to test
predicted saturation levels that are used in target designs for
ICF experiments. We believe this is a clear experimental
demonstration that the Haan model correctly predicts the
saturation levels, spectral shape, and temporal evolution of
broadband perturbations that are RT unstable. The contribu-
tions of measurement error and the effects of finite target
thickness and target bowing have been shown to have little
effect on our conclusions.
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