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The cover photograph shows Scientist Jonathon Zuegel (bot-
tom) and Research Associate Douglas Jacobs-Perkins (top)
aligning a double-pass, two-dimensional smoothing by spec-
tral dispersion (2-D SSD) system that has been developed in
the SSD testbed. The high-frequency bulk-phase modulator,
highlighted in the lower left portion of the photograph,
applies phase-modulated bandwidth to the laser pulse in the
second direction of smoothing in the 2-D SSD system. Micro-

The three photographs shown above illustrate key aspects of the high-frequency bulk-phase modulator. (a) The integration of the modulator in the 2-D SSD
system is highlighted. (b) The modulator is aligned in the 2-D SSD system with a five-axes positioner, and the microwave power is delivered to the modulator
via a coaxial cable-to-waveguide adapter. (c) The internal structure of the individual components of the modulator is revealed. The crystal holder and tapered
input waveguide sections are machined from copper to maximize electrical and thermal conductivity and are gold plated to prevent oxidation of the copper. All
four sides of the LiNbO3 crystal are gold coated to form a standing-wave waveguide resonator that is approximately 2 •  λmicrowave long, while the ends are
antireflection coated for the SSD beam. The overall dimension of the crystal is 3.05 mm × 2.0 mm × 26.3 mm.

wave power is delivered to the modulator from an LLE-built,
20-W solid-state microwave power amplifier that is fed by a
microwave oscillator (shown at the right side of the photograph)
operating at 10.4077 GHz. The solid-state microwave power
amplifier will be replaced with a 1-kW traveling wave tube
amplifier in order to generate the 1-THz UV bandwidth opera-
tion on OMEGA.



i

Contents

In Brief ......................................................................................... iii

High-Frequency Bulk Phase Modulator for Broadband
Smoothing by Spectral Dispersion on OMEGA .......................... 53

Angular Spectrum Representation of Pulsed Laser Beams
with Two-Dimensional Smoothing by Spectral Dispersion ......... 62

Hollow-Shell Implosion Studies on the 60-Beam,
UV OMEGA Laser System .......................................................... 82

Simultaneous Measurements of Fuel Areal Density,
Shell Areal Density, and Fuel Temperature in
D3He-Filled Imploding Capsules ................................................. 93

The Design of Optical Pulse Shapes with an Aperture-
Coupled-Stripline Pulse-Shaping System..................................... 97

Measurement Technique for Characterization of Rapidly
Time- and Frequency-Varying Electronic Devices ...................... 105

Damage to Fused-Silica, Spatial-Filter Lenses on the
OMEGA Laser System ................................................................. 114

Publications and Conference Presentations

LLE Review
Quarterly Report

UNIVERSITY OF ROCHESTER
LABORATORY FOR LASER ENERGETICS

Volume 78
January–March 1999
DOE/SF/19460-295



ii



iii

In Brief

This volume of the LLE Review, covering the period January–March 1999, features two articles
concerning issues relevant to 2-D SSD laser-beam smoothing on OMEGA. In the first article J. D. Zuegel
and J. A. Marozas present the design of an efficient, bulk phase modulator operating at approximately
10.5 GHz, which can produce substantial phase-modulated bandwidth with modest microwave drive
power. This modulator is the cornerstone of the 1-THz UV bandwidth operation planned for OMEGA this
year. In the second article J. A. Marozas and J. H. Kelly describe a recently developed code—Waasese—
that simulates the collective behavior of the optical components in the SSD driver line. The measurable
signatures predicted by the code greatly enhance the diagnostic capability of the SSD driver line.

Additional highlights of the research presented in this issue are

• F. J. Marshall, J. A. Delettrez, V. Yu. Glebov, R. P. J. Town, B. Yaakobi, R. L. Kremens, and M. D.
Cable report results of a 60-beam implosion experiment of hollow shell targets. A survey of target
performance based on laser-irradiation uniformity and laser pulse shape was conducted, and compres-
sion of the shell material to areal densities of ~60 to 130 mg/cm2 was observed.

• R. D. Petrasso, P. B. Radha, D. G. Hicks, C. K. Li, F. H. Seguin, V. Yu. Glebov, C. Stoeckl, and
J. M. Soures demonstrate on OMEGA the diagnostic capability of the two charged-particle magnetic
spectrometers, which LLE has developed in collaboration with MIT and LLNL. As an initial
application, simultaneous measurements of the fuel areal density, shell areal density, and fuel
temperature have been carried out on OMEGA using D3He-filled imploding capsules.

• M. D. Skeldon describes the modeling of an aperture-coupled-stripline (ACSL), electrical-waveform
generator that produces an optical seed pulse for OMEGA. Details of the on-target pulse shape are
related critically to the details of the seed-pulse shape. The ACSL pulse-shaping system will be
implemented on OMEGA in the next few months. The model is based on a numerical solution of the
telegraph equations using the method of characteristics.

• K. Green and R. Sobolewski present a measurement technique that enables the complete character-
ization of electronic devices having any dynamic temporal and spectral frequency response, such as
the photoconductive microwave switches on OMEGA’s pulse-shaping system. The technique is a
superset of a form of input–output relationships called the scattering or S parameter; this technique can
also be applied to any microwave or millimeter-wave device whose properties vary rapidly, such as
photoconductive attenuators, phase shifters, and directional couplers.
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• A. L. Rigatti, D. L. Smith. A. W. Schmid, S. Papernov, and J. H. Kelly examine the damage to
OMEGA’s stage-C-input, C-output, D-input, E-input, and F-input fused-silica, spatial-filter lenses.
LLE has implemented a plan to maintain the quality of OMEGA optics that includes frequent
inspections and in-situ cleaning of optics. With the establishment of safe operational damage criteria,
laser operation has not been impeded. The implications, morphologies, possible causes, and ongoing
long-term experiments of spatial-filter lens damage are discussed.

Sean P. Regan
Editor
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High laser-irradiation uniformity is an important requirement
for successful direct-drive inertial confinement fusion (ICF).
Direct-drive laser-irradiation uniformity is achieved on
OMEGA for different ranges of spatial frequencies using
smoothing by spectral dispersion (SSD), polarization smooth-
ing with distributed polarization rotators (DPR’s), and mul-
tiple-beam overlap.1 SSD significantly improves irradiation
uniformity by rapidly shifting the laser speckle pattern gener-
ated by distributed phase plates (DPP’s). A high-frequency
electro-optic phase modulator produces a wavelength modula-
tion that is subsequently converted by a diffraction grating into
the angular deflection required to shift the speckle pattern. The
low spatial frequency cutoff of the smoothing produced by
SSD is determined by the maximum deflection of the beam.
Extremely smooth, time-averaged intensity profiles are
achieved on a time scale corresponding to the inverse band-
width impressed by the phase modulator; thus, larger SSD
bandwidths are desirable. Two-dimensional SSD (2-D SSD)
extends the smoothing benefits of SSD by using two separate
stages of bulk electro-optic phase modulators and gratings to
deflect the laser speckle pattern in orthogonal directions.

For OMEGA, implementing a high-frequency modulator
in the second direction of the 2-D SSD system is advanta-
geous since the bandwidth from the second modulator is not
dispersed until after the most-limiting spatial-filter pinhole,
which is located in the large-aperture ring amplifier (LARA)2

in the driver line. This constraint requires that high-frequency
phase modulation be generated in a bulk electro-optic modu-
lator to accommodate the dispersed bandwidth from the
first modulator.

Design methods used to develop the current generation of
3.0- and 3.3-GHz bulk phase modulators3 are directly relevant
to higher-frequency designs, but several factors merit special
attention in higher-frequency modulators designed to generate
large SSD bandwidths. First, resonant designs are attractive
since higher electric fields can be developed in the electro-
optic material without expensive, high-power microwave
sources. Velocity-matching the optical and microwave fields

High-Frequency Bulk Phase Modulator for Broadband Smoothing
by Spectral Dispersion on OMEGA

is also important to achieve efficient optical phase modulation.
Lastly, controlling FM-to-AM conversion at higher-modula-
tion frequencies is a more difficult system problem.

A number of bulk electro-optic phase modulator designs
are found in the literature.4–10 An approximately 9-GHz modu-
lator4 implemented on the original 24-beam OMEGA laser
system incorporated a lithium niobate (LiNbO3) crystal inside
an evacuated, high-Q microwave resonator, but it suffered
difficulties coupling microwave power from the resonator
mode into the crystal. Velocity-matched waveguide resonator
designs5–7 operate at microwave frequencies near the wave-
guide cutoff to match the optical and microwave phase veloci-
ties. This matching allows arbitrarily long interaction lengths
to be used to achieve increased modulation efficiency. A
quasi-velocity-matched concept8 uses periodically poled
lithium tantalate (LiTaO3) to approximately realize this same
advantage with the added advantage of a TEM modulation
field, but it suffers from the inherently lower Q factor of a
micro strip resonator. An ~20-GHz dielectric resonator
design9 achieves a high Q factor, but the electric field distribu-
tion of the TM101 resonant mode is poorly suited for 2-D SSD
applications. Convenient coupling of microwave power into a
resonator structure is also a critical design issue. Electric-
probe6,9 and magnetic-loop7 coupling require that the resona-
tor structure be partially air filled, but this reduces the maximum
clear aperture. Cutoff-waveguide coupling eliminates this dis-
advantage and, in addition, offers the possibility of tuning the
resonance frequency.10

Incorporating a higher-frequency phase modulator in the
2-D SSD system offers two approaches to improving irradia-
tion uniformity on OMEGA. First, larger SSD bandwidths can
be generated for a given number of FM sidebands and propa-
gated through the laser system since less grating dispersion is
required to achieve a single color cycle. Increased SSD band-
widths smooth laser irradiation faster. An asymmetric 2-D SSD
configuration on OMEGA using phase modulators operating at
3.0 and ~10 GHz could achieve infrared bandwidths of 1.5
× 12 Å, respectively, to generate 1 × 1 color cycles nominally.
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This infrared bandwidth corresponds to a UV bandwidth of ap-
proximately 1 THz. To efficiently convert this infrared band-
width to the ultraviolet, dual-tripler frequency-conversion
crystals11 (FCC’s) must be implemented on all 60 OMEGA
beams. This upgrade will be completed before the end of 1999.

Alternately, multiple SSD color cycles can be produced
with a higher modulation frequency for a given grating design,
and the same SSD bandwidth can be propagated without
exceeding the beam divergence limit imposed by the laser
system pinholes. Increasing the number of color cycles redis-
tributes the beam nonuniformity to higher spatial frequencies
and accelerates the smoothing at the mid-range spatial fre-
quencies (l = 50–200) that pose the greatest threat of seeding
hydrodynamic instabilities in direct-drive implosions.1 The
current OMEGA FCC configuration can efficiently convert
infrared bandwidths of 1.5 × 3.0 Å from modulators operating
at 3.0 and ~10 GHz to generate 1 × 3 color cycles, respectively.
Experiments utilizing both 1-THz UV bandwidth and multiple
color cycle improvements are planned for OMEGA this year.

High-Frequency Modulator Design
A velocity-matched, waveguide-coupled, LiNbO3 dielec-

tric resonator modulator design was selected for the 2-D SSD,
high-frequency modulator application. A simple sketch of a
generic cutoff-waveguide-coupled resonator10 is presented in
Fig. 78.1(a). A TE10 mode of the input waveguide delivers
microwave radiation to a high-Q, TE10n standing-wave reso-
nator formed by locating an electro-optic material in an air
waveguide that would otherwise be below cutoff at the reso-
nance frequency.

Velocity mismatches between the microwave and optical
phase velocities in an electro-optic material reduce phase-
modulation efficiency,12 particularly at high modulation fre-
quencies. In the resonant microwave cavities used for SSD
bulk phase modulators, standing waves are impressed across
the electro-optic crystal, which can be decomposed into fields
co-propagating and counter-propagating with the laser beam.
For this case, the velocity-mismatch reduction factor β is given
by12
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where ε3 is the relative dielectric constant of the electro-optic
crystal for polarizing the applied microwave field at the modu-
lation frequency fm, n3 is the index of refraction of the crystal,
and c is the speed of light in vacuum. The first term of Eq. (1a)
accounts for the contribution of the optical beam interacting
with the co-propagating microwave, while the second term is
associated with the counter-propagating microwave field. The
maximum effective interaction length βL for a 10.5-GHz
LiNbO3 modulator with no velocity matching is limited to
approximately 2 mm, as shown in Fig. 78.2.

Velocity matching is achieved in the configuration shown in
Fig. 78.1(a) by setting the width of the crystal, a, to adjust the
microwave phase velocity in the waveguide geometry,
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to match the optical phase velocity in the electro-optic mate-
rial, c/n3, where fc is the cutoff frequency of the waveguide
section loaded with the crystal and f0 is the resonance fre-
quency of the modulator. Figure 78.2 plots the effective inter-
action length as a function of crystal length for waveguide
resonators with different degrees of velocity matching. For a
perfectly velocity-matched design, the effective interaction
length grows linearly with some modulation caused by the
interaction with the counter-propagating microwave field. An
almost negligible penalty is observed for a 10% velocity
mismatch with a 26.3-mm crystal length shown in Fig. 78.1(c).

The height b of the crystal is arbitrary for a TE10n mode;
however, minimizing b increases the electric field magnitude
for a given microwave drive power and can eliminate spurious
TE01m modes in the crystal that would divert microwave
energy if mode-coupling mechanisms exist. The length of the
electro-optic material determines the modulator resonance
frequency based on the microwave phase velocity in the wave-
guide. A resonance exists for crystals that are an integer
number of half-wavelengths, plus any phase shifts associated
with the reflections at the cutoff-waveguide sections. For
materials with a high dielectric constant, these phase shifts
are generally small and only change the effective length of
the resonator by about 1%.10
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Figure 78.1
(a) Generic cutoff-waveguide-coupled resonator. The electro-optic crystal of length L is positioned in an air-filled, rectangular waveguide of width a and height
b. The waveguide width sets the cutoff frequency above the modulator operating frequency in the air-filled sections, but below cutoff in the crystal. The cutoff-
waveguide sections act as high reflectors for the standing waves inside the electro-optic crystal resonator. The input waveguide width a� supports traveling waves
at the operating frequency that evanescently couple through the coupling distance dcoupling. (b) The microwave and optical electric fields, Emicro and Eopt, are
oriented along the crystalline c axis to take advantage of the large electro-optic tensor element r33 in LiNbO3. The beam size is small enough so that the variation
of the microwave field in the x direction is only 15%. (c) A tapered input waveguide provides a transition from standard waveguide dimensions to dimensions
required for critical coupling into the modulator crystal. A small beam port in the input waveguide bend provides optical access to the crystal but does not disturb
the microwave input since it is significantly smaller than the microwave wavelength.

(a) Top view

Air-filled input
waveguide

(TE10 mode)
a� a

Cutoff-waveguide sections

Optical axis

Electro-optic crystal (  3, n3)

Emicro

c

b

dcutoffdcoupling L

(b) End view

WR-90 waveguide-
coaxial adapter

Tapered input
waveguide section

Image relay
lens cell

Beam
port

3.05 × 2.0 × 26.3-mm
LiNbO3 crystal

Crystal holder

Temperature
controller

Waveguide
elbow section

(c)

E9672

ε

x

yz

x

zy

Image relay
lens cell

^

Eopt



HIGH-FREQUENCY BULK PHASE MODULATOR FOR BROADBAND SMOOTHING BY SPECTRAL DISPERSION ON OMEGA

56 LLE Review, Volume 78

All SSD modulators designed and built at LLE have used
LiNbO3, which is a well-developed electro-optic crystalline
material. Other electro-optic materials are commercially avail-
able and were considered for the new high-frequency modula-
tor design, including LiTaO3, potassium titanyl phosphate
(KTP) and its crystal isomorphs, rubidium titanyl arsenate
(RTA), and cesium titanyl arsenate (CTA). Relevant optical
and microwave properties of these materials are reported in
Table 78.I. A large electro-optic coefficient is obviously desir-
able, but the index of refraction and relative dielectric constant
also play a significant role in maximizing the phase-modula-

tion performance, as indicated by the electro-optic figure of
merit. The loss tangent is inversely related to the fundamental
limit on the Q factor that can be achieved in a resonant design13

since it represents the dielectric losses in each material. Lastly,
the laser-damage threshold is an important performance pa-
rameter. Both bulk and surface laser-damage thresholds were
measured for undoped LiNbO3 and are presented in Table 78.I.
The surface finish of the samples limited the surface-damage
threshold, while a lower bound on the bulk damage threshold
was established that was limited by catastrophic surface dam-
age. Doped samples of Zn:LiNbO3 and MgO:LiNbO3 showed
poorer damage thresholds. RTA is a potentially attractive
alternative possessing a high electro-optic figure of merit, a
loss tangent almost four times lower than LiNbO3, plus a lower
dielectric constant that would facilitate approximately 20%
larger crystal clear apertures. The optical quality of RTA,
however, is not currently adequate for SSD applications since
strong birefringence gradients are reported and the laser-
damage threshold is significantly lower than commercially
available LiNbO3.

Setting the beam size in a TE10n-mode waveguide modu-
lator requires a compromise between maximizing the unifor-
mity of the phase-modulation depth across the beam and
minimizing FM-to-AM conversion. The electric field of the
standing wave varies across the transverse dimension, as
shown in Fig. 78.1(b). This field distribution produces an
index-of-refraction variation equivalent to a time-varying cy-
lindrical gradient-index lens. Minimizing the SSD beam size
to the central portion of the aperture minimizes this effect but
increases the difficulty of SSD system imaging. The phase-
modulated bandwidth dispersed by the SSD gratings must be
carefully imaged to prevent FM-to-AM conversion resulting
from propagation out of a grating image plane; otherwise,

Figure 78.2
Effective interaction length with velocity matching in LiNbO3 modulators.
Bulk modulator with no velocity matching (heavy solid line); perfect velocity
matching essentially linear with respect to interaction length, with modula-
tion due to interaction with counter-propagating microwave fields (light solid
line); variations of velocity mismatch in 10% graduations (dashed lines).

Table 78.I:  Electro-optic material properties.

LiNbO3

(Refs. 14,15)

LiTaO3

(Refs. 16,17)

KTP

(Ref. 18)

RTA

(Ref. 16)

CTA

(Ref. 16)

Crystalline type uniaxial uniaxial biaxial biaxial biaxial

Electro-optic coefficient (pm/V) r33 = 28.8–30.8  33 35.0 40.5 38.0

Index of refraction  n3 = 2.1561 (extraordinary) 2.143 nz = 1.840 nz = 1.890 nz = 1.930

Relative dielectric constant ε33 = 23.7–27.9 41.4–43 15.4 19 29

Loss tangent (at 10 GHz) 0.0015 0.001 0.70 0.0004 0.002

Electro-optic figure of merit
3304 2548 2705 3935 2573
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intensity modulation develops even from a perfectly FM-
modulated beam according to

∆I

I
d d z

N

D
z∝ ( ) ∝





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⋅ ⋅δ ω θ λ δmod mod mod ,
2

2
cc

beam
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where δmod is the phase-modulation depth, ωmod is the phase-
modulation angular frequency, dθ/dλ is the effective grating
dispersion, z is the distance from the nearest image plane, Ncc
is the number of color cycles impressed on the SSD beam, and
Dbeam is the beam diameter. Demagnifying the SSD beam to fit
through the modulator increases the sensitivity to imaging
errors and color separation of the dispersed FM beam on
system optics that can lead to amplitude modulation. This is
especially true for systems employing multiple color cycles.

The 10.5-GHz, waveguide-coupled LiNbO3 modulator de-
sign [shown in Fig. 78.1(c)] includes four parts: a LiNbO3
crystal, a crystal holder, a tapered input waveguide section, and
a temperature controller. For a LiNbO3 modulator operating at
10.5 GHz, the ideal crystal width to achieve velocity matching
according to Eq. (2) sets a = 3.064 mm. All four sides of the
crystal are gold coated to form a standing-wave waveguide
resonator that is approximately 2 • λmicrowave long, while the
ends are antireflection coated for the SSD beam. The height is
the smallest possible consistent with a 1.1-mm beam size
chosen to limit the time-varying cylindrical phase error to a
reasonable level.

The crystal holder and tapered input waveguide sections are
machined from copper to maximize electrical and thermal
conductivity and are gold plated to prevent oxidation of the
copper. The high electrical conductivity of copper minimizes
conduction losses in both the input waveguide and the
waveguide resonator since the gold coatings on the crystal are
only a fraction of a skin depth at 10.5 GHz. Good thermal
conduction is also beneficial in maintaining a uniform tem-
perature across the crystal.

The crystal holder is machined from three pieces of copper
that confine the LiNbO3 crystal on three sides while a copper
foil holds it in place. This configuration ensures high-conduc-
tivity walls next to the crystal with no air gaps in the direction
of the microwave electric field and minimal stress on the
crystal. Active temperature control of the modulator crystal is
planned to stabilize the resonance frequency and provide a
limited range of tuning. The simulated results discussed below
are based on the modulator operating at 50°C to provide a

±20°C range of temperature to accommodate uncertainties in
the dielectric constant and crystal fabrication tolerances. A
significant advantage of the modulator design is that the crystal
holder can accept various crystal sizes designed to operate at
different resonance frequencies.

The tapered input waveguide section transfers microwave
power from a standard coaxial-to-WR-90 waveguide adapter
to a 4-mm-high waveguide section suitable for coupling the
microwave energy into the modulator crystal. The taper length
is λmicrowave/2 to minimize reflections associated with the
waveguide discontinuities. A λmicrowave/2-long waveguide
elbow is also included with a small beam port for optical beam
access to the microwave input side of the crystal.

Maximizing microwave power transfer into a cutoff-
waveguide-coupled resonator at resonance is accomplished by
adjusting dcoupling to vary the coupling coefficient,10
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to achieve critical coupling (βcoupling = 1), where Q0 is the
resonator Q factor, Leff is the effective length of the LiNbO3
crystal, and λ0 is the free-space microwave wavelength; the
remaining dimensions are defined in Fig. 78.1(a). Critical
coupling maximizes the power transferred into the resonator.19

Equation (4) was derived assuming no reaction of the cavity
field on the waveguide field and is valid only for positive
coupling distances. Using this analytic expression, the cou-
pling coefficient calculated for the modulator presented in
Fig. 78.1(c) is plotted in Fig. 78.3, where it is seen that critical
coupling is not achieved, even for dcoupling = 0. This results
from the poor overlap between the input waveguide and crystal
resonator modes, which is limited by the large mismatch
between the input waveguide width and the small crystal width
imposed by the velocity-matching constraint. Although Eq. (4)
cannot be extrapolated to negative coupling distances, it strongly
suggests that allowing the modulator crystal to extend into the
input waveguide would achieve critical coupling.
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Figure 78.4
Micro-Stripes numerical simulations. (a) The complete three-dimensional, anisotropic geometry of the LiNbO3 modulator shown in Fig. 78.1(c) is modeled
with spatial resolution required to yield accurate results; (b) the magnitude of the complex reflectivity plotted versus excitation frequency reflects the harmonic
spectrum of the waveguide resonator formed by the LiNbO3 crystal.

Accurately analyzing configurations where the crystal pro-
trudes into the input waveguide was accomplished numeri-
cally using Micro-Stripes, a commercial three-dimensional
electromagnetic analysis package.20 Micro-Stripes yields
both time- and frequency-domain electromagnetic solutions
for arbitrary geometries, including tensor material properties
such as the dielectric constant for materials like LiNbO3,
which are difficult to treat analytically. A particular strength of
this simulation package is that wideband frequency-domain
results with fine resolution are obtained from a single time-
domain simulation.

A typical Micro-Stripes model and the results from a simu-
lation are shown in Fig. 78.4. All the geometric details and
material properties of the modulator shown in Fig. 78.4(a) are
represented in the model. In a simulation, an electromagnetic
impulse is launched in the input waveguide, and the fields
throughout the model are calculated as a function of time. Field
values are saved at probe points for post-simulation analysis,
including digital filtering, resolving incident and reflected
waves, and transforming into the frequency domain. The
complex reflection coefficient can be calculated as a function
of frequency from the simulated forward and reflected micro-
wave field components. The complex reflection coefficient
can then be analyzed using a personal computer program
QZERO19 to yield the three important resonator parameters:
the resonance frequency, the resonator Q factor, and the cou-
pling coefficient.
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Micro-Stripes simulations were performed using an isotro-
pic dielectric constant equal to the value along the designed
microwave electric field direction (ε33), as well as the tensor
values available from the literature.15 Simulations for a range
of crystal positions were calculated and the coupling coeffi-
cient plotted in Fig. 78.3. For both cases, the coupling increases
as the LiNbO3 crystal protrudes farther into the input wave-
guide. Critical coupling is achieved for  d ≈ 1.2 mm for the
anisotropic calculation. The magnitude of the complex reflec-
tion coefficient plotted versus frequency for this crystal posi-
tion is shown in Fig. 78.4(b). Nearly critical coupling into a
high-Q resonance is evident from the narrow, low-reflection
feature representing the 4 • λmicrowave/2 mode of the crystal
resonator. Another feature evident from Fig. 78.4(b) is that the
modulator can be optimally coupled for any of the other
resonances to access even higher modulation frequencies;
however, given the fixed resonator geometry defined by the
crystal, a velocity-mismatch penalty would be incurred.

Figure 78.5 shows the predicted variation of the resonance
frequency f0 and the resonator Q factor over the same range
of crystal positions for the 4 • λ/2 resonance as covered in
Fig. 78.3. The resonance frequency shows a relatively small
variation, and the Q factor is essentially unchanged over the
range of crystal positions producing significant microwave
coupling into the crystal. Interestingly, the resonance fre-
quency plotted in Fig. 78.5(a) initially decreases as the length
of the crystal protruding into the input waveguide increases,
after which it increases monotonically. The initial drop in

Figure 78.5
(a) Resonance frequency and (b) Q factor for cutoff-coupled, LiNbO3 waveguide modulator.

resonance frequency, as well as the initially widening differ-
ences between the isotropic and anisotropic simulations of the
resonance frequency, indicate that the effective length of the
resonator increases as the resonator fields extend into the input
waveguide and the fields distort near the crystal input. This
field distortion introduces electric field components that inter-
act with the higher dielectric constant (ε11) in the x and z
directions. After reaching minima, values for the resonance
frequency for both cases increase at the same rate since the
crystal length inside the crystal holder decreases. For positive
values of the coupling distance dcoupling, the predicted reso-
nance frequency approaches the value characteristic of the
crystal loaded in an infinitely long, cutoff waveguide. The
predicted Q factor in Fig. 78.5(b) also increases since the
coupling losses into the input waveguide rapidly decrease, as
seen in Fig. 78.3.

Modulator Performance
Microwave measurements of the X-band modulator and

adjustments to optimize coupling were performed using a
microwave vector network analyzer (HP Model 8720B). As
designed, the length of the crystal protruding into the input
waveguide was set to maximize microwave coupling into the
4 • λ/2 resonance. Excellent coupling was achieved for a
coupling distance of −1.07 mm. Within experimental uncer-
tainties the measured return loss of −35 dB represents critical
coupling and is plotted in Fig. 78.3. Excellent agreement with
predicted values of the coupling coefficient is observed.
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The measured complex reflectivity of the modulator was
also analyzed to evaluate the resonance frequency and Q
factor. The measured resonance frequency at critical coupling
is 10.412 GHz, which is 1.7% lower than predicted from the
Micro-Stripes simulations. This discrepancy is attributed to
three factors: First, the cutoff-waveguide cross section at the
end of the crystal opposite the input waveguide was enlarged
slightly to simplify alignment of the modulator in the SSD
system, which would increase the effective length of the
resonator and reduce the resonance frequency. Second, crystal
fabricating tolerances resulted in slightly larger width and
length dimensions that also increase the effective resonator
length. Lastly, the actual dielectric tensor values for the LiNbO3
crystal may differ from the literature values15 used in the
simulations. The measured Q factor plotted in Fig. 78.5(b)
agrees well with the predicted values.

Experimentally, double-pass operation yields 1.95-Å SSD
bandwidths with approximately 14.4 W of microwave power
delivered to the modulator. This measurement of phase-modu-
lation performance shows reasonable agreement with a simple
estimate based on microwave measurements. The microwave
energy stored in the resonator, Estored, can be calculated from
the definition of the unloaded Q factor,

Q E P0 0≡ ω stored in ,

where Pin is the power delivered to the modulator and ω0 is the
angular microwave frequency ω0 = 2πf0. The stored energy
Estored can be related easily to the electric field strength inside
the crystal, E0, by approximating the field distribution with the
mode of a TE10n resonator and spatially integrating to derive

E abL Estored = ( )ε33 0
28 ,

where ε33 is the dielectric constant, and a, b, and L are the
crystal width, height, and length, respectively. These expres-
sions can be combined with the expression for phase-modula-
tion depth,3

δ
π β

λmod ,=
⋅ ⋅L n r

E3
3

33
0

opt

where βL is the effective crystal length including velocity
mismatch, n3 is the index of refraction, r33 is the electro-optic
coefficient, and λopt is the optical wavelength. Using the
measured values for Q0, a, b, and L, literature values for ε33, n3,
and r33, a calculated value of βL = 0.95 to account for some

velocity mismatch tolerance, a phase-modulation depth of
1.59 is calculated. For a single pass, this corresponds to an
SSD bandwidth ∆λsingle = 1.22 Å, or a double-pass bandwidth
∆λdouble = 2.44 Å.

Additional SSD bandwidth can be achieved by increasing
the number of passes through the modulator or increasing input
power. Based on the measured performance, a double-pass
configuration would require approximately 520 W of micro-
wave drive power to generate 12 Å of phase-modulated band-
width, while an active multipass scheme with four passes
would require less than 130 W at the expense of greater
system complexity.

Conclusion
The design of an efficient, bulk phase modulator operating

at approximately 10.5 GHz, which can produce substantial
phase-modulated bandwidth with modest microwave drive
power, has been presented. The waveguide resonator design
employs an adapted form of cutoff-waveguide coupling and
velocity matching to yield a simple, high-Q microwave design
with practical clear-aperture dimensions suitable for applica-
tion in a 2-D SSD system. The design is easily scalable to other
frequencies by simply changing the electro-optic crystal di-
mensions. The measured microwave performance of the modu-
lator agrees well with performance predicted from fully
anisotropic, three-dimensional numerical simulations.
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Pulsed laser beams with two-dimensional smoothing by spec-
tral dispersion (2-D SSD), used in inertial confinement fusion
(ICF), improve the on-target uniformity on the OMEGA laser
system;1–4 however, 2-D SSD is highly susceptible to signifi-
cant amplitude modulation (AM) during its generation and
propagation.5–8 In addition to on-target uniformity, the smooth-
ness of the pulsed beam as it propagates through the long laser
amplifier chain is important because of the perennial concern
regarding laser damage. Small-scale, nonlinear self-focusing
can occur as the pulsed beam propagates through various
optical components because of the large fluences inherent in
ICF applications. Any AM, in space or time, present on the
pulsed beam may induce self-focusing and lead to damage.
OMEGA utilizes many spatial filters to help alleviate the
buildup of high spatial frequencies that tend to self-focus. In an
effort to reduce the overall AM, it is imperative that the AM
produced by the SSD driver line is at an absolute minimum.

A complete analysis of the SSD driver line requires a
model that accounts for diffraction and spatiotemporal spec-
tral effects of the many optical components that comprise the
driver during both the generation and propagation of 2-D SSD
beams. AM sources and other nonideal behavior can occur at
any point in the SSD driver line, and the impact of a particular
optical component depends on its relative location and the
parameters that describe the SSD operation. Laser beam propa-
gation codes that include SSD as part of an entire ICF laser
system modeling exist at other laboratories, for example,
Prop92 at LLNL and Miró at CEA; however, they do not
emphasize the underlying optical components in the SSD
driver line. A comprehensive understanding of the AM issue
and other nonideal behavior entails a rigorous examination of
the specific optics involved in the SSD driver line, including
the effects of multiple-layered dielectric media, crystal bire-
fringence, multiple co-propagating beams, nonlinear grating
behavior, and far-field distortion. A model must be able to
simulate the nonideal effects, predict the relative impact, and
characterize the behavior so that experimental measurements
can be used to diagnose and excise the problem.

Angular Spectrum Representation of Pulsed Laser Beams
with Two-Dimensional Smoothing by Spectral Dispersion

The code (Waasese) developed to address the AM issue in
the SSD driver line simulates many optical components, pre-
dicts the degree of AM, and characterizes the AM mechanisms
in terms of measurable signatures. Different AM sources are
measured on near-field streak camera images and exhibit
distinct spatiotemporal patterns, trends in the temporal spec-
trum, and/or AM that varies as a function of an SSD parameter.
Waasese simulations associate these distinct characteristics or
signatures to particular optic components. These signature/
component relationships are then exploited to diagnose, lo-
cate, and eliminate the AM sources when used in conjunction
with experimental measurements. Waasese has been success-
fully used to locate some AM sources and identify solutions in
the new double-pass 2-D SSD driver line scheduled for instal-
lation on OMEGA. Waasese is based on the angular spectrum
representation, which accurately models diffraction and spa-
tiotemporal spectral effects. Waasese is not limited to AM
issues and has been used to model observed far-field distortion.
Waasese’s inherent flexibility facilitates future enhancements
as other laser propagation issues arise.

Waasese models the individual optical components of the
SSD driver line using a transfer-function approach as opposed
to applying the ideal spatiotemporal dependent phase term. An
angular spectrum representation and/or a thin optic phase
transformation describes the transfer functions of the optical
components. This approach models SSD generation in a step-
wise fashion so that nonideal components, such as wave plates,
may be included at any point in the process such as in between
the preshear and dispersion gratings. This is an important issue
because the degree to which optical components contribute to
AM depends on their relative location in the SSD driver line.
For example, surface roughness of a far-field retro mirror of the
second SSD dimension will produce AM on the first but not the
second dimension because the second dimension has not been
dispersed at this point. Also, the AM induced by the crystal
birefringence of the second SSD dimension can be compen-
sated, provided that re-imaging takes place prior to the final
grating. Additional examples of the modeling capabilities of
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Waasese include nonlinear behavior of gratings, multiple sur-
face reflections from a crystal in combination with an end
mirror that produce co-propagating beams with offset spa-
tiotemporal spectra, angular-dependent phase modulation depth
that produces distorted far-field spectra, multiple-layered di-
electric coatings that model high-reflection (HR) or antireflec-
tion (AR) coatings, etalon effects that modulate the temporal
spectrum, spatial phase modulation of irregular surfaces, and
image rotation between grating pairs. Waasese is capable of
modeling arbitrary initial spatial and temporal profiles such as
Gaussian, hyperbolic tangent, square, round, and elliptical. A
postprocessor for Waasese incorporates various instructional
data-visualization techniques of the spatiotemporal intensity
and phase history of 2-D SSD pulsed beams: a spatiotemporal
cross section, a spatial cross section, a false-color instanta-
neous wavelength overlay, a time-averaged far-field view, and
a time evolution of the far-field pattern. These data-visualiza-
tion techniques provide valuable insight into various problems
that arise and their subsequent solutions.

The angular spectrum representation provides a straight-
forward analytical and numerical method to accurately ana-
lyze the generation and propagation of 2-D SSD pulsed laser
beams. The angular spectrum representation decomposes a
pulsed beam into a continuous linear sum of harmonic plane
waves that individually propagate with a unique direction and
temporal frequency through the laser system. Each harmonic
plane wave is completely described by three parameters: kx, ky,
and ω. When the resultant harmonic plane waves are summed,
a representation of a 2-D SSD pulsed laser beam is obtained
that accurately models diffraction and spatiotemporal spectral
effects. Certain optical components require a thin optic phase
transformation operation, in real space, whenever the optical
surfaces are not planar, e.g., lenses, irregular surfaces on mirror
coatings, and surface roughness of optical finishing.

In this article we first describe the angular spectrum repre-
sentation of the two main elements of the SSD operation used
in Waasese: gratings and electro-optic (EO) phase modulators.
We then apply these transfer functions to the ideal generation
of 2-D SSD, which provides a foundation of comparison for
the nonideal cases. Ideal 2-D SSD utilizes a linearized grating
equation and a pure phase-modulation operation. Analytical
expressions and Waasese demonstrate that the application of
the ideal transfer functions reduces the problem to the well-
known spatiotemporal-dependent phase term that describes
2-D SSD.1,2 We also introduce the frequency domain and real-
space data visualization capabilities of the Waasese post-

processor. Finally in a section covering nonideal 2-D SSD
generation we discuss various errors and/or nonideal effects
that include nonideal gratings, nonideal phase modulators,
crystal birefringence, Littrow mount error, image rotation,
temporal spectrum modulation, spatial spectrum modulation,
and image-plane errors.

Angular Spectrum Representation
Consider the electromagnetic field of the pulsed laser beam

that propagates along the beam axis ẑ  within a nonmagnetic,
nonconducting, source-free, linear, causal, spatially and tem-
porally homogeneous, isotropic, and spatially and temporally
locally linear dielectric medium described by a constant refrac-
tive index n ≡ µε µ ε0 0 . Let the electric field E′(r,t) of the
pulsed laser beam be defined on an image plane at z = z0:

E E0
0

′ ( ) ≡ ′( )
=

r rT
z z

t t, , , (1)

where the position vector and transverse position vector are
defined, respectively, by

r x y z≡ + +x y zˆ ˆ ˆ (2)

and

r x yT x y≡ +ˆ ˆ (3)

in the right-handed rectangular coordinate system (x,y,z) with
the corresponding unit vectors ˆ , ˆ, ˆx y z( ) . In addition, let the
pulsed laser beam possess the form of a modulated carrier of
angular frequency ωc:

E E0 0′ ( ) ≡ ( )r rT T
i tt t e c, , ,ω (4)

where E r0 T t,( )  is the spatiotemporal envelope of the pulsed
beam. The angular spectrum of the electric field at the image
plane is given by the forward, three-dimensional, spatial spa-
tiotemporal Fourier-Laplace transform (compare Ref. 9, §5.1
and Ref. 10, Chap. 4):
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The wave vector and transverse wave vector are defined,
respectively, as
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k x y z≡ + +k k kx y zˆ ˆ ˆ (6)

and

k x yT x yk k≡ +ˆ ˆ , (7)

where the transverse wave numbers or spatial frequencies kx
and ky are real-valued and the longitudinal wave number kz is
given by the principle root of the expression

k k n kz T≡ −0
2 2 2  , (8)

and k k kT x y
2 2 2≡ + . The quantity k c0 2≡ = ′π λ ω  is the vac-

uum wave number, ω′  is the angular frequency of the electro-
magnetic disturbance that is centered about the carrier ωc,

′ ≡ +ω ω ωc , (9)

and c ≡ 1 0 0µ ε  is the vacuum speed of light.

Free-space propagation of the electric field of the pulsed
laser beam along the beam axis in any source-free and homog-
enous region of dielectric is given exactly by the angular
spectrum representation (compare Ref. 9, §5.1)

E

E k r
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k

T

T
i zk i t i
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−
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∞
1

2 3 0π
ω ωω∆ d d d (10)

where ∆z ≡ z − z0. The expression given in Eq. (10) is an exact
solution to Maxwell’s equations in an isotropic, source-free
dielectric medium. Any inaccuracies associated with this
method amount to assumptions made about the field behavior
E r0 T t,( )  on the initial plane z = z0 (such as assuming scalar
fields or Fresnel-Kirchoff boundary conditions) or when ap-
proximating the integrals as summations when performing
numerical simulations. When k k nT

2
0
2 2≤ , the longitudinal

wave number kz is real-valued and the integrand of Eq. (10)
represents homogenous plane waves with spectral amplitudes
or angular spectra ˜ ,E k0 T ω( )  whose phase fronts propagate in
the direction given by the wave vector k x y z≡ + +k k kx y zˆ ˆ ˆ .
Thus, the angular spectrum representation decomposes an
arbitrary pulsed laser beam into a continuous sum of homoge-
neous plane waves that propagate in a unique direction and

with an angular frequency ω′ . The expression in Eq. (10)
represents the general case of vectors and is certainly valid for
each individual vector component; therefore it is applicable to
the scalar diffraction problems presented in this article.

A useful measure that marks the boundary between the near
field and far field for diffraction problems is the Rayleigh
range given by (Ref. 11, p. 714)

z
A

c
R ≡

λ
, (11)

where A is the area of the beam (see Table 78.II for typical
numbers on OMEGA). Another useful parameter is the Fresnel
number given by

N
a

zc
≡

2

λ ∆
, (12)

which measures the number of Fresnel zones contained within
an aperture of width or diameter 2a. For full-aperture illumina-
tion, the Fresnel number will determine the number of strong
ripples apparent in the near-field diffraction pattern. However,
a beam with a supergaussian profile or other rounded square
shapes such as a hyperbolic-tangent will not exhibit these
strong ripples (Ref. 11, p. 739). For this reason, the simulations
presented here utilize these shapes to reduce the edge diffrac-
tion ripples in order to emphasize other diffraction effects.
Waasese is based on the angular spectrum representation and
is therefore inherently capable of modeling any beam shape or
temporal profile.

Elements of the SSD Operation
The two basic elements of the SSD operation in terms of the

angular spectrum representation—gratings and EO phase
modulators—are presented as transfer functions in both real
and frequency space to describe the complex 2-D SSD system
as a set of interchangeable operations. This method also
develops a sense of the resultant frequency-domain effects of
each operation and its relation to the real space.

1. The Grating Equation
The grating equation relates an incident harmonic plane

wave to a transmitted (or reflected) harmonic plane wave that
is given by12

sin sin  ,θ θ λ
i t m

d
( ) + ( ) = − (13)
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where θi and θt are the incident and transmitted angles relative
to the grating normal, m is the order of the grating, d is the
groove spacing, λ ≡ 2πc/ω′  is the wavelength, and ω′  ≡ ωc +
ω is the angular frequency that is centered about the carrier ωc.
The gratings in the SSD driver lines at LLE are used in
transmission mode with an order m = −1 (see Fig. 78.6).
Solving Eq. (13) for θt with an order m = −1 yields

θ λ θt id
= − ( )





−sin sin .1 (14)

Taking the derivative of Eq. (14) with respect to λ yields the
grating dispersion

d

d

θ
λ λ θ

t

id
d

=

− − ( )





1

1
2

sin

 . (15)

For the SSD laser systems at LLE, the gratings are typically
in a Littrow mount, which is defined to be when the angles of
the incident and transmitted plane waves are equal for a
particular design wavelength, i.e., θLitt ≡ θi = θt. Under this
condition, an incident pulsed beam will retain its incident beam
diameter and is described by

sin  ,θ λ
Litt( ) = c

d2
(16)

where λ π ωc cc= 2  is the central or design wavelength. Typi-
cally, the design parameters for a grating are the central
wavelength λc and a desired amount of dispersion d dθ λt
while assuming a Littrow mount, which then determines the
grating groove spacing d by substituting Eq. (16) into Eq. (15).
Once a grating design is realized, an operating point has been
determined on the d dθ λt  curve, which can be seen in the
example illustrated in Fig. 78.7. When the bandwidth ∆λ that
is induced by the SSD system is small enough, then the slope

Figure 78.6
The coordinate systems for the incident and transmitted pulsed beams that
traverse a grating in transmission mode of order m = −1. Notice that the beam
axis (z) remains unaltered as a result of the grating operation; indicating the
rotation from the incident to the transmitted coordinate system as the beam
axis follows the course of the real beam.

Table 78.II: The Rayleigh range ∆zR, the color-separation distance ∆zcrit, and their ratio  for various
beam diameters and two values of applied bandwidth for a dispersion of  = 197 µrad/Å and
grating beam diameter Dgrating = 44 mm.

Diameter (cm)

0.11 0.22 0.55 1.938 4.4 8.488 14.63 19.52 27.33

∆zR (m) 0.902 3.608 22.55 280 1443 5371 15956 28405 55683

∆zcrit (m), 1.5 Å 0.186 0.745 4.653 57.77 297.8 1108.2 3292.4 5861.1 11489

0.206 0.206 0.206 0.206 0.206 0.206 0.206 0.206 0.206

∆zcrit (m), 3.0 Å 0.093 0.372 2.327 28.89 148.9 554.12 1646.2 2930.6 5744.7

0.103 0.103 0.103 0.103 0.103 0.103 0.103 0.103 0.103

∆ ∆z zcrit R
d dθ λt

∆ ∆z zcrit R

∆ ∆z zcrit R

t

kt

ki

yi

z

yt

z

TC4941

Incident
coordinate
system

Transmitted
coordinate

system

Grating

θ

iθ



ANGULAR SPECTRUM REPRESENTATION OF PULSED LASER BEAMS

66 LLE Review, Volume 78

Figure 78.7
The design points on (a) the grating equation θ t  and (b) the grating dispersion
equation d dθ λt  for λc = 1053 nm, θLitt = 46°, and d = 0.732 µm/groove.

d dθ λt  is nearly constant over that bandwidth; however, since
Eq. (15) is inherently nonlinear, beam distortion becomes more
significant as the bandwidth increases.

Consider an incident modulated pulsed laser beam with an
angular carrier frequency of ωc, pulse duration τ, and diameter
D impinging upon a grating that disperses along the ŷ  direc-
tion. Define the incident beam axis (z) to make an angle Θi with
regard to the grating normal in the y-z plane. Then define a
transmitted-beam axis that makes an angle Θt with regard to
the grating normal. (This situation is illustrated in Fig. 78.6.)
By decomposing the incident pulsed laser beam into its angular
spectrum, the grating equation (14) may be used to accurately
describe the action of the grating in the spatiotemporal fre-
quency space. The grating acts as an angular transformation
operation that redirects or maps each incident plane wave
(completely described by the parameters kx, ky, and ω) onto the
transmitted-beam axis. Notice that the image plane will be
rotated onto the transmitted-beam axis as indicated in

Fig. 78.6. Only the wave number in the ŷ  direction is altered
during this transformation, and, in general, the new transverse
wave number is a function of both the transverse wave number
and the angular frequency, i.e., k ky yg

,ω( ) . The transformation
operation k ky yg

,ω( )  is referred to as the grating angular
dispersion, which acts along the ŷ  direction as denoted by the
subscript y. The grating angular dispersion may be expressed
as [compare Eq. (14)]
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where k0 ≡ ω′ /c, λ ≡ 2πc/ω′ , and ω′  ≡ ωc + ω. The electric field
of the transmitted pulsed laser beam is expressed, in general,
by

E t E e e k kg T g T
i i

x yT Tr k k r, ˜ ,( ) =
( )

( ) ⋅⌠
⌡
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∞
1

2 3π
ω ωω t d d d (18)

with the associated distorted angular spectrum given by

˜ , ˜ , , .E E k kg T x yg
k ω ω( ) = 



0 (19)

The action of the grating may be interpreted as a nonlinear
mapping of the angular spectrum onto a new spectral grid,
which is nonuniform in general. Consequently, in general,
Eq. (18) is not suitable for fast Fourier transform (FFT)
algorithms, and a proper treatment requires a slow Fourier
transform operation to regrid the data. Under certain approxi-
mations, however, Eq. (18) is suitable for FFT algorithms,
which are then used to regrid the angular spectrum back onto
the original grid: first, assuming that the angular dispersion is
a linear function of the transverse wave number ky and, second,
assuming an additional linear dependence of the temporal
frequency ω. Waasese can be configured to run in any of these
three modes to calculate the grating effects where a tradeoff
of speed versus accuracy must be made.

The first assumption may be expressed as a first-order
Taylor series expansion about the transverse wave number ky:

k k k k k
k

k ky y y y
k
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y

y y
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The partial derivative in Eq. (20) is given by
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If the grating is in the Littrow mount and is tuned to the center
frequency ωc, then evaluating the partial derivative at ky = 0
yields
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and while assuming that ω′  ≅  ωc,
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Substituting Eqs. (22) and (23) into Eq. (20) gives

k k k ky y y yg g
, ˆ  ,ω( ) = + (24)

where ˆ ,k ky yg g
ω ω( ) ≡ ( )0 . A change of variables defined by

Eq. (24) yields [compare Eq. (18)]
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Since k̂yg
 is only a function of the temporal angular frequency

ω, the inverse 2-D spatial Fourier transform operation yields
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The distorted angular spectrum is then given by
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The utility of Eq. (28) lies in the ability to regrid the angu-
lar spectrum using conventional FFT algorithms. Waasese
applies three operations to the initial angular spectrum
˜ ,E0 kT ω( )  to regrid the distorted angular spectrum ˜ ,Eg Tk ω( )

onto the original numerical grid: inverse spatially transform
the ky dimension, apply the distortion term

e ik yyg− ( )ˆ
,ω

and, finally, forward spatially transform the y dimension.

The second assumption may be expressed as a bivariate,
first-order Taylor series expansion:
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where ω′  ≡ ωc + ω. The partial derivative with regard to ω in
Eq. (29) is given by
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If the grating is in a Littrow mount tuned to the center fre-
quency ωc, then
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Equation (29) can then be written as

k k ky y y gg
,ω ξ ω( ) = + (34)

and is known as the linearized grating angular dispersion,
where Eq. (15) has been used in the definition
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The transmitted pulsed laser beam then becomes a temporally
skewed or sheared version of the incident pulsed beam:
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where a temporal delay is imposed across the beam by an
amount defined by

τ ξD gD= . (36)

The angular spectrum is also sheared and is given by

˜ , ˜ , , .E E k kg T x y gk ω ξ ω ω( ) = +( )0 (37)

During numerical simulations, Waasese regrids the initial
angular spectrum ˜ ,E0 kT ω( )  using the technique described in
association with Eq. (28).

2. The EO Phase Modulator
A strong microwave or radio frequency (RF) field inside a

cavity resonator can modulate the optical refractive index of a
nonlinear crystal such as lithium niobate (LiNbO3).13 The
ideal EO phase modulator operates only in the time domain by
applying the sinusoidal time-varying phase function

ei tδ ωM Msin( )  to the optical electric field as

E t E t eT T
i t

M
M Mr r, , ,sin( ) = ( ) ( )

0
δ ω (38)

where δM is the modulation depth and υ ω πM M≡ 2  is the RF
modulation frequency. This modulation scheme is referred to
as pure-tone phase modulation that is a specific type of a
general class known as exponential or angle modulation and is
inherently a nonlinear process. In general, the bandwidth ap-
plied by phase modulation has infinite extent, and discarding
any portion will result in distortion and a degradation of signal
fidelity, e.g., AM. Practically, the significant bandwidth ap-
plied by phase modulation is concentrated in a finite spectral
region, which is a function of the modulation depth δM. The
question then becomes How much bandwidth is required to
retain adequate signal integrity? (See Carlson Ref. 14, pp. 239–
245 for an in-depth discussion.)
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The applied bandwidth is estimated by Carson’s rule:

∆ ∆υ ω
π

δ υ= ≈ +( )
2

2 1M M , (39)

which appropriately goes to the limiting cases.
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2 1

2 1
M M M

M M
 ; (40)

however, Carson’s rule underestimates the bandwidth for the
range 2 < δM < 10. The bandwidth is more accurately estimated
by

∆υ δ υ≈ +( )2 2M M (41)

for modulation depths δM > 2. The applied bandwidth may also
be expressed in terms of the wavelength as
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where any estimate for ∆υ can be applied. Typically, the
estimate for the bandwidth given by 2δMυM is quoted in the
literature on SSD applications (even for modulation depths δM
< 10). This convention will be followed in this article for
consistency not accuracy.

Equation (38) can be written as an equivalent series expan-
sion given by (compare Ref. 14, p. 228)

E t E t J eT T l
il t

l
M M Mr r, , .( ) = ( ) ( )

=−∞

∞

∑0 δ ω (43)

The spatiotemporal Fourier-Laplace transform of Eq. (43)
yields the replicated angular spectrum

˜ , ˜ ,  .E k E k J lT T l
l

M M Mω ω δ δ ω ω( ) = ( ) ( ) −( )∗
=−∞

∞

∑0 (44)

The original angular spectrum ˜ ,E kT ω( )  is replicated with a
spacing of ωM and amplitudes determined by the Bessel
functions of the first kind Jl δ M( )  by virtue of the convolution
process denoted in Eq. (44) by the symbol *. If the original
bandwidth is not small compared to the modulation frequency,
some overlap will exist from one band to the next. As long as

the overlap is small, which is generally the case for well-
defined systems, the spectral peaks will be well defined. Even
if overlap does occur, it does not affect the validity of the linear
superposition implied by Eq. (44). Figure 78.8(a) illustrates a
spectrum obtained for a 1-ns pulse using the parameters δM
= 6.15 and νM = 3.3 GHz.

Like any form of exponential modulation, pure-tone phase
modulation possesses the unique property of constant ampli-
tude. Maintaining a constant amplitude with a sinusoidal phase
variation is best understood using a phasor interpretation
where phasors for the carrier plus every sideband are vector-
summed in phasor space as illustrated in Fig. 78.9. The result-
ant phasor sinusoidally sweeps back and forth (by an amount
determined by the modulation depth δM) in phasor space while
maintaining constant amplitude. All of the odd-order side-
band pairs are in phase quadrature (due to the fact that
the components of an odd-order pair have equal magnitude
with opposite sign, i.e., J Jl

l− ( ) = −( ) ( )1 1δ δM M  [see Ref. 15,
p. 258, Eq. (9.1.5)], and all of the even-order sideband pairs

Figure 78.8
The temporal spectrum for (a) a pure-tone and (b) a two-tone phase-modu-
lated optical pulse. The pulse duration is τ = 1 ns and the parameters are δM1

= 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, δM2 = 13.5, νM2 = 3.0 GHz, and ∆λM2

= 3.0 Å.
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discussion). The constant amplitude inherent in phase modula-
tion relies on the delicate balance of the amplitudes and phases
of its spectral components. Any deviation in this balance
results in distortion that can exhibit itself as AM.

Ideal 2-D SSD Generation
Here we describe the step-by-step process that Waasese

uses to generate 2-D SSD. Ideal 2-D SSD is produced when the
transfer functions given by Eqs. (37) and (44) are used. An-
alytical expressions are also developed and are shown to be
equivalent to a generalization of Ref. 3, which includes beam
shape. Ideal 2-D SSD is generated by a series of two ideal 1-D
SSD operations performed on the two orthogonal transverse
spatial directions of a seed-pulsed laser beam. Each 1-D SSD
operation consists of an EO phase modulator sandwiched
between a grating pair, such that an image plane exists at each
grating plane. The angular spectrum representation of the
grating and EO modulator, developed in the previous section,
is drawn upon to illustrate the frequency-domain effects and
how they relate to real space.

1. 1-D SSD Operation
Since each of the gratings is assumed to be at an image

plane, this implies that some kind of image-relaying system
must be in place. For practical SSD systems, these are afocal
image relay telescopes with slow lenses that do not contribute
significant aberrations. Figure 78.10 depicts the 1-D SSD

are collinear with regard to the carrier. The odd-order pairs
contribute to the desired sinusoidal phase modulation plus
unwanted amplitude modulation. The even-order pairs com-
pensate for the unwanted amplitude modulation imposed by
the odd-order pairs (see pp. 230–233 of Ref. 14 for a complete

Figure 78.10
A schematic representation of the 1-D SSD operation showing the two important functions: gratings and EO phase modulator. In addition, the image planes
are indicated along with the function names and a rough sketch of the field shape, in both real and frequency space, after each operation.

Figure 78.9
Phasor diagram of pure-tone phase modulation that depicts the phasor pairs
for a small modulation depth. The diagram depicts how the even-order pairs
compensate for the unwanted amplitude modulation imparted by the odd-
order pairs. (Adapted from Ref. 14, p. 232, Fig. 6.7.)

TC4943

Magnitude = 1

J0 (  M)δ

J1 (  M)δ

{–  y,   } {+  y,   }ωξ

A (y,t)

A (ky,   )

G1 G2

TC4944

~

AG2  (y,t)

AG2  (ky,   )

AG1 (y,t)

AG1 (ky,   )

~~ ~~

~~ ~~

M1

EO
mod
#1

AM1 (y,t)

AM1 (ky,   )
~ ~ ~

ky

ω

ky

ω

ky

ω

ky

ω

B
G

R B G R
B

G R B G R
y

t

y

t

y

t

y

t

ω ω ω ω

ωξ



ANGULAR SPECTRUM REPRESENTATION OF PULSED LASER BEAMS

LLE Review, Volume 78 71

operation with the three major components, including the field
names at certain locations. If the bandwidth ∆λ (typically 1 Å
< ∆λ < 12 Å) introduced by the SSD system is small relative to
the operating wavelength λc (for OMEGA the IR wavelength
is 1053 nm), then the linearized grating angular dispersion
Eq. (34) is an adequate representation of the grating and serves
this section by demonstrating the ideal or desired response of
an SSD system.

Consider a seed-modulated pulsed laser beam with an
angular carrier frequency of ωc, pulse duration τ, and diam-
eters Dy and Dx. The electric field is defined on an image plane
as E0 rT t,( )  with the associated angular spectrum ˜ ,E0 kT ω( )
and is image relayed onto the input of grating G1. Let the
first grating G1 preshear the pulsed beam with a linearized
angular dispersion of −ξy along the ŷ  direction. Consequently,
the sheared field after the grating G1 is given by [compare
Eq. (35)]

E t E t yT T yG1 0r r, , ,( ) = +( )ξ (45)

where a temporal delay is imposed across the field by an
amount given by τ ξD y yy

D= . The angular spectrum is also
sheared and is given by [compare Eq. (37)]

˜ , ˜ , , ,E E k kT x y yG1 0k ω ξ ω ω( ) = −( ) (46)

where the angular spectrum has been distorted only in the
direction parallel to the ky axis by the quantity ξyω. A repre-
sentation of the sheared field and angular spectrum is illus-
trated in Fig. 78.10. Let the EO phase modulator have a
modulation depth of δM1 and a RF modulation frequency of
υ ω πM M1 1 2= . By combining the results from Eqs. (43) and
(45), the electric field becomes

E t E t e

E t J e

T T
i t

T l
il t

l

M G

G M

M M

M

1 1

1 1

1 1

1

r r

r

, ,

,

sin( ) = ( )

= ( ) ( )

( )

=−∞

∞

∑

δ ω

ωδ (47)

and the replicated-sheared angular spectrum is given by

˜ , ˜ , .E E J lT T l
l

M G M M1 1 1 1k kω ω δ δ ω ω( ) = ( ) ( ) −( )∗
=−∞

∞

∑ (48)

A representation of the phase-modulated sheared field and
angular spectrum is illustrated in Fig. 78.10. The second

grating G2 now acts to disperse the increased bandwidth and
remove the preshear from the first grating G1. Let the linear-
ized angular dispersion be of equal magnitude and in the same
direction as the first grating but with opposite sign, i.e., +ξy
(this is realized through the image flip of an odd number of
image relays), so that the electric field becomes

E t E t yT T yG M2 1r r, , ,( ) = −( )ξ (49)

and the unsheared angular spectrum is given by

˜ , ˜ , , .E E k kT x y yG M2 1k ω ξ ω ω( ) = +( ) (50)

After substituting the results of Eqs. (45)–(47)
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The angular spectrum of the 1-D SSD operation is then given
by the spatiotemporal Fourier-Laplace transform of Eq. (51):

˜ , ˜ ,
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E E

J k k l l
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l x y y
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M M M
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1 1 1

k kω ω
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( ) = ( )

( ) − +( )∗
=−∞

∞

∑ (52)

where it is important to notice that exact replicas of the
original spectrum, modified only by the amplitude of the
Bessel functions of the first kind Jl δM1( ) , are centered on a
regularly spaced line or comb of delta functions described by
the summation operation. The comb of delta functions lies
along the line ky = ξyω on the ky − ω plane of the 3-D
spatiotemporal spectrum and are spaced by ξyωM1 on the ky
axis and ωM1 on the ω axis. A representation of the final field
and angular spectrum is illustrated in Fig. 78.10. Each replica
of the original angular spectrum in Eq. (52) can be interpreted
as an individual colored-pulsed beam with an associated wave-
length or color λ ≡ 2πc/ω′ , where ω′  = ωc + lωM1, whose phase
front advances in the direction k x y z≡ + −( ) +k k l kx y y zˆ ˆ ˆξ ωM1 .
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It is important to notice that, for propagation distances ∆z
<< zR (such that minimal edge diffraction takes place for
rounded square beams), the individual colored-pulsed beams
retain their shape and continue to propagate along the beam
axis and only the phase fronts break across the beam in a
different direction. The individual colored beams will eventu-
ally separate since the energy flows along the direction k. The
distance that colored-pulsed beam shifts in the transverse
direction is given approximately by

∆ ∆ ∆y zl l= ( )tan ,θ (53)

where

∆ ∆θ ξ
λ

λl g
c

l
c D

D
= grating ,

(54)

∆λ λ νl c c l≅ ( )2
1M  is the spectral offset of a particular color,

and Dgrating is the beam diameter at the grating. The critical
propagation distance for color separation is defined as when
the outermost colored-pulsed beam has shifted by one beam
diameter, i.e., ∆y = Dy, and is approximated by

∆
∆ ∆ ∆

z
D D

c

D

D
y y

g

c y
crit

grating
=

( )
≅ =

tan
 ,

θ θ ξ
λ

λ
2 2

(55)

Figure 78.11
Spatiotemporal slices along (a) the y-t plane and (b) the x-t plane of a 1-D SSD pulsed beam with an overlay of the instantaneous wavelength ˆ ,λ rT t( )
superimposed onto the intensity profile for the system parameters δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, τ = 1 ns, Ncy

≅ 1 , τ = 1 ns, Dy = Dx = 44 mm,
and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.

where ∆λ is the applied bandwidth given by Eq. (42). The data
in Table 78.II represents ∆zR, ∆zcrit, and ∆ ∆z zcrit R  for vari-
ous OMEGA beam diameters for the system parameters:
d dθ λ ωt =0  = 197 µrad/Å, ∆λM1 = 1.5 Å, 3.0 Å, and Dgrating
= 44 mm.

The electric field of a pulsed beam is a complex three-
dimensional object whose intensity distribution, in space, is
suitably described as a brick of light that moves along the
propagation axis at the group velocity of the pulse. At one
position of the propagation axis, the intensity of the brick of
light is distributed about the transverse spatial dimensions as
described by the beam profile and in time as described by the
pulse shape. Taking different kinds of cross sections or slices
of the brick of light is a way to visualize the multidimen-
sioned data. A spatiotemporal cross section illustrates the
intensity history of the pulsed beam. As an example, a spa-
tiotemporal slice of a 1-D SSD pulsed laser beam is shown in
Fig. 78.11 for two orthogonal directions with the system
parameters δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, τ = 1 ns,
Dy = Dx = 44 mm, and where stepped hyperbolic-tangent
profiles were used in the spatial and temporal dimensions. In
addition a false-color representation of the instantaneous wave-
length is defined by
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ˆ ,
ˆ

 ,λ

λ
ν

rT

c

t
c

c( )≡
−

(56)

where the instantaneous frequency is given by

ν̂
π

ϕ≡ ∂
∂

1

2 t
(57)

and ϕ is the instantaneous phase of the field of the form

e ei y t i tcϕ ω,( ) . The instantaneous wavelength is shown mapped
onto the 3-D intensity surface, in effect, displaying the phase
information of the electric field as a fourth dimension of data.
The resultant dispersed spectrum of the 1-D SSD operation is
displayed across the beam as one cycle of instantaneous
wavelength or color, i.e., every color is displayed twice as the
RF phase modulation cycles through 2π radians. In general,
the fraction of RF phase-modulation cycles completed during
the temporal shear τ ξD y yy

D= , imposed by the first grating
G1, and displayed across the beam as a result of the second
grating G2, is determined by the number of color cycles
(compare to Ref. 1):

Nc Dy y
≡ τ ν M1 . (58)

The instantaneous wavelength (or color) is not to be confused
with the discrete colored-pulsed beams mentioned in the pre-
vious paragraph; the instantaneous wavelength is a continuous
function defined in the temporal domain, whereas the other
forms a discrete set defined in the temporal frequency domain.
The bandwidth of the instantaneous frequency is given by

∆ ˆ .ν δ ν≡ 2 1 1M M (59)

Notice that no approximation is made here as compared to the
frequency-domain bandwidth described by Eqs. (39) and (41),
and that it equals the bandwidth in the limit of large modulation
depths given by Eq. (40). This fact illustrates the important

Figure 78.12
A schematic representation of the 2-D SSD operation, which exhibits a series of two 1-D SSD operations that act on two orthogonal directions x̂  and ŷ .

difference between the instantaneous frequency and that of the
frequency domain. When used with care, however, the instan-
taneous frequency is useful in describing some optical effects
(such as etalons) since the modulation rate is slow compared to
the underlying optical carrier. Another very important differ-
ence is that ˆ ,λ rT t( ) is a smooth, continuous function, and the
frequency-space spectrum is comprised of a discrete set of
frequencies (broadened only by the finite duration of the pulse
width) as described by Eq. (44).

2. Series of Two 1-D SSD Operations
Consider, in a manner analogous to the previous subsection,

a seed-modulated pulsed laser beam with an angular carrier
frequency ωc, pulse duration τ, and diameters Dy and Dx. The
electric field is defined on an image plane as E0 rT t,( )  with the
associated angular spectrum ˜ ,E0 kT ω( )  and is image relayed
onto the input of grating G1. A diagram of the 2-D SSD system
is shown in Fig. 78.12. Let the first SSD operation be given by
Eqs. (51) and (52). Let the first grating of the second-dimen-
sion G3 operation preshear the pulsed beam with a linearized
angular dispersion of −ξx along the direction x̂ . Consequently,
the sheared field after the grating G3, in terms of the results
from the first dimension Eq. (35), is given by

E t E t xT T xG G3 2r r, ,  ,( ) = +( )ξ (60)

where a temporal delay imposed across the field is an amount
given by τ ξD x xy

D= . The sheared angular spectrum is given
by [compare Eq. (37)]

˜ , ˜ , , ,E E k kT x x yG G3 2k ω ξ ω ω( ) = −( ) (61)

where the angular spectrum has been distorted only in the
direction parallel to the kx axis by the quantity δM2. Let the
second EO phase modulator have a modulation depth of δM2
and a RF modulation frequency of υ ω πM M2 2 2= . The
electric field becomes

{–  y,  }ωξ {+  y,  }ωξ {–  x,  }ωξ x,  M2

A (y,t) AG1 AM1 AG2

y,  M1ˆ

AG3 AM2 AG4

G1 M1 G2 G3 M2 G4

EO
mod
#2

EO
mod
#1

νˆ

TC4942

ν {+  x,  }ωξ
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and the replicated-sheared angular spectrum is given by

˜ , ˜ ,

 .

E E

J m

T T

m
m

M G

M M

2 3

2 2

k kω ω

δ δ ω ω

( ) = ( )

( ) −( )∗
=−∞

∞

∑ (63)

The second grating of the second dimension G4 now acts to
disperse the increased bandwidth and removes the preshear
from the grating G3. Let the linearized angular dispersion be of
equal magnitude to the grating G3 but with opposite sign, i.e.,
+ξx, so that the electric field becomes

E t E t xT T xG M4 2r r, ,( ) = −( )ξ (64)

and the unsheared angular spectrum is given by

˜ , ˜ , ,  .E E k kT x x yG M4 2k ω ξ ω ω( ) = +( ) (65)

After substituting the results of Eqs. (52), (55), (57), and (60),
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2 (66)

Equation (66) represents a generalization of Ref. 3, which
includes beam shape. The angular spectrum of the 2-D SSD

operation is then given by the spatiotemporal Fourier-Laplace
transform of Eq. (66):

˜ , ˜ ,

, ,

, ,

˜ ,

E E

J k k l l

J k m k m

E J J
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l x y y
l

m x x y
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M M M

M M M

M M

4 0

1 1 1

2 2 2

0 1 2
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l

x x y yk m k l l mδ ξ ω ξ ω ω ω ωM M M M2 1 1 2, , , (67)

where it is important to notice that exact replicas of the original
spectrum, modified only by the amplitudes of the Bessel
functions of the first kind Jl δM1( )  and Jm δM2( ) , are centered
on a regularly spaced grid or field of delta functions formed by
the innermost convolution operation. The field of delta func-
tions lies on the plane k kx x y yξ ξ ω+ =  in the 3-D spa-
tiotemporal spectrum and are spaced by ξyωM1 in the direction
of the ky axis, by ξxωM2 in the direction of the kx axis, and by
linear combinations of both ωM1 and ωM2 in the direction of
the ω axis. Notice that there exist sum and difference frequen-
cies, which is characteristic of two-tone phase modulation (see
Ref. 14, pp. 233–234). An example of a two-tone phase-
modulated temporal spectrum is illustrated in Fig. 78.8(b) for
the parameters δM1 = 6.15, νM1 = 3.3 GHz, δM2 = 13.5, and
νM2 = 3.0 GHz.

Spatiotemporal cross sections of a 2-D SSD pulsed laser
beam with the instantaneous wavelength overlay is shown in
Fig. 78.13 for two orthogonal directions for the system param-
eters δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, δM2 = 13.5,
and νM2 = 3.0 GHz, ∆λM2 = 3.0 Å, τ = 1 ns, Dy = Dx = 44 mm,
and where hyperbolic-tangent profiles were used in the spatial
and temporal dimensions. At any particular moment in time,
the resultant dispersed spectrum from the first dimension of
the 2-D SSD operation is seen displayed across the beam as a
smaller window of color (relative to the overall bandwidth).
As time progresses, the window of color is swept across the
total bandwidth. The number of color cycles of the second SSD
dimension is given by

Nc D Mx x
≡ τ ν 2 , (68)
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Figure 78.13
Spatiotemporal slices along (a) the y-t plane and (b) the x-t plane of a 2-D SSD pulsed beam. with an overlay of the instantaneous wavelength ˆ ,λ rT t( )
superimposed onto the intensity profile for the system parameters: δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, Ncy

≅ 1 , δM2 = 13.5, and νM2 = 3.0 GHz, ∆λM2

= 3.0 Å, Ncx
≅ 0 9. , τ = 1 ns, Dy = Dx = 44 mm, and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.

Figure 78.14
Spatial cross sections of a 2-D SSD pulsed beam with an overlay of the instantaneous wavelength ˆ ,λ rT t( )  for the system parameters: δM1 = 6.15, νM1

= 3.3 GHz, ∆λM1 = 1.5 Å, Ncy
≅ 1 , δM2 = 13.5, and νM2 = 3.0 GHz, ∆λM2 = 3.0 Å, Ncx

≅ 0 9. , τ = 1 ns, Dy = Dx = 44 mm, and where hyperbolic-tangent profiles
were used in the spatial and temporal dimensions. The images are for two instants of time: (a) t1 = 0 ps and (b) t2 = 46 ps.

where τ ξD x xx
D= . The brick of light can also be sliced in

another direction, i.e., a spatial cross section at a particular
instant of time that illustrates how the instantaneous colors
move across the beam profile as time changes. Two examples

of the 3-D intensity profile of the beam, as viewed from above,
are illustrated in Fig. 78.14 with an instantaneous wavelength
overlay. The color center is seen to move across the beam. The
number of color cycles in each direction is readily observed.
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A useful diagnostic for 2-D SSD systems is the time-
averaged, far-field intensity structure of the pulsed beam. A
far-field camera operates by propagating the 2-D SSD pulsed
beam through a lens onto its focal plane, where a CCD or
film captures the image in a time-integrated sense. This pro-
cess takes advantage of the Fourier-transforming properties
of lenses. The object is assumed to be one focal length in front
of the lens (otherwise a phase curvature is imposed across
the far field), and the image is in the focal plane of the lens (see
Ref. 16, pp. 86–87). Waasese simulates this data by taking the
time average of the expression

˜ , , .I t n c E t e x yT T
i T Tfar field d dk r k r( ) ≡ ( ) ⋅⌠

⌡
⌠
⌡

−

−∞

∞
1

2 0 0

2

ε (69)

The expression given by Eq. (64) is equivalent to the far field
in real space, at the focal plane of the lens, by making the
transformations k x fx c≡2π λff  and k y fy c≡ 2π λff , where
xff and yff are the real-space, far-field coordinates and f is
the focal length of the lens. A time-averaged plot of Eq. (69)
is illustrated in Fig. 78.15 for the same system parameters of
this section. If the expression Eq. (64) is plotted directly as a
function of time, a movie of the far field can be generated. The
underlying far-field pattern remains constant while the spec-

Figure 78.15
Simulation of the time-averaged far field of a 2-D SSD pulsed beam for the
system parameters: δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, Ncy

≅ 1 , δM2

= 13.5, and νM2 = 3.0 GHz, ∆λM2 = 3.0 Å, Ncx
≅ 0 9. , τ = 1 ns, Dy = Dx

= 44 mm, and where hyperbolic-tangent profiles were used in the spatial and
temporal dimensions.
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tral peaks change amplitude and can give the appearance of
movement when the number of color cycles is less than 1
(provided there are no other smoothing mechanisms).

Nonideal Effects
In realistic SSD driver lines, a variety of mechanisms

complicate the ideal situation described in the previous sec-
tion. Some mechanisms simply distort the pulsed beam and
others lead to AM. For example, if the preshear and dispersion
grating are misaligned, the dispersion grating will not com-
pletely remove the distortion placed on the beam by the
preshear grating. The result is a slight increase to the rise time
of the pulse as well as a distorted far-field pattern in the rough
shape of a rhombus. If the EO phase modulator has an angular-
dependent modulation depth, the bandwidth imposed by the
modulator will depend on the incident angle of the incident
harmonic plane waves. This effect in combination with a
grating misalignment explains the observed distorted far-field
images (see Fig. 78.16); however, these two effects do not
induce AM.

1. PM-to-AM Conversion Mechanisms
A variety of mechanisms destroy the ideal situation de-

scribed in the previous section by producing AM. In general,
they are referred to as PM-to-AM conversion mechanisms
since any disruption to the spectral components of perfect
phase modulation results in amplitude modulation. These
mechanisms fall basically into two main categories that refer
to the manner in which the spectral components can be altered:
phase and amplitude effects. If the relative phases or the
amplitudes of the spectral components are altered (with the
exception to a linear phase variation), the phasor components
will not add properly, resulting in AM. Waasese is well suited
to analyze all of these effects in the spatiotemporal domain
since it is based on the angular spectrum representation.

PM-to-AM conversion mechanisms further divide into tem-
poral or spatial domain effects. Temporal domain effects
directly control the phase or amplitudes by spectral filtering
through devices such as etalons and amplifiers with nonconstant
bandwidth. The transmissivity of etalons varies as a function of
wavelength, which modulates the spectral amplitudes of a PM
pulse. A similar and stronger effect is produced when a first-
order ghost image co-propagates at a slight angle to the main
beam, which has made one round-trip in a cavity. A streak
camera measurement of this effect along with a simulation is
shown in Fig. 78.17. Spatial domain effects indirectly control
the spectral phase or amplitudes since, as a result of the
gratings, the temporal spectrum has been coupled with the
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Figure 78.16
(a) A measured distorted far-field image of the double-pass 2-D SSD system and (b) a simulation of the time-averaged far field with an angular-dependent
modulation depth and a G3 and G4 misalignment for the system parameters: δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, Ncy

≅ 1 , δM2 = 13.5, and νM2

= 3.0 GHz, ∆λM2 = 3.0 Å, Ncx
≅ 0 9. , τ = 1 ns, Dy = Dx = 44 mm, and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.

Figure 78.17
(a) A measured streak camera image (showing 2.4 ns of time) resulting from a noncollinear co-propagating reflection and (b) a simulation (showing 1 ns of
time) of the interference from a first-order ghost delayed by 50 ps co-propagating at an angle of 40 µrad to the main beam. The simulation is limited to 1 ns
due to practical memory constraints; however, 1 ns is sufficient to illustrate the pattern that repeats at a rate of 1/νM.
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Figure 78.18
Modeled surface roughness on a far-field, high-reflecting dielectric mirror.

spatial spectrum, i.e., the dispersed bandwidth. Therefore,
spatial domain effects play a role only after the dispersion
gratings G2 of the first dimension and G4 of the second
dimension and include propagation and pinhole clipping.
Propagation leads to AM since each color’s phase front propa-
gates in a different direction, which imparts a different amount
of phase to each color. The AM grows unbounded in a nonlin-
ear manner as the propagation distance increases, but image
relaying has the ability to restore PM at an image plane.
Table 78.III contains some simulation results of propagation
out of the image plane for various locations on OMEGA and for
different 2-D SSD configurations. Pinhole clipping leads to
AM since, in the far field, the dispersed bandwidth is splayed
across the focal plane and, if the outermost colors are blocked
by the pinhole, AM results.

Spatial phase variations in the near field of an SSD pulsed
beam do not directly convert to AM, but the far field may be
significantly broadened. If this image is passed through an
image relay with a pinhole filter, spectral clipping can occur,
which leads to AM. On the other hand, nonlinear spatial phase
variations in the far field convert directly to AM in the near
field since the spectral components are distributed in the far
field as shown in Fig. 78.15. For example, surface roughness
of a mirror that is placed in the far field of an image relay cavity
alters the phase front of the reflected beam. Waasese simulates
the surface roughness by spectrally filtering a random-number
generator to match observed surface roughness statistics; an
example is shown in Fig. 78.18. The effect on a 1-D SSD pulsed
beam is shown in the example in Fig. 78.19. As another
example, a curved retro mirror was unknowingly placed in the
far-field retro stage of the second dimension and was sheared

to produce planar phase fronts. When planar mirrors were
substituted for the curved mirror, extremely large AM was
observed. The signature of propagation out of an image plane
was used to identify the AM source as a curved far-field mirror
since propagation also induces a curved phase on the angular
spectrum (see Fig. 78.20). Combinations of devices can also
lead to AM. For example, a Faraday rotator with a wavelength-
sensitive rotation in combination with a cavity ejection wave
plate and a polarizer will result in an effective spectral filter.

Nonideal phase-modulator effects can be included in addi-
tion to applying the ideal PM described in Eq. (43). If the
angular spectrum of the input beam is significantly broad in the
direction of the optic axis, i.e., a 1-D SSD beam entering the
second-dimension modulator, the crystal birefringence must
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Table 78.III: The AM, given as a percentage of peak-to-initial value, that results from propagation out of an image
plane for different locations on OMEGA and for different 2-D SSD configurations.

Component
Location

Beam
Diameter

(cm)

1 THz
Nc = 2,1

2.1, 10.4 Å
8.8, 10.2 GHz

Nc = 1,3.6
1.5, 3.0 Å

3.3, 12 GHz

Nc = 1, 1
LLNL
5.0 Å

17 GHz

Nc = 2, 1
LLNL
5.0 Å

17 GHz

Current
Nc = 1, 1

1.25, 1.75 Å
3.3, 3.0 GHz

Focus lens (3ω) 27.3 13.6 31.3 2.08 8.90 5.83

FCC 27.3 0.731 1.45 0.120 0.482 0.328

F spatial filter 19.5 3.06 6.23 0.496 2.01 1.36

E spatial filter 14.6 3.88 7.98 0.626 2.55 1.72

C relay 8.49 18.9 46.1 2.81 12.3 7.91
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Figure 78.19
(a) Spatiotemporal cross section and (b) lineout of a 1-D SSD pulsed beam incident on a far-field mirror with surface roughness as modeled in Fig. 78.18 that
yielded a peak-to-mean AM of 4.8%.

Figure 78.20
(a) A measured streak camera image (showing 3 ns of time) resulting from a phase curvature caused by an improperly placed retro mirror at the second SSD
dimension double-pass cavity and (b) a simulation of the same effect, resulting in 110% peak-to-mean AM. The simulation is limited to 1 ns due to practical
memory constraints; however, 1 ns is sufficient to illustrate the pattern that repeats at a rate of 1/νM.
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Figure 78.21
(a) Simulation of the propagation of a 1.1-mm beam through the second SSD dimension modulator while including crystal birefringence results in a peak-to-
mean AM of 4%; (b)  simulation of the compensating effect of a 0.56-mm adjustment to the image plane prior to the final grating at the 1.1-mm beam diameter.
The system parameters: δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, Ncy

≅ 1, δM2 = 13.5, and νM2 = 3.0 GHz, ∆λM2 = 3.0 Å, Ncx
≅ 0 9. , τ = 1 ns, Dy = Dx

= 44 mm, where hyperbolic-tangent profiles were used in the spatial and temporal dimensions, and an effective LiNbO3 crystal length of 36 mm.
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Figure 78.22
Simulation of the nonlinear grating equation effect on a 2-D SSD pulsed beam
using a double-grating set. The distortion is greatest near the edge of the beam
and results in a peak-to-mean AM of about 1%. The lineout is taken at x
= 1.5 cm and y = 0 cm. The system parameters: δM1 = 6.15, νM1 = 3.36 GHz,
∆λM1 = 1.5 Å, Ncy

≅ 1, δM2 = 3.38, νM2 = 12.06 GHz, ∆λM2 = 3.0 Å, and

Ncx
≅ 3 65. .

be taken into account. This effect is exhibited by a quadratic
phase distortion in the spatial frequency domain (in the direc-
tion corresponding to the optic axis) that results from the index
ellipsoid of uniaxial crystals (see Ref. 17, pp. 86–90). Each
harmonic plane wave produced by the first SSD dimension will
experience a different phase delay as it propagates through the
second modulator, which results in AM in the first dimension.
Before the second dimension has been dispersed by G4, an
adjustment of the image plane will correct for this AM source
because propagation induces a compensating phase curvature
on the angular spectrum (see Fig. 78.21). This is permissible
because the spread of the angular spectrum in the second
dimension is not significant before it has passed through the
dispersion grating.

One other source of PM to AM is the nonlinear mapping of
the grating. In the ideal case, Eq. (34) is used to describe this
mapping. If the more complete nonlinear mapping is used
[Eq. (17)], large enough bandwidths and color cycles will lead
to a distorted mapping onto the spatial spectrum and subse-
quently will introduce AM. Waasese simulates this effect and
shows that the distortion is greatest near the edge of the beam
as seen in Fig. 78.22.
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Conclusion
Waasese provides a flexible modeling tool for simulating

the generation and propagation of 2-D SSD pulsed laser
beams. Waasese simulates ideal and nonideal behavior of the
many optical components that comprise the SSD driver line
including their relative positions. Waasese predicts measur-
able signatures that function as diagnostic tools since they are
associated with particular optical components. The signature/
component relationships act together with experimental mea-
surements to help locate and eliminate a troublesome compo-
nent. Minimizing any AM in the driver line will ensure the
safety level and lifetime of OMEGA optics by circumventing
the effects of small-scale self-focusing. Waasese proves to be
an indispensable modeling tool for the OMEGA laser, and its
inherent flexibility will provide a means to enhance its capa-
bilities to model other laser propagation issues such as nonlin-
ear propagation, on-target uniformity, amplifier gain, scattering
losses, and pinhole clipping.
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Direct-drive inertial confinement laser fusion is accomplished
by uniformly illuminating spherical fuel-bearing targets with
high-power laser beams, ablatively driving implosions that
result in large increases in density and temperature. Current
large laser systems such as the University of Rochester’s
OMEGA laser, which is capable of both direct- and indirect-
drive implosion experiments,1,2 and the Lawrence Livermore
National Laboratory’s Nova laser,3,4 which is designed pri-
marily for indirect-drive implosions, are smaller in size and
total output energy than what is believed necessary to obtain
ignition and gain. Attaining conditions for ignition to occur
(densities of ~200 g/cm3 and temperatures of ~3 to 4 keV)
awaits the completion of the National Ignition Facility5 (NIF)
and other megajoule-class drivers currently being planned. In
addition to the high temperatures and densities, ignition re-
quires fuel areal densities (density–radius product) �0.3 g/cm2

to stop the 3.5-MeV alpha particles in order to obtain thermo-
nuclear burn propagation.6,7 To reach these conditions in
direct-drive implosions requires controlling the growth of the
Rayleigh–Taylor (RT) instability, which is seeded by
nonuniformities in the laser illumination. The RT instability
can lead to shell breakup and mixing of shell material into the
gas-fill or central voided region in the case of evacuated
targets. We are currently studying the attainment of near-
ignition-scale areal densities on OMEGA and the effects of
beam smoothing and pulse shaping thereon, by using surrogate
cryogenic targets where the shell acts as the fuel layer. These
will be followed by actual cryogenic (DD or DT) targets, when
the cryogenic target–handling facility is completed.

Previously reported direct-drive OMEGA experiments
have demonstrated the ability to achieve high relative tempera-
tures8 (kTe ~3 to 4 keV, kTi ~14 keV) attaining DT neutron
yields of >1014. Additionally, the acceleration- and decelera-
tion-phase target stability has been studied in spherical implo-
sions using thin polymer layers containing various high-Z
elements, such as Ti, Cl, and Si, with D2 fills containing a small
Ar component.9

Hollow-Shell Implosion Studies on the 60-Beam,
UV OMEGA Laser System

In the present experiments, we have studied the stagnation
phase (maximum density and temperature conditions) of the
implosions designed to attain high areal densities (�0.1 g/cm3)
using both x-ray and neutron spectroscopic techniques. The
targets consist of both deuterated and undeuterated polymer
shells with either zero-pressure (evacuated) or low-pressure
(3-atm) D2 or D3He fills. The zero-pressure- or low-pressure-
fill targets are “surrogates” for cryogenic targets since in actual
cryogenic targets the gas pressure will be at or below the triple-
point vapor pressure of D2 or DT gas (0.2 atm at 20 K).10 An
equivalent particle density is obtained for a pressure of 3 atm
at room temperature (300 K). The hydrodynamics of the
central gas-filled region of a 3-atm-filled target will therefore
be the same as an actual cryogenic target at the triple point.
Conversely, the shell of the surrogate cryogenic target is not
expected to evolve the same but will have a different in-flight
aspect ratio (mean radius/thickness) and convergence ratio
(initial radius/final radius). Also, the RT growth in a CH shell
will be larger than for a DT shell because the reduced ablation
velocity leads to a lesser ablative stabilization. Nevertheless,
high areal densities (�0.1 g/cm2), high convergence ratios
(>20), and moderately high central temperatures (�2 keV) can
be studied with a surrogate cryogenic target. The measure-
ments described in this work have revealed significant infor-
mation about the implosion of surrogate cryogenic targets and
the effects of beam smoothing and pulse shaping thereon.

Experiments
The targets used for these experiments were manufactured

by General Atomics.11 Hollow spherical shells were produced
by coating layers of deuterated plastic (CD) and then
undeuterated plastic (CH) over a depolymerizable spherical
mandrel. The coatings were accomplished by the method of
glow discharge plasma (GDP) polymerization. The CD-layer
thicknesses ranged from 5 to 10 µm, while the CH-layer
thicknesses ranged from 10 to 30 µm. Layer thicknesses were
measured to an accuracy of 0.5 µm, and the target diameter was
measured to an accuracy of 1 µm. In each case the targets were
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held in place in the target chamber using low-mass stalks
consisting of a short length of spider silk (~100 µm) that had
been previously overcoated with parylene to add mechanical
stability. The spider silks were glued to boron fibers ~20 µm in
diameter, and the parylene-overcoated stalk end was attached
to the target with UV-curable epoxy. The UV epoxy glue spots
were the largest single mass perturbation introduced by the
stalks; these spots ranged from 10 to 30 µm in diameter. Targets
were either prepared and kept evacuated (<10−3 Torr) or filled
with 3 atm of D2, H2, or an equal molar mixture of D3He gases.

Three laser-irradiation conditions were used for these ex-
periments: (1) Coherent beam illumination (no beam smooth-
ing) was used with the beams focused so as to nearly tangentially
illuminate the target at the beam edge. (2) Each beam was
modified using a distributed phase plate (DPP)12 at best focus
(diffraction minimum spot ~0.95 mm). (3) Beams with DPP’s
were smoothed using SSD13 along two axes (2-D SSD)12

with frequencies of 3.5 and 3.0 GHz and bandwidths of 1.7 and
1.2 Å (0.25-THz bandwidth). The estimated illumination uni-
formity for 60 overlapping OMEGA beams (σrms for l-modes
1 to 500) was ~15% for the coherent beam illumination, ~20%
for DPP-only illumination, and ~2.5% for the DPP+SSD
illumination. All values quoted are calculated from the ideal-
ized effect on the beam distribution and averaged over the
length of the pulse. While the distributed phase plates produce
a smooth envelope to the beam, they also introduce small-scale
laser speckle, hence the larger value of σrms for the DPP-only
illumination. Although the value of σrms for the DPP+SSD
illumination is lower than the other cases, two additional
effects not accounted for by this time-averaged quantity must
be considered: (1) Beam balance at current levels (~7% rms
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Figure 78.23
The three pulse shapes used in these experiments: (a) the 1-ns square pulse, (b) PS26, a 1:6 ratio foot-to-main pulse shape, and (c) α = 3, a 1:40 ratio pulse shape.

beam-to-beam energy variation) would produce an on-target
illumination nonuniformity of ~2.5% rms even with perfectly
smooth beams, with most of that contribution in modes 1
through 5. (2) The smoothing time of the present level of SSD
may not be fast enough to avoid imprinting laser-beam speckle
onto the target.

The three pulse shapes used in these experiments (Fig. 78.23)
were the 1-ns square pulse shape, the 1:6 ratio foot-to-main-
pulse shape (also known as PS26), and the 1:40 ratio pulse
shape known as α = 3. Examples of the actual pulse shapes are
shown along with the design shape. Good pulse-shape repeat-
ability was obtained. The purpose of varying the pulse shape in
these experiments is to investigate target performance versus
pulse shape. Ideally a gradually rising intensity, if properly
designed, will produce a final target compression greater than
a sharply rising pulse. Figures 78.24(a) and 78.24(b) show the
calculated primary neutron yield (D-D) and the fuel and shell
areal densities as a function of time for the three different pulse
shapes. All simulations (accomplished with the hydrodynam-
ics code LILAC as described in the next section) are for an
assumed total energy on target of 25 kJ, and in each case the
target was a 0.95-mm-diam, 20-µm-thick CH shell filled with
3 atm of D3He. For these conditions it is clear that the highest
yield and compression are obtained for the highest-contrast
pulse shape. This trend also holds for the evacuated targets.

The two instruments used to obtain x-ray spectra of the
implosion cores were a Kirkpatrick-Baez–type (KB) micro-
scope outfitted with a diffraction grating14 and a crystal spec-
trometer outfitted with an imaging slit.15 The KB microscope
has Ir-coated mirrors and a sensitive energy band from ~2 to
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Figure 78.24
Simulations of the (a) D-D neutron-generation rate and (b) the fuel and shell
areal densities as functions of time for the three pulse shapes. The targets were
all assumed to be 20-µm-thick CH shells, filled with 3 atm of D3He, imploded
by a total energy of 25 kJ.

Figure 78.25
Grating-dispersed KB microscope image of OMEGA shot 9130 (see
Table 78.IV): (a) the zeroth-order image with ±first-order diffracted images
of the core (indicated), and (b) the core spectrum after correction for instru-
ment response, along with 1-D (LILAC) simulations of the same.

8 keV. The absolute response of the microscope was deter-
mined both in the laboratory and in situ. Figure 78.25(a) shows
a typical grating-dispersed image of an imploded hollow-shell
target. The bright central peak is the overexposed image of the
core (zeroth-order image), while the indicated lines are dif-
fracted images of the core (±first-order images). The spectrum
of the core emission, after correction for instrument response,
is shown in Fig. 78.25(b) along with a model fit to the spectrum
(thermal bremsstrahlung with absorption). (The details of this
analysis will be described in the next section.) The crystal
spectrometer consisted of an imaging slit in front of a diffrac-
tion crystal viewing the target. Diffracted x rays were recorded
with DEF film as were the spectrally dispersed images from the

KB microscope. The emission from the implosion core was
separated from the total flux by the narrow size of the imaging
slit (~100 µm). The spectrometer was set to view a region of the
spectrum from ~4 to 6 keV containing continuum emission
from the targets. This was compared to the KB microscope–
derived spectra on certain shots. A limited number of shots
were taken with targets containing a Ti-doped layer, and in
such cases the observed jump in the spectrum at the Ti K edge
was used to infer the shell areal density.15

Primary neutron yield (D-D neutrons) was measured with
an array of cross-calibrated scintillator detectors. Secondary
neutron yield was measured with an 824 detector array of
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scintillators, each of which records the neutron arrival time to
an accuracy of ~0.5 ns, which translates into an accuracy in
energy of ~0.5 MeV. This instrument, called MEDUSA
(Multi-Element Detector Using a Scintillator Array),16 allows
for the determination of the much smaller secondary neutron
yield (D-T neutrons) due to their earlier arrival time at the
detector. Figure 78.26 shows an example spectrum from
MEDUSA on a 20-µm-thick CD/CH shell imploded with a
1-ns square pulse and coherent beam illumination. The second-
ary neutron yield is clearly seen, appearing as the broad peak
between 12 and 17 MeV. The integral of this peak is propor-
tional to the secondary yield.
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Figure 78.26
Example of the neutron spectrum emitted by a CD target as determined by
MEDUSA. The neutrons with energies from 12 to 17 MeV are from DT fusion
reactions generated by primary-fusion-product (secondary) tritons fusing
with primary deuterons.

Results
Several combinations of shell thicknesses (CD/CH and CH

only), fill gases, and pulse shapes were investigated. We
present here a representative set from which x-ray and neutron
spectral information was obtained. Table 78.IV is a sample of
the target shot conditions and experimentally measured values.
The conditions for each shot, illumination type, energy, D-D
yield, D-T yield (where measured), kTe, and ρR, along with
LILAC predictions of these quantities, are grouped by type of
pulse shape. The implosions were simulated with the one-
dimensional hydrocode LILAC, which uses tabulated equation
of state (SESAME),17 flux-limited electron transport, and
multi-group radiation transport using local thermodynamic
equilibrium (LTE) opacities,18 and inverse-bremsstrahlung-
absorption energy deposition through a ray-tracing algorithm
in the underdense plasma. A flux limiter of f = 0.06 with a

sharp cutoff was used. The primary fusion reaction products
were transported using a multi-angle straight-line method,
which also includes the production of neutrons from the
secondary D-T reactions. The detailed space-resolved x-ray
spectra generated for comparison with the observations were
calculated with a postprocessor.

As shown in previous works,14,19 the x-ray spectrum emit-
ted by an undoped polymer shell can, to a good approximation,
be represented by

I I e ex
E kT E R= − − ( )

hot hot shell
µ ρ , (1)

where Ihot is the intensity of the thermal bremsstrahlung
emission from the core region, which has a characteristic
temperature kThot. Absorption will occur in the shell as x rays
exit the core through the surrounding colder shell whose
optical depth τ µ ρ= ( )E R , where µ(E) is the energy-depen-
dent mass absorption coefficient and ρR is the areal density
(the brackets indicate an average over the shell). To a good
approximation µ is given by

µ ρ= × ( ) ( )1 9 10
13
3

2. , ,
E

g kT cm g (2)

where E is in keV and g ≤ 1. Using this approximation, a lower
limit on ρRshell can be determined by fitting the observed
spectrum to IX with the optical depth given by

τ ρ= ×1 9 103
3. ,

R

E
cold (3)

where ρRcold is the areal density of the cold shell material and,
therefore, a lower limit on the total ρRshell. Both ρRcold and
the average electron temperature kTe are determined by fitting
Eq. (1) to the observed spectrum.

The combined measurements of the primary neutron yield
from the D-D reaction and the secondary neutron yield from
the D-T reaction allow us to estimate the areal density of the
deuterium-bearing shell material ρRCD using the following:

ρR
Y

YCD
DT

DD
g cm≥ ×









 ( )−4 3 10 2 2.   , (4)

where we have used the results of Azechi, Cable, and Stapf20

scaled to CD (which has a 6:1 ratio of carbon to deuterium
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mass) and we have taken the maximum calculated ratio as a
function of temperature as the limit given above. Since the
range of the primary 1-MeV tritons may be smaller than the
total areal density of the CD layer ρRCD and since ρRCD is
less than the total ρRshell, this value again places a lower limit
on ρRshell.

Figure 78.27 shows the measurements of kTe and LILAC
predictions of these values for the voided targets imploded by
1-ns square pulses. (The values obtained from simulations are
averaged over the stagnation, as is the case for all comparisons
to measurements that follow. The simulated x-ray measure-
ments are weighted by emitted x-ray intensity, whereas the
simulated neutron measurements are values averaged over
the time of neutron emission.) The measured values of kTe
show little discernible difference for the three illumination
conditions. (Note that slightly less energy was used to implode
the targets with DPP+SSD illumination.) The thinnest-shell

targets have measured kTe values that are slightly lower than
the predicted values.

Figure 78.28 shows the measured values of ρRcold from the
x-ray spectra for 1-ns-square-pulse illumination. Here we have
included both the voided CD/CH shells and the 3-atm-filled
CH shells. The higher measured values of ρRcold for the
thicker-shell targets are evident, following the trend of the
simulations, which is expected since the implosion cores of
thicker targets reach a lower temperature. (Therefore the shell
material is less stripped and can more heavily absorb the
continuum emission from the core.) The significantly lower
values of ρRcold for the DPP-only cases are also noticeable.
This difference is largest for the 3-atm-filled CH targets
pointing to the gas–shell interface as a source of disruption to
the symmetry of the implosion. The differences between
DPP+SSD and DPP-only illumination for gas-filled targets
are further apparent when one compares their spectra

Table 78.IV:  Measured and simulated values for a representative sample of voided CD/CH target experiments. The numbered columns contain
the following: (1) pulse type, (2) beam-smoothing condition, (3) shell thickness, (4) energy on target, (5) the measured D-D neutron yield
[Yn (D-D)], (6) error of measurement of Y n (D-D), (7) the measured D-T neutron yield [Yn (D-T)], (8) error of measured Yn (D-T), (9) the CD layer
areal density ρRCD determined from Eq. (4), (10) error of ρRCD value, (11) LILAC -predicted value of Yn  (D-D), (12) YOC (D-D), the ratio of the
measured-to-predicted values of Y n (D-D), (13) LILAC -predicted value of Yn  (D-T), (14) LILAC-predicted value of ρRCD, (15) LILAC-predicted  

1 2 3 4 5 6 7 8 9 10 11 12

Shot Pulse
Type

Illumination
Condition

CD+CH
(µm)

Energy
(kJ)

Yn(D-D) Yn(D-D)
error

Yn(D-T) Yn(D-T)
error

ρR MED
(mg/cm2)

ρR MED
error

(mg/cm2)

Yn(D-D)
1-D

YOC
(D-D)

7817 1-ns sq Coherent 31.8 26.2 2.3(8) 6.7(6) 4.9(8) 0.47

9130 1-ns sq Coherent 39.4 28.4 7.4(7) 2.5(6) 1.1(8) 0.66

9266 1-ns sq Coherent 25.6 29.2 5.4(8) 7.0(6) 6.1 (9) 0.09

9267 1-ns sq Coherent 34.4 30.2 1.6(8) 3.7(6) 5.2(8) 0.31

14010 1-ns sq DPP’s only 21.2 28.0 1.4(9) 3.2(7) 4.1(6) 2.6(5) 69.0 4.8 1.7(10) 0.08

14012 1-ns sq DPP’s only 31.0 27.2 2.5(8) 1.4(7) 5.0(5) 8.6(4) 45.4 8.3 5.9(8) 0.43

11561 1-ns sq DPP’s + SSD 19.9 27.3 2.6(9) 2.0(8) 7.3(6) 3.7(5) 64.9 6.1 1.8(10) 0.15

11562 1-ns sq DPP’s + SSD 30.9 28.3 2.5(8) 6.4(7) 4.6(5) 8.3(4) 42.2 13.2 5.7(8) 0.44

11576 1-ns sq DPP’s + SSD 38.9 27.7 1.4(8) 1.6(6) 1.8(5) 5.1(4) 30.1 8.7 6.7(7) 2.03

12538 1-ns sq DPP’s + SSD 21.1 24.0 1.4(9) 5.5(7) 6.0(6) 3.3(5) 102.3 7.0 5.9(9) 0.23

12548 α = 3 DPP’s + SSD 21.1 20.6 1.7(8) 2.6(6) 7.2(4) 3.2(4) 9.7 4.4 8.6(9) 0.02

12549 α = 3 DPP’s + SSD 26.9 21.2 1.1(8) 2.0(6) 5.7(4) 2.9(4) 12.5 6.3 1.3(9) 0.08

12551 α = 3 DPP’s + SSD 30.8 21.0 4.4(7) 1.3(6) 2.8(4) 2.0(4) 15.0 10.6 3.8(8) 0.12

12562 PS26 DPP’s + SSD 21.3 19.6 7.8(7) 1.3(7) 1.1(5) 4.1(4) 34.4 13.5 1.0(10) 0.01

12563 PS26 DPP’s + SSD 26.9 19.8 6.5(7) 1.2(7) 1.4(5) 4.5(4) 50.9 18.6 3.0(9) 0.02

12567 PS26 DPP’s + SSD 30.7 20.0 7.8(7) 1.3(7) 2.9(5) 6.4(4) 85.6 24.0 1.7(9) 0.05
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Figure 78.27
The measured and simulated values of kTe versus shell thickness for the
voided CD/CH shells for all pulse shapes.

value of ρRshell averaged over the time of neutron production, (16) LILAC -predicted value of the ion temperature (kTi) averaged over the time
of neutron production, (17) the x-ray-spectrum determined electron temperature (kTe ), (18) error of (kTe ), (19) the LILAC-predicted value of
the kTe , as would be determined from the x-ray spectrum, (20) the x-ray spectrum determined cold shell density (ρRcold), (21) error of ρRcold,
(22) the LILAC -predicted value of ρRcold, (23) the inferred shell areal density (ρRshell), and (24) error of experimentally determined value of
ρRshell. [*Numbers in ( ) indicate the power of 10; i.e., 2.3(8) = 2.3 × 108].
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ρR cold
1-D
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(KB)

(mg/cm2)
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error

(mg/cm2)

1.3(6) 199 0.67 0.64 0.05 0.78 31 6 67 93 18

2.3(5) 170 0.58 0.68 0.05 0.65 61 7 74 140 16

2.6(7) 268 1.03 0.76 0.05 1.03 26 5 76 92 18

1.3(7) 196 0.68 0.71 0.05 0.72 38 6 74 100 16

9.0(7) 127.3 320 1.19 1.02 0.03 1.19 8 1 89 29 4

1.5(6) 58.6 196 0.68 0.94 0.03 0.73 22 1 69 63 3

9.7(7) 128.6 312 1.22 1.04 0.03 1.30 13 1 58 71 5

1.4(6) 59.1 201 0.68 0.74 0.04 0.73 27 3 70 78 9

1.3(5) 43.5 165 0.54 0.62 0.03 0.60 52 7 76 113 15

2.4(7) 96.2 329 1.02 1.03 0.05 1.16 16 3 38 139 22

4.3(7) 117.4 323 1.11 0.81 0.07 1.19 0 3 111 0

4.0(6) 72.9 254 0.75 0.72 0.04 0.85 16 2 91 45 6

9.3(5) 56.9 224 0.61 0.72 0.05 0.66 22 3 92 54 7

5.4(7) 123.1 346 1.25 1.30 150

1.2(7) 95.1 338 0.88 0.86 0.09 0.89 29 4 179 54 7

6.6(6) 88.2 368 0.80 0.94 0.03 0.85 42 2 209 74 4
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The measured values of ρRcold for the voided
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with 1-ns-square-pulse illumination. Cases of
all three laser-beam conditions are shown:
unsmoothed beams, DPP only, and DPP+SSD
smoothed beams. The values of ρRcold ex-
pected from LILAC simulations are also shown.

[shown for two different shell thicknesses, 20 and 25 µm, in
Figs. 78.29(a) and 78.29(b)]. The low-energy portions of the
spectra exhibit a marked difference indicative of lower com-
pression for the DPP-only cases, despite the fact that the high-
energy portions of the spectra are nearly identical. This indicates
that conditions in the highest-temperature regions of the im-
plosion (i.e., the gas-filled cores and inner edge of the shell)
were unaffected by the different conditions obtained in the
shell. Additionally, differences between the three pulse shapes
are seen in the measured values of ρRcold (Fig. 78.30). The
shaped-pulse implosions have lower measured shell areal
densities than with a square pulse (see Fig. 78.28), with the
highest-contrast-pulse-shape implosions (α = 3) having the
lowest values. All DPP-only cases are lower than the compari-
son DPP+SSD cases.

Figure 78.29
The measured and predicted core x-ray spectra from two DPP-only/DPP+SSD pairs of CH targets filled with 3 atm of D3He and imploded with 1-ns square
pulses: (a) a 20-µm-thick pair and (b) a 25-µm-thick pair. Note the agreement between KB-microscope- and crystal-spectrometer-determined spectra in (a).

The measured primary (D-D) neutron yields of the voided
CD/CH targets for all pulse shapes are shown in Fig. 78.31(a).
The ratios of the measured primary yield to the LILAC-
calculated yield (normalized yield) are shown in Fig. 78.31(b).
The primary yields obtained from implosions with 1-ns-square-
pulse illumination follow a fairly well-defined trend with the
highest yields obtained for the thinnest shells (highest calcu-
lated central temperatures and areal densities). Little differ-
ence is seen for the three uniformity conditions, indicative
of the insensitivity of the shell/void interface to the illumina-
tion conditions employed. Lower absolute yields were ob-
tained for the shaped-pulse implosions [Fig. 78.31(a)]; although,
due to current OMEGA laser operation conditions, the maxi-
mum on-target energy is less for the shaped pulses (~21 kJ).
Nevertheless, lower normalized yields were obtained for the

1019

1018

1017

1016
0 2 4 6 8 10

Sp
ec

tr
al

 f
lu

en
ce

 (
ke

V
/k

eV
)

Energy (keV)

DPP’s only
DPP + SSD

LILAC

E9436, 9437

0 2 4 6 8 10

DPP + SSD DPP’s only

LILAC

Energy (keV)

(a) (b)

Grating KB
SSD on

Grating KB
SSD off

Crystal spec



HOLLOW-SHELL IMPLOSION STUDIES ON THE 60-BEAM, UV OMEGA LASER SYSTEM

LLE Review, Volume 78 89

Figure 78.30
The measured values of ρRcold for 3-atm-filled CH targets from shots with
(a) 1-ns square, (b) PS26, and (c) α = 3 pulse illumination.

shaped pulses [Fig. 78.31(b)] with the lowest yield for the
PS26 pulse shape.

Figures 78.32(a) and 78.32(b) show the measured primary
and secondary neutron yields along with the LILAC-simulated
yields for the voided CD/CH shells imploded with the 1-ns-
pulse shape. Again the trend is to lower yields for thicker
shells, with the measured yields for thicker shells closer to the
simulated yields, indicating less disruption during implosion
for the thicker shells. As discussed previously, a lower limit on
ρRshell is determined from the simultaneous measurements of
primary (D-D) and secondary (D-T) neutron yield. Fig-

Figure 78.31
Measurements of the primary (D-D) neutron yield from voided CD/CH
shells for all three pulse shapes versus shell thickness: (a) the absolute
measured yield and (b) the normalized yield (measured/calculated).

ure 78.33 shows the values so obtained for the voided CD/CH
shells along with LILAC predictions of the measurements. The
thinner targets have both higher measured and predicted
ρRshell values, opposite to the trend seen in the x-ray measure-
ments, because of the larger range of tritons in the higher-
temperature conditions, expected and obtained, for the thinner
shells. Quite striking is the trend to lower ρRshell for the thinner
shells imploded with shaped pulses, which is lowest for the
highest-contrast pulse shape (α = 3). This again is indicative of
shell disruption for the shaped-pulse implosions (resulting in
lower apparent compression at the time of this measurement).
The trend is similar to that seen for ρRshell measurements
obtained from the x-ray spectra (Fig. 78.29). The observed
compression is less for the shaped-pulse implosions from both
sets of measurements.

The combined measurements of ρRshell from both the
x-ray spectra and the primary-to-secondary-yield ratio for the
voided targets are shown in Fig. 78.34. The dotted line and
arrows indicate the lower limit on ρRshell obtained from the
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combined measurements. The estimates of ρRshell obtained
from Ti-doped shells as reported by Yaakobi and Marshall15

are also shown (these values are lower limits as well).  Both sets
taken together indicate that ρRshell in excess of ~60 mg/cm2

has been obtained in every case. Assuming that the ionization
state of the target is properly predicted by the hydrocode
simulations, an estimate of the full ρRshell can be determined
by correcting the x-ray measurements of ρRcold by the pre-
dicted ionization fraction. Values so determined are shown in
Fig. 78.35. The estimated x-ray–averaged ρRshell ranges from
~60 to 130 mg/cm2.

Conclusions
In conclusion, we have performed experiments on hollow-

shell (CD/CH and CH only), evacuated or low-pressure-filled
(3-atm) targets with the OMEGA laser system demonstrating
compression of the shell material (surrogate-cryogenic fuel) to
areal densities of ~60 to 130 mg/cm2. The survey of various
implosion conditions (unsmoothed to smoothed beams; high-
intensity, short-pulse shapes to ramped-intensity, longer-pulse
shapes) has yielded information about the target performance
as a function of illumination (laser drive) relevant to cryo-
genic-target experiments to follow. Specifically for a 1-ns
square pulse and evacuated targets, the primary neutron yield
from the core is not greatly affected by the differences in
illumination uniformity at current levels; however, both the
illumination uniformity and the initial shell thickness affect the
final shell areal density. The thicker-shell targets compress to

Figure 78.32
Measurements of (a) primary (D-D) and (b) secondary (D-T) neutron yield
from voided CD/CH shells imploded with 1-ns square pulses from the three
beam-uniformity cases versus shell thickness. LILAC predictions of the
measurements are also shown.

Figure 78.33
The measured lower limits on ρRshell of the voided CD/CH shells from
MEDUSA measurements versus shell thickness for the various cases of pulse
shape and beam uniformity. The values expected from LILAC simulations
are shown for comparison.
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Combined upper-limit values on ρRshell of the voided CD/CH shells im-
ploded by 1-ns square pulses determined from both the x-ray and neutron
spectra. Additional measurements determined from Ti-doped targets are
shown to give consistent lower limits.
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Figure 78.35
Estimates of ρRshell for the voided CD/CH shells imploded by 1-ns square
pulses determined from the lower limits (ρRcold) given in Fig. 78.28. The
values are determined assuming the ionization fraction predicted by LILAC.

areal densities as high as the thinner shells (at least as inferred
by currently available techniques) despite the lower specific
energy applied to the target, which implies that they are less
affected by instabilities. All targets perform more poorly
(lower yield, less compression) when imploded by the longer,
shaped pulses because they have higher levels of laser imprint
and lower ablative stabilization, which leads to large growth
rates; thus, shaped-pulse implosions place more stringent
requirements on power balance and initial target and illumina-
tion uniformity. For all pulse shapes, the gas-filled targets have
the most significant increase in measured shell areal density
when SSD is turned on (compared to DPP’s only). This
demonstrates the benefit of SSD in reducing the added insta-
bilities that occur at the gas–shell interface. It is expected that
as more-uniform illumination conditions are obtained, the
thinner targets will outperform the thicker targets. This would
be evidenced in higher neutron yields and higher areal densi-
ties as measured by x-ray and neutron spectral diagnostics.
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Measurements of the charged-particle products of the fusion
reactions from an imploding inertial fusion capsule can pro-
vide a direct means of characterizing key aspects of the
implosion dynamics. Parameters such as the fusion yield, fuel
ion temperature, capsule convergence, fuel and shell areal
densities, and implosion asymmetry can be inferred by these
measurements and can complement and augment similar mea-
surements made using fusion neutrons or x-ray techniques. In
addition, such measurements provide unique information on
charging up the target and on charged-particle acceleration. In
collaboration with MIT and LLNL, LLE has developed two
charged-particle magnetic spectrometers that have been imple-
mented on OMEGA.

An initial application of these spectrometers to characterize
the compressed capsule parameters involved the compression
of capsules containing a mixture of deuterium (D2) and he-
lium-three (3He). The fusion reactions arising from such a fuel
include three primary and four secondary reactions:
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The richness of particles and energies produced by the
fusion of D3He provides the opportunity for simultaneous
measurement of several key capsule parameters. First, by
measuring the ratio of D-D protons (or neutrons) to D3He
protons, the temperature of the fuel ions at burn time can be

Simultaneous Measurements of Fuel Areal Density, Shell Areal
Density, and Fuel Temperature in D3He-Filled Imploding Capsules

inferred. Figure 78.36(a) plots the ratio of the D-D to D-3He
reaction rate as a function of ion temperature. Second, the
spectrum of the emergent fusion-produced protons will be
affected by energy loss upon escape from the capsule. The
3-MeV D-D protons, for example, have a range of approxi-
mately 40 mg/cm2, whereas the 14.7-MeV D-3He protons
have a range greater than 300 mg/cm2 [see Fig. 78.36(b)].
Measurements of the slowing down of the charged particles
therefore indicate the capsule’s total areal density at burn time.
In addition, the yield of neutron secondaries from the D-D
reaction provides an independent measure of the fuel areal
density. Thus, it is possible, in principle, to obtain simulta-
neous characterization of yield, fuel temperature, shell areal
density, and fuel areal density by measuring the spectrum of
fusion particles emerging from the implosion and burn of a
D3He–filled capsule. A series of such measurements carried
out on OMEGA with the newly implemented charged-particle
spectrometers (CPS) in conjunction with the single-hit neutron
detector array (MEDUSA) provided information on the sec-
ondary reaction product yield for these experiments.

Spectrometer Description
The charged-particle spectrometer1 consists of a 7.6-kG

permanent magnet with CR-39 track-etch detectors.2 A sche-
matic of the magnet and sample particle trajectories is shown
in Fig. 78.37. Constructed of a neodymium–iron–boron alloy
with a steel yoke, this dipole magnet weighs 160 lb and has a
long dimension of 28 cm and a 2-cm gap between pole faces.
CR-39 pieces are positioned throughout the dispersed beam,
normal to the particle directions, using the mounting structure
shown in Figs. 78.38(a) and 78.38(b), which allows greater
than 80% coverage between the proton-equivalent energies of
0.1 to 57 MeV. Accurate, and calibrated, particle trajectory
calculations determine the energy of particles arriving at each
position on the detectors. The presence of multiple particle
species is conveniently managed since, at any given detector
position, the track diameters from each species are clustered
into discrete diameter groups—the heavier particles (such as
alphas) having larger diameters than the lighter particles (such
as protons)—and thus may be easily distinguished. Identifica-
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Figure 78.36
(a) Plot of the temperature dependence of the ratio of D-D fusion reactions to D-3He reactions; (b) plot of the energy reduction as a function of areal density
of 14.7-MeV protons traversing CH at a temperature of 800 keV.
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Figure 78.37
Schematic of the spectrometer and sample particle trajectories. A 7.6-kG
pentagonal dipole magnet, 28 cm at its longest dimension, disperses protons
in the range of 0.1 to 57 MeV. A linear array of CR-39 nuclear track detectors
is placed normal to the dispersed beam. The large dynamic range of these
detectors allows measurement of particle yields from 108 to 1017.
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Figure 78.38
The mounting plate assembly that accurately positions pieces of CR-39 in
the dispersion arc of the magnet. (a) The mounting plate assembly viewed
from the perspective of the magnet. Pieces of CR-39 are positioned in each of
the finger structures; these fingers are arranged in arcs that cover the
dispersion region of the magnet. The finger at the bottom of the photo is
positioned to view the target directly. X-ray film is placed at this position to
ascertain the alignment of the spectrometer. The collimator slit is shown at the
top of the photo. (b) The loaded mounting plate assembly being lowered onto
the magnet (which is obscured) inside the vacuum chamber of CPS-1. After
every shot, the mounting plate must be removed, and the CR-39 must be
unloaded. A new, freshly loaded plate must then replace it in preparation for
the next shot.
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tion of each particle species is aided by using a track growth
prediction model, calibrated to known particles and energies.

To assess the symmetry of all measurements, two virtually
identical spectrometers are operating, one positioned inside
the OMEGA chamber, at 100 cm from the target, and the other
positioned outside, at 235 cm. The spectrometer inside the
chamber is surrounded by a polyethylene-lead shielding
structure designed to minimize the neutron noise levels on the
CR-39. Incoming particles are collimated by a slit that can be
varied from 1 to 10 mm wide, depending on the expected flux
levels, giving solid angles between 10−6 and 10−5. The mea-
surement range of the instruments covers yields of 108 to more
than 1017, while the energy resolution is better than 4% over all
energies. After every shot, the CR-39 detectors are removed
from the spectrometer and replaced by a new set. The exposed
detectors are then etched in sodium hydroxide and examined
under a microscope. A rapid, automated scanning system has
been developed that allows up to 106 tracks to be counted
per shot.

Demonstration Experiments
Polymer ablator capsules, as illustrated in Fig. 78.39, were

used to test the concept of simultaneous density and tempera-
ture measurements with D3He–filled capsules. The principal
diagnostics used for these experiments were the two charged-
particle spectrometers, MEDUSA (to measure the fuel areal

Figure 78.39
Polymer shell capsules filled with D3He were used to test the CPS.
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Figure 78.40
D-3He proton spectrum measured on shot 13799. For this shot the laser
energy was 28.3 kJ (1-ns square pulse), and the CH ablator was 18.4 µm
thick. The capsule was filled with 2.8 atm of D2 and 4.9 atm of 3He.

density via secondary reaction products3), and In activation (to
measure the DD neutron yield).

In one series of shots, capsules of CH filled with a mixture
of deuterium and 3He were irradiated with up to 28.5 kJ in
1-ns near-square-top pulses with 2-D SSD beam smoothing.
The capsule wall thickness ranged from 14.5 to 18.5 µm.
Computer simulations of these implosions were performed
using the one-dimensional hydrodynamic code LILAC,4 and
the spectra were calculated using the particle-tracking code
IRIS.5 The assumption of ideal performance (i.e., no mix, one-
dimensional performance) in these simulations indicated that
fuel ion temperatures in the range of 3.5 to 5.0 keV and capsule
convergence ratios (ratio of initial target radius to compressed
target radius) up to 28 could be achieved.

Figure 78.40 shows the measured proton spectrum obtained
on one of these experiments. Table 78.V is a summary of the
predicted and measured target parameters for this shot. The
measured spectrum generally shows a greater slowing down
for the thicker CH shells compared to thinner CH shells. This
increased slowing down is apparent in the simulation results.
The simulations, however, predict much larger areal densities,
corresponding to an increased slowing down in the target, than
are observed experimentally (Table 78.V), indicating depar-
tures from one-dimensional, unmixed implosions.
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The simulated fuel temperature in Table 78.V is well repro-
duced by the experiment. This is probably due to the fact that
higher temperatures occur earlier in the implosion history of
the target when capsule conditions are closer to one-dimen-
sional predictions. The difference between the measured and
calculated areal densities is probably due to the fact that the
areal density is predicted to increase later in the implosion. In
this later phase, the mixing of the fuel and the shell due to
hydrodynamic instabilities can cause significant departures
from one-dimensional behavior and can reduce the fusion burn
significantly. This may be the principal cause of the observed
discrepancy between simulation and experiment. More de-
tailed modeling using either mix models or multidimensional
hydrodynamic simulations is necessary to correlate the mea-
sured spectra with conditions in the target. This analysis is
presently being carried on.

In conclusion, simultaneous measurements of the fuel areal
density, shell areal density, and fuel temperature have been
carried out on OMEGA using D3He–filled imploding capsules
and the recently installed charged-particle spectrometers. The
initial experiments demonstrated the ability to carry out these
measurements at fuel ion temperatures of 3 to 6 keV, fuel areal
densities in the range of 10 to 20 mg/cm2, and shell areal
densities in the range of 40 to 60 mg/cm2. Measurements such
as these can be applied to the parameter region characteristic of
cryogenic-fuel capsules on OMEGA: total areal density of
several hundred mg/cm2 and fuel temperature of several keV.
In future experiments, we will extend such measurements to
higher fuel and shell areal densities and attempt to validate
these techniques on cryogenic-fuel targets.

Table 78.V:  Predicted and Measured Parameters—Shot 13799.

Parameter Predicted Measured/Inferred

D-D neutron yield 5.4 × 1010 2.1 × 1010

D-3He proton yield 3.1 × 109 1.3 × 109

Fuel temperature 3.6 KeV 3.9 keV

Proton downshift 4.2 MeV 1.9 MeV

Shell areal density 120 mg/cm2 60 mg/cm2

Fuel areal density 32 mg/cm2 13 to 17 mg/cm2

Convergence ratio 28 16 to 18

ACKNOWLEDGMENT
The authors acknowledge the support of the staff at the Laboratory for

Laser Energetics of the University of Rochester without whose many years of
diligent work the OMEGA laser system would not exist. This work was
supported by the U.S. Department of Energy Office of Inertial Confinement
Fusion under Cooperative Agreement No. DE-FC03-92SF19460, the Uni-
versity of Rochester, and New York State Energy Research and Development
Authority. The support of DOE does not constitute an endorsement by DOE
of the views expressed in this article.

REFERENCES

1. D. G. Hicks, C. K. Li, R. D. Petrasso, F. H. Seguin, B. E. Burke, J. P.
Knauer, S. Cremer, R. L. Kremens, M. D. Cable, and T. W. Phillips,
Rev. Sci. Instrum. 68, 589 (1997).

2. T. W. Phillips et al., Rev. Sci. Instrum. 68, 596 (1997).

3. M. D. Cable and S. P. Hatchett, J. Appl. Phys. 62, 2233 (1987), and
references therein.

4. E. Goldman, Laboratory for Laser Energetics Report No. 16, Univer-
sity of Rochester (1973).

5. S. Cremer, IRIS – a particle-tracking Monte Carlo code, 1992
(unpublished).



THE DESIGN OF OPTICAL PULSE SHAPES WITH AN APERTURE-COUPLED-STRIPLINE PULSE-SHAPING SYSTEM

LLE Review, Volume 78 97

Laser-fusion experiments require precise control of the tempo-
ral profile of optical pulses applied to targets. An optical pulse–
shaping system has been in operation on OMEGA for several
years.1 During this time the demands on the precision, flexibil-
ity, and repeatability of the optical pulse–shaping system have
steadily increased. To meet these new demands, a new pulse-
shaping system based on an aperture-coupled stripline (ACSL)
electrical-waveform generator has been developed and dis-
cussed previously.2 This new system will be implemented on
OMEGA in the next few months. In addition to its simplicity,
the new system will include significant improvements to the
modeling, performance, and diagnostics of the pulse-shaping
system to meet the challenging demands required of the sys-
tem. The shaped optical pulses produced by this system be-
come the seed pulses that are injected into the OMEGA laser
system. Details of the on-target pulse shape from the OMEGA
laser are critically related to the details of the seed-pulse shape.
This article describes the modeling of an ACSL pulse-shaping
system that is used to produce an optical seed pulse with a
specified temporal shape.

An ACSL generates temporally shaped electrical wave-
forms that are applied to electro-optic modulators to produce
shaped optical pulses. The electro-optic modulators exhibit a
finite response time to an applied voltage. This response time
has been measured and is included in the calculation of the
voltage waveform required from the ACSL to produce a
specific optical pulse shape. An ACSL is modeled as two
coupled and interacting striplines. Striplines are modeled as
transmission lines that obey a set of equations known as the
telegraph equations.3 A new approach to solving the telegraph
equations using the method of characteristics is presented here
along with a straightforward extension of this approach to
ACSL’s. The modeling presented here leads to a prescription
for determining the necessary ACSL geometry to produce a
desired on-target pulse shape on OMEGA.

The Optical Modulator Voltage Waveforms
Given the temporal profile of the optical pulse required on

target from the OMEGA laser, the temporal profile of the

The Design of Optical Pulse Shapes with an Aperture-
Coupled-Stripline Pulse-Shaping System

optical seed pulse that must be produced by the pulse-shaping
system is determined from the extensive modeling of the laser
system that has evolved over the years. As shown in Fig. 78.41,
this low-energy optical seed pulse is shaped by applying
shaped voltage waveforms to a dual-channel electro-optic
amplitude modulator synchronous with the transit through the
modulator of an optical pulse from a single-longitudinal-mode
(SLM) laser.4 If we neglect the finite response time of the
modulator, the intensity profile of an optical pulse exiting a
modulator is given by

I t I t V t V

V t V

out in( ) = ( ) ( ) +[ ]{ }

× ( ) +[ ]{ }

sin

sin ,

2
1 1

2
2 2

2

2

π φ

π φ

π

π (1)

where Iin(t) is the intensity profile of the optical pulse sent into
the modulator from the SLM laser; the two sine-squared
factors represent the transmission functions of the two modu-
lator channels with V1(t) the voltage waveform applied to
channel 1 of the modulator, V2(t) the voltage waveform applied
to channel 2 of the modulator, Vπ the half-wave voltage of the
modulator (typically less than 10 V), and φ1 and φ2 the offsets
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Figure 78.41
The aperture-coupled-stripline (ACSL) optical pulse–shaping system. The
output from an electrical square-pulse generator is temporally shaped by an
ACSL and used to drive an optical modulator. A separate electrical square-
pulse generator is used to gate the second channel of the modulator.
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set to zero by the application of a dc bias to each of the
modulator channels. The input intensity profile to the modula-
tor is assumed to be unity for our application since the short-
duration (<5 ns) voltage waveforms V1(t) and V2(t) are applied
to the modulators during the peak of the 200-ns Gaussian
optical pulse from the SLM laser.

On one channel of the modulator, a shaped electrical wave-
form from an ACSL is applied. The exact shape of the voltage
waveform required from the ACSL is determined by the shape
of the optical pulse required from the modulator and by the
response of the modulator to an applied voltage. This channel
is referred to as the shaping channel of the modulator. On the
other channel of the modulator, a square electrical waveform
is applied. This channel is intended to produce a square optical
waveform that acts as a gate to block unwanted pre- and post-
pulses from the modulator and enhances the contrast of the
output shaped optical pulse from the modulator. This channel
of the modulator is referred to as the gate channel. The optical
pulse produced by the gate channel should ideally have a fast
rise and fall time with constant amplitude over its duration. The
application of a square electrical pulse (with 45-ps rise time) to
this channel from a pulse generator (Model 10,050A from
Picosecond Pulsed Laboratories, Boulder, CO) produces the
optical pulse shape shown in Fig. 78.42. This figure reveals the
bandwidth limitations of the modulator for this “ideal” (high-
bandwidth) square input electrical pulse. In particular, the
optical pulse from this channel does not reach its full amplitude
during the first 200 to 300 ps of the pulse, which, if not properly

compensated for, can cause pulse distortion on the beginning
of a shaped optical pulse and severe pulse distortion for short-
pulse generation. This distortion caused by the modulator
bandwidth limitation is minimized by including this effect
when calculating the voltage waveform applied to the
modulator’s shaping channel as discussed below.

Numerical Solution of the Telegraph Equations
Transmission line problems can be classified into two

categories. The first category deals with determining the trans-
mission line properties required to produce a specific elec-
trical waveform reflected from the line, given the input
electrical waveform to the line. The second category is the
reciprocal of the first and deals with determining the electrical
waveform reflected from a transmission line, given the input
electrical waveform to the line and the properties of the
transmission line.

In the present OMEGA pulse-shaping system, shaped elec-
trical waveforms are generated by the reflection from a vari-
able-impedance micro stripline and sent to the shaping channel
of the modulator.2 The micro striplines are designed using a
layer-peeling technique that treats the micro stripline as a
simple transmission line.5 This technique allows one to calcu-
late the reflection coefficient along the line (and from that the
electrode width) needed to synthesize a given electrical wave-
form in reflection. The reciprocal of this calculation is to
determine the electrical waveform reflected from a transmis-
sion line given the reflection coefficient along the line. This
latter calculation is discussed here and, in the next section, will
be extended to include modeling ACSL’s to generate shaped
electrical waveforms.

In this section we develop the equations that describe the
electrical waveforms propagating along a transmission line
starting from the well-known telegraph equations for the line.3

First we model a stripline or micro stripline as a transmission
line that obeys the telegraph equations:

∂ ( )
∂

= − ( ) ∂ ( )
∂

v x t

x
L x

i x t

t

, ,
, (2a)

∂ ( )
∂

= − ( ) ∂ ( )
∂

i x t

x
C x

v x t

t

, ,
, (2b)

where v is the voltage along the line, i is the current flowing
along the line, L is the inductance per unit length along the line,
and C is the capacitance per unit length along the line. In these

Figure 78.42
The measured optical pulse shape from a single channel of an electro-optic
modulator with a square electrical waveform applied to the RF port. The
square electrical waveform has a rise time of 45 ps.
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equations we introduce the characteristic impedance of the line
Z x L x C x( ) = ( ) ( )  and the wave propagation velocity
d dx t c LC= =1  along the line. We assume that the propa-
gation velocity c (not to be confused with the speed of light)
along the line is constant. With these substitutions Eqs. (2)
become

∂ ( )
∂

= − ( ) ( ) − ∂ ( )
∂

V x t

x
k x V x t c

I x t
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,
,

,
, (3a)

∂ ( )
∂

= ( ) ( ) − ∂ ( )
∂

I x t

x
k x I x t c

x t

t

,
,

,
,

V
(3b)

where the variables are defined as

V x t v x t Z x, ,( ) = ( ) ( )−1 2 (4a)

and

I x t i x t Z x, ,( ) = ( ) ( )1 2 (4b)

and where

k x
Z x

d Z x

dx
( ) =

( )
( )1

2 (5)

is the reflection coefficient per unit length along the line.

If we add and subtract Eqs. (3), we get a set of reduced wave
equations
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is a wave traveling to the right along the line with velocity c and

WL x t V x t I x t
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is a wave traveling to the left along the line with velocity c. In
the appendix we show that the form of Eqs. (6) is identical to
the form of the equation obtained if one substitutes a plane
wave with slowly varying amplitude into the wave equation.
Therefore, Eqs. (6) are referred to as the reduced wave equa-
tions and are the main results of this section. In the next section
we show how to extend these equations to model an ACSL and
give a numerical prescription for solving the resulting equa-
tions using the method of characteristics.

Extension to an ACSL
The geometry of an ACSL is shown in Fig. 78.43. In

principle, an ACSL is a directional coupler consisting of two
striplines that are coupled through an aperture in their common
ground plane. In operation, a square electrical waveform is
launched into port 1 and propagates along electrode 1 to the
terminated port 2 of the ACSL. As the square electrical wave-
form propagates along electrode 1 in the coupling region, a
signal is coupled through an aperture to electrode 2 in the
backward direction and exits at port 4. The electrical wave-
form exiting port 4 is sent to the shaping channel of the
modulator and must have the proper temporal profile to pro-
duce the desired optical pulse shape out of the modulator.
By varying the width of the coupling aperture (shown in
Fig. 78.43) along the length of the ACSL, a temporally shaped
electrical waveform can be generated at port 4. The details of
how to calculate the width of this aperture along the line to
produce a specific electrical waveform from the ACSL are the
main topic of this article.

The ACSL is modeled as two coupled transmission lines.
We can extend the formalism in the previous section to an
ACSL by writing four reduced wave equations. Two equations
describe the waves WR1(x,t) and WR2(x,t) traveling to the
right along lines 1 and 2, respectively, and two equations
describe the waves WL1(x,t) and WL2(x,t) traveling to the left
along lines 1 and 2, respectively. In each reduced wave equa-
tion we include the reflection coefficient k(x) along the line as
above, and we introduce a coupling term C(x) that allows for
coupling waves from one line to the other through the aperture.
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The resulting equations are given by
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The coupling coefficient C(x) is the coupling from one line to
the other in the backward direction. In general, another cou-
pling term should be added to the above equations to model
coupling from one line to the other in the forward direction.
This forward coupling term can be trivially added to this
model; however, for directional couplers of this sort, coupling
in the forward direction is negligible.

The reduced wave equations (8) for an ACSL [as well as
Eqs. (6) for striplines] can be solved by transforming them
along the characteristic curves

ξ η= − = +ct x ct x   .and  (9)
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Figure 78.43
Exploded view of a practical four-layer, four-port ACSL. A square electrical waveform is launched into port 1 and propagates along electrode 1 to the terminated
port 2. An electrical signal is coupled through an aperture to electrode 2 in the backward direction, and a shaped electrical waveform exits at port 4.
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For this transformation we use the chain rules
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where we have used the fact that WR1,2 are waves propagating
in the positive x direction and WL1,2 are waves propagating in
the negative x direction and obey wave equations with solu-
tions of the form

WR WR WR1 2 1 2 1 2, , , ,x t ct x( ) = +( ) = ( )η (12a)

and

WL WL WL1 2 1 2 1 2, , , , .x t ct x( ) = −( ) = ( )ξ (12b)

With this transformation the derivatives in Eqs. (11) become
total derivatives.

The coordinate transformation expressed by Eqs. (9) lends
itself to a simple geometric interpretation that leads to a
numerical solution algorithm for the reduced-wave Eqs. (11).
The transformation Eqs. (9) with dx = cdt can be seen to be a
rotation of the x,ct coordinate system by 45° into the ξ,η
coordinate system as shown in Fig. 78.44. In the new ξ,η
coordinate system, Eqs. (11) describe how the right-going
waves WR1,2 evolve in the η direction and how the left-going
waves WL1,2 evolve in the ξ direction. The differential ele-

ment in this new system is seen to be

d d d d d dη η η= ∂
∂

+ ∂
∂

= + =
x

x
t

t x c t x2 , (13)

where we have used dx = cdt. To solve Eqs. (11) numerically,
we define a matrix as shown in Fig. 78.44 for each of the four
waves and write the finite difference equations
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Figure 78.44
An array used by the numerical solution technique to represent a wave
propagating along a transmission line. The value at each location in the array
gives the amplitude of the wave at some fixed position along the line at some
time. Four such arrays are used in the calculation to represent the four waves
propagating in an ACSL.
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where the index i represents the position x along the line and the
index j represents the time t. In these equations, for example,
the value of the matrix element at the location i,j in the WR1
array is the amplitude of the wave WR1 at position x along the
line at time t. Equations (14) give the values of the four waves
at some time, given values of the waves at an earlier time and
the reflection and coupling coefficients (k and C) along the
line. Therefore, given the coupling coefficients and the initial
values of the waves along the line (at j = 0 for all i) and the
values of the waves at the boundaries for all time (at the first
and last i value for all j), Eqs. (14) can be used to find all other
values in the arrays. Knowing all values in the four arrays
determines the amplitudes of the four waves at all locations
along the line for all time. In particular, we specify the right-
going wave on line 1 (the pulse from the pulse generator
applied to port 1), and we calculate the left-going wave on line
2 (the pulse at port 4 that is applied to the modulator shaping
channel). In the next section we show how to apply this
technique to the design of optical pulse shapes from the ACSL
pulse-shaping system.

Optical Pulse Shape Design/Performance
It is important to use actual measured waveforms or accu-

rately modeled waveforms as input to the pulse-shaping model
whenever possible to compensate for imperfections intro-
duced by these waveforms that cannot be corrected by other
means. The temporally shaped voltage waveform [V2 in
Eq. (1)] that must be produced by the ACSL and applied to the
pulse-shaping channel of the modulator is calculated from
Eq. (1). In Eq. (1), Iout is the desired temporally shaped optical
pulse from the modulator, and the gate channel transmission
function is modeled after data similar to that shown in
Fig. 78.42. With these substitutions in Eq. (1), the required
voltage waveform V2 is determined, and an ACSL can be
designed and fabricated to produce this voltage waveform.

The numerical solution described in the previous section
allows one to calculate the electrical waveforms from all four
ports of an ACSL given the reflection coefficient k(x) and
coupling coefficient C(x) along the line. Experiments show
that for any aperture width along the line, these coefficients are
equal at each point along the line. To obtain a first approxima-
tion to these coefficients a modified version of the layer-
peeling technique5 is used. In the modified layer-peeling

technique, the effective reflection coefficient at each point
along the line is calculated given the desired output electrical
waveform from port 4 and given an ideal input square electrical
pulse (i.e., square pulse with an infinite bandwidth) applied to
port 1 of the ACSL. (The layer-peeling technique, unfortu-
nately, has difficulties when using an actual measured electri-
cal waveform as input to the line.) Using this first approximation
for the reflection and coupling coefficients and using the
measured electrical square pulse from the square-pulse gen-
erator (Model 4500E from Picosecond Pulsed Laboratories)
as input to port 1 of the ACSL, the shaped voltage waveform
exiting port 4 of the ACSL is calculated as described in the
previous section. This calculated electrical waveform from
port 4 of the ACSL is then compared to the required electrical
waveform V2 from this port; this comparison is then used to
derive a second approximation to the coupling coefficients.
This iteration process can be continued until the calculated
output waveform from port 4 of the ACSL is identical to the
required output waveform to any degree of accuracy (in prac-
tice, one iteration gives sufficient accuracy). Once the cou-
pling coefficient C is determined in this way, the aperture width
along the line is obtained from the relationship of the aperture
width to the coupling coefficient shown in Fig. 78.45.2
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Figure 78.45
The electrical coupling coefficient, defined as the ratio of the output voltage
at port 4 to the input voltage applied to port 1 shown in Fig. 78.43, plotted as
a function of aperture width for an ACSL with the geometry discussed in
the text.

Figure 78.46 shows the design of a specific pulse shape for
the OMEGA laser. In Fig. 78.46(a), the design voltage wave-
form V2 is compared to the measured voltage waveform from
port 4 of the fabricated ACSL. In Fig. 78.46(b), the design
optical waveform required from the modulator is compared
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Figure 78.46
The waveforms produced by an ACSL pulse-shaping system: (a) the mea-
sured electrical waveform from an ACSL compared to the design waveform;
(b) the measured optical waveform from a modulator compared to the design
optical waveform; and (c) the calculated output-UV-pulse shape from
OMEGA using the measured optical pulse from (b) as input and compared to
the design optical pulse shape from OMEGA.

to the measured optical waveform from the modulator. Fig-
ure 78.46(c) shows the predicted on-target OMEGA UV pulse
shape calculated from the measured optical pulse shape from
the modulator [Fig. 78.46(b)] and compared to the desired on-
target OMEGA UV pulse shape.

Summary
In conclusion, an ACSL pulse-shaping system will be

implemented on OMEGA. A model has been developed that
allows one to produce accurately shaped optical pulses suit-
able for injection into the OMEGA laser system. The ACSL
electrical-waveform generator is modeled with a numerical
solution of the telegraph equations using the method of char-
acteristics. The model uses as input the measured electrical
square pulse from the pulse generator used in the pulse-shaping
system. The model also compensates for the pulse-shape
distortion due to bandwidth limitations of the modulator intro-
duced primarily by the gate pulse. The ACSL pulse-shaping

system is a significant improvement over the existing pulse-
shaping system currently on OMEGA because of its simplicity,
enhanced performance and diagnostics, and improved model-
ing capabilities.

ACKNOWLEDGMENT
The authors acknowledge the support of the staff at the Laboratory for

Laser Energetics of the University of Rochester without whose many years of
diligent work the OMEGA laser system would not exist. This work was
supported by the U.S. Department of Energy Office of Inertial Confinement
Fusion under Cooperative Agreement No. DE-FC03-92SF19460, the Uni-
versity of Rochester, and New York State Energy Research and Development
Authority. The support of DOE does not constitute an endorsement by DOE
of the views expressed in this article.

Appendix A: Derivation of the Reduced Wave Equation

In this appendix we derive the reduced wave equation that
results by substituting a plane wave with slowly varying ampli-
tude into the wave equation. For simplicity, we assume that the
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wave is linearly polarized and propagating in the x direction in
a nondispersive medium. The plane wave can be represented
by

E x t A x t i t kx± ±( ) = ( ) ( )[ ] +, , exp ,ω m cc (A1)

where A± is the complex amplitude of the wave, the upper sign
representing a wave propagating to the right and the lower sign
representing a wave propagating to the left; ω = 2πν is the
angular frequency of the wave with frequency ν; k = 2π/λ is the
propagation constant of the wave with wavelength λ; and cc
implies complex conjugate. The purpose of representing the
waves in this form is to factor out the slow variations (the
temporal profile of the electrical waveform) from the rapid
oscillations (referenced to some microwave carrier frequency
ω/2π). The one-dimensional wave equation is given by

∂ ( )
∂

− ∂ ( )
∂

=± ±
2

2 2

2

2
1

0
E x t

x c

E x t

t

, ,
, (A2)

where c = ω/k is the velocity of the wave. If we substitute A1
into A2, after some manipulation we get
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ω
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where we have used c = ω/k to eliminate terms. We now use the
fact that the amplitude is slowly varying, that is

∂
∂

<<±
±

A

x
kA (A4a)

and
∂
∂

<<±
±

A

t
Aω . (A4b)

Equation (A4a) implies that the amplitude of the wave does
not change significantly over a distance of one wavelength λ,
and Eq. (A4b) implies that the amplitude of the wave does not
change significantly over a time duration of 1/ν. With these
slowly varying amplitude approximations, Eq. (A3) reduces to

∂ ( )
∂

∂ ( )
∂

=± ±A x t

x c

A x t

t

, ,
.m

1
0 (A5)

This equation is the reduced wave equation referred to in
the text.
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The conventional method for measuring the transfer function
of an electronic device uses Fourier transform theory and
convolutions and is, therefore, limited to either time-invariant
or frequency-invariant devices. The measurement technique
presented here enables the complete characterization of elec-
tronic devices having any dynamic temporal and spectral
frequency response. A technique presented earlier1 applied the
windowing of signals in the time and frequency domains
(called time-frequency distributions) to characterize photo-
conductive switches that vary in time and frequency; however,
windowing requires a slowly varying envelope approxima-
tion, which limits the allowed rate of temporal and spectral
variations. The more general technique allows us to measure
the frequency response of the optoelectronic (photoconduc-
tive) microwave switches on OMEGA’s pulse-shaping system.
Unlike microwave diode switches, photoconductive switches
do not have a constant conductive on-state, but rather decay
monotonically to the off-state after the illumination ceases. A
complete linear model for such a device must incorporate both
filtering and modulation into a general time-varying filter (or
equivalently, band-limited modulator). Any microwave or
millimeter-wave device whose properties vary rapidly re-
quires the application of this technique for complete character-
ization, including elements that depend on charge-carrier
dynamics such as photoconductive attenuators, phase shifters,
and directional couplers.

The general concept of a linear, time-varying filter is well
established in the signal-processing,2,3 communication,4 and
automatic control5 fields. In the microwave-device field, how-
ever, the linear variations of filter properties are typically due
to slowly varying mechanisms (e.g., mechanical) or are gener-
ated by rapid transitions between steady-state regimes (e.g.,
microwave diode switches); therefore, a form of windowing is
usually adequate for characterization. The analysis presented
here introduces a characterization technique analogous to (and
a superset of) a form of input–output relationships called the
scattering or S parameters, which can be applied to devices that
can be considered linear filters with rapid modulation of
amplitude and/or phase (e.g., photoconductive switches). In

Measurement Technique for Characterization of Rapidly
Time- and Frequency-Varying Electronic Devices

the next section we briefly discuss the complementary rela-
tionship between linear filters and linear modulators. From this
conceptual viewpoint, we derive an extension of the filter and
modulator characterization functions S(ω) and k(t) to a general
linear device characterization or system function ˜ ,S tω( ).
Based on the limitations of conventional S-parameter analysis
in the Mathematical Formulation section, we present some
important properties of the S̃  parameter and explain condi-
tions under which this form of analysis can be implemented. In
the Analytical Example section we apply our S̃ -parameter
concept to device analysis by considering a simplified lumped-
element example, deriving the S̃  parameters from the theory
and directly from the differential equations, and demonstrate
the limitations of windowing. Photoconductive switches used
on OMEGA pulse shaping have been optimized through the
application of the S̃ -parameter technique; these results will be
presented in a separate article.

Background
Conventional microwave device characterization depends

on shift-invariant device models for characterization, taking
advantage of the property that a convolution in one domain
Fourier transforms to multiplication in the other. In Table 78.VI
the canonical input–output relationships of the two ideal shift-
invariant microwave devices are presented to emphasize their
complementary nature. All dependent variables are complex,
a(ω) and b(ω) are the Fourier transforms of the respective input
and output temporal power waves A(t) and B(t), S(ω) and h(t)
are the scattering parameter and its Fourier transform (the
impulse response), k and K are the modulation parameter and
its Fourier transform, and the subscripts refer to the microwave
input–output ports of the device. The linear-frequency-invari-
ant (LFI) model of a modulator is valid when narrow-band
input signals (relative to the modulator bandwidth) are applied,
and the linear-time-invariant (LTI) filter model is valid when
the device’s temporal variations are longer than the signal
duration. Note that here and throughout this article, for the
convenience of using notation familiar in measurement prac-
tice, we use ω for jω and draw no distinction between real and
analytic time-series signals.
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The analysis based on the equations in Table 78.VI cannot
be applied to a device that is neither time invariant nor
frequency invariant. As Fig. 78.47 indicates, a time-varying
filter will have different impulse responses at different times
[(b) and (c)], or equivalently a modulator with finite frequency
response will modulate different frequencies differently [(d)
and (e)]; so neither model in Table 78.VI is adequate for
complete characterization. If the device can be held constant in
one domain independently of the other, or if the variations
are slow relative to the signal applied, conventional analysis
can be applied by using some form of windowing; inaccuracies
will depend on how strongly the LTI or LFI assumptions are
violated. If the filtering and modulating aspects of this general
linear device cannot be controlled independently (i.e., cannot
be made separable) and the variations in time and frequency
are rapid, characterization of the device under test (DUT)
using either k(t) modulator functions or S(ω) filter parameters
cannot account for complete device behavior. Since conven-
tional methods of linear microwave circuit characterization
(e.g., spectrum and network analyzers) are based on the appli-
cation of Fourier transforms and the convolution integral,
their use can lead to incorrect or even misleading characteriza-
tion results.

Motivated by these limitations, we combine the separate
(but complementary) one-dimensional (1-D) LTI and LFI
transfer functions to a single two-dimensional (2-D) transfer
(or system) function, calling it ˜ ,S tω( )  to emphasize its simi-
larity to conventional S(ω) parameters. For illustration, a
conceptual example of the amplitude of an exponentially
decaying, low-pass filter is shown in Fig. 78.47(f). This 2-D
parameter can be more difficult to measure than a conventional
device’s S(ω) parameters; however, the measurement process
can be simplified by taking advantage of the 2-D nature of S̃
and using methods that are not applicable 1-D functions. For
example, the theory of generalized projections as used in 2-D
phase retrieval allows us to reconstruct the full, vector (com-
plex) 2-D transfer function S̃  by measuring only the magni-
tude S̃ . Although generalized projections are restricted to

functions that are zero outside some finite temporal and spec-
tral window (i.e., that have known, compact support along both
axes6), in practice the transfer functions of microwave devices
satisfy this criteria.

˜ ,S tω( ) can be applied to device characterization in the
frequency domain or the time domain. Conceptually, in the
frequency-domain approach a single-frequency wave can be
applied to the DUT for the time duration of interest, and then
the temporal evolution of the resulting output signal’s ampli-
tude and phase can be recorded. Next, to separate the device’s
effect on signal amplitude and phase, the same input wave is
applied, phase shifted by π/4, over the same time duration
relative to the trigger, and again the temporal evolution of
amplitude and phase is recorded (i.e., this is equivalent to
measuring the analytic signal). Finally, by reapplying signals
at different frequencies, a map of ˜ ,S tω( )  can be generated for
the DUT by constructing successive time slices at each fre-
quency. Alternatively, in the time-domain approach a series of
impulse functions can be applied at appropriate time intervals
over the period of interest, and the impulse response corre-
sponding to each input can be recorded. Although these de-
scriptions are intuitively appealing, it may not be readily
apparent how to extract an input–output relationship such as
˜ ,S tω( ) from the measured signals, apply it to the calculation

of output signals given an arbitrary input signal properly, and
avoid the effects of windowing. The following analysis will
clarify the technique and the method of calculation.

Mathematical Formulation
To derive a combined system function ˜ ,S tω( )  that is ca-

pable of characterizing the input–output relationships of de-
vices that are neither exclusively modulators nor filters and is
easily determined by measuring the incident and emerging
signals, we must revisit some of the assumptions used in
microwave circuit/network analysis and synthesis. To empha-
size the utility of our more generalized transfer function, we
will frame our discussion in terms of filters and S-parameter
characterization; however, the system function ˜ ,S tω( ) sub-

Table 78.VI: A comparison of the transfer functions of shift-invariant devices: an ideal, linear-time-invariant
(LTI) filter and frequency-invariant (LFI) modulator.

Time Domain Frequency Domain

Time-invariant filter

Frequency-invariant modulator

B t h t A di ij j( ) = −( ) ( )
−∞

∞
∫ τ τ τ b S ai ij jω ω ω( ) = ( ) ( )⋅

B t k t A ti ij j( ) = ( ) ( )⋅ b K a di ij jω ω ξ ξ ξ( ) = −( ) ( )⋅
−∞

∞
∫



MEASUREMENT TECHNIQUE FOR CHARACTERIZATION OF RAPIDLY TIME- AND FREQUENCY-VARYING ELECTRONIC DEVICES

LLE Review, Volume 78 107

sumes both LFI and LTI devices as special cases, so it is
equally applicable to modulators. The route taken is motivated
by the observation that, in the equations for filters and modu-
lators presented in the previous section, the roles of time and

Figure 78.47
(a) Signal flow for a general linear-time- and frequency-varying device. Time
variation is shown schematically by (b) identical impulses applied at different
times, which result in (c) different impulse responses. Frequency variation is
shown by (d) two different input sine waves and (e) differences in their
modulated output spectral functions. (f) A representative sketch of the
magnitude of the resulting transfer function ˜ ,S tω( )  shows exponential time
decay and low-pass filtering, such as might occur with OMEGA’s photocon-
ductive switches.

frequency are complementary, i.e., the 1-D characterization
functions are along orthogonal axes in the complex plane.
From this comes the realization that a more general, 2-D
characterization is possible by considering and measuring the
device’s response on the entire plane.

A convenient place to begin the derivation is with the time-
domain differential equation describing a linear lumped-ele-
ment device with time-variable coefficients:

    

α α α0 1
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1t
t

B t t
t

B t t B t

p t B t A t

n

n

n

n n( ) ( ) + ( ) ( ) + + ( ) ( )
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d

d

d

d
L

� , , (1)

where the coefficients α are determined by the (time-varying)
dependencies between the ports (e.g., the lumped-element
models of resistance, capacitance, and inductance). The sig-
nals A(t) and B(t) are defined as in Table 78.VI, and we’ve used
the operator notation

� p t p t p tn n
n( ) = ( ) + ( ) + + ( )−α α α0 1

1 L ,

where p is the differential operator d/dt.7 Note that although the
following derivation is for a device with a finite number of
(time-varying) poles and zeros, ˜ ,S tω( ) , like S(ω), is equally
applicable to distributed-element devices.

For the ideal filter model there is no time variation in the
coefficients and Eq. (1) simplifies to

  
� ij jp B t A t( ) ( ) = ( )1 . (2)

Assuming complex exponentials for the basis functions (so
that the differential operator becomes ω) and converting to
S-parameter notation 

  
S pij ji

− ( ) = ( )1 ω � , we derive the fre-
quency-domain filter transfer function of Table 78.VI, and the
process is analogous for the ideal modulator model. The use of
complex exponential basis functions as solutions in the trans-
form integral leads to the formalism of Fourier transforms.
Fourier transforms are useful for microwave-device character-
ization because they transform between a system of differen-
tial equations and a system of algebraic equations; that is to say
they are compatible integral transform operators.8 Non-
compatible transforms do not result in simple convolution or
multiplicative relationships between input and output ports.
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In contrast to ideal modulators and filters, for a general
device a compatible integral transform operator depends on the
functional form of the variable coefficients in Eq. (1). This
means that the basis functions are not, in general, e±jωt but
rather are dependent on the particular form of modulation and
frequency response. To keep the analysis independent of the
details of the modulation and frequency response, we will
choose a noncompatible transform such that we are able to
continue to use e±jωt basis functions; this is the key point of this
characterization technique. Some important implications of
this choice will be mentioned as we derive properties of the
system function resulting from this choice of integral transform.

A definition of the general linear device system function is

˜ , ,S t
B t

A tij
i

j A t ej
j t

ω
ω

( ) = ( )
( ) ( )=

(3)

which differs from the traditional S-parameter definition
in that it is now a function of time as well as frequency. In
addition 

  
˜ , ,S t p tij ji

− ( ) = ( )1 ω � , where the differential operator
p transforms to ω by differentiation of ejωt; therefore,
B t S t ei ij

j t( ) = ( )˜ ,ω ω  is the output of the device for an input
Aj(t) = ejωt, given that the device is in a known state at every
time t ≥ t0 (i.e., the variable coefficients evolve determin-
istically from time t = t0). Due to the linearity of the device,
by superposition the output Bi(t) is defined in terms of Aj(τ)
according to

B t h t A di ij j

t

( ) = ( ) ( )∫ ˜ , .τ τ τ
0

(4)

Equation (4), where the impulse response function ˜ ,h tij τ( )  is
now the more general Green’s function, is a generalization of
the time-invariant convolution in Table 78.VI in that the
impulse response no longer depends only on the age from
impulse time τ to observation t. Substituting Eq. (4) into
Eq. (3) results in a transform relationship between the system
function ˜ ,S tω( ) and the new generalized impulse response
˜ ,h tij τ( ) :

˜ , ˜ , .S t h t e dij ij
j tω τ τω τ( ) = ( ) − −( )

−∞

∞
∫ (5)

Notice that (a) ˜ ,S tω( )  and ˜ ,h tij τ( )  are related by a Fourier
transform of the first axis and (b) two other system function
definitions result from transforming each of these in the second

variable. We can visualize the fundamental difference between
(a) these 2-D system functions that are characterizations of
time- and frequency-varying devices and (b) system functions
that are determined from windowed signals: the feature size of
a 2-D system function (the mountains and valleys of the
surface plot) along one axis is independent of the other axis,
whereas (due to the uncertainty principle) the features of a
system function along each axis generated by windowing are
related to each other by the Fourier transform. In other words,
a narrow windowing of a signal in time (necessary to prevent
averaging of the system’s time fluctuations) implies a widen-
ing of the spectral window (which forces averaging over
spectral fluctuations), and vice versa. In the next section we
show this difference in more detail by applying ambiguity
functions and time-frequency distributions.9–12

From Eq. (4) we get a relationship between input and output
by replacing Aj(t) with its transform a e dj

j tω ωω( )∫ , inverting
the order of integration, and substituting from Eq. (5):

  
B t S t ai ij j( ) = ( ) ( ){ }−� 1 ˜ , ,ω ω (6)

where the differential transform operator   �
− { }1  is essen-

tially the inverse Fourier transform but with the variable t held
as a constant parameter. Equation (6) is similar to the fre-
quency-domain filter relation in Table 78.VI in that the signal
B(t) is the transform of the product of the S (or in this case S̃ )
parameter and the input spectral function. Unlike conventional
Fourier transforms, however, Eq. (4) is not a convolution, and
the argument inside the brackets of Eq. (6) is not the product of
two 1-D functions; therefore, it is not possible to relate the
output signal algebraically to the input signal:

b S t ai ij jω ω ω( ) ≠ ( ) ( )˜ , . (7)

Importantly, the complete function ˜ ,S tω( ) cannot be found by
taking a quotient b aω ω( ) ( )  as it can be when finding S(ω)
for LTI devices. For network synthesis, where a model (or
equivalently a differential equation) must be synthesized from
a given (measured) ˜ ,S tω( )  or G(τ,t), this consequence of non-
compatible transforms has no major implications and in fact
choosing the noncompatible Fourier transform allows one to
use standard transform tables, making the synthesis easier. For
network analysis, however, where the output B(t) is found in
terms of A(τ), the significance of Eq. (7) is that only simple
linear time- and frequency-varying device models (having
first- or second-order differential equations) can be used since
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signal flow graphs and the combination of series and parallel
devices are no longer algebraic or even analytic, as explained
in the next paragraph.

For network analysis using ˜ ,S tω( ) of microwave systems
with time- and frequency-varying elements, the network must
be broken down into block diagrams where the linear time- and
frequency-varying element is isolated from the rest of the
(conventionally analyzed) LFI or LTI components. The block
diagram approach then requires operational methods that com-
bine the general linear element with other components, both in
cascade and parallel, to determine the overall system function.
For two linear devices in parallel this is trivial; they can be
combined by adding their impulse response functions, or
equivalently adding their transfer functions.13 For two devices
in series, however, the combination depends on shift invari-
ance: the overall transfer function of two LTI devices in series
is accomplished by multiplying the individual transfer func-
tions together, or equivalently convolving their impulse re-
sponses. For two LFI devices in series the transfer (modulation)
functions are multiplied, while the spectral transform of the
modulation is convolved.

To derive the transfer function of two general linear devices
in series, we begin with the repeated operation of the transfer
function (in operational form):

˜ , ˜ , ˜ , ,S p t a S p t S p t ab a( ) ( )[ ] = ( ) ( ) ( )[ ]{ }ω ω (8)

where ˜ ,S p ta ( ) and ˜ ,S p tb ( ) are the transfer functions for the
first and second device, respectively, and a e j tω ω( ) =  is as-
sumed. Since ˜ ,S p tb ( ) will operate on both ˜ ,S p ta ( ) [now
˜ ,S ta ω( )  due to the form of its operand] and A(t), we get
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and therefore

˜ , ˜ , ˜ , .S p t a S p t S p t ab a( ) ( ) = +( ) ( ) ( )[ ]ω ω ω (10)

Analytical Example
To demonstrate the application of S̃  to microwave-device

characterization, a representative lumped-element device will
be solved analytically. The device shown in Fig. 78.48 is a
single-pole, low-pass RC filter with a sinusoidally varying
capacitive element C t C C tm m( ) = + ( )0 sin ω , where suitable
values of the variables are chosen for convenience: C0 = 1 pF
is the steady-state capacitance, C Cm 0 0 2= .  is the modula-
tion depth, and ωm = 2.3 Grad/s is the modulation rate.
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ω

Figure 78.48
An example linear device with a time-varying capacitance and therefore
time-varying pole location (bandwidth). This device is linear but cannot be
modeled as only a filter or a modulator.

The differential equation for this device, written in the form
of Eq. (1), is

1
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From S-parameter analysis the S21 for a conventional LTI
filter like Fig. 78.48 is

S
Z

Z R j C Z R Z21
0

0 0 0

2

2
ω

ω
( ) =

+ + +( ) . (12)

Applying Eq. (10) to the cascade elements of the resistor and
shunt capacitor, we get

˜ , ,S t
Z

Z R p j CZ R Z21
0

0 0 0

2

2
ω

ω
( ) =

+ + +( ) +( )⋅ (13)

which could also be found by directly solving the differential
equation in Eq. (11). The S21 ω( )  plot for the LTI version of
this device (where the time invariant C = C0) is shown in
Fig. 78.49, and ˜ ,S t21 ω( )  is shown in the elevation plot of



MEASUREMENT TECHNIQUE FOR CHARACTERIZATION OF RAPIDLY TIME- AND FREQUENCY-VARYING ELECTRONIC DEVICES

110 LLE Review, Volume 78

Fig. 78.50 for one cycle of modulation. Observe in both figures
the low-pass attenuation along the frequency axis and for
Fig. 78.50 the sinusoidal modulation of the frequency response
along the temporal axis.

To further illustrate the properties of the time-varying
system function we show a surface-density plot of ˜ ,S tω( )
(Fig. 78.51) over several cycles of modulation and from dc to
50 GHz. Figure 78.51 will also be used in conjunction with the
windowed signal to show the limitations of windowing. An
aspect of this S̃  shown clearly here is the skew in the peak of
the temporal modulation near the 3-dB point of 6.1 GHz, due
to the phase shift in the transmission function that occurs at
this frequency.

Figure 78.52 is a cross section of the transfer function
along the time axis, showing the modulating aspect of the
device, which is seen to be frequency dependent.The cross
sections of S̃  along the frequency axis (Fig. 78.53) show the
low-pass filter effect of the device and indicate that the shape
of the frequency response depends on time. Although stability
considerations are outside the scope of this article, both
Figs. 78.52 and 78.53 indicate that the instantaneous magni-
tude can rise momentarily above unity, resulting in a gain in the
system over a short time span and finite spectral band. Modu-
lating the capacitance causes a transfer of energy in and out of
the system, and with proper terminations it is possible to create
an oscillator.
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Figure 78.49
Magnitude of the transfer function S21 ω( )  of a low-pass, single-pole filter
that is equivalent to the circuit in Fig. 78.48 but with no time-variation in the
capacitance.
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Figure 78.51
Surface-density plot of ˜ ,S tω( )  for six cycles of modulation along the time
axis and demonstrating low-pass filtering along the frequency axis.

Figure 78.52
A series of cross sections through ˜ ,S tω( )  along the time axis, showing
the change in the magnitude and phase of the modulation for different
frequencies.

Figure 78.50
Magnitude of the transfer function ˜ ,S t21 ω( )  of a low-pass, single-pole filter
with sinusoidally varying capacitance, plotted over one cycle of modulation
in time and over 150% of the bandwidth in frequency.
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Using Eqs. (6) and (13) we simulated the propagation of the
sum of 5.9- and 19.5-GHz sine waves through the device. The
attenuation and dispersion of each spectral component are
demonstrated in Fig. 78.54, where the low-pass features are
readily apparent in the output signal (solid line) as compared
with the input signal (dashed line). The influence of the
modulation can best be compared in Fig. 78.55, where the
sinusoidal modulation puts discrete sidebands on each spectral
component; however, since only magnitude is plotted, the
phase shift of the modulation between different frequencies
cannot be observed. Since this device not only modulates each
frequency differently but also filters the signals, application of
network or spectrum analysis would not adequately character-
ize the device.
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Figure 78.54
Plot of input and output signals showing the DUT’s low-pass filtering effect.
Dashed line is the input signal; solid line is the output signal.

Figure 78.53
A series of cross sections through ˜ ,S tω( )  along the frequency axis, showing
the change in instantaneous bandwidth at different times.
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Figure 78.55
Spectral plot of output signal, showing the change in modulation character-
istics for different frequencies.

In the remainder of this section we use windowed signals in
an attempt to adequately characterize our time-varying filter
with conventional S-parameter analysis, and we compare the
results to our previous approach. For the windowing we use
time–frequency distributions because of their appealing repre-
sentation, and because they more intuitively demonstrate the
fundamental constraint; due to the uncertainty principle, a
narrow windowing in time necessarily leads to a broad fre-
quency window. This is seen on a time–frequency representa-
tion by the phenomenon of minimum area: a surface-density
plot of the time–frequency distribution of a signal consists of
areas (or regions) where the signal exists at a localized time and
frequency, which cannot be smaller than a constant determined
by the uncertainty principle. The uncertainty is inherent to
windowing in general and not time–frequency distributions in
specific, so therefore the choice of specific time–frequency
distributions to demonstrate the uncertainty limitations of
windowing doesn’t detract from the generality of the result.

To demonstrate the limitations of windowing, the particular
choice of algorithm to generate a time–frequency representa-
tion is a matter of convenience: for this example we will use

A t A t e tj tω ω ω τ;( ) = ( ) − −( )
−∞

∞
∫

2 2
d , (14)

where A(ω;t) is the time–frequency distribution of A(t) and a
semicolon is used between the joint time–frequency variables
to stress the dependence of the axes. This definition has the
virtues of showing all the essential features of time–frequency
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distributions and (due to the use of a Gaussian window) being
easily transformable back into the Fourier transform of the
signal a(ω) by integration:

a A t tω ω( ) = ( )
−∞

∞
∫ ; d . (15)

Figure 78.56 shows an example windowed signal to be
propagated through our system: a 2-GHz sine wave that abruptly
transitions after 1.28 ns (with broadband noise) to a 20-GHz
sine wave. The smearing of the signal in time (for the low-
frequency signal) and frequency (for the high-frequency sig-
nals) due to windowing trade-offs (which are ultimately due to
the uncertainty relationship) can be easily seen. The use of the
FFT to generate the time–frequency distribution (which as-
sumes a continuous, periodic signal) caused leakage to occur
across the time boundary (top and bottom) of each spectral
component of the signal; for the low-frequency signal, the
leakage is significant enough to bridge the span over which it
is ostensibly “off.”
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Figure 78.56
Time–frequency representation (ambiguity function) of a 2-GHz sine wave
that transitions abruptly to a 20-GHz sine wave with broadband noise at
the transition.

By multiplying the input signal A1(ω;t) of Fig. 78.56 with
the system function ˜ ,S t21 ω( )  of Fig. 78.51 we get the time–
frequency distribution of the output signal B2(ω;t) (shown
in Fig. 78.57). Important features of the resulting output signal,
as evidenced in the time–frequency distribution, are the sig-
nificantly different modulation of each spectral component
and the low-pass filtering, which attenuates the high-fre-
quency component. Converting back to the time domain using
Eq. (15) and then inverse Fourier transforming, we can com-

pare the resulting output signal with our technique. The
windowing technique gives the solid line in Fig. 78.58, while
our result is the dashed line. It is evident that although windowing
produced acceptable results for the second half of the signal
when the modulation was much slower than the signal
(i.e., the slowly varying envelope approximation), for the first
half of the signal, the modulation was comparable to the signal
frequency so the window effectively smeared the modulation
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Figure 78.57
Time–frequency representation of the output signal, after multiplication of
the input time–frequency distribution with the system function ˜ ,S tω( ) . The
effect of the system function is shown by the attenuation of the broadband
noise and the ripple in the two spectral components of the signal.

Figure 78.58
Time-domain comparison of output signals using the technique described in
this article (dashed) and the windowing method (solid). The windowing
appears acceptable for high-frequency signal component where the modula-
tion is gradual, but it washes out the temporal modulation for the low-
frequency component.
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in time. Choosing a narrower window would not solve the
fundamental problem since doing so would necessarily broaden
the spectral window, causing increased smearing of the spec-
tral response.

Conclusions
The goal of this work is to completely characterize photo-

conductive microwave switches regardless of the temporal and
spectral variations in their frequency response (transfer func-
tion). The unique photoconductive properties of these devices
that enable their use in OMEGA’s pulse-shaping system also
require a characterization technique that accounts for the
switch’s frequency and time variations simultaneously. The
analysis presented in this article provides such a characteriza-
tion technique and is currently being applied to the switches to
optimize their pulse-shaping performance. To characterize
such devices, we take advantage of the complementary aspects
of LTI and LFI 1-D transfer functions and combine them into
a single linear device system function ˜ ,S tω( ) . This 2-D trans-
fer function allows us to synthesize network models based on
measurements of device responses that vary rapidly in fre-
quency as well as time. We discussed several important prop-
erties of this new S̃  parameter, showing similarities to conven-
tional S-parameter analysis that preserve most features of the
familiar Fourier transform tables. The transfer function of an
analytical linear time-varying device was calculated and com-
pared to that of an LTI filter, and the utility of the ˜ ,S tω( )
function concept was demonstrated while also showing the
limitations of windowing.
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Vacuum surface damage to fused-silica, spatial-filter lenses is
the most prevalent laser-damage problem occurring on the
OMEGA laser system. Approximately one-half of the stage-C-
input and output, D-input, E-input, and F-input spatial-filter
lenses are currently damaged with millimeter-scale fracture
sites. With the establishment of safe operational damage crite-
ria, laser operation has not been impeded. These sol-gel-coated
lenses see an average fluence of 2 to 4 J/cm2 (peak fluence of
4 to 7 J/cm2) at 1053 nm/1 ns. Sol-gel coatings on fused-silica
glass have small-spot damage thresholds at least a factor of 2
higher than this peak operational fluence. It is now known that
the vacuum surfaces of OMEGA’s spatial-filter lenses are
contaminated with vacuum pump oils and machine oils used in
the manufacture of the spatial-filter tubes; however, develop-
ment-phase damage tests were conducted on uncontaminated
witness samples. Possible explanations for the damage include
absorbing defects originating from ablated pinhole material,
contamination nucleated at surface defects on the coating, or
subsurface defects from the polishing process. The damage
does not correlate with hot spots in the beam, and the possibil-

Damage to Fused-Silica, Spatial-Filter Lenses
on the OMEGA Laser System

ity of damage from ghost reflections has been eliminated.
Experiments have been initiated to investigate the long-term
benefits of ion etching to remove subsurface damage and to
replace sol-gel layers by dielectric oxide coatings, which do
not degrade with oil contamination.

In this article, we discuss the implications of spatial-filter
lens damage on OMEGA, damage morphologies, possible
causes, and ongoing long-term experiments. The staging dia-
gram depicted in Fig. 78.59 plots the peak design fluence
(average fluence times 1.8 intensity modulation factor) at each
stage of a single beamline on OMEGA; the bold lines indicate
regions where spatial-filter lens damage is occurring.1 These
lenses are all fused-silica optics with a sol-gel-dipped, antire-
flection coating at 1053 nm. Several issues have been identi-
fied regarding these lenses. The first concern is the mechanical
fracture of the lenses. As the damage continues to grow, a flaw-
size criteria must be determined to prevent catastrophic lens
failure (fracture into two pieces) and ensure safe laser opera-
tion. The damage morphology is important to understanding
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Peak design fluence plotted at each stage of the OMEGA laser. Operational laser damage is occurring at the high-fluence positions.
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the initiator for large-scale fracture sites observed in Fig. 78.60
and discussed later in this article. A secondary and possibly
related problem is the change in the sol-gel coating’s reflectivity
after exposure to the spatial-filter tube’s vacuum environment.
A few early experiments to investigate the damage cause are
reviewed later.

G4745

Figure 78.60
An OMEGA stage-E-input, spatial-filter lens with multiple fracture sites.
The largest site is approximately 10 mm.

Mechanical Fracture
The vacuum surface of an OMEGA spatial-filter lens is

under tensile stress, and any damage to this vacuum surface can
lead to catastrophic crack growth if a flaw reaches a size above
the critical value ac. The critical flaw depth ac depends on the
shape of the flaw with respect to the applied stresses and can
be calculated with the following equation:2

a
K

p Ys
c

c=
( )
( )

2

2 ,

where Kc = fracture toughness of the glass, Y = geometrical
factor of the flaw, and s = bending stress induced by atmo-
spheric pressure p.

Actual defects on OMEGA spatial-filter lenses are shallow
and elliptical in cross section, and these defects can be simu-
lated with a half-penny–shaped defect (Y = 1), which has a
surface diameter of twice the defect depth. This model assumes
the defect to be located at the vacuum-side center of the lens
where the tensile stresses are greatest; therefore, the critical-
flaw-size calculations are a worst-case scenario. For an OMEGA

stage-F-input lens, 25 mm thick, 283 mm in diameter, and
subjected to a tensile stress of 615 psi, calculation for a half-
penny defect on the vacuum side of a lens yields a critical flaw
depth of 10 mm. A defect of this size will be easily detected
before catastrophic failure occurs.

Lens fracture on Nova and Beamlet was modeled at Lawrence
Livermore National Laboratory (LLNL), arriving at a “fail-
safe” lens-design criterion with two key parameters: (1) a peak
tensile stress of less than 500 psi and (2) the ratio of thickness
to critical flaw size of less than six.3 The definition of a fail-
safe lens requires catastrophic fracture to proceed without
implosion. An implosion refers to the action of a spatial-filter
lens fracturing into many pieces and then being accelerated
into the evacuated volume inside the spatial-filter housing due
to atmospheric pressure.4 Given these conditions, a properly
mounted window under full vacuum load will break into two
pieces only, provided the air leak through the fracture is rapid
enough to reduce the load on the window before secondary
crack growth ensues. The list of LLE spatial-filter lens speci-
fications in Table 78.VII indicates that all OMEGA spatial-
filter lenses meet the criteria for a fail-safe optic. Data for
LLNL optics are provided in Table 78.VIII. Based on radial-
fracture observations in these optics, one may expect no more
than a single radial fracture in an OMEGA spatial-filter lens.

If the model is correct, fully vacuum-loaded OMEGA
lenses should not implode into multiple fragments when de-
fects reach their critical flaw size but should crack into two
pieces and lock together as long as the mount restrains the
radial motion of the fragments. While there have been several
hundred observations of damage on the vacuum side of
OMEGA spatial-filter lenses, there have been no incidents of
an OMEGA spatial-filter lens fracturing into two or more
pieces. For safety reasons, OMEGA optics are removed when
defects reach one-half their critical flaw size.

Damage Morphology
Operational damage to 1ω, fused-silica, spatial-filter lenses

occurs exclusively on the vacuum side of the lens, regardless
of the beam propagation direction, and is dominated by two
damage morphologies originating at or near the surface. The
first morphology is that of a massive fracture greater than
100 µm on the surface, while the second is a surface crack
linked to a planar, clam-shell flaw in the bulk. The photograph
in Fig. 78.61 shows an example of the former. After initiation
of this type, fractures grow in lateral size on subsequent laser
shots until the defect reaches one-half the critical flaw size. At
this time, the lens is replaced. Current OMEGA lenses have
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defects ranging in size from less than 0.5-mm to 10-mm
diameter, and multiple damage sites on a len’s vacuum surface
are common. The damage depth tends to be less than one-third
its surface diameter, and defects occur at apparently random
radial locations. A clam-shell defect is depicted in a side view
in Fig. 78.62 and in a head-on view in Fig. 78.63. The flaw’s
discoloration may signal that it is being filled by an absorbing
material. On repeated irradiation, the clam-shell morphology
is eventually obliterated and a crater develops, as in Fig. 78.61.

Table 78.VII:  Summary of peak tensile stresses and critical flaw size for OMEGA vacuum spatial-filter lenses.

Lens Diameter
(mm)

Peak stress
(psi)

Peak stress
(MPa)

Center thickness
t (mm)

Flaw size
ac (mm)

t/ac

C-in 149.4 656 4.52 12.5 8.8 1.4

D-in 149.4 683 4.71 12.5 8.1 1.5

E-in 213.5 538 3.71 20.0 13.0 1.5

F-in 283.4 615 4.24 25.0 10.0 2.5

Table 78.VIII: Summary of peak tensile stresses and critical flaw size for various vacuum optics in a LLNL study.3

Lens/Window Peak stress  
(psi)

Peak stress  
(MPa)

Thickness
t (mm)

Flaw size
ac (mm)

t/ac Number of radial fractures

Beamlet L3  1490 10.10 35.0 2.1 16.7 9–11

Nova SF-7 810 5.51 37.0 5.5 6.7 2–3

Nova 3ω focus 515 3.50 83.0 15.0 5.5 <1

15-cm SiO2 plate 830 5.65 9.5 5.4 1.8 <1

G4746

Figure 78.61
Fractures on the vacuum side of an OMEGA lens. Scale units in centimeter.

E4747

Figure 78.62
Clam-shell defect originating at the vacuum side (bulk view).

While this clam-shell morphology is one initiator of millime-
ter-sized fractures, it remains inconclusive whether it is the
only one. To further evaluate clam-shell damage, a sample was
cleaved, as depicted in Fig. 78.64, and the exposed clam-shell
cross section was analyzed by scanning electron microscopy
(SEM). SEM/EDAX (energy dispersive x-ray analysis) ele-
ment identification revealed the presence of carbon within the
fracture while reporting its absence outside the fractured area.
It is surmised that once a crack appears on the vacuum-side
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surface, oils from the machined surfaces of the spatial-filter
tubes or oils from the mechanical pumping system seep into the
crack over time. The combination of absorption by the trapped
fluid and physical–chemical assistance in crack-front propaga-
tion during subsequent exposure is surmised to form the ring
structure observed within the clam shell.

The cause of damage initiation to 1ω, fused-silica, spatial-
filter lenses remains undetermined. Possible causes include
(1) absorbing defects ablated from the tube wall or pinhole
material, (2) oils or contamination nucleated at specific defects
on the lens or coating, (3) oils absorbed into subsurface
fractures expanded by tensile surface forces, and (4) isolated
contamination remaining from coating application. Related

work for the National Ignition Facility (NIF5) laser found
(1) that the cause of 3ω damage was polishing-process defects
within 500 µm of the surface and (2) that removal of these
defects by etching improved the surface damage thresholds.6

LLE-based ion-etching experiments to improve surface dam-
age threshold are discussed later.

Sol-Gel Coating Degradation
OMEGA sol-gel coatings show a significant change in

reflectivity when exposed to a vacuum contaminated with oil
from mechanical pumps. A fiber-optic spectrometer is used to
measure the lens reflectivity in situ. While the instrument
provides only relative photometric measurements, the spec-
tral-curve shapes provide essential information on coating
performance. Spectra in Fig. 78.65 show an example for how
spectral response among the two sol-gel-coated surfaces of a
single lens is affected by exposure to oil. While the S1,
nonvacuum-side reflectivity curve is expected for a 1ω anti-
reflection coating, the spectral characteristics of the S2, vacuum-
side data show an increase in reflectivity at 1ω from 0.1% to
3.4%, owing to refractive-index changes resulting from
adsorbed organic material. Evaluation of the S2 sol-gel coating
by gas chromatography/mass spectrometry detected the pres-
ence of vacuum-pump oil and other organic contamination.
The effect of oil contamination on the film index on a fixed-
thickness sol-gel coating is modeled in Fig. 78.66. As the film
index varies from 1.23 to 1.44 (film thickness is constant),
reflectivity minima disappear into a flat line similar to the
experimental observation in Fig. 78.65. This coating problem
is seen on all OMEGA sol-gel-coated spatial-filter lenses that
are collectively pumped by a single mechanically pumped
vacuum system. Coatings are found to fail at different rates,
however, as a result of differing cleanliness conditions or

Figure 78.65
Reflectance data measured on a sol-gel-coated spatial-filter lens. The S2 (in)
surface is the vacuum interface; the S1 (out) surface resides in air.
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Figure 78.63
SEM vacuum surface view of a clam-shell defect on an OMEGA lens
(top view).
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Figure 78.64
Illustration of cleave sample orientation.
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Figure 78.66
A model of reflectance change as the film index is varied for a constant film
thickness. Film indices used are 1.44, 1.40, 1.35, 1.30, 1.23.

vacuum pressure levels within the spatial-filter tubes. Loss of
reflectivity on a mechanically pumped tube is suffered in about
six weeks or more. Hard-oxide dielectric coatings pumped
under similar vacuum conditions show no change in reflectivity
after exposure for similar periods.

The prototype beamline laser (PBL) assembled years ear-
lier was disassembled about the same time as this study. The
sol-gel-coated lenses in those tubes showed no coating degra-
dation due to contamination. The tubes were first pumped
mechanically and were then switched to a titanium sublimation
pump, which maintained a pressure of 1 × 10−5 mbar. No
record exists to indicate what method was used to clean the
tubes in this PBL. To gauge the effect of different pumping
methods on OMEGA, a freshly sol-gel-coated lens was placed
in a spatial-filter tube that was isolated from the OMEGA
mechanical pumping system. The tube was then connected to
a cleaner turbo-pumping system although the tube itself could
not be decontaminated in situ. A properly run turbo pump will
exhibit very little back streaming of high-molecular-weight
oils such as those used by a mechanical pump. Surprisingly, the
coating was contaminated after less than four days’ exposure to
this environment. It was surmised that the greater mean free
path in the lower pressure allowed faster transport of the oil
from the contaminated walls to the sol-gel coating. This rules
out the relatively simple solution of redesigning the pumping
system. Improvement of the oil-contaminated system could be
effected only by removing the tubes, then cleaning and baking
them, possibly in a vacuum along with all the associated

plumbing. This would produce an unacceptable lapse in the
OMEGA firing schedule.

A causal link between sol-gel contamination and lens dam-
age is suspected but has yet to be fully proven. Experiments to
investigate this link and solve this damage problem are ongo-
ing, and some results are reported in the next section. In
addition, several solutions to this sol-gel-coating degradation
problem are being examined to recover the light loss imposed
by each “bad” surface: (1) replace sol-gel coatings with hard-
oxide dielectric coatings (damage threshold is a key factor);
(2) improve the spatial-filter pumping system and clean the
spatial-filter tubes; and (3) add a “getter” material to adsorb the
contamination before it reaches the coating.

Experiments
Several experiments were started to investigate the cause of

damage to the vacuum surfaces of OMEGA spatial-filter
lenses. One experiment resulted from a LLNL report that the
damage threshold of fused silica at 3ω can be improved with
etching. Etching appeared to remove polishing-process de-
fects within a few hundred microns of the surface. Another
experiment was proposed to examine the cleanliness condi-
tions of the spatial-filter tubes and explore the probability that
ablated pinhole debris produce damage-initiation sites.

1. Ion-Etching Tests
Since LLE developed an ion-etch capability for manufac-

turing distributed phase plates, it was logical to set up a process
to ion etch the vacuum surface of spatial-filter lenses.7 An
experiment was designed to remove 3 µm of material from side
2 (vacuum side) of OMEGA stage-F-input, fused-silica, spa-
tial-filter lenses, and then coat and install the optics on OMEGA
to observe damage and coating failure. The following matrix
was established with five lenses to be processed for each type:

(a) ion etch and sol-gel coat,
(b) ion etch and hard-oxide coat,
(c) ion etch and no coating, and
(d) no etch and no coating.

The hard-oxide coating is a hafnia/silica, e-beam-evaporated,
antireflection coating.8

Once the optics are installed on OMEGA, observation over
a long period of time (possibly one year) is required as damage
onset times remain uncertain. The statistics of damage occur-
rence on these lenses in comparison to the damage statistics on
OMEGA over the last three years will be reviewed. The experi-
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Figure 78.67
Witness sample orientation within a spatial-filter tube.

ment will evaluate the effect of subsurface defects on the laser-
induced damage threshold (LIDT) and also the effect of ion
etching in modifying subsurface topography. These tests may
also provide a correlation between damage and type of coating.

Progress on this test has been hampered by the paucity of
spare optics to complete the matrix. In August 1998, type-(a)
optics were installed; as of March 1999, no damage has been
observed on these surfaces, and only one of the five sol-gel
coatings has enhanced vacuum-side (S2) reflectivity. Trans-
mittance loss was incurred within six weeks of installation.
Three of five type-(b) optics were installed—one in October
1998 and two in November 1998; to date no damage or coating
degradation has been observed. The remaining tests will be
completed in June 1999 and results reported in the future.

2. Spatial-Filter Witness Tests
To investigate the cleanliness conditions of spatial-filter

tubes, ten 2-in.-diam, sol-gel-coated, fused-silica samples
were installed in OMEGA’s stage-E spatial-filter tubes for
approximately two months. All samples were damage tested at
1053 nm with a 1-ns pulse before and after exposure to the
spatial-filter tube environment. Three beamlines had one sample
installed at the input lens location and one sample at the output
lens location, and a fourth beamline had two samples installed
at each location. The sample orientation within the spatial-
filter tube is illustrated in Fig. 78.67. By mounting the samples
in this manner, the top surface collects pinhole condensate,
while the bottom surface remains shielded.

The results revealed that the spatial-filter tube’s cleanliness
condition inflicts a stiff penalty, regardless of pinhole debris.
As seen in Table 78.IX, all samples showed a significant drop
in damage threshold after a two-months’ exposure to the

spatial-filter tube environment, and the top and bottom surface
threshold data are virtually indistinguishable. The reported
thresholds are 1-on-1 damage tests with a 1-mm2 beam size;
approximately 12 sites per sample were tested. Further SEM
analysis revealed no high-Z element presence on the post-
exposure surfaces, indicative of an absence of spatial-filter
pinhole emanations on the top witness surface. It is difficult to
predict the trajectory of ablated material, and further tests with
samples located at various orientations are required to identify
the path of ablated pinhole material that may contribute to lens
damage. There is evidence on some pinholes that the edges are
melted and craters have formed. While further experiments are
needed to confirm pinhole ablation as an initiator for vacuum
surface damage sites, the data confirm that oil contamination
does decrease the sol-gel-coating damage threshold.

Table 78.IX:  Witness sample damage threshold results before and after exposure to a spatial-filter tube environment.

Sample Orientation Before-Exposure  
Damage Threshold*

(J/cm2)

After-Exposure  
Damage Threshold*

(J/cm2)

Top surface average 20.7 11.9

standard deviation 4.9 2.5

Bottom surface average 22.1 11.3

standard deviation 3.9 3.1

*1-on-1 damage tests at 1054 nm with a 1-ns pulse and 1-mm2 beam size.
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Conclusion
Approximately 50% of OMEGA’s stage-C-input, C-output,

D-input, E-input, and F-input fused-silica, spatial-filter lenses
are damaged. LLE has implemented a plan to maintain the
quality of OMEGA optics that includes frequent inspections
and in-situ cleaning of optics by a skilled support group. Since
damaged optics are closely monitored and the one-half critical
flaw size is of the order of 10 mm in diameter, OMEGA lenses
are not likely to catastrophically fail before replacement oc-
curs. This allows for safe operation of the laser while the
damage problem is being brought under control. Owing to the
effectiveness of spatial filters in removing critical intensity
modulations, propagating bulk or surface damage to compo-
nents downstream of these damaged lenses has not been
observed. Damage always occurs on the lens’s vacuum surface
regardless of the beam propagation direction, and an unusual
clam-shell damage morphology has been observed. It is also
known that the sol-gel coating on the vacuum surface fails due
to organic contaminants, and this degradation is linked to a
drop in the tested laser-damage threshold. A link between sol-
gel contamination and lens damage is suspected but yet un-
proven. Experiments will continue to explore the role of
subsurface fractures in the generation of the clam-shell mor-
phology and to identify other absorbing defects on the vacuum
surface, possibly originating from pinhole closures, which
may be causing the damage.
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