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About the Cover:

The cover photograph shows Scientist Jonathon Zuegel (bot-
tom) and Research Associate Douglas Jacobs-Perkins (top)
aligning a double-pass, two-dimensional smoothing by spec-
tral dispersion (2-D SSD) system that has been developed in
the SSD testbed. The high-frequency bulk-phase modulator,
highlighted in the lower left portion of the photograph,
applies phase-modulated bandwidth to the laser pulse in the
second direction of smoothing inthe 2-D SSD system. Micro-

wave power is delivered to the modulator from an LLE-built,
20-W solid-state microwave power amplifier that is fed by a
microwave oscillator (shown at theright side of the photograph)
operating at 10.4077 GHz. The solid-state microwave power
amplifier will be replaced with a 1-kW traveling wave tube
amplifier in order to generate the 1-THz UV bandwidth opera-
tion on OMEGA.
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The three photographs shown above illustrate key aspects of the high-frequency bulk-phase modulator. (a) The integration of the modulator in the 2-D SSD
system is highlighted. (b) The modulator isaligned in the 2-D SSD system with afive-axes positioner, and the microwave power is delivered to the modul ator
viaacoaxial cable-to-waveguide adapter. (c) Theinternal structure of theindividual components of the modulator is revealed. The crystal holder and tapered
input waveguide sections are machined from copper to maximize electrical and thermal conductivity and are gold plated to prevent oxidation of the copper. All
four sides of the LiNbOs crystal are gold coated to form a standing-wave waveguide resonator that is approximately 2 ¢ Anicrowave 10N9, While the ends are
antireflection coated for the SSD beam. The overall dimension of the crystal is 3.05 mm x 2.0 mm x 26.3 mm.
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In Brief

This volume of the LLE Review, covering the period January—March 1999, features two articles
concerningissuesrelevant to 2-D SSD laser-beam smoothingon OMEGA. Inthefirst articleJ. D. Zuegel
and J. A. Marozas present the design of an efficient, bulk phase modulator operating at approximately
10.5 GHz, which can produce substantial phase-modulated bandwidth with modest microwave drive
power. Thismodulator isthe cornerstone of the 1-THz UV bandwi dth operation planned for OMEGA this
year. Inthe second article J. A. Marozasand J. H. Kelly describe arecently devel oped code—\Waasese—
that simulates the collective behavior of the optical componentsin the SSD driver line. The measurable
signatures predicted by the code greatly enhance the diagnostic capability of the SSD driver line.

Additional highlights of the research presented in thisissue are

+ F.J Marshall, J. A. Delettrez, V. Yu. Glebov, R. P. J. Town, B. Yaakobi, R. L. Kremens, and M. D.
Cable report results of a 60-beam implosion experiment of hollow shell targets. A survey of target
performance based on laser-irradiation uniformity and laser pul se shape was conducted, and compres-
sion of the shell material to areal densities of ~60 to 130 mg/cm? was observed.

» R. D. Petrasso, P. B. Radha, D. G. Hicks, C. K. Li, F. H. Seguin, V. Yu. Glebov, C. Stoeckl, and
J. M. Soures demonstrate on OMEGA the diagnostic capability of the two charged-particle magnetic
spectrometers, which LLE has developed in collaboration with MIT and LLNL. As an initial
application, simultaneous measurements of the fuel areal density, shell areal density, and fuel
temperature have been carried out on OMEGA using D3He-filled imploding capsules.

» M. D. Skeldon describesthe modeling of an aperture-coupled-stripline (ACSL), electrical-waveform
generator that produces an optical seed pulse for OMEGA. Details of the on-target pulse shape are
related critically to the details of the seed-pulse shape. The ACSL pulse-shaping system will be
implemented on OMEGA in the next few months. The model is based on annumerical solution of the
telegraph equations using the method of characteristics.

» K. Green and R. Sobolewski present a measurement technique that enables the complete character-
ization of electronic devices having any dynamic temporal and spectral frequency response, such as
the photoconductive microwave switches on OMEGA's pulse-shaping system. The technique is a
superset of aform of input—output relationships call ed the scattering or Sparameter; thistechniquecan
also be applied to any microwave or millimeter-wave device whose properties vary rapidly, such as
photoconductive attenuators, phase shifters, and directional couplers.



* A.L.Rigatti, D. L. Smith. A. W. Schmid, S. Papernov, and J. H. Kelly examine the damage to
OMEGA' s stage-C-input, C-output, D-input, E-input, and F-input fused-silica, spatial-filter lenses.
LLE has implemented a plan to maintain the quality of OMEGA optics that includes frequent
inspections and in-situ cleaning of optics. With the establishment of safe operational damage criteria,
laser operation has not been impeded. Theimplications, morphologies, possible causes, and ongoing
long-term experiments of spatial-filter lens damage are discussed.

Sean P. Regan
Editor



High-Frequency Bulk Phase Modulator for Broadband Smoothing
by Spectral Dispersion on OMEGA

High laser-irradiation uniformity is an important requirement
for successful direct-drive inertial confinement fusion (1CF).
Direct-drive laser-irradiation uniformity is achieved on
OMEGA for different ranges of spatial frequencies using
smoothing by spectral dispersion (SSD), polarization smooth-
ing with distributed polarization rotators (DPR’s), and mul-
tiple-beam overlap.1 SSD significantly improves irradiation
uniformity by rapidly shifting the laser speckle pattern gener-
ated by distributed phase plates (DPP's). A high-frequency
€l ectro-optic phasemodul ator producesawavel ength modul a-
tionthat issubsequently converted by adiffraction gratinginto
theangul ar deflectionrequired to shift the speckl e pattern. The
low spatial frequency cutoff of the smoothing produced by
SSD is determined by the maximum deflection of the beam.
Extremely smooth, time-averaged intensity profiles are
achieved on a time scal e corresponding to the inverse band-
width impressed by the phase modulator; thus, larger SSD
bandwidths are desirable. Two-dimensional SSD (2-D SSD)
extends the smoothing benefits of SSD by using two separate
stages of bulk electro-optic phase modulators and gratings to
deflect the laser speckle pattern in orthogonal directions.

For OMEGA, implementing a high-frequency modulator
in the second direction of the 2-D SSD system is advanta-
geous since the bandwidth from the second modulator is not
dispersed until after the most-limiting spatial-filter pinhole,
whichislocated in thelarge-aperture ring amplifier (LARA)?
inthedriver line. Thisconstraint requiresthat high-frequency
phase modulation be generated in a bulk electro-optic modu-
lator to accommodate the dispersed bandwidth from the
first modulator.

Design methods used to devel op the current generation of
3.0- and 3.3-GHz bulk phase modul ators3 are directly relevant
to higher-frequency designs, but several factors merit special
attentionin higher-frequency modul atorsdesignedto generate
large SSD bandwidths. First, resonant designs are attractive
since higher electric fields can be developed in the electro-
optic material without expensive, high-power microwave
sources. Vel ocity-matching the optical and microwave fields
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isalsoimportant to achieveefficient optical phasemodulation.
Lastly, controlling FM-to-AM conversion at higher-modula-
tion frequencies is a more difficult system problem.

A number of bulk electro-optic phase modulator designs
arefoundintheliterature.*10An approximately 9-GHz modu-
lator* implemented on the original 24-beam OMEGA laser
systemincorporated alithium niobate (LiNbO3) crystal inside
an evacuated, high-Q microwave resonator, but it suffered
difficulties coupling microwave power from the resonator
mode into the crystal. Vel ocity-matched waveguide resonator
designs®~ operate at microwave frequencies near the wave-
guide cutoff to match the optical and microwave phase veloci-
ties. This matching allows arbitrarily long interaction lengths
to be used to achieve increased modulation efficiency. A
quasi-velocity-matched concept® uses periodically poled
lithium tantalate (LiTaO3) to approximately realize this same
advantage with the added advantage of a TEM modulation
field, but it suffers from the inherently lower Q factor of a
micro strip resonator. An ~20-GHz dielectric resonator
design® achievesahigh Qfactor, but the el ectric field distribu-
tion of the TM 1, resonant modeis poorly suited for 2-D SSD
applications. Convenient coupling of microwave power into a
resonator structure is also a critical design issue. Electric-
probeb:9 and magnetic-loop’ coupling require that the resona-
tor structurebepartially air filled, but thisreducesthemaximum
clear aperture. Cutoff-waveguide coupling eliminatesthisdis-
advantage and, in addition, offersthe possibility of tuning the
resonance frequency.10

Incorporating a higher-frequency phase modulator in the
2-D SSD system offers two approaches to improving irradia-
tionuniformity on OMEGA. First, larger SSD bandwidthscan
be generated for a given number of FM sidebands and propa-
gated through the laser system since less grating dispersion is
reguired to achieve asingle color cycle. Increased SSD band-
widthssmooth laser irradiationfaster. Anasymmetric 2-D SSD
configuration on OM EGA using phasemodul atorsoperating at
3.0 and ~10 GHz could achieve infrared bandwidths of 1.5
x 12 A, respectively, to generate 1 x 1 color cycles nominally.
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Thisinfrared bandwidth correspondstoaUV bandwidth of ap-
proximately 1 THz. To efficiently convert this infrared band-
width to the ultraviolet, dual-tripler frequency-conversion
crystals!! (FCC’s) must be implemented on all 60 OMEGA
beams. Thisupgradewill be completed beforetheend of 1999.

Alternately, multiple SSD color cycles can be produced
with ahigher modulation frequency for agiven grating design,
and the same SSD bandwidth can be propagated without
exceeding the beam divergence limit imposed by the laser
system pinholes. Increasing the number of color cyclesredis-
tributes the beam nonuniformity to higher spatial frequencies
and accelerates the smoothing at the mid-range spatial fre-
guencies (¢ = 50-200) that pose the greatest threat of seeding
hydrodynamic instabilities in direct-drive implosions.t The
current OMEGA FCC configuration can efficiently convert
infrared bandwidths of 1.5 x 3.0 A from modul ators operating
at 3.0and ~10 GHz to generate 1 x 3 color cycles, respectively.
Experimentsutilizing both 1-THz UV bandwidth and multiple
color cycle improvements are planned for OMEGA this year.

High-Frequency Modulator Design

A velocity-matched, waveguide-coupled, LiNbO5 dielec-
tric resonator modul ator design was selected for the 2-D SSD,
high-frequency modulator application. A simple sketch of a
generic cutoff-waveguide-coupled resonator1? is presented in
Fig. 78.1(a). A TE;g mode of the input waveguide delivers
microwave radiation to a high-Q, TE, g, standing-wave reso-
nator formed by locating an electro-optic material in an air
waveguide that would otherwise be below cutoff at the reso-
nance frequency.

Velocity mismatches between the microwave and optical
phase velocities in an electro-optic material reduce phase-
modulation efficiency,1? particularly at high modulation fre-
guencies. In the resonant microwave cavities used for SSD
bulk phase modulators, standing waves are impressed across
the el ectro-optic crystal, which can be decomposed into fields
co-propagating and counter-propagating with the laser beam.
For thiscase, thevel ocity-mismatch reduction factor Bisgiven
bylZ

B=1|sin(u+) +sin(u_)|’ )

2| U, u-

f L _
U, = E:T[ng(\/?s+ n3), (1b)

where & istherelative dielectric constant of the electro-optic
crystal for polarizing the applied microwavefield at the modu-
lation frequency f,y, Nz istheindex of refraction of the crystal,
and cisthe speed of lightin vacuum. Thefirst term of Eq. (1a)
accounts for the contribution of the optical beam interacting
with the co-propagating microwave, while the second term is
associated with the counter-propagating microwavefield. The
maximum effective interaction length SL for a 10.5-GHz
LiNbO5 modulator with no velocity matching is limited to
approximately 2 mm, as shown in Fig. 78.2.

Velocity matchingisachievedintheconfiguration shownin
Fig. 78.1(a) by setting the width of the crystal, a, to adjust the
microwave phase velocity in the waveguide geometry,

c
Vphase = — ,
wfgs\/l_(fc/ fO)z
)
_ C
LRy

to match the optical phase velocity in the electro-optic mate-
rial, c/ng, where f; is the cutoff frequency of the waveguide
section loaded with the crystal and f; is the resonance fre-
guency of the modulator. Figure 78.2 plotsthe effective inter-
action length as a function of crystal length for waveguide
resonators with different degrees of velocity matching. For a
perfectly velocity-matched design, the effective interaction
length grows linearly with some modulation caused by the
interaction with the counter-propagating microwavefield. An
almost negligible penalty is observed for a 10% velocity
mismatchwith a26.3-mm crystal length showninFig. 78.1(c).

The height b of the crystal is arbitrary for a TE;g, mode;
however, minimizing b increases the electric field magnitude
for agiven microwave drive power and can eliminate spurious
TEgim modes in the crystal that would divert microwave
energy if mode-coupling mechanisms exist. The length of the
electro-optic material determines the modulator resonance
frequency based onthe microwave phasevel ocity inthewave-
guide. A resonance exists for crystals that are an integer
number of half-wavelengths, plus any phase shifts associated
with the reflections at the cutoff-waveguide sections. For
materials with a high dielectric constant, these phase shifts
are generally small and only change the effective length of
the resonator by about 1%.10

LLE Review, Volume 78
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Figure 78.1

(a) Generic cutoff-waveguide-coupled resonator. The el ectro-optic crystal of length L ispositioned in an air-filled, rectangular waveguide of width aand height
b. Thewaveguide width setsthe cutoff frequency above the modulator operating frequency in the air-filled sections, but below cutoff in the crystal. The cutoff-
waveguidesectionsact ashigh reflectorsfor the standing wavesinsidetheel ectro-optic crystal resonator. Theinput waveguidewidtha’ supportstravelingwaves
at the operating frequency that evanescently couple through the coupling distance deoupling. (b) The microwave and optical electric fields, Emjcro and Eqpt, are
oriented along the crystalline c axisto take advantage of thelarge el ectro-optic tensor element rzzin LiNbO3. Thebeam sizeissmall enough so that the variation
of themicrowavefield inthe x directionisonly 15%. (c) A tapered input waveguide provides atransition from standard waveguide dimensions to dimensions
required for critical coupling into themodulator crystal. A small beam port in theinput waveguide bend providesoptical accessto the crystal but doesnot disturb
the microwave input since it is significantly smaller than the microwave wavelength.
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All SSD modulators designed and built at LLE have used
LiNbO3, which is a well-developed electro-optic crystalline
material. Other el ectro-optic materialsarecommercially avail-
able and were considered for the new high-frequency modula-
tor design, including LiTaO3, potassium titanyl phosphate
(KTP) and its crystal isomorphs, rubidium titanyl arsenate
(RTA), and cesium titanyl arsenate (CTA). Relevant optical
and microwave properties of these materials are reported in
Table 78.1. A large el ectro-optic coefficient is obviously desir-
able, but theindex of refraction and rel ative dielectric constant
also play asignificant role in maximizing the phase-modula-
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2 200 | 11>
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Figure 78.2

Effective interaction length with velocity matching in LiNbO3 modulators.
Bulk modulator with no vel ocity matching (heavy solid line); perfect velocity
matching essentially linear with respect to interaction length, with modula-
tionduetointeractionwith counter-propagating microwavefields(light solid
ling); variations of velocity mismatch in 10% graduations (dashed lines).

Table 78.1: Electro-optic material properties.

tion performance, as indicated by the electro-optic figure of
merit. Thelosstangent isinversely related to the fundamental
limit onthe Q factor that can beachievedin aresonant design’3
sinceit representsthe diel ectric lossesin each material. Lastly,
the laser-damage threshold is an important performance pa-
rameter. Both bulk and surface laser-damage threshol ds were
measured for undoped LiNbOz and arepresentedin Table 78.1.
The surface finish of the samples limited the surface-damage
threshold, while alower bound on the bulk damage threshold
was established that was limited by catastrophic surface dam-
age. Doped samplesof Zn:LiNbO5; and MgO:LiNbO3 showed
poorer damage thresholds. RTA is a potentially attractive
alternative possessing a high electro-optic figure of merit, a
losstangent almost four timeslower than LiNbOs, plusalower
dielectric constant that would facilitate approximately 20%
larger crystal clear apertures. The optical quality of RTA,
however, is not currently adequate for SSD applications since
strong hirefringence gradients are reported and the laser-
damage threshold is significantly lower than commercially
available LiNbO3.

Setting the beam size in a TE;g,-mode waveguide modu-
lator requires a compromise between maximizing the unifor-
mity of the phase-modulation depth across the beam and
minimizing FM-to-AM conversion. The electric field of the
standing wave varies across the transverse dimension, as
shown in Fig. 78.1(b). This field distribution produces an
index-of -refraction variation equivalent to atime-varying cy-
lindrical gradient-index lens. Minimizing the SSD beam size
to the central portion of the aperture minimizes this effect but
increases the difficulty of SSD system imaging. The phase-
modulated bandwidth dispersed by the SSD gratings must be
carefully imaged to prevent FM-to-AM conversion resulting
from propagation out of a grating image plane; otherwise,

LiNbO5 LiTaO4 KTP RTA CTA
(Refs. 14,15) (Refs. 16,17)| (Ref.18) | (Ref.16) | (Ref. 16)
Crystalline type uniaxial uniaxial biaxial biaxia biaxial
Electro-optic coefficient (pm/V) ry3 =28.8-30.8 33 35.0 40.5 38.0
Index of refraction Ny = 2.1561 (extraordinary) 2.143 n,=1840 [ n,=1.890 | n,=1.930
Relative dielectric constant £33 =23.7-27.9 41.4-43 15.4 19 29
Loss tangent (at 10 GHz) 0.0015 0.001 0.70 0.0004 0.002
E'geég;’g‘:'[(’g;‘;' ?i‘/rf)"f merit 3304 2548 2705 3935 2573
T HERE
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intensity modulation develops even from a perfectly FM-
modul ated beam according to

Al Ny CF
— [ 5mod [meod dG/d/\)ZZD dnod %Dig z,
beam

where Jy,oq i s the phase-modulation depth, wy,qq isthe phase-
modulation angular frequency, do/dA is the effective grating
dispersion, zisthe distance from the nearest image plane, N¢
isthe number of color cyclesimpressed on the SSD beam, and
Dpeamisthebeam diameter. Demagnifying the SSD beamtofit
through the modulator increases the sensitivity to imaging
errors and color separation of the dispersed FM beam on
system optics that can lead to amplitude modulation. Thisis
especially true for systems employing multiple color cycles.

The 10.5-GHz, waveguide-coupled LiNbO5 modul ator de-
sign [shown in Fig. 78.1(c)] includes four parts: a LiNbO3
crystal, acrystal holder, ataperedinput waveguidesection, and
atemperature controller. For aLiNbO3; modul ator operating at
10.5GHz, theideal crystal width to achievevel ocity matching
according to Eq. (2) setsa = 3.064 mm. All four sides of the
crystal are gold coated to form a standing-wave waveguide
resonator that is approximately 2 * Anicrowave 10Ng, While the
ends are antireflection coated for the SSD beam. The height is
the smallest possible consistent with a 1.1-mm beam size
chosen to limit the time-varying cylindrical phase error to a
reasonable level.

Thecrystal holder and taperedinput waveguide sectionsare
machined from copper to maximize electrical and thermal
conductivity and are gold plated to prevent oxidation of the
copper. The high electrical conductivity of copper minimizes
conduction losses in both the input waveguide and the
waveguide resonator since the gold coatings on the crystal are
only a fraction of a skin depth at 10.5 GHz. Good thermal
conduction is also beneficial in maintaining a uniform tem-
perature across the crystal.

The crystal holder is machined from three pieces of copper
that confine the LiNbOj crystal on three sides while a copper
foil holdsit in place. This configuration ensures high-conduc-
tivity walls next to the crystal with no air gapsin the direction
of the microwave electric field and minimal stress on the
crystal. Active temperature control of the modulator crystal is
planned to stabilize the resonance frequency and provide a
limited range of tuning. The simulated results discussed bel ow
are based on the modulator operating at 50°C to provide a
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+20°C range of temperature to accommodate uncertaintiesin
the dielectric constant and crystal fabrication tolerances. A
significant advantage of themodul ator designisthat thecrystal
holder can accept various crystal sizes designed to operate at
different resonance frequencies.

The tapered input waveguide section transfers microwave
power from a standard coaxial-to-WR-90 waveguide adapter
to a 4-mm-high waveguide section suitable for coupling the
microwave energy into themodulator crystal. Thetaper length
IS Amicrowave/2 t0 minimize reflections associated with the
waveguide discontinuities. A Apicrowave/ 2-10Ng waveguide
elbow isalsoincluded with asmall beam port for optical beam
access to the microwave input side of the crystal.

Maximizing microwave power transfer into a cutoff-
waveguide-coupled resonator at resonanceisaccomplished by
adjusting dgqpiing to Vary the coupling coefficient, 1

_16 Q ECOSZQ“ @ @;Log
e G
el

S gL

to achieve critical coupling (Beoypling = 1), where Qg is the
resonator Q factor, L is the effective length of the LiNbO3
crystal, and Aq is the free-space microwave wavelength; the
remaining dimensions are defined in Fig. 78.1(a). Critical
coupling maximizesthe power transferredinto theresonator. 19
Equation (4) was derived assuming no reaction of the cavity
field on the waveguide field and is valid only for positive
coupling distances. Using this analytic expression, the cou-
pling coefficient calculated for the modulator presented in
Fig. 78.1(c) isplotted in Fig. 78.3, where it isseen that critical
coupling is not achieved, even for deoypjing = 0. This reslts
fromthe poor overlap between theinput waveguideand crystal
resonator modes, which is limited by the large mismatch
between theinput waveguidewidth and thesmall crystal width
imposed by thevel ocity-matching constraint. Although Eq. (4)
cannot beextrapol atedto negativecouplingdistances, it strongly
suggeststhat allowing the modulator crystal to extend into the
input waveguide would achieve critical coupling.

ﬁcoupl ing =

coupling \ [(2a DD

a' \ H/\_HE )
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Figure 78.3

Coupling coefficient plotted versuscoupling distancefor waveguide-coupled
LiNbO3 modulator. The analytic valuescal culated from Eq. (4) areplottedin
the dashed line only for positive coupling distances assuming the input
waveguide and crystal heights are equal. Valuesfrom Micro-Stripes simula-
tionsmodeling LiNbO3 as an isotropic dielectric, aswell as using the tensor
values for the dielectric constant are plotted as dotted and solid lines,
respectively. Critical coupling was experimentally observed for deoupling
=1.07 mm and plotted.
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Accurately analyzing configurationswherethe crystal pro-
trudes into the input waveguide was accomplished numeri-
cally using Micro-Stripes, a commercial three-dimensional
electromagnetic analysis package.2® Micro-Stripes yields
both time- and frequency-domain electromagnetic solutions
for arbitrary geometries, including tensor material properties
such as the dielectric constant for materials like LiNbOg,
which aredifficult totreat analytically. A particular strength of
this simulation package is that wideband frequency-domain
results with fine resolution are obtained from a single time-
domain simulation.

A typical Micro-Stripesmodel and the resultsfrom asimu-
lation are shown in Fig. 78.4. All the geometric details and
material properties of the modulator shownin Fig. 78.4(a) are
represented in the model. In asimulation, an electromagnetic
impulse is launched in the input waveguide, and the fields
throughout themodel arecal culated asafunction of time. Field
values are saved at probe points for post-simulation analysis,
including digital filtering, resolving incident and reflected
waves, and transforming into the frequency domain. The
complex reflection coefficient can be calculated as afunction
of frequency from the simulated forward and reflected micro-
wave field components. The complex reflection coefficient
can then be analyzed using a personal computer program
QZERO?9 to yield the three important resonator parameters:
the resonance frequency, the resonator Q factor, and the cou-
pling coefficient.
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Figure 78.4

Micro-Stripes numerical simulations. (a) The complete three-dimensional, anisotropic geometry of the LiNbO3 modulator shown in Fig. 78.1(c) is modeled
with spatial resolution required to yield accurate results; (b) the magnitude of the complex reflectivity plotted versus excitation frequency reflectsthe harmonic

spectrum of the waveguide resonator formed by the LiNbO3 crystal.
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Micro-Stripes simulations were performed using an isotro-
pic dielectric constant equal to the value along the designed
microwave electric field direction (£33), aswell as the tensor
values available from the literature.1® Simulations for arange
of crystal positions were calculated and the coupling coeffi-
cient plottedinFig. 78.3. For both cases, the couplingincreases
as the LiNbOg crystal protrudes farther into the input wave-
guide. Critical coupling is achieved for d = 1.2 mm for the
anisotropic cal culation. The magnitude of the complex reflec-
tion coefficient plotted versus frequency for this crystal posi-
tion is shown in Fig. 78.4(b). Nearly critical coupling into a
high-Q resonance is evident from the narrow, low-reflection
feature representing the 4 * Apicrowave/2 Mode of the crystal
resonator. Another feature evident from Fig. 78.4(b) isthat the
modulator can be optimally coupled for any of the other
resonances to access even higher modulation frequencies;
however, given the fixed resonator geometry defined by the
crystal, a velocity-mismatch penalty would be incurred.

Figure 78.5 shows the predicted variation of the resonance
frequency fy and the resonator Q factor over the same range
of crystal positions for the 4 « A/2 resonance as covered in
Fig. 78.3. The resonance frequency shows a relatively small
variation, and the Q factor is essentially unchanged over the
range of crystal positions producing significant microwave
coupling into the crystal. Interestingly, the resonance fre-
guency plotted in Fig. 78.5(a) initially decreases as the length
of the crystal protruding into the input waveguide increases,
after which it increases monotonically. The initial drop in
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resonance frequency, as well as the initially widening differ-
ences between theisotropic and ani sotropic simul ations of the
resonance frequency, indicate that the effective length of the
resonator increasesastheresonator fiel dsextend into theinput
waveguide and the fields distort near the crystal input. This
field distortion introduces el ectric field componentsthat inter-
act with the higher dielectric constant (£14) in the x and z
directions. After reaching minima, values for the resonance
frequency for both cases increase at the same rate since the
crystal length inside the crystal holder decreases. For positive
values of the coupling distance dgopiing, the predicted reso-
nance frequency approaches the value characteristic of the
crystal loaded in an infinitely long, cutoff waveguide. The
predicted Q factor in Fig. 78.5(b) also increases since the
coupling lossesinto the input waveguide rapidly decrease, as
seenin Fig. 78.3.

Modulator Performance

Microwave measurements of the X-band modulator and
adjustments to optimize coupling were performed using a
microwave vector network analyzer (HP Model 8720B). As
designed, the length of the crystal protruding into the input
waveguide was set to maximize microwave coupling into the
4 « A/2 resonance. Excellent coupling was achieved for a
coupling distance of —1.07 mm. Within experimental uncer-
tainties the measured return loss of —35 dB represents critical
coupling and is plotted in Fig. 78.3. Excellent agreement with
predicted values of the coupling coefficient is observed.
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Figure 78.5

(a) Resonance frequency and (b) Q factor for cutoff-coupled, LiNbO3 waveguide modulator.

LLE Review, Volume 78

59



HigH-FREQUENCY BuLk PHASE MODULATOR FOR BROADBAND SMOOTHING BY SPECTRAL DisPERsoN on OMEGA

The measured complex reflectivity of the modulator was
also analyzed to evaluate the resonance frequency and Q
factor. The measured resonance frequency at critical coupling
is 10.412 GHz, which is 1.7% lower than predicted from the
Micro-Stripes simulations. This discrepancy is attributed to
three factors: First, the cutoff-waveguide cross section at the
end of the crystal opposite the input waveguide was enlarged
dightly to simplify alignment of the modulator in the SSD
system, which would increase the effective length of the
resonator and reduce the resonance frequency. Second, crystal
fabricating tolerances resulted in dlightly larger width and
length dimensions that also increase the effective resonator
length. Lastly, theactual dielectrictensor valuesfor theLiNbO5
crystal may differ from the literature values'® used in the
simulations. The measured Q factor plotted in Fig. 78.5(b)
agrees well with the predicted values.

Experimentally, double-pass operation yields 1.95-A SSD
bandwidths with approximately 14.4 W of microwave power
delivered to themodul ator. Thismeasurement of phase-modu-
|ation performance showsreasonabl e agreement withasimple
estimate based on microwave measurements. The microwave
energy stored in the resonator, Egq,eq, Can be calculated from
the definition of the unloaded Q factor,

QO = wo Estored/Pm ,

where P;,, isthe power delivered to themodulator and ayisthe
angular microwave frequency wy = 271fg. The stored energy
Eqtoreq Can berelated easily to the electric field strength inside
thecrystal, Eq, by approximating thefield distributionwiththe
mode of a TE; g, resonator and spatially integrating to derive

Egtored = 533/8(ab|-) Eg )

where £33 is the dielectric constant, and a, b, and L are the
crystal width, height, and length, respectively. These expres-
sions can be combined with the expression for phase-modula-
tion depth,3

_ T wL ml??;’ 33
5m0d - A
opt

where BL is the effective crystal length including velocity
mismatch, nyistheindex of refraction, rz3 isthe electro-optic
coefficient, and Aqpy is the optical wavelength. Using the
measured valuesfor Qq, a, b, and L, literaturevaluesfor &35, ng,
and r33, a calculated value of BL = 0.95 to account for some
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velocity mismatch tolerance, a phase-modulation depth of
1.59 is calculated. For a single pass, this corresponds to an
SSD bandwidth AAgnge=1.22 A, or adoubl e-pass bandwidth
A/\double =244 A

Additional SSD bandwidth can be achieved by increasing
thenumber of passesthroughthe modulator or increasing input
power. Based on the measured performance, a double-pass
configuration would require approximately 520 W of micro-
wave drive power to generate 12 A of phase-modul ated band-
width, while an active multipass scheme with four passes
would require less than 130 W at the expense of greater
system complexity.

Conclusion

Thedesign of an efficient, bulk phase modulator operating
at approximately 10.5 GHz, which can produce substantial
phase-modulated bandwidth with modest microwave drive
power, has been presented. The waveguide resonator design
employs an adapted form of cutoff-waveguide coupling and
velocity matching toyield asimple, high-Q microwavedesign
with practical clear-aperture dimensions suitable for applica-
tionina2-D SSD system. Thedesigniseasily scalableto other
frequencies by simply changing the electro-optic crystal di-
mensions. Themeasured microwave performanceof themodu-
lator agrees well with performance predicted from fully
anisotropic, three-dimensional numerical simulations.

ACKNOWLEDGMENT

The authors acknowledge the support of the staff at the Laboratory for
L aser Energeticsof the University of Rochester without whose many yearsof
diligent work the OMEGA laser system would not exist. This work was
supported by the U.S. Department of Energy Office of Inertial Confinement
Fusion under Cooperative Agreement No. DE-FC03-92SF19460, the Uni-
versity of Rochester, and New Y ork State Energy Research and Devel opment
Authority. The support of DOE does not constitute an endorsement by DOE
of the views expressed in this article.

REFERENCES:
1. S. Skupsky and R. S. Craxton, Phys. Plasmas 6, 2157 (1999).

2. Laboratory for Laser Energetics LLE Review 58, 90, NTIS document
No. DOE/SF/19460-17 (1994). Copies may be obtained from the
National Technical Information Service, Springfield, VA 22161.

3. Laboratory for Laser EnergeticsL LE Review 68, 192, NTIS document
No. DOE/SF/19460-139 (1996). Copies may be obtained from the
National Technical Information Service, Springfield, VA 22161.

4. Laboratory for Laser EnergeticsLLE Review 48, 169, NTIS document
No. DOE/DP40200-175 (1991). Copies may be obtained from the
National Technical Information Service, Springfield, VA 22161.

5. G. Carter, Appl. Phys. Lett. 32, 810 (1978).

LLE Review, Volume 78



10.

11

12.

13.

T. F. Gallagher, N. H. Tran, and J. P. Watjen, Appl. Opt. 25, 510
(1986); N. H. Tran et al., Appl. Opt. 24, 4282 (1985); T. F. Gallagher
and J. P. Watjen, U.S. Patent No. 4,733,397 (22 March 1988).

A.A. Godil, U.S. Patent No. 5,414,552 (9 May 1995).

F-Z. Guo et al., IEEE J. Quantum Electron. 33, 879 (1997).

A.A. Godil et al., Opt. Lett. 16, 1765 (1991).

E. Bonek et al., AEU 32, 209 (1978).

A.Babushkin, R. S. Craxton, S. Oskoui, M. J. Guardalben, R. L. Keck,
and W. Seka, Opt. Lett. 23, 927 (1998).

I. P. Kaminow and J. Liu, Proc. IEEE 51, 132 (1963).

D. M. Pozar, Microwave Engineering, 2nd ed. (Wiley, New York,
1998).

LLE Review, Volume 78

14.

15.

16.

17.

18.

19.

20.

HigH-FREQUENCY BuLk PHASE MODULATOR FOR BROADBAND SMOOTHING BY SPECTRAL DisPERsoN oN OMEGA

Y. Ohmachi, K. Sawamoto, and H. Toyoda, Jpn. J. Appl. Phys. 6,
1467 (1967).

R. S. Weisand T. K. Gaylord, Appl. Phys. A 37, 191 (1985).

Crystal Technology data sheet, Palo Alto, CA 94303 (May 1993).
J.R.Teague, R. R. Rice, and R. Gerson, J. Appl. Phys. 46, 2864 (1975).
Crystal Associates data sheet, Waldwick, NJ 07463 (May 1996).

D. Kajfez, Q Factor (Vector Fields, Oxford, MS, 1994).

Micro-Stripes™ , availablefrom Sonnet Software, Inc., Liverpool, NY
13090.

61



Angular Spectrum Representation of Pulsed L aser Beams
with Two-Dimensional Smoothing by Spectral Dispersion

Pulsed laser beams with two-dimensional smoothing by spec-
tral dispersion (2-D SSD), used ininertial confinement fusion
(ICF), improve the on-target uniformity on the OMEGA laser
system; 1 however, 2-D SSD ishighly susceptible to signifi-
cant amplitude modulation (AM) during its generation and
propagation.>—8 [nadditionto on-target uniformity, thesmooth-
ness of the pulsed beam asit propagatesthrough thelong laser
amplifier chain isimportant because of the perennial concern
regarding laser damage. Small-scale, nonlinear self-focusing
can occur as the pulsed beam propagates through various
optical components because of the large fluences inherent in
ICF applications. Any AM, in space or time, present on the
pulsed beam may induce self-focusing and lead to damage.
OMEGA utilizes many spatial filters to help aleviate the
buildup of high spatial frequenciesthat tend to self-focus. Inan
effort to reduce the overall AM, it isimperative that the AM
produced by the SSD driver lineis at an absolute minimum.

A complete analysis of the SSD driver line requires a
model that accounts for diffraction and spatiotemporal spec-
tral effects of the many optical components that comprise the
driver during both the generation and propagation of 2-D SSD
beams. AM sources and other nonideal behavior can occur at
any point inthe SSD driver line, and theimpact of aparticular
optical component depends on its relative location and the
parametersthat describethe SSD operation. L aser beam propa-
gation codes that include SSD as part of an entire ICF laser
system modeling exist at other laboratories, for example,
Prop92 at LLNL and Mir6 at CEA; however, they do not
emphasize the underlying optical components in the SSD
driver line. A comprehensive understanding of the AM issue
and other nonideal behavior entails a rigorous examination of
the specific optics involved in the SSD driver line, including
the effects of multiple-layered dielectric media, crystal bire-
fringence, multiple co-propagating beams, nonlinear grating
behavior, and far-field distortion. A model must be able to
simulate the nonideal effects, predict the relative impact, and
characterize the behavior so that experimental measurements
can be used to diagnose and excise the problem.
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The code (Waasese) devel oped to addressthe AM issuein
the SSD driver line simulates many optical components, pre-
dictsthedegree of AM, and characterizestheAM mechanisms
in terms of measurable signatures. Different AM sources are
measured on near-field streak camera images and exhibit
distinct spatiotemporal patterns, trends in the temporal spec-
trum, and/or AM that variesasafunction of an SSD parameter.
Waasese simul ations associ ate these distinct characteristics or
signatures to particular optic components. These signature/
component relationships are then exploited to diagnose, lo-
cate, and eliminate the AM sources when used in conjunction
with experimental measurements. Waasese has been success-
fully used to locate someAM sourcesand identify solutionsin
the new double-pass 2-D SSD driver line scheduled for instal-
lation on OMEGA. Waasese is based on the angular spectrum
representation, which accurately models diffraction and spa-
tiotemporal spectral effects. Waasese is not limited to AM
issuesand hasbeen usedto model observedfar-field distortion.
Waasese's inherent flexibility facilitates future enhancements
as other laser propagation issues arise.

Waasese models the individual optical components of the
SSD driver line using atransfer-function approach as opposed
toapplying theideal spatiotemporal dependent phaseterm. An
angular spectrum representation and/or a thin optic phase
transformation describes the transfer functions of the optical
components. This approach models SSD generation in a step-
wisefashion sothat nonideal components, such aswaveplates,
may beincluded at any point in the process such asin between
the preshear and dispersion gratings. Thisisanimportant issue
because the degree to which optical components contribute to
AM depends on their relative location in the SSD driver line.
For example, surfaceroughnessof afar-fieldretromirror of the
second SSD dimensionwill produceAM onthefirst but not the
second dimension because the second dimension has not been
dispersed at this point. Also, the AM induced by the crystal
birefringence of the second SSD dimension can be compen-
sated, provided that re-imaging takes place prior to the final
grating. Additional examples of the modeling capabilities of
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Waasese include nonlinear behavior of gratings, multiple sur-
face reflections from a crystal in combination with an end
mirror that produce co-propagating beams with offset spa-
tiotemporal spectra, angular-dependent phasemodul ation depth
that produces distorted far-field spectra, multiple-layered di-
electric coatingsthat model high-reflection (HR) or antireflec-
tion (AR) coatings, etalon effects that modulate the temporal
spectrum, spatial phase modulation of irregular surfaces, and
image rotation between grating pairs. Waasese is capable of
modeling arbitrary initial spatial and temporal profilessuch as
Gaussian, hyperbolic tangent, square, round, and elliptical. A
postprocessor for Waasese incorporates various instructional
data-visualization techniques of the spatiotemporal intensity
and phase history of 2-D SSD pulsed beams: a spatiotemporal
Cross section, a spatial cross section, a false-color instanta-
neouswavel ength overlay, atime-averaged far-field view, and
atime evolution of thefar-field pattern. These data-visualiza-
tiontechniquesprovidevaluableinsight into various problems
that arise and their subsequent solutions.

The angular spectrum representation provides a straight-
forward analytical and numerical method to accurately ana-
lyze the generation and propagation of 2-D SSD pulsed laser
beams. The angular spectrum representation decomposes a
pulsed beam into a continuous linear sum of harmonic plane
wavesthat individually propagate with aunique direction and
temporal frequency through the laser system. Each harmonic
planewaveiscompletely described by three parameters: ky, ky,
and w. When the resultant harmonic plane waves are summed,
arepresentation of a2-D SSD pulsed laser beam is obtained
that accurately model s diffraction and spatiotemporal spectral
effects. Certain optical components require athin optic phase
transformation operation, in real space, whenever the optical
surfacesarenot planar, e.g., lenses, irregular surfacesonmirror
coatings, and surface roughness of optical finishing.

In thisarticle we first describe the angular spectrum repre-
sentation of the two main elements of the SSD operation used
inWaasese: gratingsand electro-optic (EO) phase modul ators.
We then apply these transfer functions to theideal generation
of 2-D SSD, which provides a foundation of comparison for
the nonideal cases. Ideal 2-D SSD utilizesalinearized grating
equation and a pure phase-modulation operation. Analytical
expressions and Waasese demonstrate that the application of
the ideal transfer functions reduces the problem to the well-
known spatiotemporal-dependent phase term that describes
2-D SSD.12Wealsointroducethefrequency domain and real-
space data visualization capabilities of the Waasese post-
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processor. Finally in a section covering nonideal 2-D SSD
generation we discuss various errors and/or nonideal effects
that include nonideal gratings, nonideal phase modulators,
crystal birefringence, Littrow mount error, image rotation,
temporal spectrum modulation, spatial spectrum modulation,
and image-plane errors.

Angular Spectrum Representation

Consider the el ectromagnetic field of the pul sed laser beam
that propagates along the beam axis Z within anonmagnetic,
nonconducting, source-free, linear, causal, spatially and tem-
porally homogeneous, isotropic, and spatially and temporally
locally linear diel ectric medium described by aconstant refrac-
tiveindex n=./ue/Uo€y - Let the electric field E'(r t) of the
pulsed laser beam be defined on an image plane at z = zy:

, D)

Eo' (rr.t) =E'(r.t) -

where the position vector and transverse position vector are
defined, respectively, by

r=xx+yy+z 2

and

rr = XX+yy €)

in the right-handed rectangular coordinate system (x,y,2) with
the corresponding unit vectors ()?,9, 2). In addition, let the
pulsed laser beam possess the form of a modulated carrier of
angular frequency

EO' (rT,t) = Eo(rT,t)eith , (4)

where EO(rT,t) is the spatiotemporal envelope of the pulsed
beam. The angular spectrum of the electric field at the image
planeis given by the forward, three-dimensional, spatial spa-
tiotemporal Fourier-Laplace transform (compare Ref. 9, §5.1
and Ref. 10, Chap. 4):

Eo(kt,w) = E(kT, 20, @)

= FFFEFP Eo(rrt)e®e It dtdxdy.  (5)

The wave vector and transverse wave vector are defined,
respectively, as
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k = k& +k,§ +k.2 (6)

and
kr =k&+K3 | ©
where the transverse wave numbers or spatial frequencies k,

and ky are real-valued and the longitudinal wave number k; is
given by the principle root of the expression

k, = (k3n? -kZ | (8)

and k# =kZ +kZ. The quantity ko =271/ A = o//c isthevac-
uum wave number, ' isthe angular frequency of the electro-
magnetic disturbance that is centered about the carrier w,

w=wtow, 9

and c= ]/\//JOEO is the vacuum speed of light.

Free-space propagation of the electric field of the pulsed
laser beam al ong the beam axisin any source-free and homog-
enous region of dielectric is given exactly by the angular
spectrum representation (compare Ref. 9, 85.1)

E(rr.zt)

=— 4]4]4] Eo(kt,w)e%eeiotelkr Brd odk,dky ,  (10)

where Az=z - z,. The expression givenin Eqg. (10) isan exact
solution to Maxwell’s eguations in an isotropic, source-free
dielectric medium. Any inaccuracies associated with this
method amount to assumptions made about the field behavior
Eo(ry.t) on theinitial plane z = z, (such as assuming scalar
fields or Fresnel-Kirchoff boundary conditions) or when ap-
proximating the integrals as summations when performing
numerical simulations. When kZ < k2n?, the longitudinal
wave number k, is real-valued and the integrand of Eq. (10)
represents homogenous plane waves with spectral amplitudes
or angular spectra Eo(kT , a)) whose phasefronts propagatein
the direction given by the wave vector k = kX +kyy +k,Z.
Thus, the angular spectrum representation decomposes an
arbitrary pulsed laser beam into a continuous sum of homoge-
neous plane waves that propagate in a unique direction and
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with an angular frequency «'. The expression in Eq. (10)
representsthe general case of vectorsandiscertainly valid for
each individual vector component; thereforeit isapplicableto
the scalar diffraction problems presented in this article.

A useful measurethat marksthe boundary between the near
field and far field for diffraction problems is the Rayleigh
range given by (Ref. 11, p. 714)

RET (11)

where A is the area of the beam (see Table 78.11 for typical
numberson OMEGA). Another useful parameter isthe Fresnel
number given by

: (12)

which measuresthe number of Fresnel zones contained within
an apertureof width or diameter 2a. For full-apertureillumina-
tion, the Fresnel number will determine the number of strong
ripplesapparent in the near-field diffraction pattern. However,
a beam with a supergaussian profile or other rounded square
shapes such as a hyperbolic-tangent will not exhibit these
strong ripples(Ref. 11, p. 739). For thisreason, thesimulations
presented here utilize these shapes to reduce the edge diffrac-
tion ripples in order to emphasize other diffraction effects.
Waasese is based on the angular spectrum representation and
isthereforeinherently capabl e of modeling any beam shape or
temporal profile.

Elements of the SSD Operation

Thetwo basic elements of the SSD operationintermsof the
angular spectrum representation—gratings and EO phase
modul ators—are presented as transfer functions in both real
and frequency spaceto describe the complex 2-D SSD system
as a set of interchangeable operations. This method also
develops a sense of the resultant frequency-domain effects of
each operation and its relation to the real space.

1. The Grating Equation
The grating eguation relates an incident harmonic plane

waveto atransmitted (or reflected) harmonic plane wave that
is given byl2

sin(g;) +sin(6,) = —m% : (13)

LLE Review, Volume 78



ANGULAR SPECTRUM REPRESENTATION OF PuLSED LASER BEAMS

Table 78.11:  The Rayleigh range Azg, the color-separation distance Az, and their ratio Az /Azg for various
beam diameters and two values of applied bandwidth for a dispersion of d6,/dA =197 prad/A and

grating beam diameter D i, = 44 mm.
Diameter (cm)

0.11 022 | 055 | 1938 4.4 | 8488 | 14.63 | 19.52 | 27.33
Az (M) 0.902 | 3.608 | 2255 | 280 | 1443 | 5371 | 15956 | 28405 | 55683
Azgqr (M), 1.5 A 0.186 | 0.745 | 4.653 | 57.77 | 297.8 | 1108.2 | 3292.4| 5861.1 | 11489
Az /Azg 0.206 | 0.206 | 0.206 | 0.206 | 0.206 | 0.206 | 0.206 | 0.206 | 0.206
AZgip (M), 3.0 A 0.093 | 0.372 | 2.327 | 28.89 | 148.9 | 554.12 | 1646.2|2930.6 | 5744.7
Az /Azg 0.103 | 0.103 | 0.103 | 0.103 | 0.103 | 0.103 | 0.103 | 0.103 | 0.103

where 6 and 6, aretheincident and transmitted anglesrelative
to the grating normal, mis the order of the grating, d is the

6 :sjn—l%‘—sjn(ei)

O

H

groove spacing, A = 2rc/w isthe wavelength, and o' = @, +
wistheangular frequency that is centered about thecarrier w..
The gratings in the SSD driver lines at LLE are used in
transmission mode with an order m = -1 (see Fig. 78.6).
Solving Eq. (13) for 6, with an order m= -1 yields

Transmitted
coordinate
system

Incident
coordinate
system

Yi

TC4941

Figure 78.6

The coordinate systems for the incident and transmitted pulsed beams that
traverseagrating in transmission mode of order m=-1. Noticethat the beam
axis (2) remains unaltered as aresult of the grating operation; indicating the
rotation from the incident to the transmitted coordinate system as the beam
axis follows the course of the real beam.
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Taking the derivative of Eq. (14) with respect to A yields the
grating dispersion
do; _ 1

dA e‘
d\l—%—sin(ei)g

(15)

For the SSD laser systemsat LLE, thegratingsaretypically
in aLittrow mount, which is defined to be when the angles of
the incident and transmitted plane waves are equal for a
particular design wavelength, i.e., 8, i = 6 = 6. Under this
condition, anincident pul sed beamwill retai nitsincident beam
diameter and is described by

N|>
o o

sin(6Lix) == | (16)

where A. = 2t/ ay. isthecentral or design wavelength. Typi-
cally, the design parameters for a grating are the central
wavelength A, and a desired amount of dispersion d6;/dA
while assuming a Littrow mount, which then determines the
grating groove spacing d by substituting Eq. (16) into Eq. (15).
Once agrating design isrealized, an operating point has been
determined on the d6,/dA curve, which can be seen in the
exampleillustrated in Fig. 78.7. When the bandwidth AA that
isinduced by the SSD system is small enough, then the slope
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Figure 78.7

Thedesign pointson (a) thegrating equation 6¢ and (b) the grating dispersion
equation d6; /dA for Ac = 1053 nm, 6| ji; = 46°, and d = 0.732 um/groove.

d6; /dA isnearly constant over that bandwidth; however, since
Eqg. (15) isinherently nonlinear, beam distortion becomesmore
significant as the bandwidth increases.

Consider an incident modulated pul sed laser beam with an
angular carrier frequency of w, pulseduration 7, and diameter
D impinging upon agrating that disperses along the y direc-
tion. Definetheincident beam axis(z) to makean angle ©; with
regard to the grating normal in the y-z plane. Then define a
transmitted-beam axis that makes an angle ©; with regard to
the grating normal. (This situation isillustrated in Fig. 78.6.)
By decomposing theincident pul sed laser beamintoitsangular
spectrum, the grating equation (14) may be used to accurately
describe the action of the grating in the spatiotemporal fre-
guency space. The grating acts as an angular transformation
operation that redirects or maps each incident plane wave
(completely described by the parametersk,, ky, and w) ontothe
transmitted-beam axis. Notice that the image plane will be
rotated onto the transmitted-beam axis as indicated in
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Fig. 78.6. Only the wave number in the y direction is altered
during thistransformation, and, in general, the new transverse
wavenumber isafunction of both thetransversewave number
andtheangular frequency, i.e., kyg (ky, a)) . Thetransformation
operation kyg (ky, w) is referreq to as the grating angular
dispersion, which actsalong the y direction as denoted by the
subscript y. The grating angular dispersion may be expressed
as [compare Eq. (14)]

Ky, (ky-)
=k0nsin§9 —sjn—lgd—sjnD - +sin‘1Dky (17)
5 t @j Ef)l % ,

wherekg=w'/c, A=2r/w, and w' = w. + w. Theelectricfield
of the transmitted pulsed laser beam is expressed, in general,
by

Eg(rr.t) = — #4]4]Eg(kT,w)e_iwteikTdewdkxdky(18)

(2m)®

with the associated distorted angular spectrum given by

Eqg(kr.) = Eopk, kg, 0y (19)

The action of the grating may be interpreted as a nonlinear
mapping of the angular spectrum onto a new spectral grid,
which is nonuniform in general. Consequently, in general,
Eqg. (18) is not suitable for fast Fourier transform (FFT)
algorithms, and a proper treatment requires a slow Fourier
transform operation to regrid the data. Under certain approxi-
mations, however, Eq. (18) is suitable for FFT algorithms,
which are then used to regrid the angular spectrum back onto
the original grid: first, assuming that the angular dispersionis
alinear function of thetransversewave number k, and, second,
assuming an additional linear dependence of the temporal
frequency w. Waasese can be configured to runin any of these
three modes to calculate the grating effects where a tradeoff
of speed versus accuracy must be made.

The first assumption may be expressed as a first-order
Taylor series expansion about the transverse wave number ky:

kYg (ky’ w) = kYg (ky’ w)‘ky =0 + ky % kyg (ky’ a)‘ky =0 (20)
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The partial derivativein Eq. (20) is given by

%kyg (ky,w)

cos%ﬂt —sin‘1§$ —singei +§n‘1%%

[ _SmD . +gn_1%k7y[lj:?r
P Hon

0
cos9; +sin~t
y SBG' Dkon%
Ok, O
V" o
If the grating isin the Littrow mount and istuned to the center

frequency w, then evaluating the partial derivative at ky, =0
yields

(21)

S s A SVSAN: 1
—o_kOnSnEQt s sn(@,)%, (22)

y=

Ky, (ky-) )

and while assuming that &' O ¢,

0

@kyg (ky,a)) o1 (23)

k,=0

Substituting Egs. (22) and (23) into Eqg. (20) gives

Ky, (Kky ) = Ky, +Ky (24)
where ﬁyg (w) = Ky, (0, w). A change of variables defined by
Eq. (24) yields [compare Eq. (18)]

[o0)

E rT, (kx, kyg a))

xe—iwtei[k*“kygy'k ][dwdk dky, . (25)
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Since Izyg isonly afunction of thetemporal angular frequency
w, theinverse 2-D spatial Fourier transform operation yields

Eq(rr. )zzi%éo(rr )_iwte_ikyg(w)ydwa (26)
where
Eolr ) = G P Eoli et ot 27

The distorted angular spectrum is then given by

Eg(kt, @)= ## Eo(rr. a))ei|2yg ()Y gikr B gy

e |l2yg(w)y—ikyydy_ (28)

The utility of Eq. (28) lies in the ability to regrid the angu-
lar spectrum using conventional FFT algorithms. Waasese
applies three operations to the initial angular spectrum
Eo(kT,w) toregridthedistorted angular spectrum Eg(kT )
onto the original numerical grid: inverse spatialy transform
the ky, dimension, apply the distortion term

e_ilZYQ (w)y,

and, finally, forward spatially transform the y dimension.

The second assumption may be expressed as a bivariate,
first-order Taylor series expansion:

kyg (ky’ w) = kyg (ky’ w)‘ky:O’wZO

*hy aiy kyg (ky w)‘ky=o,w=0
HU% kg (ky' w)‘kyzo,wzo ’ ()
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where w' = w, + w. The partial derivative with regard to win
Eq. (29) isgiven by

smBe +sn‘1%%

smge +sin™ E%

+kgn Q Dkon
smB@ +sin” H‘T%
E coD +sin” wm E
B - U ek 0 (@)
R
§ y ~Hont §

If the grating is in a Littrow mount tuned to the center fre-
quency «, then

Ky, (ky’“’)‘ky:o,w:o =0, (3D)
9
@kyg(kww)\ky:o,w:o:ly (32)
and
%"yg(ky' )‘k oo~ ] L %C (33)

Equation (29) can then be written as
ky, (Kky @) = ky + e (34)

and is known as the linearized grating angular dispersion,
where Eq. (15) has been used in the definition

68

Thetransmitted pul sed | aser beam then becomes atemporally
skewed or sheared version of the incident pulsed beam:

00

o) o Pl e

—00

= EO(rT,t —Egy) , (35)

where a temporal delay is imposed across the beam by an
amount defined by

rp=&D. (36)

The angular spectrum is also sheared and is given by
Eg(kr.) = Eglke.ky + e @) - (37)

During numerical~simular[ions, Waasese regrids the initial
angular spectrum Eq(kt,w) using the technique described in
association with Eq. (28).

2. The EO Phase Modulator

A strong microwave or radio frequency (RF) field inside a
cavity resonator can modulate the optical refractiveindex of a
nonlinear crystal such as lithium niobate (LiNbO3).13 The
ideal EO phase modulator operatesonly in thetime domain by
applying the sinusoidal time-varying phase function

e sin(@nt) 15 the optical electric field as

By (r1.t) = Eg(ry,t)eomsn(@mt), (38)

where 8, isthemodulation depthand vy, = wy,/2TistheRF
modulation frequency. This modulation scheme isreferred to
as pure-tone phase modulation that is a specific type of a
general classknown asexponential or anglemodulationandis
inherently a nonlinear process. In general, the bandwidth ap-
plied by phase modulation has infinite extent, and discarding
any portion will result in distortion and adegradation of signal
fidelity, e.g., AM. Practically, the significant bandwidth ap-
plied by phase modulation is concentrated in a finite spectral
region, which is a function of the modulation depth &. The
guestion then becomes How much bandwidth is required to
retainadequatesignal integrity? (See Carlson Ref. 14, pp. 239—
245 for an in-depth discussion.)
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The applied bandwidth is estimated by Carson’srule:

A
8o =22 =2(5y +1)uy (39)

which appropriately goes to the limiting cases.

|:26|\/|UM JM >>1 )

Av=[ 5M<<1,

40
20y, (40)

however, Carson’s rule underestimates the bandwidth for the
range2 < g, < 10. Thebandwidthismoreaccurately estimated
by

AU =28y +2)uy (41)

for modul ation depths &y, > 2. Theapplied bandwidth may also
be expressed in terms of the wavelength as

O 0
O c O AvA?

DA =20 ~ 5002 . (42)
o —-=—no ¢
O A 20

where any estimate for Av can be applied. Typically, the
estimate for the bandwidth given by 24,,uy, is quoted in the
literature on SSD applications (even for modulation depths dy,
< 10). This convention will be followed in this article for
consistency not accuracy.

Equation (38) can be written as an equivalent series expan-
sion given by (compare Ref. 14, p. 228)

00

Em(r1.t) = Eo(rm.t) >3 (5)€'lomt. (43)

|=—00

The spatiotemporal Fourier-Laplace transform of Eq. (43)
yields the replicated angular spectrum

Eulkr ) = Eofkr, ) O 3(G) A w1 ) - (49

|=—00

The original angular spectrum E(kT,w) is replicated with a
spacing of )y and amplitudes determined by the Bessel
functionsof thefirstkind J; (8)) by virtueof the convolution
process denoted in Eq. (44) by the symbol *. If the original
bandwidthisnot small compared to the modul ation frequency,
some overlap will exist from one band to the next. Aslong as
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the overlap is small, which is generally the case for well-
defined systems, the spectral peakswill bewell defined. Even
if overlap doesoccur, it doesnot affect thevalidity of thelinear
superposition implied by Eq. (44). Figure 78.8(a) illustrates a
spectrum obtained for a 1-ns pulse using the parameters &,
=6.15and v, = 3.3 GHz.

Like any form of exponential modulation, pure-tone phase
modulation possesses the unique property of constant ampli-
tude. Maintai ning aconstant amplitudewith asinusoidal phase
variation is best understood using a phasor interpretation
where phasors for the carrier plus every sideband are vector-
summed in phasor spaceasillustrated in Fig. 78.9. Theresult-
ant phasor sinusoidally sweeps back and forth (by an amount
determined by the modulation depth ;) in phasor spacewhile
maintaining constant amplitude. All of the odd-order side-
band pairs are in phase quadrature (due to the fact that
the components of an odd-order pair have equal magnitude
with oppositesign,i.e., J_y(8y) = (-1)' 3, (S [seeRef. 15,
p. 258, Eq. (9.1.5)], and all of the even-order sideband pairs

@

Fourier amplitude
g o B N W h~ 01O
T
1

Fourier amplitude

0
-100 50 0 50 100

Frequency (GHZz)

TC5016

Figure 78.8

The temporal spectrum for (a) a pure-tone and (b) a two-tone phase-modu-
lated optical pulse. The pulsedurationis 7= 1 nsand the parameters are o1
=6.15, V1 =3.3GHz, AAM1= 154, 2 =13.5, U2 =3.0 GHz, and AAy2
=3.0A.
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are collinear with regard to the carrier. The odd-order pairs
contribute to the desired sinusoidal phase modulation plus
unwanted amplitude modulation. The even-order pairs com-
pensate for the unwanted amplitude modulation imposed by
the odd-order pairs (see pp. 230-233 of Ref. 14 for acomplete

J1 (Om)

Magnitude=1

Yy

'~

TC4943

Figure 78.9

Phasor diagram of pure-tone phase modulation that depicts the phasor pairs
for asmall modulation depth. The diagram depicts how the even-order pairs
compensate for the unwanted amplitude modulation imparted by the odd-
order pairs. (Adapted from Ref. 14, p. 232, Fig. 6.7.)

GRBGR

discussion). Theconstant amplitudeinherent in phase modul a-
tionrelieson the delicate bal ance of the amplitudes and phases
of its spectral components. Any deviation in this balance
resultsin distortion that can exhibit itself asAM.

Ideal 2-D SSD Generation

Here we describe the step-by-step process that Waasese
usestogenerate2-D SSD. |deal 2-D SSD isproduced whenthe
transfer functions given by Egs. (37) and (44) are used. An-
alytical expressions are also developed and are shown to be
equivalent to ageneralization of Ref. 3, which includes beam
shape. Ideal 2-D SSD isgenerated by aseriesof twoideal 1-D
SSD operations performed on the two orthogonal transverse
spatial directions of a seed-pulsed laser beam. Each 1-D SSD
operation consists of an EO phase modulator sandwiched
between agrating pair, such that an image plane exists at each
grating plane. The angular spectrum representation of the
grating and EO modulator, developed in the previous section,
is drawn upon to illustrate the frequency-domain effects and
how they relate to real space.

1. 1-D SSD Operation

Since each of the gratings is assumed to be at an image
plane, this implies that some kind of image-relaying system
must be in place. For practical SSD systems, these are afocal
image relay telescopeswith slow lenses that do not contribute
significant aberrations. Figure 78.10 depicts the 1-D SSD

RBGR

/

G
"1 sl
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{ +Eyv 0)}
Am1 (b \ Acz ()
- > - >
Ami (ky @) Ac2 (ky )
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Figure 78.10

A schematic representation of the 1-D SSD operation showing the two important functions: gratings and EO phase modulator. In addition, the image planes
are indicated along with the function names and a rough sketch of the field shape, in both real and frequency space, after each operation.
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operation with the three major components, including thefield
names at certain locations. If the bandwidth AA (typically 1 A
<AA <12 A)introduced by the SSD systemissmall relativeto
the operating wavelength A, (for OMEGA the IR wavelength
is 1053 nm), then the linearized grating angular dispersion
Eq. (34) isan adequate representation of the grating and serves
this section by demonstrating the ideal or desired response of
an SSD system.

Consider a seed-modulated pulsed laser beam with an
angular carrier frequency of ., pulse duration 7, and diam-
etersDy and D,. Theelectricfieldisdefinedonan inlageplane
as Eo(rr.t) with the associated angular spectrum Eg(kT,w)
and is image relayed onto the input of grating G1. Let the
first grating G1 preshear the pulsed beam with a linearized
angular dispersion of —¢, alongthe y direction. Consequently,
the sheared field after the grating G1 is given by [compare
Eq. (35)]

Eca(rmt) = Eo(rTat +5yY) : (45)

where a temporal delay is imposed across the field by an
amount given by 75 = ¢yDy. The angular spectrum is also
sheared and is given f)y [compare Eq. (37)]

Ié(}l(kTvo‘)) = éo(kx, ky - Eyw’ (‘J) ’ (46)

where the angular spectrum has been distorted only in the
direction parallel to the k, axis by the quantity ¢yw. A repre-
sentation of the sheared field and angular spectrum is illus-
trated in Fig. 78.10. Let the EO phase modulator have a
modulation depth of &4 and a RF modulation frequency of
Upm1 = wpm1/2 7. By combining the resultsfrom Egs. (43) and
(45), the electric field becomes

Ema(rr.t) = EGl(rTJ)eiaMlsm(let)

00

Eau(rrt) z

|=—c0

Ji(Byy)e'emt  (47)

and the replicated-sheared angular spectrum is given by

00

En1(kt,0) = Ega(kT, @) Dz J(au) { w! au1). (48)

|=—00

A representation of the phase-modulated sheared field and
angular spectrum is illustrated in Fig. 78.10. The second
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grating G2 now acts to disperse the increased bandwidth and
remove the preshear from the first grating G1. Let the linear-
ized angular dispersion be of equal magnitude and in the same
direction as the first grating but with opposite sign, i.e., +&,
(this is realized through the image flip of an odd number of
image relays), so that the electric field becomes

Ega(rmt)= EMl(rTit —ny) : (49)
and the unsheared angular spectrum is given by
Eca(kr@) = Ena(keky + &, ). (50)
After substituting the results of Egs. (45)—47)

Eoalrr) = Ecalrrt - &y oLl 5]

_ EO(rT,t)eidMlgn[w“"l(H &)

=Eo(rr.t) 29 (5M1)e”wm(t+€yy) . (5D)

|=—c0

The angular spectrum of the 1-D SSD operation isthen given
by the spatiotemporal Fourier-Laplace transform of Eq. (51):

Ega(kt,w) = Eg(kT, w)

Dz JI(5M1)5(kx:ky_|Eyw!\/|1' w+l (*R/Il)’ (52)

|=—c0

where it is important to notice that exact replicas of the
original spectrum, modified only by the amplitude of the
Bessel functions of the first kind J(Sy1), are centered on a
regularly spaced line or comb of delta functions described by
the summation operation. The comb of delta functions lies
along the line k, = ¢yw on the k, — w plane of the 3-D
spatiotemporal spectrum and are spaced by &,wy1 on the k,
axisand wy, 1 on the waxis. A representation of thefinal field
and angular spectrumisillustrated in Fig. 78.10. Each replica
of the original angular spectrumin Eq. (52) can beinterpreted
asanindividual col ored-pul sed beamwith an associated wave-
lengthor color A=2mc/w', where o' = w, +1 ) 1, Wwhose phase
front advancesin the direction k = kyX +(ky —Ifwa1)§/ +k,Z.
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It isimportant to notice that, for propagation distances Az
<< zg (such that minimal edge diffraction takes place for
rounded square beams), the individual colored-pulsed beams
retain their shape and continue to propagate along the beam
axis and only the phase fronts break across the beam in a
different direction. Theindividual colored beamswill eventu-
ally separate sincethe energy flowsalong thedirectionk. The
distance that colored-pulsed beam shifts in the transverse
direction is given approximately by

Ay, = Aztan(AG,) (53)

where
Dyrai 54
A9| :EgiAAl grating , (54
Ac D
AA| D(/\%/c)lv M1 1S the spectral offset of a particular color,
and Dg4ing IS the beam diameter at the grating. The critical
propagation distance for color separation is defined as when
the outermost colored-pulsed beam has shifted by one beam
diameter, i.e., Ay = Dy, and is approximated by

2

Dy DDy_ 2 A by

Azgie= . (55
" tan(AB) T A8 & cAA Dyrging 9

@

Intensity (W/cm2)

TC5017

where AX isthe applied bandwidth given by Eq. (42). Thedata
in Table 78.11 represents Azg, Azyit, and Az; /Azg for vari-
ous OMEGA beam diameters for the system parameters:
d6; /dA| =0 =197 prad/A, AAy; =1.5A,3.0A, and Dying
=44 mm.

The electric field of a pulsed beam is a complex three-
dimensional object whose intensity distribution, in space, is
suitably described as a brick of light that moves along the
propagation axis at the group velocity of the pulse. At one
position of the propagation axis, the intensity of the brick of
light is distributed about the transverse spatial dimensions as
described by the beam profile and in time as described by the
pulse shape. Taking different kinds of cross sections or slices
of the brick of light is a way to visualize the multidimen-
sioned data. A spatiotemporal cross section illustrates the
intensity history of the pulsed beam. As an example, a spa-
tiotemporal slice of a1-D SSD pulsed laser beam isshownin
Fig. 78.11 for two orthogona directions with the system
parameters &y, 1 =6.15, vjy1 =3.3GHz, A1 =1.5A, 1=1ns,
Dy = Dy = 44 mm, and where stepped hyperbolic-tangent
profiles were used in the spatial and temporal dimensions. In
additionafal se-col or representati on of theinstantaneouswave-
length is defined by

(b) —
— 1053.06 nm

—1 1053.04

— 1053.02

1053.00
1052.98

1052.96

1052.94

Figure 78.11

Spatiotemporal slices along (a) the y-t plane and (b) the x-t plane of a 1-D SSD pulsed beam with an overlay of the instantaneous wavelength )A\(rT,t)
superimposed onto the intensity profile for the system parameters 1 = 6.15, vy1 = 3.3 GHz, AAy1 = 1.5A, 1=1ns, Ncy U1, r=1ns, Dy = Dy =44 mm,
and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.
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Arrt)=——, (56)

where the instantaneous frequency is given by

1 a¢
21 ot

vs_— (57)

and ¢ is the instantaneous phase of the field of the form
el 9(v.t)giwct. Theinstantaneous wavelength is shown mapped
onto the 3-D intensity surface, in effect, displaying the phase
information of the electric field as afourth dimension of data.
The resultant dispersed spectrum of the 1-D SSD operationis
displayed across the beam as one cycle of instantaneous
wavelength or color, i.e., every color isdisplayed twice asthe
RF phase modulation cycles through 2rrradians. In general,
the fraction of RF phase-modulation cycles completed during
the temporal shear Tp, = ¢yDy, imposed by the first grating
G1, and displayed across the beam as a result of the second
grating G2, is determined by the number of color cycles
(compare to Ref. 1):

Ne, =Tp VM1 - (58)

The instantaneous wavelength (or color) is not to be confused
with the discrete col ored-pul sed beams mentioned in the pre-
vious paragraph; theinstantaneouswavel engthisacontinuous
function defined in the temporal domain, whereas the other
formsadiscrete set defined in thetemporal frequency domain.
The bandwidth of the instantaneous frequency is given by

A\’) = 26M1VM1 . (59)

Notice that no approximation is made here as compared to the
frequency-domain bandwidth described by Egs. (39) and (41),
andthat it equal sthebandwidthinthelimit of largemodul ation
depths given by Eq. (40). This fact illustrates the important

difference between theinstantaneousfrequency and that of the
frequency domain. When used with care, however, theinstan-
taneous frequency is useful in describing some optical effects
(suchasetalons) sincethemodulationrateisslow compared to
the underlying optical carrier. Another very important differ-
enceisthat A (rT , t) isasmooth, continuous function, and the
frequency-space spectrum is comprised of a discrete set of
frequencies (broadened only by thefinite duration of the pulse
width) as described by Eq. (44).

2. Seriesof Two 1-D SSD Operations

Consider, inamanner anal ogousto the previous subsection,
a seed-modulated pulsed laser beam with an angular carrier
frequency ., pulse duration 7, and diameters Dy and D,. The
electricfieldisdefined onanimageplaneas Eg(rr,t) withthe
associated angular spectrum Eq(kt,w) and isimage relayed
onto theinput of grating G1. A diagram of the 2-D SSD system
isshowninFig. 78.12. Let thefirst SSD operation be given by
Egs. (51) and (52). Let thefirst grating of the second-dimen-
sion G3 operation preshear the pulsed beam with alinearized
angular dispersion of —&, along thedirection X . Consequently,
the sheared field after the grating G3, in terms of the results
from the first dimension Eq. (35), is given by

Ega(r1.t) = Ego(rm.t +&X) , (60)

where atemporal delay imposed acrossthe field isan amount
givenby Tp, = ¢xDy. The sheared angular spectrumis given
by [compare Eq. (37)]

I§G3(k1-,w) EGZ( EXCU ky, Ol)), (61)

where the angular spectrum has been distorted only in the
direction paralléel to the k, axis by the quantity Jy,». Let the
second EO phase modulator have a modulation depth of ),
and a RF modulation frequency of vy, =wpyo/2m. The
electric field becomes

{0}

XVm2 {+&oad

=y Yvmi {+éy.ad
A (y,t) rlrEu()) Ami
#1

TC4942

EO\ Auy
mod
#2

Figure 78.12

A schematic representation of the 2-D SSD operation, which exhibits a series of two 1-D SSD operations that act on two orthogonal directions X and .
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Emz(rr.t) = Ea(rr.t) eouzsn(eha)

= EG3(rT,t) Z Jm(sz)eimwMzt, (62)

m=—co

and the replicated-sheared angular spectrum is given by

Emz(kt.0) = Ega(kt, @)

DZJm(éMz)é(w—mﬁ.Mz) . (63)

m=—oco

The second grating of the second dimension G4 now acts to
disperse the increased bandwidth and removes the preshear
fromthegrating G3. L et thelinearized angular dispersion be of
equal magnitude to the grating G3 but with opposite sign, i.e.,
+&,, so that the electric field becomes

Ega(rr.t) = Ema(rrt - &) (64)
and the unsheared angular spectrum is given by
EG4(kT,O)) = EMZ(kX + EX(}.), ky, (}.)) . (65)

After substituting the results of Egs. (52), (55), (57), and (60),

Eca(rm.t) = Ees(rvt +gxx)ei5w|25i”[wmz(t+ &)
— EGZ(rT1t)ei6M2 sin[wMz(H{Xx)]
_ EO(rT,t)eiaMlsin[le(H'Eyy)] iz S iz (t+ &)

=Eo(rr.t) z J (5M1)eile1(t+Eyy)

|=—00

xS In(Bz)emon(t+E) (66)

m=—oo

Equation (66) represents a generalization of Ref. 3, which
includes beam shape. The angular spectrum of the 2-D SSD
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operation isthen given by the spatiotemporal Fourier-Laplace
transform of Eg. (66):

Ega(kT, ) = Ep(kT, w)

Dz J, (6M1)5(kX7 ky ml Eyc’)Mb w+| (‘Rlll)

|=—00

0 Z Jm(JMz)J(kx - mExWZ'ky' wtm aMZ)

m=-o

= Ey(kr,) 00 i i[m(%)%(dm)

|=—com=—co

><5(|<X ~mé& iz, ky —1 & w1, @+ ayg +m qz,.z)], (67)

whereitisimportant to noticethat exact replicasof theoriginal
spectrum, modified only by the amplitudes of the Bessel
functionsof thefirstkind J; (Sy1) and J(Sy2), arecentered
onaregularly spaced grid or field of deltafunctionsformed by
the innermost convolution operation. The field of delta func-
tions lies on the plane k, /&, +ky /¢y =w in the 3-D spa-
tiotemporal spectrumand arespaced by &,y 1 inthedirection
of theky axis, by &ywy 2 inthe direction of the ky axis, and by
linear combinations of both wy, 1 and )y » in the direction of
the waxis. Notice that there exist sum and difference frequen-
cies, whichischaracteristic of two-tone phase modul ation (see
Ref. 14, pp. 233-234). An example of a two-tone phase-
modulated temporal spectrum isillustrated in Fig. 78.8(b) for
the parameters dy; 1 = 6.15, vy1 = 3.3 GHz, )y, = 13.5, and
VM2 = 3.0 GHz.

Spatiotemporal cross sections of a 2-D SSD pulsed laser
beam with the instantaneous wavelength overlay is shown in
Fig. 78.13for two orthogonal directionsfor the system param-
eters Oy 1 = 6.15, 1 = 3.3 GHz, AAy = L5 A, ), =135,
and vy =3.0GHz, My, =3.0A, 1=1ns, Dy =D, =44mm,
and where hyperbolic-tangent profileswere used in the spatial
and temporal dimensions. At any particular moment in time,
the resultant dispersed spectrum from the first dimension of
the 2-D SSD operation is seen displayed across the beam as a
smaller window of color (relative to the overall bandwidth).
As time progresses, the window of color is swept across the
total bandwidth. Thenumber of color cyclesof the second SSD
dimension is given by

Ne, =Tp,Vm2 (68)
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where Tp =¢yDy. The brick of light can also be sliced in  of the3-D intensity profileof thebeam, asviewed fromabove,
another direction, i.e., a spatial cross section at a particular  areillustrated in Fig. 78.14 with an instantaneous wavel ength
instant of time that illustrates how the instantaneous colors  overlay. The color center isseento moveacrossthebeam. The
move across the beam profile astime changes. Two examples ~ number of color cyclesin each direction is readily observed.

€Y (b) — 1053.20 nm
— 1053.15
— 1053.10
— 1053.05
1053.00
1052.95
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1052.85
1052.80

Intensity (W/cm2)

Figure 78.13

Spatiotemporal slices along (a) the y-t plane and (b) the x-t plane of a 2-D SSD pulsed beam. with an overlay of the instantaneous wavelength A(rT,t)
superimposed onto theintensity profilefor the system parameters: dy1 = 6.15, v =3.3 GHz, AAm1=1.5A, N¢, 01, o2 =135 andvy2 = 3.0 GHz, AAm2
=3.0A, Ng, 00.9, T=1ns, Dy = Dy =44 mm, and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.
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Figure 78.14

Spatial cross sections of a 2-D SSD pulsed beam with an overlay of the instantaneous wavelength A(rT,t) for the system parameters: dv1 = 6.15, vm1
=3.3GHz, AMM1=15A, No, O1,8v2=135,and vm2=3.0 GHz,AMv2=3.0A, N, 00.9, 7=1ns, Dy =Dy =44mm, and where hyperbolic-tangent profiles
were used in the spatial and temporal dimensions. The images are for two instants of time: (a) t1 = 0 psand (b) to = 46 ps.
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A useful diagnostic for 2-D SSD systems is the time-
averaged, far-field intensity structure of the pulsed beam. A
far-field camera operates by propagating the 2-D SSD pulsed
beam through a lens onto its focal plane, where a CCD or
film captures the image in a time-integrated sense. This pro-
cess takes advantage of the Fourier-transforming properties
of lenses. The abject isassumed to be onefocal lengthin front
of the lens (otherwise a phase curvature is imposed across
thefar field), and theimageisinthefocal planeof thelens(see
Ref. 16, pp. 86-87). Waasese simulates this data by taking the
time average of the expression

- 2
o fieta(kt) E%nfoc FIJqJEo(fTJ)e'”‘Tmfdxdy . (69

The expression given by Eq. (64) is equivalent to the far field
in real space, at the focal plane of the lens, by making the
transformations k, =27mx/ A, f and ky =27y / A f, where
Xg and yg are the real-space, far-field coordinates and f is
the focal length of the lens. A time-averaged plot of Eq. (69)
isillustrated in Fig. 78.15 for the same system parameters of
this section. If the expression Eq. (64) is plotted directly asa
function of time, amovie of thefar field can be generated. The
underlying far-field pattern remains constant while the spec-
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Figure 78.15

Simulation of the time-averaged far field of a2-D SSD pulsed beam for the
system parameters: oy 1 = 6.15, V1 =3.3GHz, AAy1=15A, Ncy 01, dv2
=135, and vz = 3.0 GHz, AMv2 =30 A, N 009, 7=1ns, Dy = Dy
=44 mm, and where hyperbolic-tangent profiles were used in the spatial and
temporal dimensions.
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tral peaks change amplitude and can give the appearance of
movement when the number of color cycles is less than 1
(provided there are no other smoothing mechanisms).

Nonideal Effects

In realistic SSD driver lines, a variety of mechanisms
complicate the ideal situation described in the previous sec-
tion. Some mechanisms simply distort the pulsed beam and
otherslead to AM. For example, if the preshear and dispersion
grating are misaligned, the dispersion grating will not com-
pletely remove the distortion placed on the beam by the
preshear grating. Theresultisaslight increaseto therisetime
of the pulse aswell asadistorted far-field pattern in the rough
shape of arhombus. If the EO phase modulator hasan angular-
dependent modulation depth, the bandwidth imposed by the
modulator will depend on the incident angle of the incident
harmonic plane waves. This effect in combination with a
grating misalignment explainsthe observed distorted far-field
images (see Fig. 78.16); however, these two effects do not
induce AM.

1. PM-to-AM Conversion Mechanisms

A variety of mechanisms destroy the ideal situation de-
scribed in the previous section by producing AM. In general,
they are referred to as PM-to-AM conversion mechanisms
since any disruption to the spectral components of perfect
phase modulation results in amplitude modulation. These
mechanisms fall basically into two main categories that refer
tothe manner in which the spectral components can bealtered:
phase and amplitude effects. If the relative phases or the
amplitudes of the spectral components are altered (with the
exception to alinear phase variation), the phasor components
will not add properly, resulting in AM. Waasese iswell suited
to analyze al of these effects in the spatiotemporal domain
sinceit is based on the angular spectrum representation.

PM-to-AM conversion mechanismsfurther divideintotem-
poral or spatial domain effects. Temporal domain effects
directly control the phase or amplitudes by spectral filtering
through devicessuch asetalonsand amplifierswith nonconstant
bandwidth. Thetransmissivity of etalonsvariesasafunction of
wavelength, which modulatesthe spectral amplitudes of aPM
pulse. A similar and stronger effect is produced when a first-
order ghost image co-propagates at a slight angle to the main
beam, which has made one round-trip in a cavity. A streak
camera measurement of this effect along with asimulation is
shown in Fig. 78.17. Spatial domain effectsindirectly control
the spectral phase or amplitudes since, as a result of the
gratings, the temporal spectrum has been coupled with the
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Figure 78.16

(a) A measured distorted far-field image of the double-pass 2-D SSD system and (b) a simulation of the time-averaged far field with an angular-dependent
modulation depth and a G3 and G4 misalignment for the system parameters: dy1 = 6.15, vy1 = 3.3 GHz, AAy1 = 1.5 A, Ng, 01, duz = 13.5, and vm2
=3.0 GHz, AA\y2=3.0A, N¢, 0.9, 7=1ns, Dy =Dy =44 mm, and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.
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Figure 78.17

(a) A measured streak camera image (showing 2.4 ns of time) resulting from a noncollinear co-propagating reflection and (b) a simulation (showing 1 ns of
time) of the interference from afirst-order ghost delayed by 50 ps co-propagating at an angle of 40 urad to the main beam. The simulation islimited to 1 ns
due to practical memory constraints; however, 1 nsis sufficient to illustrate the pattern that repeats at arate of 1/vy.
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spatial spectrum, i.e., the dispersed bandwidth. Therefore,
spatial domain effects play a role only after the dispersion
gratings G2 of the first dimension and G4 of the second
dimension and include propagation and pinhole clipping.
Propagation leadsto AM since each color’s phase front propa-
gatesin adifferent direction, whichimpartsadifferent amount
of phaseto each color. The AM grows unbounded in anonlin-
ear manner as the propagation distance increases, but image
relaying has the ability to restore PM at an image plane.
Table 78.111 contains some simulation results of propagation
out of theimageplanefor variouslocationson OMEGA andfor
different 2-D SSD configurations. Pinhole clipping leads to
AM since, inthe far field, the dispersed bandwidth is splayed
acrossthefocal planeand, if the outermost colors are blocked
by the pinhole, AM results.

Spatia phase variationsin the near field of an SSD pulsed
beam do not directly convert to AM, but the far field may be
significantly broadened. If this image is passed through an
image relay with a pinhole filter, spectral clipping can occur,
which leadsto AM. On the other hand, nonlinear spatial phase
variations in the far field convert directly to AM in the near
field since the spectral components are distributed in the far
field as shown in Fig. 78.15. For example, surface roughness
of amirror that isplacedinthefar field of animagerelay cavity
altersthe phasefront of thereflected beam. Waasese simulates
the surface roughnessby spectrally filtering arandom-number
generator to match observed surface roughness statistics; an
exampleisshowninFig. 78.18. Theeffect onal-D SSD pul sed
beam is shown in the example in Fig. 78.19. As another
example, acurved retro mirror was unknowingly placed inthe
far-field retro stage of the second dimension and was sheared

to produce planar phase fronts. When planar mirrors were
substituted for the curved mirror, extremely large AM was
observed. The signature of propagation out of an image plane
was used to identify theAM sourceasacurved far-field mirror
since propagation also induces a curved phase on the angular
spectrum (see Fig. 78.20). Combinations of devices can aso
leadto AM. For example, aFaraday rotator with awavel ength-
sensitive rotation in combination with a cavity g ection wave
plate and a polarizer will result in an effective spectral filter.

Nonideal phase-modulator effects can beincluded in addi-
tion to applying the ideal PM described in Eq. (43). If the
angul ar spectrum of theinput beamissignificantly broadinthe
direction of the optic axis, i.e., a1-D SSD beam entering the
second-dimension modulator, the crystal birefringence must
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Figure 78.18

Modeled surface roughness on afar-field, high-reflecting dielectric mirror.

Table 78.111: The AM, given as a percentage of peak-to-initial value, that results from propagation out of an image
plane for different locations on OMEGA and for different 2-D SSD configurations.
1THz Ne=1,1 [ No=21 Current
Beam Ne=21 Nc =136 LLNL LLNL Ne=11
Component Diameter | 2.1, 10.4 A 15 30A 5.0 A 5.0 A 1.25, 1.75 A
Location (cm) 88,102 GHz | 33,12 GHz | 17 GHz 17 GHz | 3.3, 3.0 GHz
Focus lens (3w) 27.3 13.6 31.3 2.08 8.90 5.83
FCC 27.3 0.731 1.45 0.120 0.482 0.328
F spatia filter 19.5 3.06 6.23 0.496 2.01 1.36
E spatia filter 14.6 3.88 7.98 0.626 2.55 1.72
C relay 8.49 18.9 46.1 2.81 12.3 7.91

78

LLE Review, Volume 78



ANGULAR SPECTRUM REPRESENTATION OF PuLSED LASER BEAMS

12 ———
10 .
08} i
06 =

04 .

Intensity (W/cm?2)

Transverse axis (cm)

0.2 n

o

-4 0.0
-06 04 02 00 02 04 06 -06 04 02 00 02 04 06
Time (ns) Time (ns)

TC5024

Figure 78.19

(a) Spatiotemporal cross section and (b) lineout of a1-D SSD pulsed beam incident on afar-field mirror with surface roughness as modeled in Fig. 78.18 that
yielded a peak-to-mean AM of 4.8%.
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Figure 78.20

(a) A measured streak cameraimage (showing 3 ns of time) resulting from a phase curvature caused by an improperly placed retro mirror at the second SSD
dimension double-pass cavity and (b) asimulation of the same effect, resulting in 110% peak-to-mean AM. The simulation is limited to 1 ns due to practical
memory constraints; however, 1 nsis sufficient to illustrate the pattern that repeats at arate of 1/vy.
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be taken into account. This effect is exhibited by a quadratic
phase distortion in the spatial frequency domain (in the direc-
tion corresponding to the optic axis) that resultsfrom theindex
ellipsoid of uniaxial crystals (see Ref. 17, pp. 86-90). Each
harmonic planewaveproduced by thefirst SSD dimensionwill
experience adifferent phase delay asit propagatesthrough the
second modulator, which resultsin AM in thefirst dimension.
Before the second dimension has been dispersed by G4, an
adjustment of theimage plane will correct for thisAM source
because propagation induces a compensating phase curvature
on the angular spectrum (see Fig. 78.21). Thisis permissible
because the spread of the angular spectrum in the second
dimension is not significant before it has passed through the
dispersion grating.

One other source of PM to AM isthe nonlinear mapping of
the grating. In theideal case, EQ. (34) is used to describe this
mapping. If the more complete nonlinear mapping is used
[Eq. (17)], large enough bandwidthsand color cycleswill lead
to a distorted mapping onto the spatial spectrum and subse-
quently will introduce AM. Waasese simulates this effect and
shows that the distortion is greatest near the edge of the beam
asseeninFig. 78.22.
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Simulation of thenonlinear grating equation effect ona2-D SSD pul sed beam
using adouble-grating set. Thedistortionisgreatest near the edge of the beam

and results in a peak-to-mean AM of about 1%. The lineout is taken at x
=1.5cmandy=0cm. The system parameters: o1 = 6.15, vp1 = 3.36 GHz,

Mm1=15A, No, 01, o2 =3.38, ym2 = 12.06 GHz, AAM2 =3.0A, and
N, 0365,
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Figure 78.21

(a) Simulation of the propagation of a 1.1-mm beam through the second SSD dimension modulator while including crystal birefringence resultsin a peak-to-
mean AM of 4%; (b) simulation of the compensating effect of a0.56-mm adjustment to theimage plane prior to thefinal grating at the 1.1-mm beam diameter.
The system parameters: dy1 = 6.15, ym1 =3.3 GHz, AAy1 = 1.5 A, N¢, 01, dvz2 =13.5, and vz = 3.0 GHz, AAm2 = 3.0 A, Nc>< 00.9, 1=1ns, Dy =Dy
= 44 mm, where hyperbolic-tangent profiles were used in the spatial and temporal dimensions, and an effective LiNbO3 crystal length of 36 mm.
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Conclusion

Waasese provides a flexible modeling tool for simulating
the generation and propagation of 2-D SSD pulsed laser
beams. Waasese simulatesideal and nonideal behavior of the
many optical components that comprise the SSD driver line
including their relative positions. Waasese predicts measur-
able signatures that function as diagnostic tools since they are
associated with particular optical components. The signature/
component relationships act together with experimental mea-
surementsto help locate and eliminate a troublesome compo-
nent. Minimizing any AM in the driver line will ensure the
safety level and lifetime of OMEGA optics by circumventing
the effects of small-scale self-focusing. Waasese proves to be
an indispensable modeling tool for the OMEGA laser, and its
inherent flexibility will provide a means to enhance its capa-
bilitiesto model other laser propagation issues such asnonlin-
ear propagation, on-target uniformity, amplifier gain, scattering
losses, and pinhole clipping.
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Hollow-Shell Implosion Studies on the 60-Beam,
UV OMEGA Laser System

Direct-driveinertial confinement laser fusionisaccomplished
by uniformly illuminating spherical fuel-bearing targets with
high-power laser beams, ablatively driving implosions that
result in large increases in density and temperature. Current
large laser systems such as the University of Rochester’s
OMEGA laser, which is capable of both direct- and indirect-
drive implosion experiments,12 and the Lawrence Livermore
National Laboratory’s Nova laser,34 which is designed pri-
marily for indirect-drive implosions, are smaller in size and
total output energy than what is believed necessary to obtain
ignition and gain. Attaining conditions for ignition to occur
(densities of ~200 g/cm? and temperatures of ~3 to 4 keV)
awaits the completion of the National Ignition Facility® (NIF)
and other megajoule-classdrivers currently being planned. In
addition to the high temperatures and densities, ignition re-
quiresfuel areal densities(density—radiusproduct) =0.3g/cm?
to stop the 3.5-MeV alphaparticlesin order to obtain thermo-
nuclear burn propagation.6’ To reach these conditions in
direct-drive implosions requires controlling the growth of the
Rayleigh-Taylor (RT) instability, which is seeded by
nonuniformities in the laser illumination. The RT instability
can lead to shell breakup and mixing of shell material into the
gas-fill or central voided region in the case of evacuated
targets. We are currently studying the attainment of near-
ignition-scale areal densities on OMEGA and the effects of
beam smoothing and pul se shaping thereon, by using surrogate
cryogenic targets where the shell acts as the fuel layer. These
will befollowed by actual cryogenic (DD or DT) targets, when
the cryogenic target—handling facility is completed.

Previously reported direct-drive OMEGA experiments
havedemonstrated theability to achievehighrelativetempera-
tures® (KT, ~3 to 4 keV, KT; ~14 keV) attaining DT neutron
yields of >1014. Additionally, the acceleration- and decelera-
tion-phasetarget stability has been studied in spherical implo-
sions using thin polymer layers containing various high-Z
elements, suchasTi, Cl, and Si, with D, fillscontainingasmall
Ar component.®
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In the present experiments, we have studied the stagnation
phase (maximum density and temperature conditions) of the
implosionsdesigned to attain high areal densities(=0.1g/cm?d)
using both x-ray and neutron spectroscopic techniques. The
targets consist of both deuterated and undeuterated polymer
shells with either zero-pressure (evacuated) or |ow-pressure
(3-atm) D, or D3Hefills. The zero-pressure- or low-pressure-
fill targetsare“ surrogates’ for cryogenictargetssinceinactual
cryogenictargetsthegaspressurewill beat or below thetriple-
point vapor pressure of D, or DT gas (0.2 atm at 20 K).10 An
equivalent particle density is obtained for a pressure of 3 atm
at room temperature (300 K). The hydrodynamics of the
central gas-filled region of a 3-atm-filled target will therefore
be the same as an actual cryogenic target at the triple point.
Conversely, the shell of the surrogate cryogenic target is not
expected to evolve the same but will have a different in-flight
aspect ratio (mean radius/thickness) and convergence ratio
(initial radius/final radius). Also, the RT growth in a CH shell
will belarger than for aDT shell because the reduced ablation
velocity leads to a lesser ablative stabilization. Nevertheless,
high areal densities (=0.1 g/lcm?), high convergence ratios
(>20), and moderately high central temperatures (=2 keV) can
be studied with a surrogate cryogenic target. The measure-
ments described in this work have revealed significant infor-
mation about theimplosion of surrogate cryogenic targets and
the effects of beam smoothing and pulse shaping thereon.

Experiments

The targets used for these experiments were manufactured
by General Atomics.1! Hollow spherical shellswere produced
by coating layers of deuterated plastic (CD) and then
undeuterated plastic (CH) over a depolymerizable spherical
mandrel. The coatings were accomplished by the method of
glow discharge plasma (GDP) polymerization. The CD-layer
thicknesses ranged from 5 to 10 um, while the CH-layer
thicknesses ranged from 10 to 30 um. Layer thicknesses were
measured to an accuracy of 0.5 um, and thetarget diameter was
measured to an accuracy of 1 um. In each casethetargetswere
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held in place in the target chamber using low-mass stalks
consisting of a short length of spider silk (~100 pm) that had
been previously overcoated with parylene to add mechanical
stability. The spider silksweregluedto boron fibers~20 umin
diameter, and the parylene-overcoated stalk end was attached
to thetarget with UV-curable epoxy. The UV epoxy glue spots
were the largest single mass perturbation introduced by the
stalks; thesespotsranged from 10to 30 ymindiameter. Targets
were either prepared and kept evacuated (<1073 Torr) or filled
with 3atm of D,, H,, or an equal molar mixture of D3He gases.

Three laser-irradiation conditions were used for these ex-
periments: (1) Coherent beam illumination (no beam smooth-
ing) wasused withthebeamsfocused soastonearly tangentially
illuminate the target at the beam edge. (2) Each beam was
modified using adistributed phase plate (DPP)2 at best focus
(diffraction minimum spot ~0.95 mm). (3) Beamswith DPP's
were smoothed using SSD13 along two axes (2-D SSD)12
withfrequenciesof 3.5and 3.0 GHz and bandwidthsof 1.7 and
1.2 A (0.25-THz bandwidth). The estimated illumination uni-
formity for 60 overlapping OMEGA beams (0, for /-modes
1t0500) was~15% for the coherent beam illumination, ~20%
for DPP-only illumination, and ~2.5% for the DPP+SSD
illumination. All values quoted are cal culated from the ideal -
ized effect on the beam distribution and averaged over the
length of the pulse. Whilethe distributed phase plates produce
asmooth envel opeto thebeam, they alsointroduce small-scale
laser speckle, hencethe larger value of o,,,s for the DPP-only
illumination. Although the value of oy, for the DPP+SSD
illumination is lower than the other cases, two additional
effects not accounted for by thistime-averaged quantity must
be considered: (1) Beam balance at current levels (~7% rms

HoLLow-SHELL IMPLOSION StubIES ON THE 60-BEaM, UV OMEGA LASER SysTEM

beam-to-beam energy variation) would produce an on-target
illumination nonuniformity of ~2.5% rms even with perfectly
smooth beams, with most of that contribution in modes 1
through 5. (2) The smoothing time of the present level of SSD
may not befast enoughto avoidimprinting laser-beam speckle
onto the target.

Thethree pul seshapesused intheseexperiments(Fig. 78.23)
were the 1-ns sguare pulse shape, the 1:6 ratio foot-to-main-
pulse shape (also known as PS26), and the 1:40 ratio pulse
shapeknown as a = 3. Examples of the actual pulse shapesare
shown along with the design shape. Good pul se-shape repeat-
ability wasobtained. The purpose of varying the pulse shapein
these experimentsis to investigate target performance versus
pulse shape. Ideally a gradually rising intensity, if properly
designed, will produce afinal target compression greater than
asharply rising pulse. Figures 78.24(a) and 78.24(b) show the
calculated primary neutron yield (D-D) and the fuel and shell
areal densitiesasafunction of timefor thethreedifferent pulse
shapes. All simulations (accomplished with the hydrodynam-
ics code LILAC as described in the next section) are for an
assumed total energy on target of 25 kJ, and in each case the
target was a0.95-mm-diam, 20-um-thick CH shell filled with
3 atm of D3He. For these conditionsit is clear that the highest
yield and compression are obtained for the highest-contrast
pulse shape. Thistrend also holds for the evacuated targets.

The two instruments used to obtain x-ray spectra of the
implosion cores were a Kirkpatrick-Baez-type (KB) micro-
scope outfitted with adiffraction grating!® and acrystal spec-
trometer outfitted with an imaging slit.1> The KB microscope
has Ir-coated mirrors and a sensitive energy band from ~2 to
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Figure 78.23

Thethree pul se shapes used in these experiments: (a) the 1-nssquare pul se, (b) PS26, a1:6 ratio foot-to-main pul se shape, and (¢) a =3, a1:40ratio pulse shape.
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8 keV. The absolute response of the microscope was deter-
mined bothinthelaboratory and in situ. Figure 78.25(a) shows
atypical grating-dispersedimage of animploded hollow-shell
target. The bright central peak isthe overexposed image of the
core (zeroth-order image), while the indicated lines are dif-
fracted images of the core (£first-order images). The spectrum
of the core emission, after correction for instrument response,
isshowninFig. 78.25(b) alongwithamodel fit to the spectrum
(thermal bremsstrahlung with absorption). (The details of this
analysis will be described in the next section.) The crystal
spectrometer consisted of animaging slitin front of adiffrac-
tioncrystal viewingthetarget. Diffracted x rayswererecorded
with DEFfilm aswerethespectrally dispersedimagesfromthe

KB microscope. The emission from the implosion core was
separated from thetotal flux by the narrow size of theimaging
dlit (~100 um). The spectrometer wasset to view aregion of the
spectrum from ~4 to 6 keV containing continuum emission
from the targets. This was compared to the KB microscope—
derived spectra on certain shots. A limited number of shots
were taken with targets containing a Ti-doped layer, and in
such cases the observed jump in the spectrum at the Ti K edge
was used to infer the shell areal density.1®

Primary neutron yield (D-D neutrons) was measured with
an array of cross-calibrated scintillator detectors. Secondary
neutron yield was measured with an 824 detector array of
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Simulations of the (a) D-D neutron-generation rate and (b) the fuel and shell
areal densitiesasfunctionsof timefor thethree pul seshapes. Thetargetswere
all assumed to be 20-um-thick CH shells, filled with 3 atm of D3He, imploded
by atotal energy of 25 kJ.

Grating-dispersed KB microscope image of OMEGA shot 9130 (see
Table 78.1V): (a) the zeroth-order image with £first-order diffracted images
of the core (indicated), and (b) the core spectrum after correction for instru-
ment response, along with 1-D (LILAC) simulations of the same.
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scintillators, each of which recordsthe neutron arrival timeto
an accuracy of ~0.5 ns, which translates into an accuracy in
energy of ~0.5 MeV. This instrument, called MEDUSA
(Multi-Element Detector Using a Scintillator Array),16 allows
for the determination of the much smaller secondary neutron
yield (D-T neutrons) due to their earlier arrival time at the
detector. Figure 78.26 shows an example spectrum from
MEDUSA on a 20-um-thick CD/CH shell imploded with a
1-nssquare pul seand coherent beamillumination. Thesecond-
ary neutron yield is clearly seen, appearing as the broad peak
between 12 and 17 MeV. The integral of this peak is propor-
tional to the secondary yield.

100 T T T | T T T T | T T T T | T T T T
— - OMEGA shot 9122
2 goft i
&
Ny
O
% 60 - -
% DD primaries
2 40 .
LLI - .
DT secondaries

S 20t |
©

O L il PRI Bt

0 5 10 15 20
£8805 Neutron energy (MeV)
Figure 78.26

Example of the neutron spectrum emitted by a CD target as determined by
MEDUSA. Theneutronswith energiesfrom12to 17 MeV arefromDT fusion
reactions generated by primary-fusion-product (secondary) tritons fusing
with primary deuterons.

Results

Several combinations of shell thicknesses (CD/CH and CH
only), fill gases, and pulse shapes were investigated. We
present here arepresentative set from which x-ray and neutron
spectral information was obtained. Table 78.1V isa sample of
thetarget shot conditionsand experimental ly measured val ues.
The conditions for each shot, illumination type, energy, D-D
yield, D-T yield (where measured), kT, and pR, along with
LILAC predictions of these quantities, are grouped by type of
pulse shape. The implosions were simulated with the one-
dimensional hydrocode LILAC, which usestabulated equation
of state (SESAME),1’ flux-limited electron transport, and
multi-group radiation transport using local thermodynamic
equilibrium (LTE) opacities, 18 and inverse-bremsstrahlung-
absorption energy deposition through a ray-tracing algorithm
in the underdense plasma. A flux limiter of f = 0.06 with a
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sharp cutoff was used. The primary fusion reaction products
were transported using a multi-angle straight-line method,
which also includes the production of neutrons from the
secondary D-T reactions. The detailed space-resolved x-ray
spectra generated for comparison with the observations were
calculated with a postprocessor.

Asshown in previous works, 1419 the x-ray spectrum emit-
ted by an undoped polymer shell can, to agood approximation,
be represented by

Iy = lhot e E/KThg e_<“(E)pR>sheu , 1)

where 1,4 is the intensity of the thermal bremsstrahlung
emission from the core region, which has a characteristic
temperature KT,:. Absorption will occur in the shell asx rays
exit the core through the surrounding colder shell whose
optical depth 7 = (u (E) pR), where u(E) isthe energy-depen-
dent mass absorption coefficient and pR is the areal density
(the brackets indicate an average over the shell). To a good
approximation u is given by

u=19 ><1O3%g(p, KT) (cmz/g), 2

whereEisinkeV and g < 1. Using thisapproximation, alower
limit on pR4,g Can be determined by fitting the observed
spectrum to | with the optical depth given by

r :1.9x103%, 3)

where pRqistheareal density of the cold shell material and,
therefore, a lower limit on the total PRy, Both pR. 4 and
the average el ectron temperature kT, are determined by fitting
Eq. (1) to the observed spectrum.

The combined measurements of the primary neutron yield
from the D-D reaction and the secondary neutron yield from

the D-T reaction allow usto estimate the areal density of the
deuterium-bearing shell material pR-p using the following:

PRep = %D—D/Mxlo 20 (g/em?), (4)

where we have used the results of Azechi, Cable, and Stapf2°
scaled to CD (which has a 6:1 ratio of carbon to deuterium
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mass) and we have taken the maximum calculated ratio as a
function of temperature as the limit given above. Since the
range of the primary 1-MeV tritons may be smaller than the
total areal density of the CD layer pRcp and since pRqp is
lessthan thetotal pRy,q |, thisvalue again placesalower limit

on PRy -

Figure 78.27 shows the measurements of kT, and LILAC
predictions of these valuesfor the voided targetsimploded by
1-nssquare pulses. (The values obtained from simulations are
averaged over the stagnation, asisthe casefor all comparisons
to measurements that follow. The simulated x-ray measure-
ments are weighted by emitted x-ray intensity, whereas the
simulated neutron measurements are values averaged over
the time of neutron emission.) The measured values of KTg
show little discernible difference for the three illumination
conditions. (Notethat slightly lessenergy wasused toimplode
the targets with DPP+SSD illumination.) The thinnest-shell

targets have measured KT, values that are slightly lower than
the predicted values.

Figure 78.28 showsthe measured values of pR.yq fromthe
x-ray spectrafor 1-ns-square-pulseillumination. Herewehave
included both the voided CD/CH shells and the 3-atm-filled
CH shells. The higher measured values of pR.yq for the
thicker-shell targets are evident, following the trend of the
simulations, which is expected since the implosion cores of
thicker targets reach alower temperature. (Therefore the shell
material is less stripped and can more heavily absorb the
continuum emission from the core.) The significantly lower
values of pR.yq for the DPP-only cases are also noticeable.
This difference is largest for the 3-atm-filled CH targets
pointing to the gas—shell interface as a source of disruption to
the symmetry of the implosion. The differences between
DPP+SSD and DPP-only illumination for gas-filled targets
are further apparent when one compares their spectra

Table 78.1V: Measured and simulated values for a representative sample of voided CD/CH target experiments. The numbered columns contain
the following: (1) pulse type, (2) beam-smoothing condition, (3) shell thickness, (4) energy on target, (5) the measured D-D neutron yield
[Y,, (D-D)], (6) error of measurement of Y,, (D-D), (7) the measured D-T neutron yield [Y, (D-T)], (8) error of measured Y,, (D-T), (9) the CD layer
areal density pRcp determined from Eq. (4), (10) error of pRcp value, (11) LILAC-predicted value of Y, (D-D), (12) YOC (D-D), the ratio of the
measured-to-predicted values of Y,, (D-D), (13) LILAC-predicted value of Y,, (D-T), (14) LILAC-predicted value of pRcp, (15) LILAC- predicted

1 2 3 4 5 7 8 9 10 11 12

Shot Pulse Illumination CD+CH | Energy | Y,(D-D) | Ya(D-D) | Ya(D-T) | Ys(D-T) PRMED PRMED Y,(D-D) YOC

Type Condition (um) (kJ) error error (mg/cmz) error 1-D (D-D)

(mg/cmz)

7817 | 1-nssq Coherent 31.8 26.2 2.3(8) 6.7(6) 4.9(8) 0.47
9130 | 1-nssq Coherent 394 | 28.4 7.4(7) | 2.5(6) 1.1(8) 0.66
9266 | 1-nssq Coherent 25.6 | 29.2 5.4(8) | 7.0(6) 6.1 (9 |0.09
9267 | 1-nssq Coherent 34.4 | 30.2 1.6(8) | 3.7(6) 5.2(8) 0.31
14010 | 1-nssq | DPP'sonly 21.2 | 28.0 1.4(9) | 3.2(7) | 4.1(6) | 2.6(5) 69.0 4.8 1.7(10) | 0.08
14012 | 1-nssq | DPP'sonly 31.0 | 27.2 2.5(8) | 1.4(7) | 5.0(5) | 8.6(4) 45.4 8.3 5.9(8) 0.43
11561 | 1-nssq | DPP's+SSD 19.9 | 27.3 2.6(9) | 2.0(8) | 7.3(6) | 3.7(5) 64.9 6.1 1.8(10) | 0.15
11562 | 1-nssq | DPP's+SSD 30.9 | 28.3 2.5(8) | 6.4(7) | 4.6(5) | 8.3(4) 42.2 13.2 5.7(8) 0.44
11576 | 1-nssq | DPP's+SSD 38.9 | 27.7 1.4(8) | 1.6(6) | 1.8(5) | 5.1(4) 30.1 8.7 6.7(7) 2.03
12538 | 1-nssq | DPP's+SSD 21.1 | 24.0 1.4(9) | 5.5(7) | 6.0(6) | 3.3(5) | 102.3 7.0 5.9(9) 0.23
12548 a=3 | DPP's+SSD 21.1 | 20.6 1.7(8) | 2.6(6) | 7.2(4) | 3.2(4) 9.7 4.4 8.6(9) 0.02
12549 a=3 | DPP's+SSD 26.9 | 21.2 1.1(8) | 2.0(6) | 5.7(4) | 2.9(4) 12.5 6.3 1.3(9) 0.08
12551 a=3 | DPP's+SSD 30.8 | 21.0 4.4(7) | 1.3(6) | 2.8(4) | 2.0(4) 15.0 10.6 3.8(8) 0.12
12562 PS26 | DPP's+SSD 21.3 19.6 7.8(7) | 1.3(7) | 1.1(5) | 4.1(9) 34.4 13.5 1.0(10) | 0.01
12563 PS26 | DPP's+SSD 26.9 19.8 6.5(7) | 1.2(7) | 1.4(5) | 4.5(4) 50.9 18.6 3.0(9) 0.02
12567 PS26 | DPP's+SSD 30.7 | 20.0 7.8(7) | 1.3(7) | 2.9(5) | 6.4(4) 85.6 24.0 1.7(9) 0.05
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value of pR4e averaged over the time of neutron production, (16) LILAC-predicted value of the ion temperature (kT;) averaged over the time
of neutron production, (17) the x-ray-spectrum determined electron temperature (kT,), (18) error of (kTe), (19) the LILAC- predicted value of
the kT, as would be determined from the x-ray spectrum, (20) the x-ray spectrum determined cold shell density (0Rqg), (21) error of pRgg(gs
(22) the LILAC-predicted value of pR.g g, (23) the inferred shell area density (0Rqhq), @nd (24) error of experimentally determined value of
PRehail- [*Numbersin () indicate the power of 10; i.e., 2.3(8) = 2.3 x 108].

13 14 15 16 17 18 19 20 21 22 23 24
Ya(DT) | PRyEp <pR>p, <kTi>n | KTg(KB) [ KTe KTe PRcold PRcold PRcold PRspell PRghell

1-D 1-D 1-D 1-D (keV) error 1-D (KB) error 1-D (KB) error

(mg/em2) | (mg/cm?) (keV) (keV) (keV) | (mg/ecm?) | (mg/em?) | (mg/em2) | (mg/em?) | (mg/cm?)

1.3(6) 199 0.67 0.64 0.05 0.78 31 6 67 93 18
2.3(5) 170 0.58 0.68 0.05 0.65 61 7 74 140 16
2.6(7) 268 1.083 0.76 0.05 1.083 26 5 76 92 18
1.3(7) 196 0.68 0.71 0.05 0.72 38 6 74 100 16
9.0(7) 127.3 320 1.19 1.02 0.03 1.19 8 1 89 29 4
1.5(6) 58.6 196 0.68 0.94 0.03 0.73 22 1 69 63 3
9.7(7) 128.6 312 1.22 1.04 0.03 1.30 13 1 58 71 5
1.4(6) 59.1 201 0.68 0.74 0.04 0.73 27 3 70 78 9
1.3(5) 43.5 165 0.54 0.62 0.03 0.60 52 7 76 113 15
2.4(7) 96.2 329 1.02 1.03 0.05 1.16 16 3 38 139 22
4.3(7) 117.4 323 1.11 0.81 0.07 1.19 0 3 111 0
4.0(6) 72.9 254 0.75 0.72 0.04 0.85 16 2 91 45 6
9.3(5) 56.9 224 0.61 0.72 0.05 0.66 22 3 92 54 7
5.4(7) 123.1 346 1.25 1.30 150
1.2(7) 95.1 338 0.88 0.86 0.09 0.89 29 4 179 54 7
6.6(6) 88.2 368 0.80 0.94 0.03 0.85 42 2 209 74 4
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[shown for two different shell thicknesses, 20 and 25 um, in
Figs. 78.29(a) and 78.29(b)]. The low-energy portions of the
spectra exhibit a marked difference indicative of lower com-
pression for the DPP-only cases, despite thefact that the high-
energy portionsof thespectraarenearly identical. Thisindicates
that conditions in the highest-temperature regions of the im-
plosion (i.e., the gas-filled cores and inner edge of the shell)
were unaffected by the different conditions obtained in the
shell. Additionally, differences between the three pul se shapes
are seen in the measured values of pR.yq (Fig. 78.30). The
shaped-pulse implosions have lower measured shell areal
densities than with a square pulse (see Fig. 78.28), with the
highest-contrast-pul se-shape implosions (a = 3) having the
lowest values. All DPP-only casesarelower than the compari-
son DPP+SSD cases.

The measured primary (D-D) neutron yields of the voided
CD/CH targetsfor all pulse shapesare shownin Fig. 78.31(a).
The ratios of the measured primary yield to the LILAC-
calculatedyield (normalizedyield) areshowninFig. 78.31(b).
Theprimary yieldsobtainedfromimplosionswith 1-ns-square-
pulse illumination follow afairly well-defined trend with the
highest yields obtained for the thinnest shells (highest calcu-
lated central temperatures and areal densities). Little differ-
ence is seen for the three uniformity conditions, indicative
of theinsensitivity of the shell/void interface to the illumina-
tion conditions employed. Lower absolute yields were ob-
tai nedfor theshaped-pul seimplosions[Fig. 78.31(a)]; although,
due to current OMEGA laser operation conditions, the maxi-
mum on-target energy is less for the shaped pulses (~21 kJ).
Nevertheless, lower normalized yields were obtained for the
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The measured and predicted core x-ray spectrafrom two DPP-only/DPP+SSD pairs of CH targets filled with 3 atm of D3He and imploded with 1-ns square
pulses: (a) a 20-um-thick pair and (b) a 25-um-thick pair. Note the agreement between KB-microscope- and crystal-spectrometer-determined spectrain (a).
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shaped pulses [Fig. 78.31(b)] with the lowest yield for the
PS26 pul se shape.

Figures 78.32(a) and 78.32(b) show the measured primary
and secondary neutron yields along with the LILAC-simulated
yields for the voided CD/CH shells imploded with the 1-ns-
pulse shape. Again the trend is to lower yields for thicker
shells, with the measured yieldsfor thicker shellscloser to the
simulated yields, indicating less disruption during implosion
for thethicker shells. Asdiscussed previously, alower limit on
PRahel 1S determined from the simultaneous measurements of
primary (D-D) and secondary (D-T) neutron yield. Fig-
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The measured values of pRco|q for 3-atm-filled CH targets from shots with
(a) 1-ns square, (b) PS26, and (c) a = 3 pulse illumination.
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ure 78.33 showsthe values so obtained for the voided CD/CH
shellsalongwith LILAC predictions of the measurements. The
thinner targets have both higher measured and predicted
PRahel vVl Ues, oppositeto thetrend seenin thex-ray measure-
ments, because of the larger range of tritons in the higher-
temperature conditions, expected and obtained, for the thinner
shells. Quitestrikingisthetrendtolower pRy,g for thethinner
shells imploded with shaped pulses, which is lowest for the
highest-contrast pulseshape (a = 3). Thisagainisindicative of
shell disruption for the shaped-pulse implosions (resulting in
lower apparent compression at the time of this measurement).
The trend is similar to that seen for pRg, Measurements
obtained from the x-ray spectra (Fig. 78.29). The observed
compressionislessfor the shaped-pul seimplosionsfrom both
sets of measurements.

The combined measurements of PRy from both the
X-ray spectraand the primary-to-secondary-yield ratio for the
voided targets are shown in Fig. 78.34. The dotted line and
arrows indicate the lower limit on pRy,y, obtained from the
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Measurements of the primary (D-D) neutron yield from voided CD/CH
shells for al three pulse shapes versus shell thickness: (a) the absolute
measured yield and (b) the normalized yield (measured/cal cul ated).
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combined measurements. The estimates of pRy,q; obtained
from Ti-doped shells as reported by Yaakobi and Marshall1®
arealso shown (thesevaluesarelower limitsaswell). Both sets
taken together indicate that PRy, in excess of ~60 mg/cm?
has been obtained in every case. Assuming that the ionization
state of the target is properly predicted by the hydrocode
simulations, an estimate of the full pRy,q can be determined
by correcting the x-ray measurements of pR 4 by the pre-
dicted ionization fraction. Values so determined are shownin
Fig. 78.35. The estimated x-ray—averaged pRq,g ranges from
~60 to 130 mg/cm?.

Conclusions

In conclusion, we have performed experiments on hollow-
shell (CD/CH and CH only), evacuated or low-pressure-filled
(3-atm) targets with the OMEGA laser system demonstrating
compression of theshell material (surrogate-cryogenicfuel) to
areal densities of ~60 to 130 mg/cmZ. The survey of various
implosion conditions (unsmoothed to smoothed beams; high-
intensity, short-pul se shapesto ramped-intensity, longer-pul se
shapes) has yielded information about the target performance
as a function of illumination (laser drive) relevant to cryo-
genic-target experiments to follow. Specifically for a 1-ns
square pulse and evacuated targets, the primary neutron yield
from the core is not greatly affected by the differences in
illumination uniformity at current levels; however, both the
illuminationuniformity andtheinitial shell thicknessaffect the
final shell areal density. The thicker-shell targets compressto
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Figure 78.33

The measured lower limits on pRghe Of the voided CD/CH shells from
MEDUSA measurementsversusshell thicknessfor the various casesof pulse
shape and beam uniformity. The values expected from LILAC simulations
are shown for comparison.

Figure 78.34

Combined upper-limit values on pRghe Of the voided CD/CH shells im-
ploded by 1-ns sguare pulses determined from both the x-ray and neutron
spectra. Additional measurements determined from Ti-doped targets are
shown to give consistent lower limits.
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Estimates of pRghe| for the voided CD/CH shells imploded by 1-ns square
pulses determined from the lower limits (pRco1g) given in Fig. 78.28. The
values are determined assuming the ionization fraction predicted by LILAC.

areal densities as high asthethinner shells(at least asinferred
by currently available techniques) despite the lower specific
energy applied to the target, which implies that they are less
affected by instabilities. All targets perform more poorly
(lower yield, less compression) when imploded by the longer,
shaped pul ses because they have higher levels of laser imprint
and lower ablative stabilization, which leads to large growth
rates; thus, shaped-pulse implosions place more stringent
reguirementson power balanceand initial target and illumina-
tionuniformity. For all pulseshapes, thegas-filledtargetshave
the most significant increase in measured shell areal density
when SSD is turned on (compared to DPP's only). This
demonstrates the benefit of SSD in reducing the added insta-
bilitiesthat occur at the gas—shell interface. It is expected that
as more-uniform illumination conditions are obtained, the
thinner targets will outperform the thicker targets. Thiswould
be evidenced in higher neutron yields and higher areal densi-
ties as measured by x-ray and neutron spectral diagnostics.
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Simultaneous M easurements of Fuel Areal Density, Shell Areal
Density, and Fuel Temperaturein D*He-Filled Imploding Capsules

M easurements of the charged-particle products of the fusion
reactions from an imploding inertial fusion capsule can pro-
vide a direct means of characterizing key aspects of the
implosion dynamics. Parameters such asthefusionyield, fuel
ion temperature, capsule convergence, fuel and shell areal
densities, and implosion asymmetry can be inferred by these
measurements and can complement and augment similar mea-
surements made using fusion neutrons or x-ray techniques. In
addition, such measurements provide unique information on
charging up the target and on charged-particle acceleration. In
collaboration with MIT and LLNL, LLE has developed two
charged-parti cle magnetic spectrometersthat havebeenimpl e-
mented on OMEGA.

Aninitial application of these spectrometersto characterize
the compressed capsule parametersinvolved the compression
of capsules containing a mixture of deuterium (D,) and he-
lium-three (3He). Thefusion reactionsarising from such afuel
include three primary and four secondary reactions:

Primary:
D+D (50%) - 3He(0.82 MeV)+n(2.45MeV)
(50%) — T (1.01MeV)+p(3.02 MeV)
D +3He ~ “He (3.6 MeV)+ p(14.7 MeV)
Secondary:
D+T - “He(35MeV)+n(14.1MeV)
SHe+T(51%) - “He+p+n121MeV
(43%) -~ “He (4.8 MeV)+D(9.5MeV)
(6%) ~ SHe (2.4 MeV)+ p(11.9 MeV)

The richness of particles and energies produced by the
fusion of D3He provides the opportunity for simultaneous
measurement of several key capsule parameters. First, by
measuring the ratio of D-D protons (or neutrons) to D3He
protons, the temperature of the fuel ions at burn time can be
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inferred. Figure 78.36(a) plots the ratio of the D-D to D-3He
reaction rate as a function of ion temperature. Second, the
spectrum of the emergent fusion-produced protons will be
affected by energy loss upon escape from the capsule. The
3-MeV D-D protons, for example, have a range of approxi-
mately 40 mg/cm?, whereas the 14.7-MeV D-3He protons
have a range greater than 300 mg/cm? [see Fig. 78.36(b)].
M easurements of the slowing down of the charged particles
thereforeindicatethe capsul € stotal areal density at burntime.
In addition, the yield of neutron secondaries from the D-D
reaction provides an independent measure of the fuel areal
density. Thus, it is possible, in principle, to obtain simulta-
neous characterization of yield, fuel temperature, shell areal
density, and fuel areal density by measuring the spectrum of
fusion particles emerging from the implosion and burn of a
D3He-filled capsule. A series of such measurements carried
out on OM EGA with the newly implemented charged-particle
spectrometers(CPS) in conjunctionwith thesingle-hit neutron
detector array (MEDUSA) provided information on the sec-
ondary reaction product yield for these experiments.

Spectrometer Description

The charged-particle spectrometer! consists of a 7.6-kG
permanent magnet with CR-39 track-etch detectors.2 A sche-
matic of the magnet and sample particle trajectories is shown
in Fig. 78.37. Constructed of a neodymium-iron—boron alloy
with asteel yoke, this dipole magnet weighs 160 |b and has a
long dimension of 28 cm and a 2-cm gap between pol e faces.
CR-39 pieces are positioned throughout the dispersed beam,
normal to the particle directions, using the mounting structure
shown in Figs. 78.38(a) and 78.38(b), which alows greater
than 80% coverage between the proton-equival ent energies of
0.1 to 57 MeV. Accurate, and calibrated, particle trajectory
calculations determine the energy of particlesarriving at each
position on the detectors. The presence of multiple particle
species is conveniently managed since, at any given detector
position, the track diameters from each species are clustered
into discrete diameter groups—the heavier particles (such as
alphas) having larger diametersthan thelighter particles(such
as protons)—and thus may be easily distinguished. Identifica-
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(a) Plot of the temperature dependence of the ratio of D-D fusion reactions to D-3He reactions; (b) plot of the energy reduction as a function of areal density

of 14.7-MeV protons traversing CH at a temperature of 800 keV.
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Figure 78.37

Schematic of the spectrometer and sample particle trajectories. A 7.6-kG
pentagonal dipole magnet, 28 cm at itslongest dimension, disperses protons
intherangeof 0.1to 57 MeV. A linear array of CR-39 nuclear track detectors
is placed normal to the dispersed beam. The large dynamic range of these
detectors allows measurement of particle yields from 108 to 1017,

Figure 78.38

The mounting plate assembly that accurately positions pieces of CR-39 in
the dispersion arc of the magnet. (@) The mounting plate assembly viewed
from the perspective of the magnet. Pieces of CR-39 are positioned in each of
the finger structures; these fingers are arranged in arcs that cover the
dispersion region of the magnet. The finger at the bottom of the photo is
positioned to view the target directly. X-ray film is placed at this position to
ascertainthealignment of thespectrometer. Thecollimator slitisshown at the
top of the photo. (b) Theloaded mounting plate assembly being lowered onto
the magnet (which is obscured) inside the vacuum chamber of CPS-1. After
every shot, the mounting plate must be removed, and the CR-39 must be
unloaded. A new, freshly loaded plate must then replaceit in preparation for
the next shot.
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tion of each particle speciesis aided by using a track growth
prediction model, calibrated to known particles and energies.

To assess the symmetry of all measurements, two virtually
identical spectrometers are operating, one positioned inside
the OM EGA chamber, at 100 cm from thetarget, and the other
positioned outside, at 235 cm. The spectrometer inside the
chamber is surrounded by a polyethylene-lead shielding
structure designed to minimize the neutron noiselevelson the
CR-39. Incoming particles are collimated by adlit that can be
varied from 1 to 10 mm wide, depending on the expected flux
levels, giving solid angles between 107 and 107>, The mea-
surement range of theinstrumentscoversyieldsof 108 to more
than 1017, whiletheenergy resolutionisbetter than 4% over all
energies. After every shot, the CR-39 detectors are removed
from the spectrometer and replaced by anew set. The exposed
detectors are then etched in sodium hydroxide and examined
under a microscope. A rapid, automated scanning system has
been developed that allows up to 10° tracks to be counted
per shot.

Demonstration Experiments

Polymer ablator capsules, asillustrated in Fig. 78.39, were
used to test the concept of simultaneous density and tempera-
ture measurements with D3He—filled capsules. The principal
diagnostics used for these experiments were the two charged-
particle spectrometers, MEDUSA (to measure the fuel areal

\\ CH (10-25 um) /

3He (510 atm)
425475 um

E9377

Figure 78.39
Polymer shell capsules filled with D3He were used to test the CPS.
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density viasecondary reaction products3), and In activation (to
measure the DD neutron yield).

In one series of shots, capsules of CH filled with amixture
of deuterium and 3He were irradiated with up to 28.5 kJin
1-ns near-square-top pulses with 2-D SSD beam smoothing.
The capsule wall thickness ranged from 14.5 to 18.5 um.
Computer simulations of these implosions were performed
using the one-dimensional hydrodynamic code LILAC,* and
the spectra were calculated using the particle-tracking code
IRIS5> The assumption of ideal performance (i.e., no mix, one-
dimensional performance) in these simulations indicated that
fuel iontemperaturesintherangeof 3.5t05.0keV and capsule
convergenceratios (ratio of initial target radiusto compressed
target radius) up to 28 could be achieved.

Figure 78.40 showsthe measured proton spectrum obtai ned
on one of these experiments. Table 78.V is a summary of the
predicted and measured target parameters for this shot. The
measured spectrum generally shows a greater slowing down
for the thicker CH shells compared to thinner CH shells. This
increased slowing down is apparent in the simulation results.
Thesimulations, however, predict much larger areal densities,
corresponding to anincreased slowing downin thetarget, than
are observed experimentally (Table 78.V), indicating depar-
tures from one-dimensional, unmixed implosions.
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Figure 78.40

D-3He proton spectrum measured on shot 13799. For this shot the laser
energy was 28.3 kJ (1-ns square pulse), and the CH ablator was 18.4 ym
thick. The capsule was filled with 2.8 atm of D and 4.9 atm of 3He.
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Table 78.V: Predicted and Measured Parameters—Shot 13799.

Parameter Predicted | Measured/Inferred
D-D neutron yield| 5.4 x 1010 2.1 x 1010
D-3He proton yield 3.1 x 109 1.3 x 10°
Fuel temperature 3.6 KeV 3.9 keV
Proton downshift 4.2 MeV 1.9 MeV
Shell areal density| 120 mg/cm? 60 mg/cm?
Fuel areal density | 32 mg/cm? 13 to 17 mg/cn?
Convergence ratio 28 16 to 18

Thesimulated fuel temperaturein Table 78.V iswell repro-
duced by the experiment. Thisis probably due to the fact that
higher temperatures occur earlier in the implosion history of
the target when capsule conditions are closer to one-dimen-
sional predictions. The difference between the measured and
calculated areal densities is probably due to the fact that the
areal density ispredicted to increase later intheimplosion. In
this later phase, the mixing of the fuel and the shell due to
hydrodynamic instabilities can cause significant departures
from one-dimensional behavior and canreducethefusionburn
significantly. This may be the principal cause of the observed
discrepancy between simulation and experiment. More de-
tailed modeling using either mix models or multidimensional
hydrodynamic simulations is necessary to correlate the mea-
sured spectra with conditions in the target. This analysis is
presently being carried on.

In conclusion, simultaneous measurements of thefuel area
density, shell areal density, and fuel temperature have been
carried out on OMEGA using D3He-filled imploding capsules
and the recently installed charged-particle spectrometers. The
initial experiments demonstrated the ability to carry out these
measurementsat fuel ion temperaturesof 3to 6 keV, fuel area
densities in the range of 10 to 20 mg/cm?, and shell areal
densitiesin the range of 40 to 60 mg/cm?2. M easurements such
asthese can beappliedto the parameter region characteristic of
cryogenic-fuel capsules on OMEGA: total areal density of
several hundred mg/cm? and fuel temperature of several keV.
In future experiments, we will extend such measurements to
higher fuel and shell areal densities and attempt to validate
these techniques on cryogenic-fuel targets.
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The Design of Optical Pulse Shapeswith an Aperture-
Coupled-Stripline Pulse-Shaping System

L aser-fusion experimentsrequire precisecontrol of thetempo-
ral profileof optical pulsesappliedtotargets. Anoptical pulse—
shaping system has been in operation on OMEGA for several
years.1 During thistimethe demandson the precision, flexibil -
ity, and repeatability of the optical pulse—shaping system have
steadily increased. To meet these new demands, a new pulse-
shaping system based on an aperture-coupled stripline(ACSL)
electrical-waveform generator has been developed and dis-
cussed previously.? This new system will be implemented on
OMEGA in the next few months. In addition to its simplicity,
the new system will include significant improvements to the
modeling, performance, and diagnostics of the pulse-shaping
system to meet the challenging demands required of the sys-
tem. The shaped optical pulses produced by this system be-
come the seed pulses that are injected into the OMEGA laser
system. Details of the on-target pul se shape from the OMEGA
laser arecritically related to the detail sof the seed-pul se shape.
Thisarticle describesthe modeling of an ACSL pul se-shaping
system that is used to produce an optical seed pulse with a
specified temporal shape.

An ACSL generates temporally shaped electrical wave-
forms that are applied to electro-optic modulators to produce
shaped optical pulses. The electro-optic modulators exhibit a
finite response time to an applied voltage. Thisresponse time
has been measured and is included in the calculation of the
voltage waveform required from the ACSL to produce a
specific optical pulse shape. An ACSL is modeled as two
coupled and interacting striplines. Striplines are modeled as
transmission lines that obey a set of equations known as the
tel egraph equations.3 A new approach to solving thetelegraph
equations using the method of characteristicsis presented here
along with a straightforward extension of this approach to
ACSL'’s. The modeling presented here leads to a prescription
for determining the necessary ACSL geometry to produce a
desired on-target pulse shape on OMEGA.

The Optical Modulator Voltage Waveforms

Given the temporal profile of the optical pulse required on
target from the OMEGA laser, the temporal profile of the
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optical seed pulse that must be produced by the pul se-shaping
system is determined from the extensive modeling of the laser
systemthat hasevolved over theyears. AsshowninFig. 78.41,
this low-energy optical seed pulse is shaped by applying
shaped voltage waveforms to a dual-channel electro-optic
amplitude modulator synchronouswith thetransit through the
modulator of an optical pulsefrom asingle-longitudinal-mode
(SLM) laser.? If we neglect the finite response time of the
modulator, the intensity profile of an optical pulse exiting a
modulator is given by

lout (t) = |in(t)5in2{ n/Z[Vl(t)/V,T + @]}

xsin2{ 2|V, (1) Vi + ] @

wherel;(t) istheintensity profile of the optical pulsesentinto
the modulator from the SLM laser; the two sine-squared
factors represent the transmission functions of the two modu-
lator channels with V,(t) the voltage waveform applied to
channel 1 of themodulator, V,(t) thevoltagewaveformapplied
to channel 2 of the modulator, V,;the half-wave voltage of the
modulator (typically lessthan 10V), and @, and ¢, the offsets

Electrical square-

pulse generator
Electrical square- | Gate eIS:c?E?:(;J
I at
pulse generator waveform
Y ¥ _/_/L
o >
modulator | Shaped optical pulse

E8891

Figure 78.41

The aperture-coupled-stripline (ACSL) optical pulse-shaping system. The
output from an electrical square-pulse generator istemporally shaped by an
ACSL and used to drive an optical modulator. A separate electrical square-
pulse generator is used to gate the second channel of the modulator.
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set to zero by the application of a dc bias to each of the
modulator channels. Theinput intensity profileto the modul a-
tor is assumed to be unity for our application since the short-
duration (<5 ns) voltagewaveformsV, (t) and V,(t) areapplied
to the modulators during the peak of the 200-ns Gaussian
optical pulse from the SLM laser.

On one channel of the modulator, ashaped el ectrical wave-
form from an ACSL isapplied. The exact shape of the voltage
waveform required from the ACSL isdetermined by the shape
of the optical pulse required from the modulator and by the
response of the modul ator to an applied voltage. This channel
isreferred to as the shaping channel of the modulator. On the
other channel of the modulator, a square electrical waveform
isapplied. Thischannel isintended to produce asquare optical
waveform that acts as a gate to block unwanted pre- and post-
pulses from the modulator and enhances the contrast of the
output shaped optical pulse from the modulator. This channel
of themodul ator isreferred to asthe gate channel. The optical
pulse produced by the gate channel should ideally have afast
riseandfall timewith constant amplitudeover itsduration. The
application of asquare electrical pulse (with 45-psrisetime) to
this channel from a pulse generator (Model 10,050A from
Picosecond Pulsed Laboratories, Boulder, CO) produces the
optical pulseshapeshowninFig. 78.42. Thisfigurerevealsthe
bandwidth limitations of the modulator for this“ideal” (high-
bandwidth) square input electrical pulse. In particular, the
optical pulsefromthischannel doesnot reachitsfull amplitude
during thefirst 200to 300 psof thepul se, which, if not properly

0.8} -

0.6

Amplitude

04 y

0.0 ) : : : -

cosrr Time (ns)

Figure 78.42

The measured optical pulse shape from a single channel of an electro-optic
modulator with a square electrical waveform applied to the RF port. The
square electrical waveform has arise time of 45 ps.
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compensated for, can cause pulse distortion on the beginning
of ashaped optical pulse and severe pul se distortion for short-
pulse generation. This distortion caused by the modulator
bandwidth limitation is minimized by including this effect
when calculating the voltage waveform applied to the
modulator’s shaping channel as discussed below.

Numerical Solution of the Telegraph Equations

Transmission line problems can be classified into two
categories. Thefirst category dealswith determining thetrans-
mission line properties required to produce a specific elec-
trical waveform reflected from the line, given the input
electrical waveform to the line. The second category is the
reciprocal of thefirst and dealswith determining the el ectrical
waveform reflected from a transmission line, given the input
electrical waveform to the line and the properties of the
transmission line.

Inthe present OM EGA pul se-shaping system, shaped elec-
trical waveforms are generated by the reflection from a vari-
able-impedancemicro striplineand sent to the shaping channel
of the modulator.2 The micro striplines are designed using a
layer-peeling technique that treats the micro stripline as a
simpletransmission line.? Thistechnique allows oneto calcu-
late the reflection coefficient along the line (and from that the
electrode width) needed to synthesize agiven electrical wave-
form in reflection. The reciprocal of this calculation is to
determine the electrical waveform reflected from a transmis-
sion line given the reflection coefficient along the line. This
latter calculationisdiscussed hereand, inthe next section, will
be extended to include modeling ACSL's to generate shaped
electrical waveforms.

In this section we develop the equations that describe the
electrical waveforms propagating along a transmission line
starting from thewelI-known tel egraph equationsfor theline.3
First we model a stripline or micro stripline as a transmission
line that obeys the telegraph equations:

Lt o
i ((;:( t) _ (x) avg>t<- t) (2b)

where v is the voltage along the line, i is the current flowing
alongtheline, L istheinductance per unitlength alongtheline,
and Cisthe capacitance per unit length along theline. In these
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equationsweintroducethecharacteristicimpedanceof theline
Z(x) =+/L(x)/C(x) and the wave propagation velocity
dx/dt = ¢ =1/4/LC aong theline. We assume that the propa-
gation velocity ¢ (not to be confused with the speed of light)
along the line is constant. With these substitutions Egs. (2)

become

ov(xt) _ al(x,t)
PV k(x)V(x,t)-c P (39)
al(x,t) _ _ov(xt)
o =k(x)1(x,t)-c P (3b)
where the variables are defined as
V(x,t) = v(x,t) Z7¥?%(x) (49)
and
1(x,t) =i (x,t) Z¥2(x) (4b)
and where
1 dZ(x
K= 520 d>(<) (5)

isthe reflection coefficient per unit length along the line.

If weadd and subtract Egs. (3), weget aset of reduced wave
equations

OWR(x1) | 1OWR(x.t) _ “k()WL (xt)  (69)

[5)4 c ot
and
OWL (x,t) | 1 OWL (x,t)
+= = —-k(x) WR(x,t),
SR 2 S KWR (kD). (6D
where

WR(x,t) = [V(x,t)+1(x1)]/2

= [Mx)ZV2(x) +i(x)Z¥2(] 2 (7a)
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isawavetravelingtotheright alongthelinewithvelocity cand

WL(x,t) = [V(xt)=1(x.1)]/2

= Mx)ZV2(0)-i(x)Z¥2(3)] 2 (7b)

isawavetraveling to the left along the line with velocity c. In
the appendix we show that the form of Egs. (6) isidentical to
the form of the equation obtained if one substitutes a plane
wave with slowly varying amplitude into the wave equation.
Therefore, Egs. (6) are referred to as the reduced wave equa-
tionsand arethemain resultsof thissection. Inthe next section
we show how to extend these equationsto model anACSL and
give anumerical prescription for solving the resulting equa-
tions using the method of characteristics.

Extension to an ACSL

The geometry of an ACSL is shown in Fig. 78.43. In
principle, an ACSL isadirectional coupler consisting of two
striplinesthat are coupled through an apertureintheir common
ground plane. In operation, a square electrical waveform is
launched into port 1 and propagates along electrode 1 to the
terminated port 2 of the ACSL. Asthe square electrical wave-
form propagates along electrode 1 in the coupling region, a
signal is coupled through an aperture to electrode 2 in the
backward direction and exits at port 4. The electrical wave-
form exiting port 4 is sent to the shaping channel of the
modulator and must have the proper temporal profile to pro-
duce the desired optical pulse shape out of the modulator.
By varying the width of the coupling aperture (shown in
Fig. 78.43) aong thelength of the ACSL , atemporally shaped
electrical waveform can be generated at port 4. The details of
how to calculate the width of this aperture along the line to
produce a specific electrical waveform fromthe ACSL arethe
main topic of this article.

The ACSL is modeled as two coupled transmission lines.
We can extend the formalism in the previous section to an
ACSL by writing four reduced wave equations. Two equations
describe the waves WR1(x,t) and WR2(x,t) traveling to the
right along lines 1 and 2, respectively, and two equations
describethewavesWL 1(x,t) and WL 2(x,t) traveling to the l eft
along lines 1 and 2, respectively. In each reduced wave equa-
tion weinclude the reflection coefficient k(x) along theline as
above, and we introduce a coupling term C(X) that allows for
couplingwavesfrom onelinetotheother through the aperture.
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The resulting equations are given by

OWRL(x,t) , 1 0WRI(x 1)

0x c ot

—k(x) WL1(x,t) = C(x) WL2(x,t),

dWLL(xt) 1dWLL(x,1)

0x c ot

= —k(x) WRL(x,t) - C(x) WR2(x,t),

dWR2(x,t) 21 dWR2(x,t)

1) c ot

—k(x) WL2(x,t) - C(x) WL1(x,t),

OWL2(x,t) _1WL2(x,)

oX c ot

—k(x) WR2(x,t) — C(x) WRL(x,t).

(83)

The coupling coefficient C(x) isthe coupling from onelineto
the other in the backward direction. In general, another cou-
pling term should be added to the above equations to model
coupling from one line to the other in the forward direction.
This forward coupling term can be trivially added to this
(8b) model; however, for directional couplers of thissort, coupling

in the forward direction is negligible.

The reduced wave equations (8) for an ACSL [as well as
Egs. (6) for striplines] can be solved by transforming them

along the characteristic curves
(8c)

Output

Port 4

Cu
Er |
Port 3~
Electrode 2
Er |
cu
Er ‘

Input

E8416

%ﬂl\\\

Electrode 1
: = nort
|

Transition
region

<«——— Coupling region —>

JT_

E=ct—-x and n =ct +x.

Figure 78.43

Exploded view of apractical four-layer, four-port ACSL. A squareelectrical waveformislaunchedinto port 1 and propagatesal ong el ectrode 1 to theterminated
port 2. An electrical signal is coupled through an aperture to electrode 2 in the backward direction, and a shaped electrical waveform exits at port 4.
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For this transformation we use the chain rules

0_008, 00 0o, 00 (109
ox 9F ox on ox H a¢ anH
and
0_008,00n_.00, 00 (100
ot 9 ot an ot CHTfanH
to obtain
dWR
dnl('?) = -[k()WL1(&) + C(x)WL2(8)] /2. (11a)
dw(;l(‘f =[k(x) WRL(7) + C(x) WR2(1)] /2, ~ (11b)
dWR2
el ) - [powiz(e) + coowia(e)] /2, (1o
dW:_:(E) = [K()WR2(n) + C()WR1{n)] /2, (11d)

wherewehave used thefact that WR1,2 arewavespropagating
inthepositivexdirection and WL 1,2 arewaves propagating in
the negative x direction and obey wave equations with solu-
tions of the form

WR1,2(x,t) = WRL 2(ct +X) =WRL,2(n)  (12a)

and

WL12(x,t) = WLL 2(ct —x) = WLL2(§).  (12b)
With this transformation the derivatives in Egs. (11) become
total derivatives.

The coordinate transformation expressed by Egs. (9) lends
itself to a simple geometric interpretation that leads to a
numerical solution algorithm for the reduced-wave Egs. (11).
The transformation Egs. (9) with dx = cdt can be seento be a
rotation of the x,ct coordinate system by 45° into the é,n
coordinate system as shown in Fig. 78.44. In the new &,n
coordinate system, Egs. (11) describe how the right-going
wavesWR1,2 evolvein the n direction and how theleft-going
waves WL 1,2 evolve in the & direction. The differential ele-
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ment in this new system is seen to be

dn=a—’7dx+a—ndt=dx+cdt=2dx, (13)
0x ot

where we have used dx = cdt. To solve Egs. (11) numerically,
we define amatrix as shown in Fig. 78.44 for each of the four

waves and write the finite difference equations

WRL(i,j) = WRL(i -1,j -1)

~[k(iyweLali +1,j 1) +cliywL2(i +1,j -1 dx, (143)
WLL(]) = WLL(i +1,] -1

~[k(iywRa(i -1,j -1) + C(i)) WR2(i +1,j ~1)]dx, (14b)
WR2(i, j) = WR2(i -1,j -1)

~[k(iyweL2(i +1.j -1) + C(i)wLi(i +1,j 1] dx, (14c)

ct Wave array

Figure 78.44

An array used by the numerical solution technique to represent a wave
propagating along atransmission line. The value at each location in thearray
givesthe amplitude of the wave at some fixed position along theline at some
time. Four such arrays are used in the calculation to represent the four waves
propagating in an ACSL.
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WL2(i,j) =wL2(i +1,j -1)
~[k(i)WR2(i =1,j -1) + C(i)) WR1(i +1,j ~1)] dx, (L4d)

wheretheindex i representsthepositionxalongthelineandthe
index j represents the timet. In these equations, for example,
the value of the matrix element at the location i,j in the WR1
array isthe amplitude of thewave WRL1 at position x along the
lineat timet. Equations (14) givethe values of the four waves
at sometime, given values of the waves at an earlier time and
the reflection and coupling coefficients (k and C) along the
line. Therefore, given the coupling coefficients and theinitial
values of the waves along the line (at j = O for all i) and the
values of the waves at the boundaries for all time (at the first
and last i valuefor all j), Egs. (14) can beused to find all other
values in the arrays. Knowing all values in the four arrays
determines the amplitudes of the four waves at all locations
along thelinefor al time. In particular, we specify the right-
going wave on line 1 (the pulse from the pulse generator
appliedto port 1), and we cal culate the left-going waveon line
2 (the pulse at port 4 that is applied to the modulator shaping
channel). In the next section we show how to apply this
techniqueto the design of optical pulse shapesfromthe ACSL
pul se-shaping system.

Optical Pulse Shape Design/Performance

It isimportant to use actual measured waveforms or accu-
rately model ed waveforms asinput to the pul se-shaping model
whenever possible to compensate for imperfections intro-
duced by these waveforms that cannot be corrected by other
means. The temporally shaped voltage waveform [V in
Eq. (1)] that must be produced by the ACSL and applied to the
pulse-shaping channel of the modulator is calculated from
Eq. (1). InEQ. (1), I 5t isthedesired temporally shaped optical
pulse from the modulator, and the gate channel transmission
function is modeled after data similar to that shown in
Fig. 78.42. With these substitutions in Eg. (1), the required
voltage waveform V, is determined, and an ACSL can be
designed and fabricated to produce this voltage waveform.

The numerical solution described in the previous section
allows oneto calcul ate the el ectrical waveformsfrom all four
ports of an ACSL given the reflection coefficient k(x) and
coupling coefficient C(x) along the line. Experiments show
that for any aperturewidth alongtheline, these coefficientsare
equal at each point along theline. To obtain afirst approxima-
tion to these coefficients a modified version of the layer-
peeling technique® is used. In the modified layer-peeling
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technique, the effective reflection coefficient at each point
along the lineis calculated given the desired output electrical
waveformfromport 4 and givenanideal input squareel ectrical
pulse (i.e., square pul se with an infinite bandwidth) applied to
port 1 of the ACSL. (The layer-peeling technique, unfortu-
nately, has difficulties when using an actual measured electri-
cal waveformasinputtotheline.) Usingthisfirst approximation
for the reflection and coupling coefficients and using the
measured electrical square pulse from the square-pulse gen-
erator (Model 4500E from Picosecond Pulsed Laboratories)
asinput to port 1 of the ACSL, the shaped voltage waveform
exiting port 4 of the ACSL is calculated as described in the
previous section. This calculated electrical waveform from
port 4 of the ACSL isthen compared to the required electrical
waveform Vs, from this port; this comparison is then used to
derive a second approximation to the coupling coefficients.
This iteration process can be continued until the calculated
output waveform from port 4 of the ACSL isidentical to the
reguired output waveform to any degree of accuracy (in prac-
tice, one iteration gives sufficient accuracy). Once the cou-
pling coefficient Cisdeterminedinthisway, theaperturewidth
along thelineis obtained from the relationship of the aperture
width to the coupling coefficient shown in Fig. 78.45.2

0.25 ' ' '

0.20

0.15

0.10

0.05

Electrical coupling coefficient

0.00 | | |
0 5 10 15 20
Aperture width (mm)

E8893

Figure 78.45

Theelectrical coupling coefficient, defined asthe ratio of the output voltage
at port 4 to theinput voltage applied to port 1 shownin Fig. 78.43, plotted as
a function of aperture width for an ACSL with the geometry discussed in
the text.

Figure 78.46 showsthe design of a specific pulse shapefor
the OMEGA laser. In Fig. 78.46(a), the design voltage wave-
form V, is compared to the measured voltage waveform from
port 4 of the fabricated ACSL. In Fig. 78.46(b), the design
optical waveform required from the modulator is compared
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to the measured optical waveform from the modulator. Fig-
ure 78.46(c) showsthe predicted on-target OMEGA UV pulse
shape cal culated from the measured optical pulse shape from
the modul ator [Fig. 78.46(b)] and compared to the desired on-
target OMEGA UV pulse shape.

Summary

In conclusion, an ACSL pulse-shaping system will be
implemented on OMEGA. A model has been developed that
allows one to produce accurately shaped optical pulses suit-
able for injection into the OMEGA laser system. The ACSL
electrical-waveform generator is modeled with a numerical
solution of the telegraph equations using the method of char-
acteristics. The model uses as input the measured electrical
squarepulsefromthe pul segenerator usedinthe pul se-shaping
system. The model also compensates for the pulse-shape
distortion dueto bandwidth limitations of themodulator intro-
duced primarily by the gate pulse. The ACSL pulse-shaping
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system is a significant improvement over the existing pulse-
shaping system currently on OM EGA becauseof itssimplicity,
enhanced performance and diagnostics, and improved model -
ing capabilities.
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Appendix A: Derivation of the Reduced Wave Equation

In this appendix we derive the reduced wave equation that
resultsby substituting aplanewavewith slowly varyingampli-
tudeinto thewave equation. For simplicity, we assumethat the
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Figure 78.46

The waveforms produced by an ACSL pulse-shaping system: (a) the mea-
sured electrical waveform from an ACSL compared to the design waveform;
(b) the measured optical waveform from amodulator compared to the design
optical waveform; and (c) the calculated output-UV-pulse shape from
OMEGA using the measured optical pulsefrom (b) asinput and compared to
the design optical pulse shape from OMEGA.
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waveislinearly polarized and propagating inthex directionin
a nondispersive medium. The plane wave can be represented

by

E. (xt) = A (xt) expli(ct F kx)] +cc, (A1)
where A, isthe complex amplitude of thewave, the upper sign
representing awave propagating to theright and thelower sign
representing a wave propagating to the left; w = 2ntvis the
angular frequency of thewavewithfrequency v; k=277 A isthe
propagation constant of the wave with wavelength A; and cc
implies complex conjugate. The purpose of representing the
waves in this form is to factor out the slow variations (the
temporal profile of the electrical waveform) from the rapid
oscillations (referenced to some microwave carrier frequency
w/27). The one-dimensional wave equation is given by

0%E.(x.t) _ 1 9%E.(x.t)
ox2 c2  at?

=0, (A2)

where ¢ = wik isthe velacity of the wave. If we substitute A1
into A2, after some manipulation we get

2 2
0P ok - L0 A 5 @0

1
ax2 ax c2 ot2 c2 ot

(A3)

wherewe haveused ¢ = wk to eliminateterms. We now usethe
fact that the amplitude is lowly varying, that is

on,
0X

<<[kA| (Ada)
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and
0A,

] (Adb)

Equation (A4a) implies that the amplitude of the wave does
not change significantly over adistance of one wavelength A,
and Eq. (A4b) impliesthat the amplitude of the wave does not
change significantly over a time duration of 1/v. With these
slowly varying amplitude approximations, Eq. (A3) reducesto

oA (x) _10A.(x1) _
x ¢ ot -0 (A9

This equation is the reduced wave equation referred to in
the text.
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M easurement Technique for Characterization of Rapidly
Time- and Frequency-Varying Electronic Devices

The conventional method for measuring the transfer function
of an electronic device uses Fourier transform theory and
convolutionsand is, therefore, limited to either time-invariant
or frequency-invariant devices. The measurement technique
presented here enables the compl ete characterization of elec-
tronic devices having any dynamic temporal and spectral
frequency response. A technique presented earlier! applied the
windowing of signals in the time and frequency domains
(called time-frequency distributions) to characterize photo-
conductiveswitchesthat vary intimeand frequency; however,
windowing requires a slowly varying envelope approxima-
tion, which limits the allowed rate of temporal and spectral
variations. The more general technique allows us to measure
the frequency response of the optoelectronic (photoconduc-
tive) microwaveswitcheson OM EGA's pul se-shaping system.
Unlike microwave diode switches, photoconductive switches
do not have a constant conductive on-state, but rather decay
monotonically to the off-state after the illumination ceases. A
completelinear model for such adevice must incorporate both
filtering and modulation into ageneral time-varying filter (or
equivalently, band-limited modulator). Any microwave or
millimeter-wave device whose properties vary rapidly re-
quirestheapplication of thistechniquefor complete character-
ization, including elements that depend on charge-carrier
dynamics such as photoconductive attenuators, phase shifters,
and directional couplers.

The general concept of alinear, time-varying filter is well
established in the signal-processing, 23 communication,* and
automatic control °fields. I nthe microwave-devicefield, how-
ever, the linear variations of filter properties aretypically due
to slowly varying mechanisms(e.g., mechanical) or are gener-
ated by rapid transitions between steady-state regimes (e.g.,
microwave diode switches); therefore, aform of windowingis
usually adequate for characterization. The analysis presented
hereintroducesacharacterization technique anal ogousto (and
a superset of) aform of input—output relationships called the
scattering or Sparameters, which can beapplied to devicesthat
can be considered linear filters with rapid modulation of
amplitude and/or phase (e.g., photoconductive switches). In
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the next section we briefly discuss the complementary rela-
tionship betweenlinear filtersandlinear modulators. Fromthis
conceptual viewpoint, we derive an extension of thefilter and
modul ator characterization functions S(w) and k(t) toageneral
linear device characterization or system function é(w, t).
Based on the limitations of conventional S-parameter analysis
in the Mathematical Formulation section, we present some
important properties of the S parameter and explain condi-
tionsunder which thisform of analysiscan beimplemented. In
the Analytical Example section we apply our é—parameter
concept todeviceanalysisby considering asimplified lumped-
element example, deriving the S parameters from the theory
and directly from the differential equations, and demonstrate
the limitations of windowing. Photoconductive switches used
on OMEGA pulse shaping have been optimized through the
application of the é—parameter technique; theseresultswill be
presented in a separate article.

Background

Conventional microwave device characterization depends
on shift-invariant device models for characterization, taking
advantage of the property that a convolution in one domain
Fourier transformsto multiplication inthe other. In Table 78.V1
the canonical input—output rel ationships of thetwoideal shift-
invariant microwave devices are presented to emphasize their
complementary nature. All dependent variables are complex,
a(w) and b(w) arethe Fourier transformsof therespectiveinput
and output temporal power waves A(t) and B(t), S(w) and h(t)
are the scattering parameter and its Fourier transform (the
impulse response), k and K are the modul ation parameter and
itsFourier transform, and the subscriptsrefer to themicrowave
input—output ports of the device. Thelinear-frequency-invari-
ant (LFI) model of a modulator is valid when narrow-band
input signals(relativeto themodul ator bandwidth) areapplied,
and the linear-time-invariant (LTI) filter model isvalid when
the device's temporal variations are longer than the signal
duration. Note that here and throughout this article, for the
convenience of using notation familiar in measurement prac-
tice, we use wfor jewand draw no distinction between real and
analytic time-series signals.
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Table 78.VI: A comparison of the transfer functions of shift-invariant devices: an ideal, linear-time-invariant
(LTI) filter and frequency-invariant (LFI) modulator.

Time Domain Frequency Domain
Time-invariant filter B(t)= thj (t-1)Aj(r)dr b (w) = Sj ()[4 ()
Freguency-invariant modulator B (t) = kij (t) CA (1) by (w) of Kij (- §[4;( &) dé

The analysis based on the equationsin Table 78.VI cannot
be applied to a device that is neither time invariant nor
frequency invariant. As Fig. 78.47 indicates, a time-varying
filter will have different impulse responses at different times
[(b) and (c)], or equivalently amodul ator with finite frequency
response will modulate different frequencies differently [(d)
and (e)]; so neither model in Table 78.VI is adequate for
complete characterization. If thedevicecan beheld constantin
one domain independently of the other, or if the variations
are slow relative to the signal applied, conventional analysis
can beapplied by using someform of windowing; inaccuracies
will depend on how strongly the LTI or LFI assumptions are
violated. If thefiltering and modulating aspects of thisgeneral
linear device cannot be controlled independently (i.e., cannot
be made separable) and the variations in time and frequency
are rapid, characterization of the device under test (DUT)
using either k(t) modulator functions or S ¢) filter parameters
cannot account for complete device behavior. Since conven-
tional methods of linear microwave circuit characterization
(e.g., spectrum and network analyzers) are based on the appli-
cation of Fourier transforms and the convolution integral,
their use can lead toincorrect or even misleading characteriza-
tion results.

Motivated by these limitations, we combine the separate
(but complementary) one-dimensional (1-D) LTI and LFI
transfer functions to a single two-dimensional (2-D) transfer
(or system) function, calling it é(w,t) to emphasize its simi-
larity to conventional S(c) parameters. For illustration, a
conceptual example of the amplitude of an exponentially
decaying, low-pass filter is shown in Fig. 78.47(f). This 2-D
parameter can bemoredifficult to measurethan aconventional
device's S(w) parameters; however, the measurement process
can be simplified by taking advantage of the 2-D nature of S
and using methods that are not applicable 1-D functions. For
example, the theory of generalized projectionsas used in 2-D
phase retrieval allows us to reconstruct the full, vector (com-
plex) 2-D transfer function S by measuring only the magni-
tude 19, Although generalized projections are restricted to
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functionsthat are zero outside some finite temporal and spec-
tral window (i.e., that haveknown, compact support along both
axesd), in practicethetransfer functions of microwave devices
satisfy this criteria.

é(w,t) can be applied to device characterization in the
frequency domain or the time domain. Conceptualy, in the
frequency-domain approach a single-frequency wave can be
applied to the DUT for the time duration of interest, and then
the temporal evolution of the resulting output signal’s ampli-
tude and phase can be recorded. Next, to separate the device's
effect on signal amplitude and phase, the same input wave is
applied, phase shifted by 774, over the same time duration
relative to the trigger, and again the temporal evolution of
amplitude and phase is recorded (i.e., this is equivalent to
measuring the analytic signal). Finally, by reapplying signals
at different frequencies, amap of é(a), t) can be generated for
the DUT by constructing successive time slices at each fre-
guency. Alternatively, in the time-domain approach a series of
impul se functions can be applied at appropriate timeintervals
over the period of interest, and the impulse response corre-
sponding to each input can be recorded. Although these de-
scriptions are intuitively appealing, it may not be readily
apparent how to extract an input—output relationship such as
é(w,t) from the measured signals, apply it to the calculation
of output signals given an arbitrary input signal properly, and
avoid the effects of windowing. The following analysis will
clarify the technique and the method of calculation.

Mathematical For mulation

To derive a combined system function é(w, t) that is ca-
pable of characterizing the input—output relationships of de-
vicesthat are neither exclusively modulators nor filtersand is
easily determined by measuring the incident and emerging
signals, we must revisit some of the assumptions used in
microwave circuit/network analysisand synthesis. To empha-
size the utility of our more generalized transfer function, we
will frame our discussion in terms of filters and S-parameter
characterization; however, the system function é(w,t) sub-
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sumes both LFI and LTI devices as special cases, so it is
equally applicableto modulators. Theroutetakenismotivated
by the observation that, in the equations for filters and modu-
lators presented in the previous section, the roles of time and

@
A(t)H LT\Ldevice |3(t)H
aw) ) b(c)
(b) Input (d) Input
A A
o) |alty) o) |
At) '
>t > w
to t1 Wy w1

to 18] wo w1

|Swy)|

Z2404

Figure 78.47

(a) Signal flow for ageneral linear-time- and frequency-varying device. Time
variationisshown schematically by (b) identical impulsesapplied at different
times, which result in (c) different impul se responses. Frequency variationis
shown by (d) two different input sine waves and (e) differences in their
modulated output spectral functions. (f) A representative sketch of the
magnitude of the resulting transfer function é(w, t) shows exponential time
decay and low-passfiltering, such as might occur with OMEGA’ s photocon-
ductive switches.
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frequency are complementary, i.e., the 1-D characterization
functions are along orthogonal axes in the complex plane.
From this comes the readlization that a more general, 2-D
characterization is possible by considering and measuring the
device's response on the entire plane.

A convenient placeto begin the derivation iswith thetime-
domain differential equation describing a linear lumped-ele-
ment device with time-variable coefficients:

dn dn—l
ar0(t) i BLY) * a1(0) oy B(O) +-+ +a (1) B(Y)
=2 (p,t) B(t) = A(t), 1

where the coefficients a are determined by the (time-varying)
dependencies between the ports (e.g., the lumped-element
models of resistance, capacitance, and inductance). The sig-
nalsA(t) and B(t) aredefined asin Table 78.V1, and we' veused
the operator notation

L(p) = ag(t)p" +ay(t)p"t+--- +ary(t),

wherepisthedifferential operator d/dt.” Notethat althoughthe
following derivation is for a device with a finite number of
(time-varying) poles and zeros, é(w,t), like S(w), isequally
applicable to distributed-element devices.

For the ideal filter model there is no time variation in the
coefficients and Eq. (1) ssimplifiesto

i (p) Bu(t) = A (1) 2

Assuming complex exponentials for the basis functions (so
that the differential operator becomes w) and converting to
S-parameter notation §;(w) = ji(p), we derive the fre-
guency-domain filter transfer function of Table 78.V1, and the
processisanal ogousfor theideal modul ator model. The use of
complex exponential basis functions as solutionsin the trans-
form integral leads to the formalism of Fourier transforms.
Fourier transformsare useful for microwave-devicecharacter-
ization because they transform between a system of differen-
tial equationsand asystem of algebraic equations; that isto say
they are compatible integral transform operators.8 Non-
compatible transforms do not result in simple convolution or
multiplicative relationships between input and output ports.
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In contrast to ideal modulators and filters, for a general
deviceacompatibleintegral transform operator dependsonthe
functional form of the variable coefficients in Eq. (1). This
means that the basis functions are not, in general, eti®t but
rather are dependent on the particul ar form of modulation and
frequency response. To keep the analysis independent of the
details of the modulation and frequency response, we will
choose a noncompatible transform such that we are able to
continueto use et “ hasisfunctions; thisisthekey point of this
characterization technique. Some important implications of
this choice will be mentioned as we derive properties of the
system function resulting fromthischoiceof integral transform.

A definition of the general linear device system functionis

§j(wt)= B'—(tt)) 3)

which differs from the traditional S-parameter definition
in that it is now a function of time as well as frequency. In
addition §;%(w,t) = £;;(p.t), wherethe differential operator
p transforms to w by differentiation of e therefore,
B(t) = SJ (w,t)el®t s the output of the device for an input
At = g™ given that the deviceisin aknown state at every
time t > t; (i.e, the variable coefficients evolve determin-
istically from time t = tg). Due to the linearity of the device,
by superposition the output Bj(t) is defined in terms of A(7)
according to

a(t)=iﬁ,- (1) A D). @

Equation (4), where the impul se response function b i(tt)is
now the more general Green’s function, isageneralization of
the time-invariant convolution in Table 78.VI in that the
impulse response no longer depends only on the age from
impulse time T to observation t. Substituting Eq. (4) into
Eq. (3) resultsin atransform rel ationship between the system
function é(w, t) and the new generalized impulse response

Fﬁj (T.1):

Sj(wt) = oj:ﬁij(T,t)e‘j“’(t‘T)dr. (5)

Notice that (2) Sc,t) and ﬁij (t,t) are related by a Fourier
transform of the first axis and (b) two other system function
definitionsresult fromtransforming each of theseinthe second
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variable. We canvisualizethefundamental differencebetween
(a) these 2-D system functions that are characterizations of
time- and frequency-varying devices and (b) system functions
that are determined from windowed signal s the feature size of
a 2-D system function (the mountains and valleys of the
surface plot) along one axis is independent of the other axis,
whereas (due to the uncertainty principle) the features of a
system function along each axis generated by windowing are
related to each other by the Fourier transform. In other words,
anarrow windowing of asignal in time (necessary to prevent
averaging of the system’s time fluctuations) implies a widen-
ing of the spectral window (which forces averaging over
spectral fluctuations), and vice versa. In the next section we
show this difference in more detail by applying ambiguity
functions and time-frequency distributions.%-12

FromEqg. (4) weget arelationship between_ input and output
by replacing Aj(t) withitstransform [ a; (w)e! wtde,inverting
the order of integration, and substituting from Eq. (5):

B (1) = F {5 (0)a (e} ©)

where the differential transform operator %~1{ } is essen-
tially theinverse Fourier transform but with thevariablet held
as a constant parameter. Equation (6) is similar to the fre-
guency-domain filter relation in Table 78.VI in that the signal
B(t) isthe transform of the product of the S(or in this case é)
parameter and theinput spectral function. Unlike conventional
Fourier transforms, however, Eq. (4) isnot aconvolution, and
theargument insidethe bracketsof Eq. (6) isnot the product of
two 1-D functions; therefore, it is not possible to relate the
output signal algebraically to the input signal:

b (@)  §j(wt)ay (o). (7)

Importantly, the completefunction é(w, t) cannot befound by
taking a quotient b(w)/a(w) asit can be when finding ()
for LTI devices. For network synthesis, where a model (or
equivalently adifferential equation) must be synthesized from
agiven (measured) é(w,t) or G(1,t), thisconsegquence of non-
compatible transforms has no major implications and in fact
choosing the noncompatible Fourier transform allows one to
use standard transform tables, making the synthesiseasier. For
network analysis, however, where the output B(t) isfound in
terms of A(1), the significance of Eq. (7) is that only simple
linear time- and frequency-varying device models (having
first- or second-order differential equations) can be used since
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signal flow graphs and the combination of series and parallel
devices are no longer algebraic or even analytic, as explained
in the next paragraph.

For network analysis using é(w, t) of microwave systems
with time- and frequency-varying elements, the network must
bebroken downinto block diagramswherethelinear time- and
frequency-varying element is isolated from the rest of the
(conventionally analyzed) LFI or LTI components. The block
diagram approach then requiresoperational methodsthat com-
binethegeneral linear element with other components, bothin
cascade and parallel, to determinethe overall system function.
For two linear devices in parallel this istrivial; they can be
combined by adding their impulse response functions, or
equivalently adding their transfer functions.13 For two devices
in series, however, the combination depends on shift invari-
ance: the overall transfer function of two LTI devicesin series
is accomplished by multiplying the individual transfer func-
tions together, or equivalently convolving their impulse re-
sponses. For two L FI devicesin seriesthetransfer (modul ation)
functions are multiplied, while the spectral transform of the
modulation is convolved.

Toderivethetransfer function of two general linear devices
in series, we begin with the repeated operation of the transfer
function (in operational form):

po)fa@)] =5(pO{S(p)[aa} .  ®

where éa(p t) and éo(p t) are the transfer functions for the
first and second device, respectively, and a(w) = el isas-
sumed. Since ,(p.t) will operate on both S,(p,t) [now
%(w t) due to the form of its operand] and A(t), we get

Selet = §[piu 2§ +§ el
9)
= § 28+ Gaeld

and therefore

Spt)aw) =5(p+at)S(p)a(d). 10
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Analytical Example

To demonstrate the application of S to microwave-device
characterization, arepresentative lumped-element device will
be solved analytically. The device shown in Fig. 78.48 isa
single-pole, low-pass RC filter with a sinusoidally varying
capacitive element C(t) = Cy +Cpysin(wpt), where stitable
values of the variables are chosen for convenience: Cy =1 pF
is the steady-state capacitance, C,/Cq =0.2 isthe modula-
tion depth, and wy, = 2.3 Grad/s is the modulation rate.

-« ¢ /\/V\/\ * _—

By(t), by(c) R /2« Ba(t), ba(c)
7 C(t)

A1), ag(w)

Ax(t), ax(w)

-

72405

Figure 78.48

An example linear device with a time-varying capacitance and therefore
time-varying pole location (bandwidth). Thisdeviceis linear but cannot be
modeled as only afilter or amodulator.

Thedifferential equationfor thisdevice, writtenintheform
of Eqg. (1), is

%C(t)(R+ 20)5% B(t)

+d+ 2 R/20 42 (R+20) L OOBO =AY (D)

dt

From Sparameter analysis the Sy, for a conventional LTI
filter like Fig. 78.48 is

27,
2Z5+R+jwCZy(R+20)

Sa(w) = (12)

Applying Eqg. (10) to the cascade elements of the resistor and
shunt capacitor, we get

= _ 27,
()= 27y +R+(p +jw)CZo [[R+Z5)’

(13)

which could also be found by directly solving the differential
equation in Eq. (11). The |Sy;(w)| plot for the LTI version of
this device (where the time invariant C = Cg) is shown in
Fig. 78.49, and |821 () | is shown in the elevation plot of
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Fig. 78.50for onecycleof modulation. Observeinbothfigures
the low-pass attenuation along the frequency axis and for
Fig. 78.50thesinusoidal modulation of thefrequency response
along the temporal axis.

To further illustrate the properties of the time-varying
system function we show a surface-density plot of |§(wt)|
(Fig. 78.51) over several cycles of modulation and from dc to
50 GHz. Figure 78.51 will also be used in conjunction with the
windowed signal to show the limitations of windowing. An
aspect of this S shown clearly hereisthe skew in the peak of
the temporal modulation near the 3-dB point of 6.1 GHz, due
to the phase shift in the transmission function that occurs at
this frequency.

1.0
0.9
0.8

|S@)|

0.7
0.6
05

0.4
0

3dB =6.1GHz

2 4 6

Frequency (GHZz)

72425

Figure 78.49
Magnitude of the transfer function | S,;(w)| of alow-pass, single-polefilter
that isequivalent to the circuit in Fig. 78.48 but with no time-variationin the
capacitance.

Figure 78.52 is a cross section of the transfer function
along the time axis, showing the modulating aspect of the
device, which is seen to be frequency dependent.The cross
sectionsof |3 along the frequency axis (Fig. 78.53) show the
low-pass filter effect of the device and indicate that the shape
of the frequency response depends on time. Although stability
considerations are outside the scope of this article, both
Figs. 78.52 and 78.53 indicate that the instantaneous magni-
tude can rise momentarily aboveunity, resultinginagaininthe
system over ashort time span and finite spectral band. Modu-
lating the capacitance causes atransfer of energy in and out of
the system, and with proper terminationsit ispossibleto create
an oscillator.

2.56
1.92
2
128
g
e
0.64
0.00
0.0 125 250 375 50.0
Eoss3 Frequency (GHz)
Figure 78.51

Surface-density plot of é(w,t)| for six cycles of modulation along the time
axis and demonstrating low-pass filtering along the frequency axis.
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Figure 78.50

Magnitude of thetransfer function | §21(w,t)| of alow-pass, single-polefilter
with sinusoidally varying capacitance, plotted over one cycle of modulation
in time and over 150% of the bandwidth in frequency.

Figure 78.52

A series of cross sections through |§(wt)| along the time axis, showing
the change in the magnitude and phase of the modulation for different
frequencies.
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Using Egs. (6) and (13) we simul ated the propagation of the
sum of 5.9- and 19.5-GHz sine wavesthrough the device. The
attenuation and dispersion of each spectral component are
demonstrated in Fig. 78.54, where the low-pass features are
readily apparent in the output signal (solid line) as compared
with the input signal (dashed line). The influence of the
modulation can best be compared in Fig. 78.55, where the
sinusoidal modul ation putsdiscrete sidebands on each spectral
component; however, since only magnitude is plotted, the
phase shift of the modulation between different frequencies
cannot be observed. Sincethisdevice not only modulates each
frequency differently but also filtersthe signals, application of
network or spectrum analysiswould not adequately character-
ize the device.

12 T T T T

10 = -
c
% 08 0.2 0.3 ns\-
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0.6 0.1 N\—
04 L \_

0 2 4 6 8 10
Frequency (GHZz)

22423

Figure 78.53
A seriesof crosssectionsthrough S(w,t) along thefrequency axis, showing
the change in instantaneous bandwidth at different times.
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Inthe remainder of this section we usewindowed signalsin
an attempt to adequately characterize our time-varying filter
with conventional S-parameter analysis, and we compare the
results to our previous approach. For the windowing we use
time—frequency distributionsbecause of their appealing repre-
sentation, and because they more intuitively demonstrate the
fundamental constraint; due to the uncertainty principle, a
narrow windowing in time necessarily leads to a broad fre-
guency window. Thisis seen on atime—frequency representa-
tion by the phenomenon of minimum area: a surface-density
plot of the time—frequency distribution of asignal consists of
areas(or regions) wherethesignal existsat alocalizedtimeand
frequency, which cannot be small er than aconstant determined
by the uncertainty principle. The uncertainty is inherent to
windowing in general and not time—frequency distributionsin
specific, so therefore the choice of specific time-frequency
distributions to demonstrate the uncertainty limitations of
windowing doesn’t detract from the generality of the result.

Todemonstratethelimitationsof windowing, theparticular
choice of agorithm to generate a time—frequency representa-
tion is a matter of convenience: for this example we will use

Alw;t) = }o Alt) we 1@ (=1 gt (14)

where A(w;t) isthe time-frequency distribution of A(t) and a
semicolon is used between the joint time-frequency variables
to stress the dependence of the axes. This definition has the
virtues of showing all the essential features of time—frequency

Signal (dBc)

0 5 10 15 20 25
Frequency (GHz)

72427

Figure 78.54
Plot of input and output signals showing the DUT’ slow-pass filtering effect.
Dashed line isthe input signal; solid line is the output signal.

Figure 78.55
Spectral plot of output signal, showing the change in modulation character-
istics for different frequencies.
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distributions and (due to the use of a Gaussian window) being
easily transformable back into the Fourier transform of the
signal a(w) by integration:

00

a(w)= [ Alwt)dt

—00

(15)

Figure 78.56 shows an example windowed signal to be
propagated through our system: a2-GHz sinewavethat abruptly
transitions after 1.28 ns (with broadband noise) to a 20-GHz
sine wave. The smearing of the signal in time (for the low-
frequency signal) and frequency (for the high-frequency sig-
nal s) dueto windowing trade-offs (which are ultimately dueto
the uncertainty relationship) can be easily seen. The use of the
FFT to generate the time—frequency distribution (which as-
sumes a continuous, periodic signal) caused leakage to occur
across the time boundary (top and bottom) of each spectral
component of the signal; for the low-frequency signal, the
leakage is significant enough to bridge the span over which it
is ostensibly “off.”

2.56

Time (ns)
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Figure 78.56

Time—frequency representation (ambiguity function) of a 2-GHz sine wave
that transitions abruptly to a 20-GHz sine wave with broadband noise at
the transition.

By multiplying the input signal A;(wit) of Fig. 78.56 with
the system function Sy;(w,t) of Fig. 78.51 we get the time—
frequency distribution of the output signal By(w;t) (shown
inFig. 78.57). Important featuresof theresulting output signal,
as evidenced in the time—frequency distribution, are the sig-
nificantly different modulation of each spectral component
and the low-pass filtering, which attenuates the high-fre-
guency component. Converting back to thetime domain using
Eq. (15) and then inverse Fourier transforming, we can com-
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pare the resulting output signal with our technique. The
windowing technique gives the solid linein Fig. 78.58, while
our resultisthedashedline. Itisevident that althoughwindowing
produced acceptable results for the second half of the signal
when the modulation was much slower than the signal
(i.e., the slowly varying envel ope approximation), for thefirst
half of the signal, the modulation was comparableto thesignal
frequency so the window effectively smeared the modulation

Time (ns)

50.0

25.0
Frequency (GHZz)

0.0 12.5 375

E9654

Figure 78.57

Time—frequency representation of the output signal, after multi plication of
the input time—frequency distribution with the system function S(wt). The
effect of the system function is shown by the attenuation of the broadband
noise and the ripple in the two spectral components of the signal.

15 . . .
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10} 4 o _ -
o . Windowing
= ‘ techni
S o5 echnique
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-_*§ 0.0
<
05 .
-1.0 J , \ ! !
0.00 0.64 1.28 1.92 2.56
cosss Time (ns)
Figure 78.58

Time-domain comparison of output signals using the technique described in
this article (dashed) and the windowing method (solid). The windowing
appears acceptabl e for high-frequency signal component where the modula-
tion is gradual, but it washes out the temporal modulation for the low-
frequency component.
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in time. Choosing a narrower window would not solve the
fundamental problem sincedoing sowoul d necessarily broaden
the spectral window, causing increased smearing of the spec-
tral response.

Conclusions

The goal of thiswork isto completely characterize photo-
conductivemicrowaveswitchesregardl essof thetemporal and
spectral variationsin their frequency response (transfer func-
tion). The unique photoconductive properties of these devices
that enable their use in OMEGA's pul se-shaping system also
require a characterization technique that accounts for the
switch’s frequency and time variations simultaneously. The
analysis presented in this article provides such a characteriza-
tiontechniqueand iscurrently being applied to the switchesto
optimize their pulse-shaping performance. To characterize
such devices, wetake advantage of the complementary aspects
of LTI and LFI 1-D transfer functions and combine them into
asinglelinear device system function é(w,t) . This2-D trans-
fer function allows us to synthesize network models based on
measurements of device responses that vary rapidly in fre-
guency as well astime. We discussed several important prop-
ertiesof thisnew S parameter, showing similaritiesto conven-
tional S-parameter analysis that preserve most features of the
familiar Fourier transform tables. The transfer function of an
analytical linear time-varying device was cal culated and com-
pared to that of an LTI filter, and the utility of the é(w,t)
function concept was demonstrated while also showing the
limitations of windowing.

ACKNOWLEDGMENT

This work was supported by the U.S. Department of Energy Office of
Inertial Confinement Fusion under Cooperative Agreement No. DE-FCO03-
92SF19460 and the University of Rochester. The support of DOE does not
constitute an endorsement by DOE of the views expressed in this article.
Kenton Green also acknowledges the support of the Frank Horton Graduate
Fellowship Program.

LLE Review, Volume 78

MEASUREMENT TECHNIQUE FOR CHARACTERIZATION OF RAPIDLY TIME- AND FREQUENCY-VARYING ELECTRONIC DEVICES

REFERENCES

1. Laboratory for Laser Energetics LLE Review 76, 225, NTIS docu-
ment No. DOE/SF/19460-264 (1998). Copies may be obtained from
the National Technical Information Service, Springfield, VA 22161.

2. G.W. Wornell, Proc. |EEE 84, 586 (1996).

3. C. Bor-Sen, C. Yue-Chiech, and H. Der-Feng, |IEEE Trans. Signal
Process. 46, 3220 (1998).

4. L.Heung-Noand G. J. Pottie, IEEE Trans. Commun. 46, 1146 (1998).
5. L. M. Silverman, |EEE Trans. Autom. Control AC-16, 554 (1971).

6. H. Stark, ed. Image Recovery: Theory and Application (Academic
Press, Orlando, 1987).

7. G.H.Owyang, Foundationsfor Microwave Circuits(Springer-Verlag,
New York, 1989), Chap. 10, pp. 541-606.

8. H.D’Angelo, Linear Time-Varying Systems: Analysis and Synthesis,
The Allyn and Bacon Series in Electrical Engineering (Allyn and
Bacon, Boston, 1970).

9. B. Boashash, Proc. |IEEE 80, 520 (1992).

10. H.N.KritikosandJ. G. Teti, Jr., IEEE Trans. Microw. Theory Tech. 46,
257 (1998).

11. S. R. Kunasani and C. Nguyenj, IEEE Microw. Guid. Wave Lett. 6,
1(1996).

12. H.Lingetal., IEEE Trans. Antennas Propag. 41, 1147 (1993).
13. W. Kaplan, Operational Methods for Linear Systems, Addison-

Wesley Seriesin Mathematics (Addison-Wesley, Reading, MA, 1962),
Chap. 2, pp. 64-103.

113



Damageto Fused-Silica, Spatial-Filter Lenses
onthe OMEGA Laser System

Vacuum surface damageto fused-silica, spatial-filter lensesis
the most prevalent laser-damage problem occurring on the
OMEGA laser system. Approximately one-half of the stage-C-
input and output, D-input, E-input, and F-input spatial-filter
lenses are currently damaged with millimeter-scale fracture
sites. With the establishment of safe operational damage crite-
ria, laser operation hasnot beenimpeded. These sol-gel-coated
lenses see an average fluence of 2 to 4 Jem? (peak fluence of
4t07 Jem?) at 1053 nm/1 ns. Sol-gel coatings on fused-silica
glass have small-spot damage thresholds at |east afactor of 2
higher than this peak operational fluence. It isnow known that
the vacuum surfaces of OMEGA's spatial-filter lenses are
contaminated with vacuum pump oilsand machineoilsusedin
the manufacture of the spatial-filter tubes; however, develop-
ment-phase damage tests were conducted on uncontaminated
witness samples. Possible explanationsfor thedamageinclude
absorbing defects originating from ablated pinhole material,
contamination nucleated at surface defects on the coating, or
subsurface defects from the polishing process. The damage
does not correlate with hot spotsin the beam, and the possibil-

1w

ity of damage from ghost reflections has been eliminated.
Experiments have been initiated to investigate the long-term
benefits of ion etching to remove subsurface damage and to
replace sol-gel layers by dielectric oxide coatings, which do
not degrade with oil contamination.

In this article, we discuss the implications of spatial-filter
lens damage on OMEGA, damage morphologies, possible
causes, and ongoing long-term experiments. The staging dia-
gram depicted in Fig. 78.59 plots the peak design fluence
(averagefluencetimes 1.8 intensity modulation factor) at each
stage of asingle beamlineon OMEGA; the bold linesindicate
regions where spatial-filter lens damage is occurring.! These
lenses are all fused-silica optics with a sol-gel-dipped, antire-
flection coating at 1053 nm. Several issues have been identi-
fied regarding theselenses. Thefirst concernisthe mechanical
fracture of thelenses. Asthe damage continuesto grow, aflaw-
size criteria must be determined to prevent catastrophic lens
failure (fracture into two pieces) and ensure safe laser opera-
tion. The damage morphology is important to understanding

Damage occurring in system 3w

Design peak
fluence (Jcm?2)

Rod M=146 Rod
amp amp

M=1.0
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Figure 78.59

Peak design fluence plotted at each stage of the OMEGA laser. Operational laser damage is occurring at the high-fluence positions.
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theinitiator for large-scalefracturesitesobservedin Fig. 78.60
and discussed later in this article. A secondary and possibly
related problemisthechangeinthesol-gel coating’sreflectivity
after exposureto the spatial-filter tube'svacuum environment.
A few early experiments to investigate the damage cause are
reviewed later.

G4745

Figure 78.60
An OMEGA stage-E-input, spatial-filter lens with multiple fracture sites.
The largest site is approximately 10 mm.

Mechanical Fracture

The vacuum surface of an OMEGA spatial-filter lens is
under tensilestress, and any damageto thisvacuum surfacecan
lead to catastrophic crack growth if aflaw reachesasize above
the critical value a... Thecritical flaw depth a. depends on the
shape of the flaw with respect to the applied stresses and can
be cal culated with the following equation:2

where K = fracture toughness of the glass, Y = geometrical
factor of the flaw, and s = bending stress induced by atmo-
spheric pressure p.

Actual defectson OMEGA spatial-filter lensesare shallow
and elliptical in cross section, and these defects can be simu-
lated with a half-penny—shaped defect (Y = 1), which has a
surfacediameter of twicethedefect depth. Thismodel assumes
the defect to be located at the vacuum-side center of the lens
where the tensile stresses are greatest; therefore, the critical-
flaw-sizecal cul ationsareaworst-case scenario. ForanOMEGA
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stage-F-input lens, 25 mm thick, 283 mm in diameter, and
subjected to atensile stress of 615 psi, calculation for a half-
penny defect onthevacuum side of alensyieldsacritical flaw
depth of 10 mm. A defect of this size will be easily detected
before catastrophic failure occurs.

Lensfractureon Novaand Beamletwasmodel edat L awrence
Livermore National Laboratory (LLNL), arriving at a “fail-
safe” lens-design criterion with two key parameters: (1) apeak
tensile stress of lessthan 500 psi and (2) the ratio of thickness
to critical flaw size of less than six.3 The definition of afail-
safe lens requires catastrophic fracture to proceed without
implosion. An implosion refers to the action of a spatial-filter
lens fracturing into many pieces and then being accelerated
into the evacuated volumeinside the spatial -filter housing due
to atmospheric pressure. Given these conditions, a properly
mounted window under full vacuum load will break into two
pieces only, provided the air leak through the fracture israpid
enough to reduce the load on the window before secondary
crack growth ensues. Thelist of LLE spatial-filter lens speci-
fications in Table 78.VII indicates that all OMEGA spatial-
filter lenses meet the criteria for a fail-safe optic. Data for
LLNL optics are provided in Table 78.VI11. Based on radial-
fracture observationsin these optics, one may expect no more
than asingle radial fracturein an OMEGA spatia -filter lens.

If the model is correct, fully vacuum-loaded OMEGA
lenses should not implode into multiple fragments when de-
fects reach their critical flaw size but should crack into two
pieces and lock together as long as the mount restrains the
radial motion of the fragments. While there have been several
hundred observations of damage on the vacuum side of
OMEGA spatial-filter lenses, there have been no incidents of
an OMEGA spatial-filter lens fracturing into two or more
pieces. For saf ety reasons, OMEGA optics are removed when
defects reach one-half their critical flaw size.

Damage M or phology

Operational damageto 1w, fused-silica, spatial-filter lenses
occurs exclusively on the vacuum side of the lens, regardless
of the beam propagation direction, and is dominated by two
damage morphologies originating at or near the surface. The
first morphology is that of a massive fracture greater than
100 um on the surface, while the second is a surface crack
linked to aplanar, clam-shell flaw inthe bulk. The photograph
in Fig. 78.61 shows an example of the former. After initiation
of thistype, fractures grow in lateral size on subsequent laser
shotsuntil the defect reaches one-half the critical flaw size. At
this time, the lens is replaced. Current OMEGA lenses have
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defects ranging in size from less than 0.5-mm to 10-mm  Whilethis clam-shell morphology isoneinitiator of millime-
diameter, and multipledamagesitesonalen’svacuumsurface  ter-sized fractures, it remains inconclusive whether it is the
are common. Thedamage depth tendsto belessthan one-third ~ only one. Tofurther eval uate clam-shell damage, asamplewas
its surface diameter, and defects occur at apparently random  cleaved, asdepicted in Fig. 78.64, and the exposed clam-shell
radial locations. A clam-shell defect isdepictedinasideview  cross section was analyzed by scanning electron microscopy
in Fig. 78.62 and in ahead-on view in Fig. 78.63. Theflaw’s  (SEM). SEM/EDAX (energy dispersive x-ray analysis) ele-
discoloration may signal that itisbeing filled by an absorbing ~ ment identification revea ed the presence of carbon within the
material. On repeated irradiation, the clam-shell morphology ~ fracturewhilereporting its absence outside the fractured area.
iseventually obliterated and acrater devel ops, asinFig. 78.61. It is surmised that once a crack appears on the vacuum-side

Table 78.VII: Summary of peak tensile stresses and critical flaw size for OMEGA vacuum spatial-filter lenses.

Lens Diameter | Peak stress Peak stress Center thickness Flaw size t/a.
(mm) (psi) (MPa) t (mm) ac (mm)

C-in 149.4 656 452 125 8.8 14

D-in 149.4 683 471 125 8.1 15

E-in 2135 538 371 20.0 13.0 15

F-in 283.4 615 4.24 25.0 10.0 25

Table 78.VIII: Summary of peak tensile stresses and critical flaw size for various vacuum opticsin a LLNL study.3

Lens/Window Peak stress | Peak stress |  Thickness Flawsize | t/a, | Number of radial fractures
(psi) (MPs) t(mm) ac (mm)
Beamlet L3 1490 10.10 35.0 21 16.7 9-11
Nova SF-7 810 551 37.0 55 6.7 2-3
Nova 3wfocus 515 3.50 83.0 15.0 55 <1
15-cm SIO,, plate 830 5.65 9.5 54 18 <1

THITHT MR T TR
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Figure 78.61 Figure 78.62
Fractures on the vacuum side of an OMEGA lens. Scale unitsin centimeter. Clam-shell defect originating at the vacuum side (bulk view).
116 LLE Review, Volume 78



surface, oils from the machined surfaces of the spatial-filter
tubesor oilsfrom themechanical pumping system seepintothe
crack over time. The combination of absorption by thetrapped
fluid and physical—chemical assistancein crack-front propaga-
tion during subsequent exposure is surmised to form the ring
structure observed within the clam shell.

The cause of damage initiation to 1, fused-silica, spatial-
filter lenses remains undetermined. Possible causes include
(1) absorbing defects ablated from the tube wall or pinhole
material, (2) oilsor contamination nucleated at specific defects
on the lens or coating, (3) oils absorbed into subsurface
fractures expanded by tensile surface forces, and (4) isolated
contamination remaining from coating application. Related

G4748

Figure 78.63
SEM vacuum surface view of a clam-shell defect on an OMEGA lens
(top view).

Top view (S2) —_—
&
Side view
Cleave
G4749
Figure 78.64

Illustration of cleave sample orientation.
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work for the National Ignition Facility (NIF®) laser found
(1) that the cause of 3cw damage was polishing-process defects
within 500 um of the surface and (2) that removal of these
defects by etching improved the surface damage thresholds.®
LL E-based ion-etching experiments to improve surface dam-
age threshold are discussed | ater.

Sol-Gel Coating Degradation

OMEGA sol-gel coatings show a significant change in
reflectivity when exposed to a vacuum contaminated with il
from mechanical pumps. A fiber-optic spectrometer is used to
measure the lens reflectivity in situ. While the instrument
provides only relative photometric measurements, the spec-
tral-curve shapes provide essential information on coating
performance. Spectrain Fig. 78.65 show an example for how
spectral response among the two sol-gel-coated surfaces of a
single lens is affected by exposure to oil. While the S1,
nonvacuum-side reflectivity curve is expected for a 1w anti-
reflection coating, thespectral characteristicsof theS2, vacuum-
side data show an increase in reflectivity at 1cfrom 0.1% to
3.4%, owing to refractive-index changes resulting from
adsorbed organic material . Eval uation of the S2 sol-gel coating
by gas chromatography/mass spectrometry detected the pres-
ence of vacuum-pump oil and other organic contamination.
The effect of oil contamination on the film index on afixed-
thickness sol-gel coatingismodeledin Fig. 78.66. Asthefilm
index varies from 1.23 to 1.44 (film thickness is constant),
reflectivity minima disappear into a flat line similar to the
experimental observation in Fig. 78.65. This coating problem
isseen on all OMEGA sol-gel-coated spatial-filter lenses that
are collectively pumped by a single mechanically pumped
vacuum system. Coatings are found to fail at different rates,
however, as a result of differing cleanliness conditions or

R
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Figure 78.65

Reflectance data measured on a sol-gel-coated spatial-filter lens. The S2 (in)
surface is the vacuum interface; the S1 (out) surface residesin air.
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vacuum pressure levelswithin the spatial-filter tubes. L oss of
reflectivity onamechanically pumped tubeissufferedinabout
six weeks or more. Hard-oxide dielectric coatings pumped
under similar vacuum conditionsshow no changeinreflectivity
after exposure for similar periods.

The prototype beamline laser (PBL) assembled years ear-
lier was disassembled about the same time as this study. The
sol-gel-coated |enses in those tubes showed no coating degra-
dation due to contamination. The tubes were first pumped
mechani cally and werethen switched to atitanium sublimation
pump, which maintained a pressure of 1 x 10~ mbar. No
record exists to indicate what method was used to clean the
tubes in this PBL. To gauge the effect of different pumping
methodson OMEGA, afreshly sol-gel-coated lenswas placed
in a spatial-filter tube that was isolated from the OMEGA
mechanical pumping system. The tube was then connected to
acleaner turbo-pumping system although the tubeitself could
not be decontaminated in situ. A properly run turbo pump will
exhibit very little back streaming of high-molecular-weight
oilssuch asthose used by amechanical pump. Surprisingly, the
coating wascontaminated after lessthanfour days' exposureto
this environment. It was surmised that the greater mean free
path in the lower pressure allowed faster transport of the oil
from the contaminated wallsto the sol-gel coating. Thisrules
out the relatively simple solution of redesigning the pumping
system. Improvement of the oil-contaminated system could be
effected only by removing the tubes, then cleaning and baking
them, possibly in a vacuum along with all the associated

Reflectance

0.0
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Figure 78.66
A model of reflectance change asthe filmindex isvaried for aconstant film
thickness. Film indices used are 1.44, 1.40, 1.35, 1.30, 1.23.
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plumbing. This would produce an unacceptable lapse in the
OMEGA firing schedule.

A causal link between sol-gel contamination and lens dam-
ageissuspected but hasyet to befully proven. Experimentsto
investigate thislink and solve this damage problem are ongo-
ing, and some results are reported in the next section. In
addition, several solutionsto this sol-gel-coating degradation
problem are being examined to recover the light lossimposed
by each “bad” surface: (1) replace sol-gel coatings with hard-
oxide dielectric coatings (damage threshold is a key factor);
(2) improve the spatial-filter pumping system and clean the
spatial-filter tubes; and (3) add a“ getter” material to adsorbthe
contamination before it reaches the coating.

Experiments

Several experimentswere started toinvestigatethe cause of
damage to the vacuum surfaces of OMEGA spatial-filter
lenses. One experiment resulted from a LLNL report that the
damage threshold of fused silica at 3w can be improved with
etching. Etching appeared to remove polishing-process de-
fects within a few hundred microns of the surface. Another
experiment was proposed to examine the cleanliness condi-
tions of the spatial-filter tubes and explore the probability that
ablated pinhole debris produce damage-initiation sites.

1. lon-Etching Tests

Since LLE developed an ion-etch capability for manufac-
turing distributed phaseplates, it waslogical to set up aprocess
to ion etch the vacuum surface of spatial-filter lenses.” An
experiment wasdesigned to remove 3 um of material fromside
2 (vacuum side) of OMEGA stage-F-input, fused-silica, spa-
tial-filter lenses, andthen coat andinstall theopticson OMEGA
to observe damage and coating failure. The following matrix
was established with five lensesto be processed for each type:

(a) ion etch and sol-gel coat,

(b) ion etch and hard-oxide coat,
(c) ion etch and no coating, and
(d) no etch and no coating.

The hard-oxide coating is a hafnia/silica, e-beam-evaporated,
antireflection coating.®

Oncetheopticsareinstalled on OMEGA, observation over
along period of time (possibly oneyear) isrequired asdamage
onset times remain uncertain. The statistics of damage occur-
renceon theselensesin comparison to the damage statisticson
OMEGA over thelast threeyearswill bereviewed. Theexperi-
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ment will evaluatetheeffect of subsurface defectsonthelaser-
induced damage threshold (LIDT) and also the effect of ion
etching in modifying subsurface topography. These tests may
alsoprovideacorrelation between damageand typeof coating.

Progress on this test has been hampered by the paucity of
spare optics to complete the matrix. In August 1998, type-(a)
optics were installed; as of March 1999, no damage has been
observed on these surfaces, and only one of the five sol-gel
coatings has enhanced vacuum-side (S2) reflectivity. Trans-
mittance loss was incurred within six weeks of installation.
Three of five type-(b) optics were installed—one in October
1998 and two in November 1998; to date no damage or coating
degradation has been observed. The remaining tests will be
completed in June 1999 and results reported in the future.

2. Spatial-Filter Witness Tests

To investigate the cleanliness conditions of spatial-filter
tubes, ten 2-in.-diam, sol-gel-coated, fused-silica samples
were installed in OMEGA'’s stage-E spatial-filter tubes for
approximately two months. All sampleswere damagetested at
1053 nm with a 1-ns pulse before and after exposure to the
spatial-filter tubeenvironment. Threebeamlineshad onesample
installed at theinput lens|ocation and one sample at the output
lenslocation, and afourth beamline had two samplesinstalled
at each location. The sample orientation within the spatial-
filter tubeisillustratedin Fig. 78.67. By mounting the samples
in this manner, the top surface collects pinhole condensate,
while the bottom surface remains shielded.

Theresultsreveal ed that the spatial-filter tube'scleanliness
condition inflicts a stiff penalty, regardless of pinhole debris.
Asseenin Table 78.1X, all samples showed asignificant drop
in damage threshold after a two-months' exposure to the
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spatial-filter tube environment, and the top and bottom surface
threshold data are virtually indistinguishable. The reported
thresholds are 1-on-1 damage tests with a 1-mm? beam size;
approximately 12 sites per sample were tested. Further SEM
analysis revealed no high-Z element presence on the post-
exposure surfaces, indicative of an absence of spatial-filter
pinhole emanations on the top witness surface. Itisdifficult to
predict thetrajectory of ablated material, and further testswith
sampleslocated at various orientationsarerequired toidentify
the path of ablated pinhole material that may contributeto lens
damage. Thereisevidence on some pinholesthat the edgesare
melted and cratershaveformed. Whilefurther experimentsare
needed to confirm pinhole ablation as an initiator for vacuum
surface damage sites, the data confirm that oil contamination
does decrease the sol-gel-coating damage threshol d.

Spatial-filter tube

Top surface

M
Bottom surface

G4752

Figure 78.67
Witness sample orientation within a spatial-filter tube.

Table 78.1X: Witness sample damage threshold results before and after exposure to a spatial-filter tube environment.

Sample Orientation Before-Exposure After-Exposure
Damage Threshold” Damage Threshold”
(¥em?) (¥em?)
Top surface average 20.7 11.9
standard deviation 49 25
Bottom surface average 221 11.3
standard deviation 39 31
*1-on-1 damage tests at 1054 nm with a 1-ns pulse and 1-mm?2 beam size.
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Conclusion

Approximately 50% of OMEGA'sstage-C-input, C-output,
D-input, E-input, and F-input fused-silica, spatial-filter lenses
are damaged. LLE has implemented a plan to maintain the
quality of OMEGA optics that includes frequent inspections
and in-situ cleaning of opticsby askilled support group. Since
damaged opticsare closely monitored and the one-half critical
flaw sizeisof the order of 10 mmin diameter, OMEGA lenses
are not likely to catastrophically fail before replacement oc-
curs. This allows for safe operation of the laser while the
damage problem isbeing brought under control. Owing to the
effectiveness of spatial filters in removing critical intensity
modulations, propagating bulk or surface damage to compo-
nents downstream of these damaged lenses has not been
observed. Damageawaysoccursonthelens svacuum surface
regardless of the beam propagation direction, and an unusual
clam-shell damage morphology has been observed. It is also
known that the sol-gel coating on the vacuum surfacefailsdue
to organic contaminants, and this degradation is linked to a
drop in the tested | aser-damage threshol d. A link between sol-
gel contamination and lens damage is suspected but yet un-
proven. Experiments will continue to explore the role of
subsurface fractures in the generation of the clam-shell mor-
phology and to identify other absorbing defects on the vacuum
surface, possibly originating from pinhole closures, which
may be causing the damage.
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