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In Brief

This volume of the LLE Review, covering the period October–December 1996, includes a review of 2-D SSD as implemented on the OMEGA laser system. A summary of the detailed mathematical formalism is shown, and the predicted level of uniformity achievable on OMEGA is given. The first experimental results on uniformity using narrow-band 2-D SSD are compared to theoretical calculations. Excellent agreement between experiment and theory is found, which gives confidence that broadband 2-D SSD with polarization wedges should achieve an rms nonuniformity in the 1%–2% level necessary for cryogenic implosion experiments.

Other highlights of research presented in this issue are

- A method for measuring the areal density $\rho \Delta r$ of the compressed shell based on the observation of absorption lines from a titanium-doped layer. The method is tested using a simulated spectrum from a one-dimensional LILAC simulation. The predicted peak $\rho \Delta r$ of the compressed shell was within 17% of the value calculated directly from LILAC.

- A description of modeling the temporal-pulse-shape dynamics of the regenerative amplifier. The laser rate equations are presented along with a discussion of the regen dynamics. Excellent agreement is found between the model’s predicted output and the experimentally observed output. It is now possible to model the entire OMEGA laser system, enabling on-target pulse shapes to be specified.

- A detailed analysis of the relativistic pondermotive force. A guiding center model is postulated, which is compared to numerical simulation of the actual particle motion. The formula is also verified analytically using the method of multiple scales. Work continues on this formalism to study the effects of the pondermotive force on laser-plasma interactions.

- A description of an electro-optic sampling system capable of imaging the voltage distribution over a rectangular region. The system is comparable to an ultrafast sampling oscilloscope with more than 180,000 channels.

- Methods to measure the fuel compression using nuclear diagnostics. The three $\rho R$ diagnostics being developed for OMEGA are reviewed. A discussion of future developments is presented.

Richard Town
Editor
The ultimate goal of the LLE uniformity program is to reduce the rms laser-irradiation nonuniformity to the 1%–2% level, which is required for cryogenic implosion experiments on OMEGA. The combination of distributed phase plates (DPP’s), two-dimensional (2-D) smoothing by spectral dispersion (SSD), polarization wedges, and beam overlap should be sufficient to reach this goal. We present here a discussion of the mathematical formalism of 2-D SSD with numerical calculations illustrating the levels of uniformity that can be achieved on OMEGA. The initial implementation of 2-D SSD is described, and the initial experimental results for uniformity are compared with theory.

2-D SSD Concept

The level of uniformity that can be achieved with SSD is determined by two factors: bandwidth and spectral dispersion. The amount of bandwidth determines the rate of smoothing, and the amount of spectral dispersion determines the maximum reduction in nonuniformity that can be achieved (as well as the longest spatial wavelength of nonuniformity that can be smoothed). Frequency-tripled glass lasers place constraints on both bandwidth and spectral dispersion. Current techniques for the high-efficiency frequency tripling of laser light limit the (full-width) bandwidth to 3 Å to 4 Å in the IR for OMEGA. Spatial-filter pinholes in the laser chain limit the spectral spread of the beam to five to ten times the beam’s IR diffraction limit. With these constraints, the levels of uniformity required for OMEGA experiments can be achieved using SSD.

The starting point for a description of the uniformity that can be achieved by 2-D SSD is the speckle pattern produced by a phase plate. An example is shown in Fig. 69.1(a). It is characterized by a smooth, well-defined intensity envelope on target. However, superposed on the envelope is highly modulated intensity structure (known as speckle), which is produced by interference between light that has passed through different portions of the phase plate. SSD smooths this speckle structure in time by progressing through a sequence of many copies of this speckle pattern, each shifted in space, so that peaks of some fill in the valleys of others at different times. When averaged in time, this effect is qualitatively similar to whole-beam deflection: 1-D SSD has the effect of sweeping the beam in only one direction, and 2-D SSD is similar to sweeping the beam in two dimensions.

![Figure 69.1](image)
The reduction in rms nonuniformity is statistical in nature. Patterns shifted by more than about 1/2 of a speckle width act as entirely different random speckle patterns. The overlap of \( N \) random speckle patterns reduces the rms nonuniformity \( \sigma_{\text{rms}} \) by \( \frac{1}{\sqrt{N}} \). Examples in Figs. 69.1(b) and 69.1(c) show how 100 and 1,000 overlapping speckle patterns reduce the phase plate \( \sigma_{\text{rms}} \) of 100% to values of 10% and 3%, respectively. OMEGA will require 2000 to 10,000 of such overlapping patterns, produced as follows: 2-D SSD will provide ~500 of the speckle patterns (for a 1-ns smoothing time); the polarization shifter will provide an additional factor of 2; and multiple-beam overlap will provide another factor of ~4, for a resulting nonuniformity of 1%–2%.

SSD generates these shifted speckle patterns in a two-step process.\(^1\) The beam is passed through an electro-optic modulator, which imposes a small spread of frequencies (bandwidth) upon the laser light. The bandwidth is then spectrally dispersed by means of diffraction gratings. For 1-D SSD, one modulator is used. For 2-D SSD, two modulators (of different frequencies) are used, with diffraction gratings oriented such that each bandwidth is dispersed in a perpendicular direction. Because of the dispersion, each spectral component focuses onto the target in a slightly different position, producing the required shifted speckle patterns (Fig. 69.2).

![Figure 69.2](image_url)

**Figure 69.2**
Schematic illustrating the use of spectral dispersion to generate overlapping speckle patterns. The different spectral modes are spatially shifted in the target plane. Speckle patterns that are shifted by more than 1/2 of a speckle size are statistically independent.

The spectral dispersion does not reduce the speckle fluctuations instantaneously. It creates an entirely different speckle pattern, but one that changes in time. Interference between the electric fields from different sections of the beam will fluctuate in time because of their different frequencies, and the time-averaged interference approaches zero at a rate inversely proportional to the difference in frequency. As the contributions from interference become small, the time-averaged uniformity “smoothes” to the result expected from superposing shifted intensity profiles, each corresponding to a different frequency.

The time-averaged uniformity approaches an asymptotic level that is determined by the number of statistically independent speckle patterns (which is generally smaller than the number of spectral components with different frequencies). This depends on the ratio between the maximum spatial shift \( S_{\text{max}} \) that can be produced by the laser and the smallest shift \( S_{\text{min}} \) that will produce statistical smoothing. The maximum spatial shift \( S_{\text{max}} \) is defined as the full-width distance in the target plane that rays in the laser beam are deflected by SSD dispersion. The smallest shift \( S_{\text{min}} \) is 1/2 of a speckle size and is given by

\[
S_{\text{min}} = \frac{F\lambda}{D},
\]

where \( F \) is the focal length, \( \lambda \) is the UV wavelength, and \( D \) is the diameter of the focus lens. The maximum shift \( S_{\text{max}} \) is determined by the maximum angular spread of the light that can propagate through the spatial-filter pinholes of the laser (Fig. 69.3). This can be conveniently expressed as a multiple \( s \) of the whole beam diffraction limit (pinhole sizes are often expressed in terms of this parameter). Thus,

\[
S_{\text{max}} = s \cdot (2.4\frac{F\lambda}{D}).
\]

Currently, OMEGA pinholes can accommodate \( s = 15 \), while \( s = 30 \) is planned for the future. (Note: In this article \( s \) is quoted in terms of UV wavelength; if expressed in terms of the IR wavelength, \( s \) should be decreased by a factor of 3.) In terms of these parameters, the number of statistically independent speckle patterns \( N_{\text{stat}} \) is

\[
N_{\text{stat}} = \left( \frac{S_{\text{max}}}{S_{\text{min}}} \right)^2 = (2.4s)^2,
\]

where the ratio is squared because 2-D SSD allows spectral shifting in two directions. (This estimate for \( N_{\text{stat}} \) is somewhat simplified because it assumes that all 2-D SSD modes have different frequencies and are therefore independent; more accurate calculations are given in the next section.) The current and future values of \( N_{\text{stat}} \) are 1300 and 5000 for OMEGA, which, by itself, should reduce the rms speckle fluctuation to 3% and 1.5%, respectively, in the asymptotic limit. For 1-D SSD, \( N_{\text{stat}} = 2.4s \), with the asymptotic nonuniformity about a factor of 5 larger.
For the current OMEGA pinhole size ($s = 15$), $S_{\text{max}} \approx 76 \mu m$; thus, the bandwidth and grating dispersion are chosen such that rays from each phase-plate element are deflected $\pm 38 \mu m$ during an SSD modulation cycle. This is small in comparison with a typical target diameter ($\sim 1$ mm); the performance of SSD is thus limited not by the finite target size but by the selection of pinholes in the laser system.

In addition to the asymptotic level of uniformity, the rate of smoothing is of crucial importance. Smoothing must occur before the target can significantly respond to the laser nonuniformity. A rough estimate for the rate of smoothing provided by SSD can be obtained from the following argument. The rms nonuniformity, averaged over time $T$, will decrease with the number of noninterfering spectral components $N_T$ as $\frac{1}{\sqrt{N_T}}$. (The time-averaged nonuniformity will continue to decrease until $N_T = N_{\text{stat}}$, and then it will asymptote.) The smallest frequency difference $\delta \nu$ for which interference is negligible is roughly $\delta \nu = \frac{1}{T}$. For a bandwidth $\Delta \nu$, one has $N_T = \frac{\Delta \nu}{\delta \nu} = \Delta \nu T$. Thus, the rms nonuniformity decreases as $\frac{1}{\sqrt{\Delta \nu T}}$. As an example, with $\Delta \nu = 300$ GHz (equivalent to an IR bandwidth of $3 \AA$) and $T = 1$ ns, one finds $N_T = 300$. This value of $N_T$ is less than $N_{\text{stat}}$ for a spectral separation of 15 times diffraction limit, so that smoothing will continue beyond 1 ns (but such large smoothing times might be too long to affect target performance).

This rate of smoothing is expected to be fast enough to perform the high-compression experiments planned for OMEGA. When combined with polarization shifters and beam overlap, the resulting nonuniformity will be in the range of 1% to 2% with a smoothing time of $\sim 500$ ps. Higher levels of uniformity could be achieved with the development of new technologies for tripling larger bandwidths. New tripling crystals with a larger bandwidth acceptance are under investigation, as are improved tripling configurations using existing materials. One option under consideration is to vary the bandwidth in time. At early times, when the intensity is low and high irradiation uniformity is critical, the bandwidth would be large. At these intensities the bandwidth acceptance of the tripling crystals is larger, thus maintaining efficiency. Near the peak of the pulse where high tripling efficiency is crucial, but where laser uniformity can be relaxed because of the smoothing characteristics of the plasma atmosphere that has formed around the target, the bandwidth can be reduced.

2-D SSD Formalism and Results

The principal components of 2-D SSD are shown schematically in Fig. 69.4. With this configuration the bandwidth imposed by the two modulators will be dispersed in two perpendicular directions.

The effect of this configuration on the laser’s electric field can be determined approximately from the following treatment. The electric field of the laser entering the first diffraction grating can be written as

$$E(t) = E_0(t) e^{i\omega t},$$  \hspace{1cm} (4)

where the spatial dependence has been suppressed, and the pulse-shape dependence is contained in $E_0(t)$. The first grating in Fig. 69.4 will introduce a time shear across the beam in the $x$ direction, which is equivalent to spectral dispersion. (The directions of dispersion will be referred to as $x$ or $y$ and are perpendicular to the direction of propagation. The change in propagation direction produced by each grating is not shown in Fig. 69.4 and is not relevant to the present discussion.) With the time shear, the electric field becomes

$$E_1(t, x) = E_0(t - \beta x) e^{i\omega (t - \beta x)},$$  \hspace{1cm} (5)

where $\beta$ is related to the grating dispersion $(\Delta \theta/\Delta \lambda)$ by

$$\beta = \frac{2\pi}{\lambda} \left( \frac{\Delta \theta}{\Delta \lambda} \right).$$  \hspace{1cm} (6)

The quantity $D\beta$ (where $D$ is the beam diameter) remains invariant throughout the laser chain as the beam diameter changes size; its value is the time delay across the beam. For parameters at the end of the IR portion of the laser ($\Delta \theta/\Delta \lambda = 31 \mu rad/\AA$, $D = 30$ cm, $\omega = 1.8 \times 10^{15}$ s$^{-1}$), the time delay $D\beta$ is about 300 ps.
The first electro-optic modulator introduces sinusoidal phase-modulated bandwidth to $E_1$, with amplitude $\delta_1$ and angular frequency $\omega_1$. The resulting electric field is

$$E_2(t, x) = E_0(t - \beta x)e^{i[\omega(t - \beta x) + \delta_1 \sin(\omega_1 t)]}. \quad (7)$$

The second grating reverses the time shear of the first and disperses the bandwidth in the $x$ direction:

$$E_3(t, x) = E_2(t + \beta x, x). \quad (8)$$

The third grating introduces a time shear in the $y$ direction, which adds spectral dispersion in that direction. The same time shear, given by $\beta$, is used in both $x$ and $y$ directions, although this is not a requirement:

$$E_4(t, x, y) = E_3(t - \beta y, x). \quad (9)$$

Gratings 2 and 3 can be replaced by a single grating oriented at $45^\circ$ to the gratings shown. The second electro-optic modulator introduces additional bandwidth with parameters $\delta_2$ and $\omega_2$. At this point the electric field is

$$E_5(t, x, y) = E_0(t - \beta y) \cdot \exp\left[i\left(\omega(t - \beta y) + \delta_1 \sin(\omega_1 (t + \beta x) + \delta_2 \sin(\omega_2 t))\right)\right]. \quad (10)$$

(There can be an arbitrary phase difference between the two modulators, but this does not affect uniformity on target and has not been included here.) Finally, the fourth grating reverses the effect that the third grating had on the beam due to the bandwidth imposed by the first modulator, and introduces $y$ dispersion (and a time shear) to the bandwidth from the second modulator. The resulting electric field from this configuration has the bandwidth from the first modulator dispersed only in the $x$ direction, the bandwidth from the second modulator dispersed only in the $y$ direction, and no time shear across the beam:

$$E = E_0(t) \cdot \exp\left[i\left(\omega t + \delta_1 \sin(\omega_1 (t + \beta x) + \delta_2 \sin(\omega_2 (t + \beta y))\right)\right]. \quad (11)$$

This spectrally dispersed light propagates through the laser chain, through the frequency-tripling crystals and phase plates, and through the focus lenses onto the target. For the bandwidths considered here, the main effect of frequency tripling is that the modulation amplitudes $\delta_1$ and $\delta_2$ are each tripled, as is the laser angular frequency $\omega$. Frequencies at the extremes of the bandwidth will triple less efficiently than those near the center. For current frequency-tripling crystals, the difference in efficiency for bandwidths below ~4 Å does not significantly affect the uniformity.
The electric field on target (in the focal plane) is

\[
E_F = E_0(t)e^{i3\omega t} \sum_{m,n} J_m(3\delta_1)J_n(3\delta_2) \\
\times \text{sinc}(m\gamma_1 + q) \cdot \text{sinc}(n\gamma_2 + p) \times e^{i(m\omega_1 + n\omega_2)t} \\
\times \sum_{K,L} e^{-i[2(m\gamma_1 + q)L + 2(n\gamma_2 + p)K + \phi_{KL}]}.
\]

This expression includes the effect of the DPP; frequency tripling, and spectral dispersion. Here the notation of Ref. 1 has been used with a generalization to two-dimensional dispersion. For simplicity, the results are written in terms of a two-level phase plate rather than the more general DPP, which is actually used on OMEGA. The main effect of the more general phase plate is to replace the “sinc” envelope shape by the more general function, but the speckle statistics are very similar. The variables are defined as follows: \(p\) and \(q\) are dimensionless variables related to \(y\) and \(x\) by the factor \(k_3\Delta F\), where \(k_3\) is the wave number of the frequency-tripled fundamental, \(\Delta\) is the distance between phase-plate elements, \(F\) is the focal length, and \(\gamma_{1,2} = \omega_{1,2} \beta F/2\). The Bessel functions \(J_m\) and \(J_n\) are the amplitudes from a Fourier decomposition of the sinusoidal phase modulation. Formally the \(m,n\) sum extends to \(\pm \infty\), but the contributions from \(|m| > 3\delta_1\) and \(|n| > 3\delta_2\) are very small. Thus, to a good approximation, the largest spectral modes of interest are given by \(m = M = 3\delta_1\) and \(n = N = 3\delta_2\). The \(K,L\) sum is the factor that describes the phase-plate speckle. The sum is over all phase-plate elements, each having a phase \(\phi_{KL}\), which is either 0 or \(\pi\). Note that each spectral component \((m,n)\) has exactly the same speckle structure but is shifted by \(m\gamma_1\) in \(q\) and by \(n\gamma_2\) in \(p\).

These variables have the following physical significance. The phase-plate element size \(\Delta\) is generally chosen so that the distance between the zeros of the sinc function is slightly larger than the largest target that will be irradiated (to assure good uniformity). Thus, \(p, q = \pi\) is characteristic of the target radius. The total spectrally induced spreads in the two directions, as fractions of the target diameter, are approximately \(M\gamma_1/\pi\) and \(N\gamma_2/\pi\). The total bandwidths in the two directions are \(\Delta\nu_1 = M\omega_1/\pi\) and \(\Delta\nu_2 = M\omega_2/\pi\). The number of times that the phase modulation repeats across the beam is \(\gamma_{1,2}K_{\text{max}}/\pi\), where \(K_{\text{max}}\) is the number of phase-plate elements in one direction.

The laser intensity \(I\) in the focal plane is given by the square of \(|E_F|\):

\[
I = I_0(t) \sum_{mn'} J_m(3\delta_1)J_{m'}(3\delta_1)J_n(3\delta_2)J_{n'}(3\delta_2) \\
\times e^{i(m\omega_1 + n\omega_2 - m'\omega_1 - n'\omega_2)t} \\
\times \text{sinc}(m\gamma_1 + q) \cdot \text{sinc}(n\gamma_2 + p) \\
\times \sum_{KL} e^{i2(L'-L)q + i2(K'-K)p} \\
\times \{e^{i2\gamma_2(m'\omega_1 - mL + n'\omega_2 - nK) + i(\phi_{KL} - \phi_{KL})}\}.
\]

The final summation has been written in the form of a Fourier decomposition of the speckle nonuniformity with the term in brackets being the Fourier coefficients.

The time-averaged uniformity at time \(t\) in the focal plane is

\[
\langle I(t) \rangle_T = \frac{1}{T} \int_{-T/2}^{T/2} I(t')dt'
\]

for an averaging time \(T\). To examine the smoothing effect of 2-D SSD, it is instructive to evaluate the asymptotic limit of \(\langle I(t) \rangle_T\) as \(T \to \infty\). To simplify the result, consider the special case for which (1) \(I_0(t)\) is constant; (2) the spectral shifts are sufficiently small that the sinc envelope is not modified; and (3) the modulation frequencies are incommensurate, i.e., \(m\omega_1 \neq n\omega_2\) for all integers \(m, n\). The resulting asymptotic uniformity can be written in the following form:

\[
\langle I \rangle_{\infty} = I_{\text{env}}(p,q) \left[1 + \sum_{k,l \neq 0} e^{i(2kp + 2lq)} C_{kl} \cdot R_{kl}\right],
\]

where \(I_{\text{env}}\) is the diffraction-limited phase-plate envelope, \(C\) is the spatial autocorrelation function for the phase plate, \(R\) is the reduction in nonuniformity produced by SSD, and the summation is over the distance between phase-plate elements (i.e., \(k = K' - K\) and \(l = L' - L\)). These terms are defined as follows:

\[
I_{\text{env}} = I_0 \text{sinc}^2(p)\text{sinc}^2(q)N^2,
\]

where \(N^2\) is the number of phase-plate elements,

\[
C_{kl} = \sum_{KL} e^{i(\phi_{K'L'} - \phi_{KL})},
\]

where \(\phi_{K'L'}\) is the phase of the \(K'\)th and \(L'\)th phase plate element.
The condition that there is no significant smoothing for $6\delta_1 \gamma_1 \ell < 1$ has a simple physical interpretation. The factor $6\delta_1 \gamma_1 \ell$ is the total spectrally induced shift $S_{\text{max}}$ in the target plane in units of $q$. The parameter $\ell$ is related to the wavelength of nonuniformity $\Delta \lambda$ by $\Delta \lambda = \pi/\ell$ (again in units of $q$). Thus, the largest wavelength of nonuniformity that will be smoothed by SSD is approximately $\pi S_{\text{max}}$. In other words, the spectral shift must be a significant portion of the nonuniformity wavelength for smoothing to occur.

The amount that the speckle pattern is shifted can be doubled (in one direction) by means of a polarization shifter.\textsuperscript{3,4} This is illustrated in Fig. 69.6 for the shifter currently under investigation at LLE, a birefringent wedge of KDP placed after the frequency-tripling crystals. The birefringence of KDP separates the laser beam into two orthogonal polarizations, which are deflected by the wedge through slightly different angles. (Alternatively, a liquid-crystal wedge could be used. Depending on the type of liquid crystal, the orthogonal polarizations could be linear or circular.) The two speckle patterns produced on target are spatially displaced, thus doubling the number of independent speckle patterns. The most effective way to use this technique is to disperse the polarization over a distance larger than the spectral dispersion produced by SSD. In this way, the polarization shift smoothes out modes of nonuniformity that are not smoothed by SSD, and overlap between the two techniques is avoided.\textsuperscript{5} The reduction

\[ R_{k\ell} = \sum_{mn} J_m^2(3\delta_1) J_n^2(3\delta_2)e^{i(2\gamma_1 m\ell + 2\gamma_2 n\ell)} \]  

(18)

Using the Bessel function identity

\[ \sum_n J_n(3\delta)J_{n+\nu}(3\delta)e^{im\ell/2} = J_{\nu}(w)e^{i\theta}, \]  

(19)

where $w = 6\delta|\sin \gamma\ell|$ and $\sin \theta = (3\delta \sin \gamma\ell)/w$, the SSD reduction factor becomes

\[ R_{k\ell} = J_0(6\delta_1 \sin \gamma_1 \ell) \cdot J_0(6\delta_2 \sin \gamma_2 k). \]  

(20)

In the form of Eq. (15), the nonuniformity structure has been Fourier decomposed in terms of the variables $p$ and $q$, with the difference between phase-plate elements $k$ and $\ell$ acting as dimensionless wave numbers. The rms fluctuation is determined by the square of the Fourier coefficients:

\[ \sigma_{\text{rms}} = \left[ \sum_{k\ell} |C_{k\ell}|^2 \right]^{1/2}. \]  

(21)

The phase-plate result (without SSD) is recovered for $R_{k\ell} = 1$ (for all $k$ and $\ell$), in which case the rms nonuniformity is 100%.

The SSD reduction factor depends on the spatial wavelength of the nonuniformity through $k$ and $\ell$: For $\gamma_1 \ell < (6\delta_1)^{-1}$ and $\gamma_2 \ell < (6\delta_2)^{-1}$ the factor $R_{k\ell}$ is approximately 1. When either $k$ or $\ell$ is small, the factor reduces to the 1-D SSD result. This occurs when the wave vector for the nonuniformity points toward one of the directions of dispersion. Maximum smoothing from 2-D SSD occurs when both $k$ and $\ell$ are large. Figure 69.5 shows the reduction factor $|R_{k\ell}|$ using the current OMEGA values ($\delta_1 = 5.1$, $\delta_2 = 4.6$) for the cases when one wave number is kept small ($\ell = 0$) and for the case when the wave vector is at 45° to the direction of dispersion ($\ell = k$). The improved smoothing in the second case, corresponding to two-dimensional smoothing of the nonuniformity in both directions, is apparent.

The absolute value of the 2-D SSD reduction factor as a function of nonuniformity wave vector (or equivalently the separation $k$ between phase-plate elements). (a) The wave vector is along one of the dispersion directions. The reduction is the same as for 1-D SSD. (b) The wave vector is at 45°, resulting in the maximum 2-D reduction.
The laser beam is split equally into two orthogonal polarizations ("o" and "e"), which are deflected by the wedge through slightly different angles. This results in two spatially displaced speckle patterns in the target plane with orthogonal polarizations, which add in intensity rather than electric field, providing an instantaneous reduction of $\frac{1}{\sqrt{2}}$ in the rms nonuniformity.

The predicted improvement in uniformity produced by 2-D SSD on OMEGA is shown in Fig. 69.7 as a function of the smoothing time. The results are for multiple overlapping beams on a spherical target and thus include the smoothing effect of overlapping beams. Two cases are presented. One shows the results for the current implementation of 2-D SSD in which 1.5 Å of bandwidth is dispersed in each direction. The second case shows the result of doubling the bandwidth in one direction and adding polarization dispersion in the second. This case achieves the uniformity goal of OMEGA, namely reaching the 1%–2% rms level within a smoothing time of less than 500 ps.

**Implementation of 2-D SSD**

2-D SSD was implemented on OMEGA in January 1996. An aggressive optical design program showed that 2-D SSD

---

**Figure 69.6**

Principle of the (birefringent) polarization wedge. The laser beam is split equally into two orthogonal polarizations ("o" and "e"), which are deflected by the wedge through slightly different angles. This results in two spatially displaced speckle patterns in the target plane with orthogonal polarizations, which add in intensity rather than electric field, providing an instantaneous reduction of $\frac{1}{\sqrt{2}}$ in the rms nonuniformity.

**Figure 69.7**

Reduction in rms nonuniformity as a function of smoothing time for multiple beam overlap on a spherical target, using the 60-beam OMEGA geometry. Spherical harmonic modes up to $l = 500$ have been considered with no additional smoothing assumed in the plasma atmosphere around the target. The lower curve corresponds to a higher bandwidth in one direction and the inclusion of polarization shifters.
Two-Dimensional SSD on OMEGA

could be implemented over roughly the same time interval that was originally planned for 1-D SSD. However, it was important to adopt a conservative strategy with regard to bandwidth during the time that the operating characteristics of the new laser and SSD were being studied, because spectrally dispersed bandwidth can introduce intensity fluctuations that can damage laser optical components. As such, the initial implementation of 2-D SSD used bandwidths of only 1.5 Å and 0.75 Å. The initial results presented in this section were generated with these bandwidths. The bandwidth has recently been increased to 1.5 Å in each direction. To accommodate the increased dispersion of the beam, it has been necessary to enlarge one spatial-filter pinhole in the driver and to enlarge the second SSD modulator crystal. Future plans call for an increase in pinhole diameters later in the laser chain to allow the propagation of up to 3 Å of bandwidth.

A far-field image of the beam, after the final set of gratings, is shown in Fig. 69.8. Although the individual spectral components cannot be seen in this figure, the two-dimensional dispersion is clearly evident. The extremes of the spectrum are the most intense portions for sinusoidal phase modulation. This is seen in the corners of the figure. The two directions of dispersion are not exactly orthogonal due to a 6° misalignment of the periscope that takes the beam out of the pulse generation room (PGR), but this has no effect on the irradiation uniformity on target. The amount of dispersion in each direction is proportional to the bandwidth from each modulator.

Images of the final beam profile, in an equivalent target plane (ETP), are shown in Fig. 69.9. These images are for a single beam profile and therefore take no account of the additional smoothing achieved by beam overlap. The first image [Fig. 69.9(a)] shows the frequency-tripled beam without a phase plate or SSD. The intensity nonuniformity is the result of phase aberrations that have accumulated throughout the laser chain. Figure 69.9(b) shows the improvement produced by a phase plate. A well-defined intensity envelope has been established, but superposed on the envelope is highly modulated speckle. Figure 69.9(c) shows smoothing of the speckle by 1-D SSD, for which the bandwidth is turned on in one modulator and off in the other. Both combinations are shown. The “stripes” in the images show the direction of spectral dispersion. Nonuniformity perpendicular to the dispersion is not smoothed. Finally, the last image [Fig. 69.9(d)] shows the improved smoothing produced by two-dimensional dispersion. Note that the “stripes” have now been eliminated.

These images were time integrated over the laser pulse. The uniformity achieved is characteristic of an SSD smoothing time roughly equal to the pulse width, which was ~1 ns for this experiment. The rms fluctuations of the intensity around smooth envelopes are listed in Table 69.I, which gives both the measured and theoretically predicted values. A large part of the improved uniformity for 2-D SSD compared with 1-D SSD (a factor of ~2) is related to the smoothing duration: 1-D SSD reaches an asymptotic level of uniformity after ~300 ps; 2-D SSD continues to smooth throughout the entire time of the pulse (1 ns). There is an increased bandwidth for 2-D SSD (due to contributions from both modulators), but this has a much smaller effect on the improved uniformity than the increased smoothing duration, for this example.

Very recently a prototype KDP polarization wedge has been tested on OMEGA. One-dimensional lineouts through equivalent-target-plane (ETP) images (Fig. 69.10) show that the predicted \( \sqrt{2} \) uniformity improvement is indeed obtained.

![Figure 69.8](G3991)

A far-field image of the beam (after the final diffraction gratings) showing that the two-dimensional dispersion of the beam is proportional to the bandwidth applied by each modulator.

<table>
<thead>
<tr>
<th>Image</th>
<th>Bandwidth (Å)</th>
<th>Measured rms</th>
<th>Calculated rms</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b)</td>
<td>0</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>(c)</td>
<td>0.75, 0</td>
<td>0.27</td>
<td>0.28</td>
</tr>
<tr>
<td>(c)</td>
<td>0, 1.5</td>
<td>0.24</td>
<td>0.21</td>
</tr>
<tr>
<td>(d)</td>
<td>0.75, 1.5</td>
<td>0.12</td>
<td>0.11</td>
</tr>
</tbody>
</table>
Figure 69.9
Equivalent-target-plane images, integrated over the ~1-ns pulse width, of a single OMEGA beam with four levels of smoothing: (a) unsmoothed, frequency-tripled; (b) phase plate, no bandwidth; (c) bandwidth in only one modulator; (d) bandwidth in both modulators.

Figure 69.10
One-dimensional lineouts of the ETP images on OMEGA produced (a) without a polarization wedge and (b) with a polarization wedge. The measured rms nonuniformities of $\sigma_{\text{rms}} = 98\%$ and 68\%, respectively, demonstrate the predicted $\sqrt{2}$ uniformity improvement made possible by the wedge.
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Areal Density Measurement of Laser Targets Using Absorption Lines

Absorption lines due to $1s-2p$ transitions in titanium ions are predicted to be observed in the implosion of titanium-doped shells. The measured absorption of these lines can be used to determine the peak areal density $\rho \Delta r$ of the doped layer and hence of the total compressed shell. The absorption lines are studied by solving the radiation transport equation using opacity tables and hydrodynamic simulations. The absorption is a function not only of $\rho \Delta r$ but also of the density and temperature of the absorbing layer. However, it is shown that the areal density can be estimated with reasonable accuracy by using the measured intensity of absorption and its distribution over the various absorption lines. The considerations affecting the choice of doping parameters are discussed, as well as the effect of integrating the measured spectrum over time and target volume.

Recently published work\(^1\) showed that a titanium-doped layer within a polymer shell of a laser-imploded target can yield information on core-shell mixing. We show here that the absorption lines predicted to be produced by such a doping provide a signature of shell areal density ($\rho \Delta r$) at peak compression. This areal density is an important parameter characterizing the implosion performance, which in turn is determined by target instability and mixing.

In the work on mixing diagnostics,\(^1\) the doped-layer location within the shell was removed from the fuel-shell interface so that, in the absence of mixing, only titanium absorption lines would be observed, but mixing could cause titanium material to move into inner target regions and emit titanium lines. Even for the assumed level of mixing, the absorption lines were essentially unchanged from the no-mixing case. Thus, such a doped layer can provide information on the overall $\rho \Delta r$ of the compressed (or overdense) shell, even if its inner part undergoes mixing. The doped layer is placed in the target far from the interface but still close enough not to be ablated away.

Measurement of the absorption spectrum yields the areal density of only the doped layer,\(^2\) This by itself is of interest because the comparison of measured and predicted $\rho \Delta r$ for the doped layer is a measure of target performance. Additionally, the total areal density of the compressed shell can be deduced if the thickness of target layer that is ablated away is measured (e.g., by charge collectors).

The absorption lines are studied by solving the radiation transport equation using OPLIB\(^3\) opacity tables and one-dimensional \textit{LILAC}\(^4\) hydrodynamic simulations. The absorption is a function not only of $\rho \Delta r$ but also of the density and temperature of the absorbing layer. However, it is shown that the areal density can be estimated with reasonable accuracy by using the measured intensity of absorption and its distribution over the various absorption lines. The initial $\rho \Delta r$ of the titanium doping must be small enough, or the effect of local emission in the absorption region will lead to underestimating the $\rho \Delta r$. It is further shown that integrating the measured spectrum over the target volume causes only a small error, while integrating over time causes the $\rho \Delta r$ to be underestimated by about a factor of 2.

Modeling a Test Case

We calculate the expected x-ray spectrum of a particular simulated target implosion on the OMEGA laser. For this test case, \textit{LILAC} results were used for the expected temperature ($T$) and density ($\rho$) profiles, and a post-processor\(^5\) code was used to calculate the emission and radiation transport through the target. To simulate the emergent absorption and emission spectrum, multigroup opacity tables were generated using the OPLIB opacity library.\(^3\)

The target is a polymer shell of 940-µm diam and 30-µm thickness, filled with 80 atm DT gas. A layer doped with 1% titanium (by atom number) is embedded in a CH polymer shell; the doped layer is placed 2.4 µm from the interface and its thickness is varied. As explained in earlier work,\(^1\) such a doped layer shows significant absorption at the wavelengths of titanium lines, while showing little effect on overall target behavior. The laser pulse is trapezoidal, rising linearly over a 0.1-ns period to 13.5 TW, then remaining constant for 2.2 ns, before dropping linearly over a 0.1-ns period. \textit{LILAC} hydrody-
dynamic simulations show\(^1\) that the shell compresses to a mean radius of ~50 \(\mu\)m and thickness of ~30 \(\mu\)m, with a density in the range of ~10 to 50 g/cm\(^3\), corresponding to a \(\rho \Delta r\) value of ~90 mg/cm\(^2\). The electron temperature in the shell ranges from ~800 (at the shell-fuel interface) to ~80 eV (at the peak of the shell density); the line absorption occurs within the colder, outer part of this compressed shell. The profiles at maximum compression are shown in Fig. 69.11.

![Graph showing mass density and electron temperature profiles with radial coordinate on the x-axis, mass density on the y-axis, and electron temperature on the y-axis.](E6738)

Figure 69.11
The density and temperature profiles predicted by the LILAC hydrodynamics simulation code at peak compression.

Figure 69.12 shows examples of the predicted spectrum at two instances during the implosion, showing titanium absorption lines. The time 2.9 ns corresponds to peak compression. These lines correspond to transitions of the type 1\(s\)–2\(p\) in titanium ions of an incomplete L shell: Ti\(^{+13}\) to Ti\(^{+20}\). The designation Li in Fig. 69.12 stands for lithium-like titanium ion, and likewise for the other designations. Each peak contains several lines that are unresolved mostly because of broadening due to the finite source size. For example, the peak marked C (carbon-like) consists of 35 transitions of the type \(1s^22s^22p^2\sim 1s2^22p^3\). On approaching peak compression, the intensity of the continuum radiation is seen to rise sharply and the absorption-line manifold is seen to shift to higher ionization states. This shift, caused by the increase in shell temperature as the shell becomes more compressed, is discussed further below.

The absorption lines are formed when radiation emitted by the compressed core traverses colder shell layers. By the definition of the opacity \(k\), the intensity within an absorption line at an energy \(E\) is given by

\[
I(E) = I_0(E) \exp[-\int k(E) \rho \, dr],
\]

where \(I_0\) is the core-emitted intensity and \(k(E)\) is the opacity per unit areal density. Equation (1) assumes that the local emission within the absorption region is neglected; this point is discussed further below. From Eq. (1) it follows that the \(\rho \Delta r\) of the absorbing layer can be deduced from the measured spectrum through the relationship \(\rho \Delta r = \ln\left[I_0/E\right]/k(E)\). However, \(k(E)\) depends also on the (unknown) temperature and density in the absorption layer. Note that the density dependence of the opacity is in addition to the explicit dependence of the attenuation on \(\rho \Delta r\) [Eq. (1)]. Next we examine these dependencies and show how Eq. (1) can be used to estimate the \(\rho \Delta r\) of the absorbing layer, even without an exact knowledge of the temperature and the density.

### Areal Density Determination Using Absorption Lines

Figures 69.13 and 69.14 show examples from OPLIB\(^3\) of the opacity spectrum for 1\% titanium in CH, as a function of temperature and density. As seen, 1\%-titanium doping provides an ample contrast ratio between line absorption by titanium ions and the nonresonant absorption by both titanium...
As the temperature increases (Fig. 69.13), the absorption-line manifold shifts to higher photon energies, or higher ionizations. The shift seen in Fig. 69.12 is similarly due to an increase in shell temperature on approaching peak compression. On the other hand, Fig. 69.14 shows that for the same temperature, a higher density causes the manifold to shift to lower ionizations. This is because the three-body (or collisional) recombination increases with increasing density faster than the two-body collision processes. The three-body recombination is important only at or near LTE (local thermodynamic equilibrium), which is the atomic model used to generate the OPLIB tables. However, it can be shown that for the ions and temperatures under consideration, the LTE approximation for the distribution of ion populations holds for densities (of the mostly polymer material) higher than ~6 g/cm³; much higher shell densities than this are predicted for the test case. From Fig. 69.13 a doubling of the temperature leads to a 0.05-keV shift in the peak absorption. A similar shift in peak absorption requires, from Fig. 69.14, a factor-of-10 increase in density. Thus the peak positions are more sensitive to changes in temperature than in density. Figures 69.13 and 69.14 clearly show that the absorption at any given photon energy depends on both the temperature and the density; consequently, Eq. (1) cannot be used in a simple way to derive \( \rho \Delta r \). In addition it should be noted that (1) changes in temperature and density cause primarily an energy shift in the absorption lines and (2) the total absorption-line manifold has only a weak dependence on temperature and density. Thus we choose the integral \( \int \ln \left[ \frac{I_0(E)}{I(E)} \right] dE \) over the whole absorption-line manifold as the experimental signature. We refer to the integral \( \int \ln \left( \frac{I_0}{I} \right) dE \) as the area within the absorption lines [if film density is proportional to \( \ln(I) \), this indeed is the area under the absorption lines on film]. From Eq. (1) we obtain

\[
\int \ln \left[ \frac{I_0(E)}{I(E)} \right] dE = \rho \Delta r \int \kappa(E) dE.
\]

The opacity integral on the right can be obtained from opacity spectra such as those in Figs. 69.13 and 69.14. It turns out that even after integrating the opacity over the absorption-line manifold, the opacity still depends appreciably on temperature and density. For example, the opacity varies from 35 to 85 cm² keV/g when the temperature is varied from 0.3 to 10 keV and the density is varied from 1 to 50 g/cm³. However, in addition to the integral over the spectrum we can also make use of the measured distribution among the absorption peaks. More specifically, the peak of strongest absorption provides an additional signature that also depends on both temperature and density and helps to narrow the range of opacity values.

To make use of this additional information, we calculated the integrated opacity for temperatures in the range of 0.3 to 1.0 keV and densities in the range of 1 to 50 g/cm³. Fig-

![Figure 69.13](image1.png)

**Figure 69.13**
The opacity of 1%-titanium-doped CH at a density of 3.2 g/cm³ (from OPLIB³), showing a shift to higher photon energies (higher ionizations) with increasing temperature. The absorption lines are due to 1s–2p transitions in titanium ions with increasing number of L-shell vacancies.

![Figure 69.14](image2.png)

**Figure 69.14**
The opacity of 1%-titanium-doped CH at a temperature of 300 eV, showing a shift to lower photon energies (lower ionizations) with increasing density.
ure 69.15 shows the results, arranged according to the strongest opacity peak (marked Li for cases where the lithium-like peak is the strongest, and likewise for the other designations).

To apply Fig. 69.15 to an experimental result, we first note the peak of maximum absorption in the spectrum. For example, if the Be-like peak dominates, we obtain from Fig. 69.15 the value 52 for the integrated opacity $\int k(E) dE$, without having to know the temperature or the density. Substituting this value in Eq. (2) produces a relation between the $\rho \Delta r$ of the doped layer and the measured area within the absorption lines (the integral on the left side of the equation). The error in determining $\rho \Delta r$ based of Fig. 69.15 is $\pm 15\%$; other sources of error are discussed below.

Using the area under the absorption lines rather than the intensity profiles obviates the need to know the line profiles (e.g., due to Doppler and Stark effects). However, the measured and calculated intensity profiles should actually be quite similar because the absorption profile for each ion specie is comprised of many closely spaced components. In the experiment these components are smeared by the source-size broadening, whereas in the OPLIB$^3$ calculations they are smeared by the energy bin width, chosen to be similar to the source-size broadening. The final absorption profile for each ion specie is the envelope over these components and depends mostly on their relative intensity and separation.

**Application of the Method to a Simulated Implosion**

To test the method of determining $\rho \Delta r$ by the spectrum of absorption lines we apply it to a simulated spectrum from the implosion of the test case and compare the resulting $\rho \Delta r$ to the actual $\rho \Delta r$ of the profiles used in the calculation of the spectrum. This procedure simulates the application of the method to an experimentally observed spectrum.

Figure 69.16 shows two examples of the calculated emergent spectrum for the test case. For very high opacities, the attenuation in the emergent lines cannot be arbitrarily high because local emission within the absorption region fills in the absorption dips. Therefore, the doped layer must be sufficiently thin, or the $\rho \Delta r$ will be underestimated. Similarly, the depth of the observed absorption lines is limited by the finite dynamic range of the film (or other detector). To demonstrate the effect of self-absorption, we show in Fig. 69.16 a comparison of the spectra emitted from two identical titanium-doped targets except for the thickness of the doped layer, which was
The following reason: if the achieved levels until the measured absorption is seen to decrease with and repeat the experiment with successively lower doping plasma parameters.

To difficulties due to both local emission and gradients in plasma parameters.

Thus, the method works well to the two spectra in Fig. 69.16. The area \( \int \ln(I_0/I) \) of the doped region. Thus, a too-thick doped layer gives rise to the doped-layer thickness. The reason for the weaker changes evident in Fig. 69.16 is that the thin doped layer happens to sample the highest-absorbing part (higher \( \rho \), lower \( T \)) of the doped region. Thus, a too-thick doped layer gives rise to difficulties due to both local emission and gradients in plasma parameters.

We now apply the method of determining the areal density to the two spectra in Fig. 69.16. The area \( \int \ln(I_0/I) dE \) in Fig. 69.16 is equal to 0.17 keV for the thin case and 0.21 keV for the thick case. The strongest absorption peak is at 4.65 keV and corresponds to Be-like titanium. From Fig. 69.15 we use the average integrated opacity for the Be-like titanium, which has the value 52 cm\(^2\) keV/g (with an error of \( \pm 15\% \)). Substituting these values into Eq. (2) we finally obtain \( \rho \Delta r = 3.2 \text{ mg/cm}^2 \) for the thin case and \( \rho \Delta r = 4.0 \text{ mg/cm}^2 \) for the thick case. This is compared with LILAC’s \( \rho \Delta r \) values at peak compression: \( \rho \Delta r = 3.1 \text{ mg/cm}^2 \) for the thin case and \( \rho \Delta r = 13.5 \text{ mg/cm}^2 \) for the thick case. Thus, the method works well for the thin case but significantly underestimates the \( \rho \Delta r \) in the thick case because of local emission within the absorption region.

To obtain accurate \( \rho \Delta R \) measurements from this technique the target doping must be such that \( k \rho \Delta r < 1 \), which can be achieved in two ways: The choice of target doping can be based on simulations, or one can start with high-\( \rho \Delta r \) doping and repeat the experiment with successively lower doping levels until the measured absorption is seen to decrease with decreasing doping. The latter procedure is also desirable for the following reason: if the achieved \( \rho \Delta r \) is smaller than predicted, the absorption lines may not be observed at all. Thus, starting with a thicker doped layer ensures the observation of absorption lines even in such a case. In the test case studied here, a 0.4-\( \mu \text{m} \)-thick layer doped at 1% was shown to be an appropriate final choice for doping.

The emergent spectrum from the simulated target has been shown in earlier publications. However, that spectrum was computed for a spatially and temporally resolved measurement (axial view at peak compression). We show here the effect of integrating the calculated emergent spectrum over space and time. First, Fig. 69.17 shows a comparison of an axial-view spectrum (per unit area) with the space-integrated spectrum. The spectral intensity refers to the flux per unit area in units of \( I_0 = 7 \times 10^{20} \text{ keV/(keV ns cm}^2 \Omega \) whereas the emission refers to the flux from the whole target in units of \( E_0 = 7 \times 10^{15} \text{ keV/(keV ns } \Omega ) \). The ratio between the two curves is essentially equal to the inverse of the cross section of the emitting core (giving in Fig. 69.17 a core diameter of \( \approx 80 \mu \text{m} \)). The two spectra have very similar shapes, and the spatially integrated spectrum has an area \( \int \ln(I_0/I) dE \) that is only \( \approx 15\% \) smaller than that of the spatially resolved spectrum. This is not surprising since any ray from the core in the direction of observation traverses essentially the same shell thickness.

Figure 69.18 shows a comparison between the emergent spectrum at the time of peak compression (2.9 ns) and the time-integrated spectrum; both are integrated over the target volume. Note that the peak in absorption for the time-integrated spectra is not as clear cut as the peak for the time-resolved spectra. As shown in earlier publications. However, that spectrum was computed for a spatially and temporally resolved measurement (axial view at peak compression). We show here the effect of integrating the calculated emergent spectrum over space and time. First, Fig. 69.17 shows a comparison of an axial-view spectrum (per unit area) with the space-integrated spectrum. The spectral intensity refers to the flux per unit area in units of \( I_0 = 7 \times 10^{20} \text{ keV/(keV ns cm}^2 \Omega \) whereas the emission refers to the flux from the whole target in units of \( E_0 = 7 \times 10^{15} \text{ keV/(keV ns } \Omega ) \). The ratio between the two curves is essentially equal to the inverse of the cross section of the emitting core (giving in Fig. 69.17 a core diameter of \( \approx 80 \mu \text{m} \)). The two spectra have very similar shapes, and the spatially integrated spectrum has an area \( \int \ln(I_0/I) dE \) that is only \( \approx 15\% \) smaller than that of the spatially resolved spectrum. This is not surprising since any ray from the core in the direction of observation traverses essentially the same shell thickness.

Figure 69.18 shows a comparison between the emergent spectrum at the time of peak compression (2.9 ns) and the time-integrated spectrum; both are integrated over the target volume. Note that the peak in absorption for the time-integrated spectra is not as clear cut as the peak for the time-resolved spectra. As shown in earlier publications. However, that spectrum was computed for a spatially and temporally resolved measurement (axial view at peak compression). We show here the effect of integrating the calculated emergent spectrum over space and time. First, Fig. 69.17 shows a comparison of an axial-view spectrum (per unit area) with the space-integrated spectrum. The spectral intensity refers to the flux per unit area in units of \( I_0 = 7 \times 10^{20} \text{ keV/(keV ns cm}^2 \Omega \) whereas the emission refers to the flux from the whole target in units of \( E_0 = 7 \times 10^{15} \text{ keV/(keV ns } \Omega ) \). The ratio between the two curves is essentially equal to the inverse of the cross section of the emitting core (giving in Fig. 69.17 a core diameter of \( \approx 80 \mu \text{m} \)). The two spectra have very similar shapes, and the spatially integrated spectrum has an area \( \int \ln(I_0/I) dE \) that is only \( \approx 15\% \) smaller than that of the spatially resolved spectrum. This is not surprising since any ray from the core in the direction of observation traverses essentially the same shell thickness.
the implosion progresses, the titanium dopant experiences an increase in temperature and density, and consequently there is a shift in the absorption peak with time. The time-integrated measurement averages over all these peaks. The emission, as in Fig. 69.17, is in units of $E_0 = 7 \times 10^{15} \text{keV/(keV ns } \Omega)$ and the fluence is in units of $F_0 = 2.3 \times 10^{15} \text{keV/(keV } \Omega)$. The ratio between the two curves is essentially equal to the inverse of the core emission duration in nanoseconds.

As mentioned earlier, the total $\rho \Delta r$ of the compressed shell, $(\rho \Delta r)_{\text{total}}$, can be deduced from that of the doped layer, $(\rho \Delta r)_{\text{doped}}$, if the total ablated mass is measured (e.g., by charge collectors). A simple geometrical consideration shows that for a uniformly compressed shell the ratio

\[ \frac{(\rho \Delta r)_{\text{doped}}}{(\rho \Delta r)_{\text{total}}} \]

is proportional to its initial value through a proportionality constant $C$, which depends on the spherical convergence and the location of the doped layer within the shell; $C$ is smaller than, but close to 1. In the simulated test case the density of the compressed shell was constant to within ±30%. For that case, with an initial 30-µm-thick shell and a 0.4-µm-thick doped layer (the thin case), we deduced above a $\rho \Delta r$ for the doped layer of 3.2 mg/cm². The simulations by LILAC show that 16 µm of the shell thickness is unablated (this in an experiment will be deduced from charge collectors), so the total shell areal density at peak compression is estimated as $\rho \Delta r = 3.2 \times (16/0.4) = 128$ mg/cm². Here we assumed that the convergence is unknown and used $C = 1$. This result compares with LILAC’s value for peak compression of $\rho \Delta r = 110$ mg/cm². If the convergence is known (for example, from imaging), a better value of $C$ can be used and the discrepancy reduced.

It might be thought that a thicker layer doped at a lower concentration could reduce the problem of relating the measured $\rho \Delta r$ to that of the total shell. However, this is undesirable because enlarging the doped layer results in averaging over the steep temperature gradient in the shell. This introduces an uncertainty in the choice of peak to be used in Fig. 69.15 and thus an additional error in the derived areal density.

Conclusion

An effective method has been described for measuring the areal density of the compressed (or overdense) shell of laser-imploded targets, based on the observation of absorption lines from a titanium-doped layer. Four factors have been shown to affect the precision of such measurement:

(a) If the initial $\rho \Delta r$ of the doped layer is too high, the problem of local emission in the absorption region will lead to an underestimate of the $\rho \Delta r$ at peak compression. To address this problem, the experiment can be repeated with progressively thinner doped layers (or lower doping concentrations), until the absorption is seen to decrease with decreasing $\rho \Delta r$ of the initial doped layer. This procedure is also desirable to ensure the observation of absorption lines even if the actual compression is smaller than predicted.

(b) If the spectrum is not streaked in time, the $\rho \Delta r$ will be grossly underestimated (typically by a factor of 2).

(c) If the spectrum is not spatially resolved, the $\rho \Delta r$ will be slightly underestimated (typically by ~15%). Thus, it is more important to resolve the spectrum in time than in space.

(d) The total ablated mass must first be determined (for example, by employing charge collectors) to be able to relate the measured $\rho \Delta r$ of the doped layer to the total $\rho \Delta r$ of the overdense shell.
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7. \textit{ibid.}, Eq. (6-60).
Modeling the Temporal-Pulse-Shape Dynamics of an Actively Stabilized Regenerative Amplifier for OMEGA Pulse-Shaping Applications

Advances in laser-fusion technology indicate that the temporal profile of the laser pulse applied to laser-fusion targets is important for improving the performance of these targets. The OMEGA laser is a 60-beam laser-fusion system capable of producing a total of 30 kJ of ultraviolet (351-nm) energy on target, where the temporal profile of the optical pulse applied to a laser-fusion target can be specified in advance. This is accomplished by a pulse-shaping system that produces an optical pulse with a specific temporal pulse shape at the nanojoule energy level. This pulse seeds an actively stabilized Nd:YLF regenerative amplifier (regen) followed by and wavelength matched (1053 nm) to a series of Nd:glass amplifiers. The beams are then frequency tripled to the third harmonic using KDP nonlinear crystals. To achieve the desired on-target optical pulse shape, the temporal dynamics of the entire OMEGA laser system must be accurately modeled to determine the specific temporal profile of the seed pulse required from the pulse-shaping system at the beginning of the laser. The temporal profile of this low-energy seed pulse, when amplified and frequency tripled by the laser system, will then compensate for the temporal distortions caused by gain saturation in the regen and amplifiers and by the tripling process, and will produce the desired pulse shape on target.

To determine the required temporal profile of the optical pulse at the beginning of the system, all sources of temporal distortions in the system must be understood and compensated for. The temporal distortion due to the frequency-tripling process is modeled with a time-dependent simulation of the appropriate nonlinear equations for this process. The temporal-pulse distortions in the system’s Nd:glass amplifiers are easily modeled with our beam code RAINBOW. Modeling the actively stabilized Nd:YLF regen at the beginning of the system is the topic of this article. With the regen model described here, OMEGA's temporal dynamics can now be completely modeled. Pulse distortions in the system can be easily compensated for by proper choice of the seed temporal profile determined from the overall model.

The gain of the OMEGA system from the pulse-shaping modulator to the target is approximately $10^{14}$; a gain of $10^7$ in the actively stabilized regen is included in this overall gain. Modeling the actively stabilized regen is complicated by many factors. The regen must be treated as a multipass amplifier, the last few passes of which experience significant gain saturation in the Nd:YLF laser rod. The lifetime of the lower-laser-level manifold in Nd:YLF has been measured to be 21 ns, and the round-trip time in the cavity is 26 ns. A Frantz-Nodvik-type solution for the gain in the Nd:YLF medium cannot account for this finite lower-laser-level lifetime and, hence, is inappropriate; the rate equations must be used to describe the single-pass gain in the Nd:YLF medium. Finally, the regen incorporates a feedback mechanism that measures the circulating pulse energy each round-trip. When the circulating pulse energy exceeds a threshold (~25 µJ), a feedback mechanism is activated. The feedback mechanism introduces appropriate losses into the cavity each round-trip in order to stabilize the circulating pulse energy to a fixed but low-energy level. During this prelase stabilization phase the regen is operating with a net gain (round-trip gain/loss) approximately equal to unity and establishes a constant and stable pulse-energy output from the regen. After this prelase stabilization is achieved, the laser can be $Q$-switched by eliminating the feedback losses from the cavity. The regen will then emit a $Q$-switched envelope of pulses. The pulse at the peak of the $Q$-switched envelope is switched out and sent to the OMEGA amplifiers. This stabilized regen produces pulses with a long-term shot-to-shot energy stability of approximately 0.2%, despite the fluctuations introduced by the flash-lamp pumping, and is insensitive to injected-pulse energy variations of more than two orders of magnitude.

The regen is modeled by numerical integration of the rate equations and careful consideration of the regen dynamics. The regen model described here includes gain saturation in the Nd:YLF laser rod, intracavity losses, lower-laser-level lifetimes, and the active losses introduced by the stabilizer-feed-
back circuit. Careful measurements of the input and output shaped optical pulses from the regen have been made and will be discussed. The calculations on this regen agree well with the measured output of the regen and serve as a model for this important OMEGA component. With this regen model, the entire temporal-pulse-shaping dynamics of OMEGA can now be modeled from the pulse-shaping system to the final on-target pulse shape. This modeling provides us with the capability to accurately produce any desired temporally shaped optical pulse on target for laser-fusion experiments.

**Rate Equations**

OMEGA’s pulse-shaping system produces a shaped optical pulse that is injected into the actively stabilized regenerative amplifier. The output-pulse shape of the regen is determined by gain saturation in the active medium and by the cavity dynamics. The regen model consists of injecting a temporally shaped pulse into the cavity and calculating the new shape after every pass through the cavity. The effect on the pulse shape due to each component is treated separately in the calculation. In this section we discuss the temporal distortion due to a single pass through the gain medium and in the next section incorporate this into the calculation of the overall regen dynamics.

Gain saturation due to a single pass through a gain medium is calculated by solving the laser rate equations

\[
\frac{\partial \phi(z,t)}{\partial t} + \frac{c}{n} \frac{\partial \phi(z,t)}{\partial z} = \frac{c \sigma \phi(z,t)}{n} \left[ f_2 N_2(z,t) - f_1 N_1(z,t) \right],
\]

\[
\frac{\partial N_1(z,t)}{\partial t} = \frac{c \sigma \phi(z,t)}{n} \left[ f_2 N_2(z,t) - f_1 N_1(z,t) \right]
+ \frac{N_2(z,t)}{\tau_{21}} - \frac{N_1(z,t)}{\tau_{10}},
\]

\[
\frac{\partial N_2(z,t)}{\partial t} = -\frac{c \sigma \phi(z,t)}{n} \times \left[ f_2 N_2(z,t) - f_1 N_1(z,t) \right] - \frac{N_2(z,t)}{\tau_{21}}, \tag{1c}
\]

which describe the evolution of the cavity photon flux \( \phi \), the atomic population \( N_1 \) of the lower laser manifold, and the atomic population \( N_2 \) of the upper laser manifold. These rate equations explicitly account for the lifetimes of these upper and lower laser manifolds. In these equations \( c \) is the speed of light in vacuum; \( n \) is the index of refraction of the gain medium; \( \sigma \) is the stimulated emission cross section \((1.2 \times 10^{-19} \text{ cm}^2)\); and \( \tau_{ij} \) is the relaxation time of the transition from manifold \( i \) to manifold \( j \) (here, level 0 represents the ground state). The upper laser manifold \( N_2 \) consists of two sublevels labeled with energies \( E_{2n} \) \((n = 1, 2)\), and the lower laser manifold \( N_1 \) consists of six sublevels labeled with energies \( E_{1m} \) \((m = 1 \text{ to } 6)\), two of which are degenerate in energy (sublevels 2 and 3) as shown in Fig. 69.19. The stimulated emission terms in the rate equations [Eqs. (1)] (first terms on the right side in each equation) involve transitions between the sublevels \( E_{21} \) and \( E_{12} \) as shown in Fig. 69.19; hence, the thermal occupation \( f_i N_i \) of these laser-active sublevels is used in these terms. The thermal occupation of these sublevels is calculated by

\[
f_1 N_1 = \frac{e^{-E_{12}/kT} N_1}{\sum_{m=1}^{6} e^{-E_{1m}/kT}} = 0.207 \ N_1 \tag{2a}
\]

and

\[
f_2 N_2 = \frac{e^{-E_{21}/kT} N_2}{e^{-E_{21}/kT} + e^{-E_{22}/kT}} = 0.570 \ N_2, \tag{2b}
\]

where \( E_{ij} \) is the energy of level \( i \) sublevel \( j \) relative to the lowest

\[
\begin{align*}
N_2 & \{ \quad E_{22} \quad 11,597 \text{ cm}^{-1} \\
& \quad E_{21} \quad 11,538 \text{ cm}^{-1} \\
N_1 & \{ \quad E_{16} \quad 2264 \text{ cm}^{-1} \\
& \quad E_{15} \quad 2228 \text{ cm}^{-1} \\
& \quad E_{14} \quad 2079 \text{ cm}^{-1} \\
& \quad E_{12,13} \quad 2042 \text{ cm}^{-1} \\
& \quad E_{11} \quad 1998 \text{ cm}^{-1} \\
\end{align*}
\]

Figure 69.19

The energy levels involved in the 1.053-µm-Nd:YLF laser transition. The arrow shows the laser transition between sublevels within the manifolds shown.
energy level in the manifold, \( k \) is the Boltzmann constant, and \( T \) is the temperature (assumed to be room temperature).

The rate equations [Eqs. (1)] can be solved numerically. We transform these equations along their characteristics in the time-distance plane with the transformation equations

\[
x \rightarrow z + \frac{ct}{n} \quad \tau \rightarrow t - \frac{nz}{c}.
\]

(3)

If we use the chain rule and the substitution

\[
\Delta N = \frac{\sigma \varphi(x)}{2} [f_2 N_2(z,t) - f_1 N_1(z,t)] dx
\]

with \( cdt/n = dz = dx/\sqrt{2} \), we get the set of finite-difference equations

\[
d\varphi = \Delta N, \quad (5a)
\]

\[
dN_1 = \sqrt{2} \Delta N + \frac{N_2}{\tau_{21}} dt - \frac{N_1}{\tau_{10}} dt, \quad (5b)
\]

\[
dN_2 = -\sqrt{2} \Delta N - \frac{N_2}{\tau_{21}} dt \quad (5c)
\]

for the transformed rate equations. Here we have transformed Eq. (1a) using the transformation equations [Eqs. (3)], and we have left Eqs. (1b) and (1c) untransformed since the photon flux evolves in both space and time, whereas the populations evolve in time only. These equations can be solved numerically given appropriate boundary conditions.

In the model, the photon flux is specified at the entrance face of the laser rod and is given by the temporal profile of the pulse entering the rod. The initial upper-laser-level population is determined from measurements of the laser rod small-signal gain, and for simplicity the initial lower-laser-level population is assumed to be zero. With these boundary conditions, Eqs. (5) can be numerically integrated to yield the photon flux at any time and for any position in the laser rod. Of interest for our calculations is the output-pulse shape specified at the output face of the laser rod. These equations with these boundary conditions, along with the regen dynamics discussed below, have been solved numerically, and the results are presented below.

**Regenerative Amplifier Model**

Modeling the regen consists of injecting a pulse with a given pulse shape and energy into the regen and calculating the new pulse shape and energy after each round-trip through the cavity. A single round-trip through the regenerative amplifier is depicted in Fig. 69.20. The pulse first experiences gain through the laser rod followed by propagation to the output-coupling mirror and back. The pulse then experiences gain again followed by propagation to the end mirror and back. Losses due to the output-coupling mirror and the feedback stabilizer (discussed below) are included in the calculation. During propagation of the pulse in the cavity, the upper- and lower-laser-level manifolds are allowed to decay with their respective lifetimes. This calculation for a single pass through the cavity gives the output-pulse shape and energy, given the input-pulse shape and energy for the pass. The output pulse for each pass is used as the input pulse for the next pass through the cavity, and the procedure is repeated for a given number of round-trips through the cavity.

The loss due to the feedback stabilizer depends on several factors. The cavity incorporates two Pockels cells, one of which is feedback controlled. Specific voltages are applied to all four electrodes of the two Pockels cells at specific times. During the beginning of the flash-lamp cycle, high losses are introduced into the cavity to allow the gain to build up in the rod. At the peak of the gain, a pulse is injected into the cavity at time \( t_1 \), and all losses are removed from the cavity (with the exception of the static losses here assumed to be 55% in our laser, which includes the 50% output coupler loss) allowing the circulating-pulse energy to increase. The applied voltages after time \( t_1 \) are shown schematically in Fig. 69.21(a) (however, not to scale). When the circulating-pulse energy reaches a threshold value (adjusted to \( \sim 25 \mu J \)), the feedback stabilizer is activated. At this time \( t_2 \) a dc voltage \( V_{dc} \) is applied to one electrode of the first Pockels cell, which introduces a dc loss into the cavity. Simultaneously, a modulated feedback-con-
trolled voltage $V(t)$ is applied to an electrode of the feedback-controlled Pockels cell, which introduces a feedback-controlled modulated loss in the cavity. The function of the feedback-controlled modulated loss is to stabilize the circulating pulse energy to a specified constant low value. If the pulse energy falls below (above) this energy, loss is removed (added) to maintain the specified output-pulse energy. Special circuitry for this modulated feedback-controlled voltage\(^3\) eliminates pulse-shape distortions caused by fast feedback-voltage changes during pulse propagation through the Pockels cell, as in the previous design.\(^8\) This ensures that pulse-shape distortions in the regen are due mainly to gain saturation. Finally, after the output-pulse energy is stabilized by the feedback mechanism during this prelase phase, the laser is $Q$-switched at time $t_3$, all feedback loss is removed from the cavity allowing the free buildup of the $Q$-switched pulse train.

The above model describes how to calculate the output-pulse shape from the regen given the input-pulse shape. Often it is necessary to calculate the inverse, that is, calculate the required input-pulse shape to the regen that will produce a desired output-pulse shape. A good approximation for this input-pulse shape can be gotten from the output-pulse shape with a simple procedure. A transfer function for the regen can be calculated by using the desired regen-output-pulse shape $I_{\text{out}}(t)$ as input to the calculation to obtain a new output-pulse shape $I_{\text{new}}(t)$. The transfer function $T(t)$ for the regen is obtained by dividing these two functions to get

$$T(t) = \frac{I_{\text{new}}(t)}{I_{\text{out}}(t)}.$$  \hspace{1cm} (9)

The required input-pulse shape $I_{\text{in}}(t)$ can now be calculated with this transfer function and is given by

$$I_{\text{in}}(t) = \frac{I_{\text{out}}(t)}{T(t)}.$$  \hspace{1cm} (10)
This simple procedure is used to obtain the required regen-input-pulse shape that will produce the desired regen-output-pulse shape. More importantly, this procedure is useful in producing the desired OMEGA on-target pulse shape.

**Experiments**

The regen in OMEGA uses a Nd:YLF laser rod pumped to a single-pass, small-signal gain of approximately 2.9. The laser uses a 50% reflecting output coupler, the cavity-round-trip time is 26 ns, and the laser operates at 5 Hz. Typical output energies of the pulse switched out at the peak of the $Q$-switched envelope are approximately 1.0 mJ.

The measured output-pulse train from the regen is shown in Fig. 69.21(b). The output has been filtered to show only the envelope of the pulse-train output from the regen. It can be seen that the feedback is activated at time $t_2$ approximately 600 ns after the pulse is injected into the cavity at time $t_1 = 0$. At $t_3 = 2.9 \mu s$, the laser is $Q$-switched and a pulse train builds up and decays as the gain is depleted.

Figure 69.22 shows the calculated-output-pulse train from the regen for the above case. Individual pulses within the train are shown. The calculation is based on the model described above with typical values for the regen parameters. Note the good agreement between the measured-output-pulse train in Fig. 69.21(b) and the predictions shown in Fig. 69.22.

Figure 69.23 shows regen input/output-pulse shapes for a square pulse injected into the regen. The output-pulse shape is the pulse that is switched out at the peak of the $Q$-switched envelope. The input square pulse (curve plotted with long dashed lines) and measured-regen-output pulse (curve plotted with short dashed lines) are shown in Fig. 69.23, along with the calculated-output-pulse shape (curve plotted with solid line) obtained with the above numerical method using the measured-square-pulse shape as input to the calculation. The regen parameters used in the calculation correspond to the measured regen parameters with slight adjustments to obtain good agreement with the data. By adjusting the regen parameters in this way, the model is calibrated to the data. Once this calibration procedure is performed, the parameters in the model are left unchanged and other shaped pulses can be calculated and compared to measurements.

Figure 69.24 shows the same information as Fig. 69.23, but for a shaped optical pulse injected into the regen. The regen parameters were identical to those used for the calculation in Fig. 69.23. This pulse shape, when injected into OMEGA, will produce a square pulse shape at 351-nm wavelength at the output of OMEGA.

In summary, we have modeled the temporal evolution of a shaped optical pulse injected into our feedback-stabilized regen to a high degree of accuracy. We have solved the rate

![Figure 69.22](image1.png)

**Figure 69.22**
Calculated regen-output envelope corresponding to the case measured in Fig. 69.21(b). Individual pulses are shown.

![Figure 69.23](image2.png)

**Figure 69.23**
Square-pulse distortion from the regen showing the input-pulse shape (long dashed lines), the measured-output-pulse shape (short dashed lines), and the calculated-output-pulse shape (solid line).
equations including upper- and lower-laser-level lifetimes explicitly. We provide a prescription for determining the injection-pulse shape required to produce a given output-pulse shape from this regen. Finally, with this model of the regen, the entire OMEGA laser system can be modeled, and on-target pulse shapes can be specified in advance by OMEGA users.
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The ponderomotive force associated with a light wave of variable amplitude\textsuperscript{1–10} drives many phenomena that occur in inertial confinement fusion\textsuperscript{11} and particle acceleration\textsuperscript{12} experiments. The existing formula for the ponderomotive force was derived under the assumption that the quiver speed of electrons oscillating in the applied electric field is much less than the speed of light. With the advent of intense laser pulses,\textsuperscript{13} it is important to extend this formula to electron quiver speeds that are comparable to the speed of light.

As an introduction to this subject, we review the derivation of the ponderomotive term in the electron-fluid momentum equation. The standard form of this equation is

$$\partial_t \gamma v - \nabla \cdot (\nabla \times (\gamma v - A)) = -\nabla \times (\nabla \times (\gamma v - A)),$$

(1)

where

$$\gamma = \left(1 - \frac{v^2}{c^2}\right)^{-1/2}$$

(2)

is the Lorentz factor associated with the fluid velocity and

$$E = -\partial_t A, \quad B = \nabla \times A$$

(3)

in the radiation gauge. These differ from the usual equations in that $\omega \rightarrow \omega$, $kx \rightarrow k$, $v \rightarrow v$, $eE/m\omega \rightarrow E$, $eB/m\omega \rightarrow B$, and $eA/mc^2 \rightarrow A$.

By using the vector identity\textsuperscript{14}

$$(v \cdot \nabla)(\gamma v) = \nabla \gamma - v \times \left[\nabla \times (\gamma v)\right],$$

(4)

one can rewrite the momentum equation as

$$\partial_t (\gamma v - A) = v \times \left[\nabla \times (\gamma v - A)\right] - \nabla \gamma,$$

(5)

from which follows the relativistic vorticity equation

$$\partial_t \left[\nabla \times (\gamma (v - A))\right] = \nabla \times \left\{v \times \left[\nabla \times (\gamma (v - A))\right]\right\}.$$  

(6)

For a plasma that is at rest before the laser pulse arrives, $\nabla \times (\gamma v - A) = 0$ initially. Equation (6) ensures that $\nabla \times (\gamma v - A) = 0$ for all time. Thus, the momentum equation can be rewritten as\textsuperscript{14}

$$\partial_t (u - A) = -\nabla \gamma,$$

(7)

where the fluid momentum $u = \gamma v$. It follows from this definition that $\gamma = \left(1 + u^2\right)^{1/2}$.

The ponderomotive term on the right side of Eq. (7) is valid for arbitrary laser intensity. Together with the continuity and Maxwell equations, it allows one to analyze the interaction of a laser pulse with an electron fluid. However, there is a tradition in plasma physics of looking at the same phenomenon from different viewpoints. By doing so, one often gains physical insight into the phenomenon under study. The ponderomotive term in Eq. (7) is not the force on a Lagrangian fluid element or a single electron. Consequently, it cannot be used as the foundation of a single-particle or kinetic analysis of the interaction of a laser pulse with a plasma.

In the following sections we present (1) an analytical study of the motion of an electron in a light wave of constant amplitude; (2) using the results of this study, a heuristic derivation of the formula for the ponderomotive force associated with a light wave of variable amplitude; (3) numerical and analytical verification of this formula; and, finally, (4) a summary of the results.

**Particle Motion in a Plane Wave**

The motion of a charged particle, of charge $q$ and mass $m$, in an electromagnetic field is governed by the equation\textsuperscript{15}
where $\tau$ is the proper time of the particle multiplied by $c$, $u^\mu$ is the four-velocity of the particle divided by $c$, $a^\mu$ is the four-potential of the field multiplied by $q/mc^2$ and $\partial_{\mu} = \partial/\partial x^\mu$. For an elliptically polarized field

$$a^\mu = (0, 0, e_y \cos \phi, e_z \sin \phi),$$

where $e_y = e \delta$, $e_z = e (1 - \delta^2)^{1/2}$, and $\phi = t - x$.

The motion of a charged particle in a plane wave is well known.\textsuperscript{16–19} We present an analysis of this motion here because it is the foundation of analyses presented later in this article. Since the four-potential does not depend on $y$ or $z$, it follows from Eq. (8) that

$$d_\tau (u^\perp + a^\perp) = 0.$$ \tag{10}

Transverse canonical momentum is conserved. It follows from Eq. (10) that

$$u^\perp (\tau) = u^\perp (0) + a^\perp (0) - a^\perp (\tau).$$ \tag{11}

The $t$ and $x$ components of Eq. (8) are

$$d_\tau \gamma = \frac{1}{2} \partial_t u^2_\perp, \quad d_\tau u_x = -\frac{1}{2} \partial_x u^2_\perp.$$ \tag{12}

Since the four-potential is a function of $t-x$, it follows from Eqs. (12) that

$$d_\tau (\gamma - u_\parallel) = 0.$$ \tag{13}

Because the particle gains energy and momentum at the expense of the field, the ratio of particle momentum to particle kinetic energy is identical to the ratio of field momentum to field energy, which is 1 in the units of Eq. (8). By combining Eq. (13) with the definition of $\gamma$, one can show that

$$u_\parallel (\tau) = u_\parallel (0) + \frac{u^2_\perp (\tau) - u^2_\perp (0)}{2[\gamma (0) - u_\parallel (0)]}.$$ \tag{14}

The corresponding equation for $\gamma (\tau)$ follows from Eqs. (13) and (14). Because the transverse potential $a^\perp$ is a function of $\phi$ rather than $\tau$, Eqs. (11) and (13) describe the particle momentum implicitly. One can make this description explicit and determine the particle trajectory $x^\mu (\tau)$ by using the result

$$d_\tau \phi = \gamma (0) - u_\parallel (0).$$ \tag{15}

The proper frequency of the wave is constant.

It is clear from Eqs. (11), (14), and (15) that the particle motion is a superposition of sinusoidal oscillations in $\tau$ and steady drifts in $\tau$. It follows from Eq. (11) that the transverse drifts are given by

$$\langle u_y \rangle = u_y (0) + e_y \cos (-x_0),$$

$$\langle u_z \rangle = u_z (0) + e_z \sin (-x_0),$$ \tag{16}

where $\langle \cdot \rangle$ denotes the $\tau$-average $\int_0^{2\pi} d\tau / 2\pi$ and $(x_0, 0, 0)$ is the initial position of the particle. By decomposing the longitudinal momentum into its oscillatory component

$$u_\parallel (\tau) - \langle u_\parallel \rangle = \frac{u^2_\perp (\tau) - \langle u^2_\perp \rangle}{2[\gamma (0) - u_\parallel (0)]}$$ \tag{17}

and its drift component

$$\langle u_\parallel \rangle = u_\parallel (0) + \frac{\langle u^2_\perp \rangle - u^2_\perp (0)}{2[\gamma (0) - u_\parallel (0)]},$$ \tag{18}

and combining Eqs. (11) and (18), one can show that the longitudinal drift is given by

$$\langle u_x \rangle = u_x (0) + \frac{4\langle u_y \rangle e_y \cos (-x_0)}{4\gamma (0) - u_\parallel (0)} + e^2 \cos (-2x_0)$$

$$+ e^2 \cos (-2x_0)$$ \tag{19}

For linear polarization Eq. (19) reduces to

$$\langle u_x \rangle = u_x (0) + \frac{4\langle u_y \rangle e \cos (-x_0)}{4\gamma (0) - u_\parallel (0)} - 2e^2 \cos (-2x_0).$$ \tag{20}

whereas for circular polarization it reduces to
\[ \langle u_x \rangle = u_x(0) + e \left[ (u_y) \cos(-x_0) + (u_z) \sin(-x_0) \right] / \sqrt{2} [\gamma(0) - u_x(0)]. \] (21)

The corresponding equations for \( \langle \gamma \rangle \) follow from Eq. (13) and Eqs. (19)–(21).

For completeness, a covariant analysis of the particle motion is given in Appendix A.

Heuristic Derivation of the Ponderomotive Force

The method used to solve Eq. (8) for a plane wave of constant amplitude can also be used when the wave amplitude \( e \) is a function of \( t-x \). In fact, Eqs. (11), (14), and (15) are still valid. When the wave amplitude varies slowly compared to the wave phase, the particle motion consists of an oscillation about a guiding center and a guiding-center drift that varies slowly. As the guiding center drifts, the oscillation amplitude follows the wave amplitude at the guiding center adiabatically.

To describe this motion quantitatively, let \( \xi^\mu \) be the position four-vector of the guiding center and \( v^\mu = d^\tau \xi^\mu \) be the associated four-momentum. The ponderomotive four-force is the proper rate of change of the guiding-center four-momentum.

One might expect this four-force to also be the average rate of change of the particle four-momentum. However, by averaging the transverse particle motion, one finds that

\[ \langle d^\tau u_y \rangle = \left[ d^\tau_0 e_y(\tau_0) \right] \cos(\tau_0), \]
\[ \langle d^\tau u_z \rangle = \left[ d^\tau_0 e_z(\tau_0) \right] \sin(\tau_0), \]

where \( \tau_0 \) is the initial phase with respect to which the average is taken. Because the oscillation amplitude changes during each oscillation, the transverse components of the momentum change by amounts that depend on the initial phase. However, it follows from Eq. (11) that the transverse components of the guiding-center momentum are constant. Thus, if one is to determine the ponderomotive four-force by averaging, one must discount terms that depend on the initial phase. With this caveat added to the definition of \( \langle \cdot \rangle \), one can write

\[ d^\tau v_y = \langle d^\tau u_y \rangle = 0, \quad d^\tau v_z = \langle d^\tau u_z \rangle = 0 \] (23)

and show that

\[ d^\tau v_x = \langle d^\tau u_x \rangle = d^\tau \left( e_x^2 + e_z^2 \right) / 4 [\gamma(0) - u_x(0)]. \] (24)

By using the relationship between \( x \) and \( \phi \) and Eq. (15), one can show that \( d^\tau = -[\gamma(0) - u_x(0)]d_{\phi} \). It follows from this result and Eq. (24) that

\[ d^\tau v_x = -\partial_x \left( e^2 / 4 \right). \] (25)

In a similar way, one can show that

\[ d^\tau v_t = \partial_t \left( e^2 / 4 \right). \] (26)

By using the facts that \( e^2 / 2 = \left\{ a_x^2 \right\} \) and \( a_x^2 = -a_\perp a^\perp \), one can rewrite Eqs. (23), (25), and (26) as

\[ d^\tau v_\mu = -\partial_\mu \left( a_\perp a^\perp / 2 \right). \] (27)

The second term in this relation is the ponderomotive four-force.

The guiding-center Eq. (27) was derived for the special case in which \( e \) is a function of \( t-x \). However, the principle of Lorentz covariance suggests that it is valid for the general case in which \( e \) is a function of \( t, x, y, \) and \( z \). Consequently, we postulate that

\[ d^\tau_0^2 \xi^\mu = -\partial_\mu \left( a_\perp a^\perp / 2 \right) |_{\xi^\mu}, \] (28)

and the initial guiding-center momentum in a wave of variable amplitude is identical to the particle drift momentum in a wave of constant amplitude, which is given by Eqs. (16) and (19). For future reference, Eq. (28) has associated with it the conservation equation

\[ d^\tau \left( v_\mu v^\mu / 2 + \left\{ a_\perp a^\perp / 2 \right\} \right) = 0. \] (29)

Numerical Study of the Particle Motion

To test the guiding-center model described in the previous section, we studied three representative examples numerically. The first example concerns a particle that moves in front of a laser pulse. We considered a wide, circularly polarized pulse,
with $e = 3\sin^2[0.05(t-x)]$, and chose $u_x(0) = 1$, $u_y(0) = 1$, and $u_z(0) = 1$. Because the pulse propagates at the speed of light, it overtakes the particle. The resulting particle motion is illustrated in Figs. 69.25 and 69.26, in which the solid lines denote the particle trajectory, determined numerically from Eq. (8) and the initial conditions, and the dashed lines denote the guiding-center trajectory, determined numerically from Eqs. (28), (16), and (19). As the pulse overtakes the particle, the amplitudes of the transverse components of the oscillation increase and decrease in proportion to the pulse intensity. However, there is no change in the transverse components of the average momentum, and the particle exits the pulse with $u_y = 1$ and $u_z = 1$. The amplitude of the longitudinal component of the oscillation also increases and decreases in proportion to the pulse intensity. However, because Eq. (14), which describes the relation between the longitudinal and transverse components of the momentum, is nonlinear, the longitudinal component of the average momentum changes. This change can be analyzed quantitatively. It follows from the $t$ and $x$ components of Eq. (28), and the assumed dependence of $e$ on $t-x$, that

$$
deriv_x \left( u_t - u_x \right) = 0. \tag{30}$$

Since $u_y$ and $u_z$ are constant, Eq. (29) reduces to

$$
deriv_x \left( \left( u_t^2 - u_x^2 \right) / 2 - e^2 / 4 \right) = 0. \tag{31}$$

By combining Eqs. (30) and (31) with the initial conditions, one can show that $u_t = 2 + e^2/4$ and $u_x = 1 + e^2/4$. At the peak of the pulse $u_x = 13/4$, in agreement with Fig. 69.25(a). Because the $x$ component of the ponderomotive force is positive in the front of the pulse and negative in the back of the pulse, the guiding center is accelerated and decelerated by equal amounts. In this example the correspondence between the guiding-center motion and the particle motion is excellent.

**Figure 69.25**
Particle motion (solid line) and guiding-center motion (dashed line) caused by a circularly polarized pulse with amplitude $e = 3 \sin^2 [0.05(t-x)]$. Initially, $u_x = 1$, $u_y = 1$, and $u_z = 1$. (a) The $x$ component of the momentum. (b) The $x$ component of the displacement caused by the pulse. The initial drift upon which this displacement is superimposed is not shown.

**Figure 69.26**
Particle motion (solid line) and guiding-center motion (dashed line) caused by a circularly polarized pulse with amplitude $e = 3 \sin^2 [0.05(t-x)]$. Initially, $u_x = 1$, $u_y = 1$, and $u_z = 1$. (a) The $y$ component of the momentum. (b) The $z$ component of the momentum.
The second example concerns a particle that is born inside a laser pulse by high-field ionization. We considered a long pulse that is linearly polarized in the y direction, with $e = \cos^2 (0.05 z)$, and chose $u_x(0) = 0$, $u_y(0) = 0$, and $u_z(0) = 0$. The resulting particle motion is illustrated in Figs. 69.27 and 69.28. The particle is born near the propagation axis of the pulse and is pushed outward by the z component of the ponderomotive force. As the particle moves outward, the amplitudes of the longitudinal and transverse components of the oscillation decrease in proportion to the pulse intensity. This transverse expulsion can be analyzed quantitatively. Since $\nu_t$, $\nu_x$, and $\nu_y$ are all constant, Eq. (29) reduces to

$$d_z \left(\frac{\nu_z^2}{2} + e^2/4\right) = 0,$$

in which $\nu_z^2/2$ plays the role of kinetic energy and $e^2/4$ plays the role of potential energy. It follows from Eq. (32) and the initial conditions that $\nu_z^2 = (1 - e^2)/2$. As the guiding center exits the pulse, $\nu_z = 1/\sqrt{2}$, in agreement with Fig. 69.27(a).

Although the particle is born at rest, it exits the pulse with $u_x = 3/4$ and $u_y = 1$. This behavior is consistent with Eqs. (16) and (19). In this example the correspondence between the guiding-center motion and the particle motion is excellent.

The third example concerns a particle that is injected into a laser pulse from the side. We considered a long pulse that is linearly polarized in the y direction, with $e = \sin^2 (0.05 z)$, and chose $u_x(0) = 0.0$, $u_y(0) = 0.7$, and $u_z(0) = 0.0$. The resulting particle motion is illustrated in Figs. 69.29 and 69.30. As the particle moves inward, the amplitudes of the longitudinal and transverse components of the oscillation increase in proportion to the pulse intensity. However, the y component of the ponderomotive force opposes the inward motion, and the particle is repelled just before it reaches the propagation axis of the pulse. As the particle moves outward, the amplitudes of the longitudinal and transverse components of the oscillation decrease in proportion to the pulse intensity. This transverse repulsion can be analyzed quantitatively. Since $\nu_t$, $\nu_x$, and $\nu_y$ are all constant, Eq. (29) reduces to

Figure 69.27
Particle motion (solid line) and guiding-center motion (dashed line) caused by a linearly polarized pulse with amplitude $e_y = \cos^2 (0.05 z)$. Initially, $u_x = 0$, $u_y = 0$, and $u_z = 0$. (a) The $z$ component of the momentum. (b) The $z$ component of the displacement.

Figure 69.28
Particle motion (solid line) and guiding-center motion (dashed line) caused by a linearly polarized pulse with amplitude $e_y = \cos^2 (0.05 z)$. Initially, $u_x = 0$, $u_y = 0$, and $u_z = 0$. (a) The $x$ component of the momentum. (b) The $y$ component of the momentum.
It follows from Eq. (33) and the initial conditions that \( u_y \approx 0 \). The outward guiding-center trajectory is the inverse of the inward trajectory. In this example the correspondence between the guiding-center motion and the particle motion is good. We found the correspondence to be even better for gentler gradients in pulse intensity.

In Figs. 69.25–69.30 the particle and guiding-center positions were plotted as functions of the proper time. We verified numerically that plotting the spatial components of the guiding-center position as functions of the temporal component of the guiding-center position produces the correct guiding-center motion in the laboratory frame.

Multiple Scale Analysis of the Particle Motion

In this section we verify Eq. (28) analytically. Because the fast variation of the four-potential depends on the phase rather than the proper time, it is advantageous to change the independent variable from \( \tau \) to \( \phi \). The result is

\[
d\phi \left( d\tau \phi d\phi x_\mu + a_\mu \right) = d\phi x_\nu \partial_\mu a_\nu ,
\]

(34)

where \( d\phi \equiv \left( d\phi x^\nu d\phi x_\nu \right)^{-1/2} \). The resolution of Eq. (34) into longitudinal and transverse components is facilitated by the introduction of the four-vector \( k^\mu \), which is defined by the equation \( \phi = k^\nu x_\nu \), and the four-vector \( \mu^\nu \), which is defined by the equations \( l^\nu l_\nu = 0 \), \( k^\nu l_\nu = 2 \), and \( a^\nu l_\nu = 0 \), where \( a^\mu \) is the transverse four-potential of a plane wave. In the laboratory frame \( k^\mu = (1,1,0,0) \) and \( \mu^\nu = (1,-1,0,0) \). By using these four-vectors one can write

\[
x^\mu = y^\mu + \theta k^\mu /2 + \phi l^\mu /2 ,
\]

(35)

where \( \theta = l^\nu x_\nu \). The transverse position four-vector satisfies the equations \( k^\nu y_\nu = 0 \) and \( l^\nu y_\nu = 0 \). In a similar way, one can write
where the transverse four-potential satisfies the equations
\[ k^\nu b_\nu = 0 \quad \text{and} \quad l^\nu b_\nu = 0. \]

By substituting the decompositions (35) and (36) into Eq. (34) and collecting like terms, one can show

\[
\frac{d}{d\phi} \left( \frac{1}{\sigma} \frac{dy}{d\phi} + b_{\mu} \right) = \frac{\partial b^\nu}{\partial \phi} \frac{dy}{d\phi} + \frac{1}{2} \left( \frac{\partial \phi}{\partial \mu} \frac{d\theta}{d\phi} + \frac{\partial \mu}{\partial \phi} \right),
\]

(37)

\[
\frac{d}{d\phi} \left( \frac{1}{\sigma} + p \right) = 2 \frac{\partial b^\nu}{\partial \phi} \frac{dy}{d\phi} + \frac{\partial \phi}{\partial \phi} \frac{d\theta}{d\phi} + \frac{\partial \phi}{\partial \phi},
\]

(38)

\[
\frac{d}{d\phi} \left( \frac{1}{\sigma} + q \right) = 2 \frac{\partial b^\nu}{\partial \phi} \frac{dy}{d\phi} + \frac{\partial \phi}{\partial \phi} \frac{d\theta}{d\phi} + \frac{\partial \phi}{\partial \phi},
\]

(39)

where

\[
\sigma = \left( d_\phi b^\nu d_\phi y^\nu + d_\phi \phi \right)^{1/2}.
\]

(40)

Equation (39) can be derived from Eqs. (37) and (38), as shown in Appendix B, and need not be considered further.

One can solve Eqs. (37) and (38) by using multiple scale analysis. Let \( \epsilon \) be a measure of the rate at which the wave amplitude varies relative to the rate at which the phase varies. We introduce the scales

\[
\phi_0 = \phi, \quad \phi_1 = \epsilon \phi
\]

(41)

to resolve the fast oscillation and the slow change in the guiding-center drift, respectively. It follows that

\[
\frac{d}{d\phi} = \frac{d}{d\phi_0} + \epsilon \frac{d}{d\phi_1}.
\]

(42)

We used the notation \( d/d\phi_0 \) and \( d/d\phi_1 \) in Eq. (42) to distinguish these convective derivatives from the partial derivatives of the four-potential. We assume that the dependent variables can be written as

\[
y_\mu = \epsilon^{-1} y_\mu^{(-1)}(\phi_1) + y_\mu^{(0)}(\phi_0, \phi_1) + \epsilon y_\mu^{(1)}(\phi_0, \phi_1),
\]

\[
\theta = \epsilon^{-1} \theta^{(-1)}(\phi_1) + \theta^{(0)}(\phi_0, \phi_1) + \epsilon \theta^{(1)}(\phi_0, \phi_1).
\]

(43)

The variables \( y_\mu^{(-1)} \) and \( \theta^{(-1)} \) describe the guiding-center drift, which changes on the slow scale \( \phi_1 \). The variables \( y_\mu^{(0)} \) and \( \theta^{(0)} \) describe the fast oscillation of the particle about the guiding center, the amplitude of which changes on the slow scale.

The four-potential satisfies Maxwell’s wave equation

\[
\partial_\lambda b_\lambda^\mu - \partial_\mu b_\nu = 0,
\]

(44)

where \( g_\nu^\mu = \text{diag}(1,-1,-1,-1) \) is the metric four-tensor. For a wave of constant amplitude, \( a_\mu(\phi^\nu) = b_\mu^{(0)}(\phi_0) \). For a wave of variable amplitude we assume that

\[
a_\mu(\phi^\nu) = a_\mu^{(0)}(\phi_0) + \epsilon a_\mu^{(1)}(\phi_0) \epsilon \phi^\nu.
\]

(45)

Each contribution to the four-potential and its derivatives can be written approximately as

\[
a(\phi_0, \epsilon \theta, \epsilon \phi) = a(\phi_0)^{(-1)} \theta^{(-1)}, \phi_1
\]

\[
+ \epsilon a^{(0)}(\phi_0) \phi_1^{(-1)}, \theta^{(-1)}, \phi_1
\]

\[
+ \epsilon \theta^{(0)}(\phi_0) \phi_1^{(-1)}, \theta^{(-1)}, \phi_1.
\]

(46)

The first term on the right side of Eq. (46) is the contribution evaluated at the guiding center, and the second and third terms are the deviations from this average contribution that are felt by the particle as it oscillates about the guiding center. The corresponding approximation for the convective derivative of the four-potential is discussed in Appendix C. Henceforth, we will use \( \overline{a} \) to denote the guiding-center contribution

\[
a(\phi_0)^{(-1)}, \theta^{(-1)}, \phi_1.
\]

To proceed further one substitutes Eqs. (42), (43), and (46) in Eqs. (37) and (38) and collects terms of like order. The order \( \epsilon^{-1} \) equations are satisfied identically by Ansätze (43).

The order 1 equations are

\[
\frac{d}{d\phi_0} \left[ \frac{1}{\sigma^{(0)}} \frac{dy_\mu^{(0)}}{d\phi_0} + \delta_\mu^{(0)} \right] = 0,
\]

(47)
\[
\frac{d}{d\phi_0} \left[ \frac{1}{\sigma^{(0)}} \right] = 0, \tag{48}
\]

where
\[
\sigma^{(0)} = \left\{ \left[ d_{0y^{(0)\nu}} + d_1 y^{(-1)\nu} \right] \times \left[ d_{0y^{(0)\nu}} + d_1 y^{(-1)\nu} \right] + d_0 \phi^{(0)} + d_1 \phi^{(-1)} \right\}^{1/2} \tag{49}
\]

and \( d_n = d/d\phi_n \).

Equation (47) is the analog of Eq. (10). It follows from the former equation that
\[
d_0 y^{(0)\mu} = -\sigma^{(0)} \tilde{b}^{(0)\mu}. \tag{50}
\]

The arbitrary function of \( \phi_1 \) that results from the \( \phi_0 \) integration can be neglected because \( y^{(-1)\mu}_\nu \) already accounts for the slowly varying drift with which this function is associated. Equations (48) and (49) do not resemble any of the equations in the section Particle Motion in a Plane Wave. However, different forms of the latter equations are discussed in Appendix A, from which it is clear that Eqs. (48) and (49) comprise the analog of Eq. (A9). It follows from Eq. (48) that \( \sigma^{(0)} \) is a function of \( \phi_1 \) alone. This result is the analog of Eq. (15) and facilitates the integration of Eq. (50). By combining Eqs. (49) and (50), and equating the oscillatory and slowly varying terms that result, one can show that
\[
d_0 \phi^{(0)} = 2\sigma^{(0)} d_1 y^{(-1)\nu} \tilde{b}_\nu^{(0)}
\]

\[
+ \left[ \sigma^{(0)} \right]^2 \left[ \tilde{b}_\nu^{(0)\nu} \tilde{b}_\nu^{(0)\nu} \right] - \tilde{b}_\nu^{(0)\nu} \tilde{b}_\nu^{(0)\nu} \right] \tag{51}
\]

and
\[
d_1 \phi^{(-1)} + d_1 y^{(-1)\nu} d_1 y^{(-1)}_\nu
\]

\[
= \left[ \sigma^{(0)} \right]^2 \left[ 1 - \left( \tilde{b}_\nu^{(0)\nu} \tilde{b}_\nu^{(0)\nu} \right) \right]. \tag{52}
\]

Equation (51) is the analog of Eq. (17) and the oscillatory part of Eq. (A7), and is easy to integrate.

Now consider the initial condition on the order-1 four-momentum. Consistent with Eq. (35), one can write the initial four-momentum as
\[
u(0) = v_\mu(0) + l^\nu u_\nu(0) k_\mu/2 + k^\nu u_\nu(0) l_\mu/2. \tag{53}
\]

It follows immediately that
\[
d_1 y^{(-1)}_\mu(0) = \sigma^{(0)} v_\mu(0) - d_0 y_\mu^{(0)}(0). \tag{54}
\]
\[
d_1 \phi^{(-1)}(0) = \sigma^{(0)} l^\nu u_\nu(0) - d_0 \phi^{(0)}(0). \tag{55}
\]

Equation (54) is the analog of Eqs. (16), and Eq. (55) is consistent with Eqs. (17) and (18).

The order \( \varepsilon \) equations are
\[
d_0 \left[ \frac{1}{\sigma^{(0)}} \right] - d_0 \phi^{(0)} \left[ \frac{\sigma^{(1)}}{2\sigma^{(0)}} \right]^2 + \bar{F}_\mu^{(0)}
\]

\[
+ \frac{d}{d\phi_0} \left[ \frac{1}{\sigma^{(0)}} \right] \left[ \frac{d\mu^{(0)}}{d\phi_0} + \frac{d\mu^{(-1)}}{d\phi_1} \right] + \bar{F}_\mu^{(1)}
\]

\[
- \frac{d}{d\phi_0} \left[ \frac{\sigma^{(1)}}{2\sigma^{(0)}} \right]^2 \left[ \frac{d\mu^{(0)}}{d\phi_0} + \frac{d\mu^{(-1)}}{d\phi_1} \right] \tag{56}
\]

and
\[
\frac{d}{d\phi_1} \left[ \frac{1}{\sigma^{(0)}} \right] - \frac{d}{d\phi_0} \left[ \frac{\sigma^{(1)}}{2\sigma^{(0)}} \right]^2 + \bar{P}_\nu^{(0)}
\]

\[
+ 2 \left[ \frac{d\nu^{(0)}}{d\phi_0} + \frac{d\nu^{(-1)}}{d\phi_1} \right] \frac{\partial \bar{B}_\nu^{(0)}}{\partial \phi^{(0)}} \frac{\partial \bar{B}_\nu^{(0)}}{\partial \phi^{(0)}} \tag{57}
\]

\[
+ \frac{d}{d\phi_1} \left[ \frac{1}{\sigma^{(0)}} \right] - \frac{d}{d\phi_0} \left[ \frac{\sigma^{(1)}}{2\sigma^{(0)}} \right]^2 + \bar{P}_\nu^{(1)}
\]

\[
+ 2 \left[ \frac{d\nu^{(0)}}{d\phi_0} + \frac{d\nu^{(-1)}}{d\phi_1} \right] \frac{\partial \bar{B}_\nu^{(0)}}{\partial \phi^{(0)}} \frac{\partial \bar{B}_\nu^{(0)}}{\partial \phi^{(0)}}, \tag{56}
\]
where

\[ \sigma^{(1)} = \frac{d\theta^{(1)}}{d\phi_0} + \frac{d\theta^{(0)}}{d\phi_1} \]

and \( \bar{b}_\mu^{(1)} \) and \( \bar{p}^{(1)} \) represent the sum of the order \( \epsilon \) four-potential and the order \( \epsilon \) corrections to the order-1 four-potential caused by the oscillation of the particle about the guiding center.

Although Eqs. (56)–(58) are lengthy, they do not need to be solved in their entirety. By equating the slowly varying terms in Eqs. (56) and (57), one can show that

\[
\frac{1}{\sigma^{(0)}} \frac{d}{d\phi_1} \left[ \frac{1}{\sigma^{(0)}} \frac{d\theta^{(-1)}}{d\phi_1} \right] = -\frac{1}{2} \frac{\partial \left\{ \bar{b}^{(0)\nu} \bar{b}_\nu^{(0)} \right\}}{\partial \theta} .
\] (59)

and

\[
\frac{1}{\sigma^{(0)}} \frac{d}{d\phi_1} \left[ \frac{1}{\sigma^{(0)}} \frac{d\theta^{(-1)}}{d\phi_1} \right] = -\frac{1}{\sigma^{(0)}} \frac{\partial \left\{ \bar{b}^{(0)\nu} \bar{b}_\nu^{(0)} \right\}}{\partial \theta} .
\] (60)

It follows from Eq. (52) that

\[
\frac{1}{\sigma^{(0)}} \frac{d}{d\phi_1} \left[ \frac{1}{\sigma^{(0)}} \frac{d\theta^{(-1)}}{d\phi_1} \right] = 1 - \frac{\left\{ \bar{b}^{(0)\nu} \bar{b}_\nu^{(0)} \right\}}{\sigma^{(0)}} \frac{d\theta^{(0)}}{d\phi_1} - \frac{d\left\{ \bar{b}^{(0)\nu} \bar{b}_\nu^{(0)} \right\}}{d\phi_1} .
\]

\[
-\frac{1}{\sigma^{(0)}} \frac{d}{d\phi_1} \left[ \sigma^{(0)} \left[ \frac{1}{\sigma^{(0)}} \frac{d\theta^{(-1)}}{d\phi_1} \right] \right] = \frac{1}{\sigma^{(0)}} \frac{d}{d\phi_1} \left[ \sigma^{(0)} \left[ \frac{1}{\sigma^{(0)}} \frac{d\theta^{(-1)}}{d\phi_1} \right] \right] .
\] (61)

When applied to any guiding-center quantity, the operator

\[
\frac{d}{d\phi_1} = \frac{d\nu^{(-1)\nu}}{d\phi_1} \frac{\partial}{\partial \nu} + \frac{d\partial^{(0)}}{d\phi_1} \frac{\partial}{\partial \theta} .
\] (62)

By combining Eq. (61) with Eqs. (59), (60), and (62), one can show that

\[
\frac{1}{\sigma^{(0)}} \frac{d}{d\phi_1} \left[ \frac{1}{\sigma^{(0)}} \frac{d\theta^{(-1)}}{d\phi_1} \right] = -\frac{\partial \left\{ \bar{b}^{(0)\nu} \bar{b}_\nu^{(0)} \right\}}{\partial \phi_1} .
\] (63)

Recall that the preceding derivation of Eq. (63) is based on Eq. (38). Had we analyzed Eq. (39) instead, we would have needed to determine \( k_\nu^{(1)}, p_\nu^{(1)}, q^{(1)}, \) and \( s^{(1)} \) explicitly.

In the notation of this section, Eq. (28) can be rewritten as

\[
\frac{d^2 x^{(-1)}_\mu}{d\tau_1^2} = -\frac{1}{2} \frac{\partial \left\{ \bar{b}^{(0)\nu} \bar{b}_\nu^{(0)} \right\}}{\partial x^{(1)}_{\mu}} ,
\] (64)

where \( \tau_1 = \epsilon \tau \) and \( x^{(1)}_\mu = \epsilon x^{(1)}_\mu \). Since \( d\phi_1/d\tau_1 = 1/\sigma^{(0)} \), Eq. (59) is the transverse part of Eq. (64). By contracting Eq. (64) with \( k^{\mu} \) and \( \varphi^{\mu} \), and using the identities \( k^{\mu} \partial_\mu = 2\partial_\theta \) and \( \varphi^{\mu} \partial_\mu = 2\partial_\theta \), and the fact that \( \phi = k^{\mu} x^{(-1)}_\mu \), one can show that Eqs. (60) and (63) are equivalent to the longitudinal part of Eq. (64). Thus, Eq. (28) is correct.

Finally, notice that Eq. (64) for the guiding-center drift is written in terms of the proper time, which includes the effects of the oscillation about the guiding center. Although this fact does not affect the utility of Eq. (64), it calls into question the aesthetic qualities of the equation. Just as the proper time is needed to determine \( k_\nu^{(1)}, p_\nu^{(1)}, q^{(1)}, \) and \( s^{(1)} \), explicit.

It follows from this definition, Eq. (52), and the discussion of the preceding paragraph that

\[
\frac{ds_1}{d\tau_1} = \left[ 1 - \frac{\left\{ \bar{b}^{(0)\nu} \bar{b}_\nu^{(0)} \right\}}{\sigma^{(0)}} \right]^{1/2} .
\] (65)

Equation (65) can be used to write Eq. (28) in terms of the drift time.
Summary

In this article we solved the equation of motion for an electron in a plane wave. We used this solution and the principle of Lorentz covariance to deduce a formula for the ponderomotive force exerted by an intense laser pulse on an electron. We verified this formula numerically, for three cases of current interest, and analytically, using the method of multiple scales.

The aforementioned formula can be used to study the effects of the radial ponderomotive force on laser-plasma interactions. For particle accelerators, these effects include the divergence of an electron bunch that is accelerated by a laser pulse, the relativistic focusing of the pulse, and electron cavitation and magnetic field generation in the wake of the pulse.
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Appendix A: Covariant Analysis of the Particle Motion in a Plane Wave

The motion of a charged particle in an electromagnetic field is governed by Eq. (8). For a plane wave the four-potential $a^\mu$ is a function of the phase $\phi = k^\nu x^\nu$. It follows that $\partial^\mu a^\nu = k^\mu a^\nu$, where $'=d/d\phi$, and, hence, that

$$d_\tau (u^\mu + a^\mu) = u^\nu k^\mu a^\nu. \quad (A1)$$

By substituting the decomposition

$$u^\mu (\tau) = v^\mu (\tau) + k^\nu u^\nu (\tau) l^\mu / 2 + l^\nu u^\nu (\tau) k^\mu / 2 \quad (A2)$$

into Eq. (A1), where $l^\nu$ was defined after Eq. (8), and $v^\mu$ satisfies the equations $k^\nu v^\nu = 0$ and $l^\nu v^\nu = 0$, one can show that

$$d_\tau (v^\mu + a^\mu) = 0, \quad d_\tau \left( k^\nu u^\nu \right) = 0, \quad d_\tau \left( l^\nu u^\nu \right) = 2 v^\nu a^\nu. \quad (A3)$$

It follows from the first of Eqs. (A3) that

$$v^\mu (\tau) = v^\mu (0) + a^\mu (0) - a^\mu (\tau). \quad (A4)$$

It follows from the second of Eqs. (A3) that

$$k^\nu u^\nu (\tau) = k^\nu u^\nu (0) \quad (A5)$$

and, hence, that

$$\phi = k^\nu u^\nu (0) \tau. \quad (A6)$$

Equations (A4) and (A6) determine $v^\mu (\tau)$ explicitly. There are at least three ways to obtain an expression for $l^\nu u^\nu$. In the first approach, one uses Eq. (A4) to rewrite the right side of the third of Eqs. (A3) in terms of $a^\nu$. It follows from this equation and Eq. (A6) that

$$l^\nu u^\nu (\tau) = l^\nu u^\nu (0) + 2 \left[ v^\nu (0) + a^\nu (0) \right]$$

$$\times \left[ a^\nu (\tau) - a^\nu (0) \right] / k^\nu u^\nu (0)$$

$$+ \left[ a^\nu (0) a^\nu (0) - a^\nu (\tau) a^\nu (\tau) \right] / k^\nu u^\nu (0). \quad (A7)$$

In the second approach, one uses Eq. (A4) to rewrite the right side of the third of Eqs. (A3) in terms of $v^\nu$. It follows from this equation and Eq. (A6) that

$$l^\nu u^\nu (\tau) = l^\nu u^\nu (0) + \left[ v^\nu (0) v^\nu (0) - v^\nu (\tau) v^\nu (\tau) \right] / k^\nu u^\nu (0). \quad (A8)$$

In the third approach one uses decomposition (A2) to rewrite the identity $u^\nu u^\nu = 1$ as

$$\left( k^\nu u^\nu \right) \left( l^\nu u^\nu \right) + v^\nu v^\nu = 1. \quad (A9)$$

Since $k^\nu u^\nu$ and $v^\nu v^\nu$ are known quantities, Eq. (A9) provides a third expression for $l^\nu u^\nu$. By rewriting the 1 on the right side of Eq. (A9) in terms of the initial values of the quantities on the left side, one can rewrite Eq. (A9) in the form of Eq. (A8). All three approaches have their uses. Equation (A4) is the covariant version of Eq. (11), and Eqs. (A5) and (A8) are the covariant versions of Eq. (14) for $u_\parallel$ and its analog for $\gamma$. 
Appendix B: Covariant Lagrangian for the Particle Motion

For a particle in an electromagnetic field the normalized motion \(^{19}\)

\[
S = -\int \left[ (dx^\nu dx_\nu)^{1/2} + a^\nu dx_\nu \right]. \quad (B1)
\]

Traditionally, one parameterizes the particle motion in terms of the proper time \(\tau\), which is a Lorentz invariant. In this case

\[
S = -\int \left[ (dx^\nu dx_\nu)^{1/2} + a^\nu dx_\nu \right] d\tau. \quad (B2)
\]

By applying the Euler-Lagrange equations to the integrand of Eq. (B2), one finds that

\[
d_x^\mu (dx_\nu a^\nu + a_\nu) = d_x^\nu \partial_\nu a_\nu, \quad (B3)
\]

in agreement with Eq. (8). Alternately, one can parameterize the particle motion by the phase \(\phi = k^\nu x_\nu\), which is also a Lorentz invariant. In this case

\[
S = -\int \left[ (dx^\nu dx_\nu)^{1/2} + a^\nu dx_\nu \right] d\phi. \quad (B4)
\]

By using the decompositions (35) and (36) one can rewrite Eq. (B4) as

\[
S = -\int \left[ (dx^\nu dx_\nu)^{1/2} + a^\nu dx_\nu \right] d\phi.
\]

By applying the Euler-Lagrange equations to the integrand of Eq. (B5), one can show that

\[
d_x^\mu \left[ \frac{1}{(dx^\nu dx_\nu)^{1/2}} \frac{d_{x\mu}}{d\phi} \right] + b_\mu = \frac{d\partial_\nu}{d\phi} \frac{d_{x\nu}}{d\phi} + \frac{1}{2} \left( \frac{\partial_\mu}{\partial\phi} \frac{d_{x\phi}}{d\phi} + \partial_\mu \right).
\]

Appendix C: Evaluation of the Four-Potential

The left side of Eq. (34) contains the term \(d\sigma_\mu /d\phi\), which must be evaluated at the position of the particle. In the section 

Multiple Scale Analysis of the Particle Motion

we used Eqs. (42), (43), and (46) to make a guiding-center expansion of \(a_\mu\) before we took the convective derivative. Specifically, we wrote

\[
d\sigma_\mu = d_0 + \varepsilon d_1 \left[ a_\mu^{(0)} + \varepsilon a_\mu^{(1)} \right], \quad (C1)
\]

where

\[
a_\mu^{(0)} = \bar{a}_\mu \quad (C2)
\]

is the four-potential evaluated at the guiding center and

\[
\bar{a}_\mu^{(1)} = y^{(0)\nu} \partial_\nu \bar{a}_\mu + \theta^{(0)\nu} \partial_\nu \bar{a}_\mu \quad (C3)
\]

is the correction to the four-potential caused by the oscillation of the particle about the guiding center. Since the guiding-center coordinates \(y^{(-1)}\) and \(\theta^{(-1)}\) are functions of \(\phi\) by construction,

\[
\frac{d\bar{a}_\mu}{d\phi_0} = \frac{\partial \bar{a}_\mu}{\partial \phi_0} \quad (C4)
\]

and

\[
\frac{d\bar{a}_\mu}{d\phi_1} = \frac{d y^{(-1)\nu}}{d\phi_1} \frac{\partial \bar{a}_\mu}{\partial y^{(-1)\nu}} + \frac{d \theta^{(-1)\nu}}{d\phi_1} \frac{\partial \bar{a}_\mu}{\partial \theta^{(-1)\nu}}. \quad (C5)
\]

It follows from Eqs. (C1), (C4), and (C5) that
MULTIPLE SCALE DERIVATION OF THE RELATIVISTIC PONDEROMOTIVE FORCE

\[
\left[ \frac{d a_{\mu}}{d \phi} \right]^{(0)} = \frac{\partial \bar{a}_{\mu}}{\partial \phi_0} \tag{C6}
\]

and

\[
\left[ \frac{d a_{\mu}}{d \phi} \right]^{(1)} = \frac{d y^{(-1)v}}{d \phi_1} \frac{\partial \bar{a}_{\mu}}{\partial y^v} + \frac{d \theta^{(-1)}}{d \phi_1} \frac{\partial \bar{a}_{\mu}}{\partial \theta} + \frac{d y^{(0)v}}{d \phi_0} \frac{\partial \bar{a}_{\mu}}{\partial y^v} + y^{(0)v} \frac{\partial^2 \bar{a}_{\mu}}{\partial \phi_0 \partial y^v} + \frac{d \theta^{(0)}}{d \phi_0} \frac{\partial \bar{a}_{\mu}}{\partial \theta} + \theta^{(0)} \frac{\partial^2 \bar{a}_{\mu}}{\partial \phi_0 \partial \theta} \tag{C7}
\]

Alternately, one can write

\[
\frac{d a_{\mu}}{d \phi} = \frac{d y^v}{d \phi} \frac{\partial a_{\mu}}{\partial y^v} + \frac{d \theta}{d \phi} \frac{\partial a_{\mu}}{\partial \theta} \tag{C8}
\]
in which the guiding-center expansion is made after the partial derivatives are taken. Since the variation of \(a_{\mu}\) with the position variables \(y^v\) and \(\theta\) is slow,

\[
\frac{d a_{\mu}}{d \phi} = \varepsilon \left[ \frac{d y^{(0)v}}{d \phi_0} + \frac{d y^{(-1)v}}{d \phi_1} \right] \frac{\partial a_{\mu}}{\partial y^v} + \frac{d \theta^{(0)}}{d \phi_0} \frac{\partial a_{\mu}}{\partial \theta} + \varepsilon \frac{d \theta^{(-1)}}{d \phi_1} \frac{\partial a_{\mu}}{\partial \theta} \tag{C9}
\]

The derivatives of the four-potentials appearing in the order \(\varepsilon\) terms can be approximated by their guiding-center values. The remaining term

\[
\frac{\partial a_{\mu}}{\partial \phi_0} = \frac{\partial \bar{a}_{\mu}}{\partial \phi_0} + \varepsilon y^{(0)v} \frac{\partial^2 \bar{a}_{\mu}}{\partial y^v \partial \phi_0} + \varepsilon \theta^{(0)} \frac{\partial^2 \bar{a}_{\mu}}{\partial \theta \partial \phi_0} \tag{C10}
\]

Equations (C9) and (C10) are equivalent to Eqs. (C4) and (C5). This result shows that the guiding-center expansion discussed previously was made consistently. The expansion based on

Eq. (C1) is better because it facilitates the identification of combinations of terms that are oscillatory and, hence, do not affect the guiding-center motion.
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Ultrafast electro-optic (EO) sampling was first demonstrated in 1982 and has since become a valuable tool for testing optoelectronic and electronic devices and materials. Conventional EO sampling of weak electric fields employs a tightly focused, pulsed-laser probe beam to measure electric-field-induced birefringence in an EO crystal; hence, it is referred to as “point” sampling.

Densely packed analog and digital devices make it necessary to probe many nodes simultaneously. Meyer and Mourou first demonstrated electric field mapping by scanning an area using a point sampler. Mertin reviews the development of two-dimensional field measurement technologies including an automated scanning point sampler. Two groups studying photoconductive switches pioneered the use of EO imaging, by mapping the field strength with a detector array. Their work differs from the present in that their devices exhibited high fields and were adequately described with 200-ps temporal resolution.

An EO sampling system capable of imaging the voltage distribution over a rectangular region is described. It is comparable to an ultrafast sampling oscilloscope having more than 180,000 channels. This analysis focuses on techniques that take advantage of the speed and convenience of a charge-coupled-device (CCD) sensor while overcoming its limited dynamic range.

**System Descriptions**

EO sampling requires a pulsed (or gated) laser source to probe the response of the device to the applied transient. Our lab uses a mode-locked Coherent Mira 900 Ti:sapphire laser. It produces a 76-MHz train of linearly polarized, ≈100-fs FWHM pulses, tuned to ≈800 nm. Devices tested in our lab generally include a photoconductive switch that is excited with a fraction of the pulsed beam, thus triggering the measurement and eliminating electrical jitter.

In a point sampler, the EO crystal may be either the device substrate (e.g., GaAs devices) or on an external probe. A linearly polarized optical probe pulse enters the crystal through the first surface. In transmissive sampling, the probe is transmitted at the second surface after a single pass, whereas in reflective sampling, it is reflected, passing through the crystal a second time. The beam exits the crystal and is passed through a compensator or wave plate to introduce a static polarization bias. The bias is adjusted so that in the absence of an electric field, the probe is circularly polarized at the input of an analyzer, thus giving maximum sensitivity and linearity when a field is applied. The analyzer separates the beam into orthogonal polarization components, which are measured by a pair of detectors connected to a differential lock-in amplifier. Signal-to-noise improvements are obtained when the signal is modulated at frequencies approaching the laser 1/f noise floor.

Figure 69.31 depicts the imaging system hardware. Reflective sampling was chosen because it doubles system sensitivity, although transmissive sampling is also possible. The laser source is directed through a high-speed modulator followed by a variable-intensity beam splitter consisting of a half-wave plate and polarizing beam splitter. The horizontally polarized “probe” beam is directed back through the polarizer, then into a spatial filter and beam expander. The vertically polarized “excitation” beam passes through a variable-length optical delay and into a fiber coupler.

The probe beam is split into two beams in a small, rigid interferometer. The device-under-test (DUT) is mounted in the device “leg” of the interferometer, and a mirror is installed in the reference “leg.” The beams pass through a polarizing filter and relay lens to create an interference pattern at the camera. The beam splitter in the interferometer is an uncoated, ≈3-mm-thick, BK-7 wedged window. The first surface of the window is aligned at Brewster’s angle to eliminate multiple reflections and maximize transmitted intensity. The reference
A video camera (DVC Corp., DVC-0A) having a low-noise, frame-transfer charge-coupled device (CCD) (Texas Instruments, TC-245) records the intensity pattern created by the interferometer. The analog camera output is digitized by a frame grabber (Matrox Corp., Pulsar) and stored on a personal computer (Pentium 133-MHz, PCI bus). Timing control for modulation uses custom-built electronics (see Modulation section).

Spatial resolution of the system is determined by the active image area and number of discrete pixels in the image sensor. Image (de)magnification can be adjusted by altering the position of the relay lens and camera.

The CCD has 755 (8.5-µm) pixels horizontally \((H)\) and 242 (19.75-µm) pixels vertically \((V)\) for an active area of 6.4 mm \((H)\times 4.8\,\text{mm} \,(V)\). Typical magnification is 4:1, giving a measurement area of 1.6 mm \((H)\times 1.2\,\text{mm} \,(V)\). The resulting spatial resolution is 2.13 \(\mu\text{m} \,(H)\times 4.9\,\mu\text{m} \,(V)\), which is comparable to point sampling. If desired, cylindrical lenses or prisms could be used to correct the pixel aspect ratio.

It is possible to increase optical magnification to 8:1, then digitally average 2 \(\times\) 2-pixel cells to obtain 4:1 effective magnification. This would reduce noise by 1/2; however, it may prove disadvantageous since more photons from the excitation source will be collected by the sensor [see also Interferometer Operation section].

Important distinctions exist between the imager and scanning point samplers. The imaged nodes must lie within a finite rectangular region, whereas a scanning system can probe random points over an extended area. Furthermore, the imager measures all nodes simultaneously, whereas a scanning sampler probes one node at a time.

Electro-Optic Interferometer

We present the reasons for choosing an interferometer and discuss its operation. We begin by mathematically describing the EO effect, and the relationship between the voltages present on the DUT, fringing fields coupled into the crystal, and resulting phase delay experienced by the optical probe. We then use this information to estimate the temporal resolution of the system. Following this discussion, we analyze the design in Fig. 69.31 to estimate the expected system sensitivity.
The refractive index in an EO crystal is altered in the presence of an electric field. The perturbed index $n'$ is dependent on the field-free index $n$, field strength $E$, and Pockels coefficients $r$. By applying the techniques of Ref. 7 to x-cut LiTaO$_3$ ($<$3 m$>$ point group), a material commonly used for EO sampling, we find (neglecting terms quadratic in field strength $E_y$)

$$n'_y = n_y - \frac{n_z^3}{2} (r_{22} E_y + n_3 E_z) = n_y + \Delta n_y,$$  (1a)

$$n'_z = n_z - \frac{n_y^3}{2} (r_{33} E_z) = n_z + \Delta n_z.\quad (1b)$$

Numeric subscripts are indices of the tensor elements, and $y, z$ subscripts are direction vectors in crystalline coordinates; $z$ is parallel to the optic axis. These equations show that the refractive index along $y$ is influenced by the electric fringing fields directed along both $y$ and $z$, whereas the index along $z$ is influenced only by fringing fields along $z$. It is also evident that the optical probe polarization must be aligned to measure the desired refractive index perturbation, while the optic axis of the crystal must be aligned on the DUT such that the fringing fields of interest maximize the index perturbation.

If we substitute values for LiTaO$_3$ into Eqs. (1a) and (1b), we find that $\Delta n_y = 4.4 n_3$, and the contribution from $E_z$ is negligible. In point sampling, it is common (and convenient) to measure the induced birefringence, which is the difference in index perturbation along $z$ and $y$, or

$$\Delta n_{zy} = \Delta n_z - \Delta n_y = \Delta n_z/1.3.$$  

Since the refractive index change along $z$ is greater than that along $y$ and greater than the induced birefringence, system sensitivity will be maximized by measuring $\Delta n_z$. An interferometer was chosen for this purpose. [Note: EO materials from other point groups (e.g., ZnTe, $<$43 m$>$) have greater sensitivity when the induced birefringence is measured.]

Having determined that we wish to measure the refractive index perturbation using an interferometer, we must consider how it will be used. An interferometer is sensitive to phase delays imposed on a propagating optical wavefront, which in our case is the probe beam. As an optical beam traverses a dielectric material, it suffers a phase delay $\Delta \Gamma$, determined by the refractive index $n$, wavelength $\lambda$, and material thickness $X$:

$$\Delta \Gamma = \frac{2\pi}{\lambda} \int_0^X n(x) \, dx.$$  

We showed above that the refractive index was dependent upon the electric fringing field, but we must also consider that the fringing field is not uniform throughout the thickness of the material. As a result, the refractive index is a function of depth $x$, determined by the penetration depth of the fringing field into the crystal.

Substituting Eq. (1b) into Eq. (2), we obtain a static phase delay component $\Gamma_0$ (independent of $E$ fields):

$$\Gamma_0 = \frac{2\pi}{\lambda} n_z X,$$  

and a dynamic phase delay attributed to the EO effect $\Delta \Gamma_{EO}$. The interferometer measures $\Delta \Gamma_{EO}$, given by

$$\Delta \Gamma_{EO} = \frac{\pi}{\lambda} n_z^3 r_{33} \int_0^X E_z(x) \, dx.$$  

The $E$-field distribution within the crystal depends upon the test structure. For this example, consider a coplanar waveguide on which we wish to probe the $E$-field at the center of the gap $g$. In general, if a superstrate having the same relative dielectric constant as the substrate ($\varepsilon_{sub}$) is placed on a coplanar structure, we would expect the fringing fields in the superstrate to be confined to a depth comparable to the gap separating device features. When the superstrate is the EO crystal (dielectric $= \varepsilon_{EO}$), the depth of the fringing field, $g'$, is dependent upon the ratio of the two dielectric constants; the confinement depth becomes $g' \approx g \varepsilon_{sub}/\varepsilon_{EO}$. The field strength decreases rapidly inside the crystal, so we approximate the integral with the product $E_z^{surface} g'$, where $E_z^{surface}$ is the transverse $E$-field magnitude at the surface of the crystal. We then obtain

$$\Delta \Gamma_{EO} \equiv \frac{\pi}{\lambda} n_z^3 r_{33} \left( \frac{\varepsilon_{sub} g E_z^{surface}}{\varepsilon_{EO}} \right).$$  

or in words, the measured phase change at any point is proportional to the $E$-field at that point. The voltage on the gap $V_{gap}$ is the product of the gap and the $E$-field:

$$V_{gap} = g E_z^{surface}.$$  

[38]
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Note that for a given value of $\Delta \Gamma_{EO}$, the voltage is independent of the gap, whereas the field depends upon the gap. This can be understood by considering that a device having a larger gap has deeper fringing-field penetration in the crystal. The fields have a longer interaction length with the probe; hence, the field required to produce a given phase change is reduced.

Temporal resolution of the system is determined by the largest of (1) response time of the EO material, or (2) probe-pulse duration convolved with the fringing fields profile; this convolution is approximately equal to the sum of the pulse FWHM and the time of flight $t_{fl}$ of an infinitely short pulse through the fringing fields. The EO response is limited by phonon resonance and for LiTaO$_3$ is of the order of $10^{-14}$ s. The probe pulse is $\approx 100$-fs FWHM and can be reduced to $\approx 50$-fs FWHM using a pulse compressor. The optical path length through the fringing fields is $\text{pl}_{EO} = (2n_{g}g_{sub}/\varepsilon_{EO})$. Time of flight $t_{fl} = \text{pl}/c$, with $c =$ speed of light in vacuum. For a coplanar waveguide fabricated on silicon ($\varepsilon_{\text{sub}} = 11.9$), having $g = 10$ $\mu$m, and LiTaO$_3$ ($n = 2.2$, $\varepsilon_{EO} = 43$), we find $t_{fl} = 40$ fs. From these values, we expect (temporal resolution) $\approx (\text{pulse FWHM} + t_{fl}) = 140$ fs, well below 1 ps.

Interferometer Operation

Now that we have described how Pockels effect alters the phase of an optical probe beam, we discuss the interferometer in detail. We begin with its intensity transfer function and discuss the ideal case. We then consider factors that cause deviations from ideal that reduce system sensitivity, and estimate their magnitude. Finally, we consider how to optimize system sensitivity given these constraints.

The normalized intensity measured by the detector, $I_{d} = I_{\text{out}}/I_{\text{ref}}$, is the ratio of the output intensity from the interferometer to the intensity present in the reference leg:

$$I_{d} \equiv \frac{I_{\text{out}}}{I_{\text{ref}}} = (1 + \alpha) + 2\sqrt{\alpha} \cos(\delta) + b. \quad (4)$$

$I_{d}$ depends on $\alpha = I_{\text{DUT}}/I_{\text{ref}}$, the normalized intensity in the device leg, the phase difference $\delta$ between the E-field of the optical probe in each leg, and normalized background illumination $b$. Using Eqs. (3a) and (3c) to expand $\delta$, we get

$$\delta = 2(\Gamma_{0} + \Delta \Gamma_{EO}) \equiv 2\Gamma. \quad (5)$$

where $\Gamma_{0}$ was redefined to include both the static phase difference governed by the differing lengths of the interferometer legs, as well as the static phase delay of the EO crystal. The factor of 2 results from using reflective sampling. The probe passes through the fringing field two times, accumulating twice the phase delay.

In an ideal interferometer $\alpha = 1$ and $b = 0$, and Eq. (4) reduces to

$$I_{d} \propto \cos^{2}(\Gamma), \quad (6)$$

which is also the intensity transfer function used to describe point sampling. As a result, all modulation and detection principles described herein apply equally to a system such as that in Ref. 2, wherein a variable retarder is used in place of the quarter-wave plate or optical compensator. The variable retarder would take on the modulation function of the piezoelectric actuator, as discussed in the section entitled Modulation.

CCD’s have a finite electron well-capacity, and consequently, sensitivity will be greatest when the ratio $q/Q$ is maximized, where $q =$ number of electrons attributed to the EO signal and $Q =$ total number of electrons. Assuming that the number of electrons in each pixel is linearly proportional to the incident radiant flux,

$$Q \propto I_{d}, \quad (7a)$$

and

$$q \propto \Delta I_{EO} \equiv I_{d} - I_{d}\big|_{\Delta I_{EO}=0}, \quad (7b)$$

where $\Delta I_{EO}$ is the intensity contribution from the EO effect alone. Combining Eqs. (4), (5), (7a), and (7b) yields

$$\frac{q}{Q} = \frac{\cos 2(\Gamma_{0} + \Delta \Gamma_{EO}) - \cos 2(\Gamma_{0})}{p + \cos 2(\Gamma_{0} + \Delta \Gamma_{EO})}, \quad (8)$$

where

$$p \equiv \frac{1 + \alpha + b}{2\sqrt{\alpha}}. \quad (9)$$

In the small-signal limit, Eq. (8) becomes

$$\frac{q}{Q}\big|_{\Delta I_{EO} \to 0} = f(p, \Gamma_{0})\Delta \Gamma_{EO}, \quad (10a)$$
where

\[ f(p, \Gamma_0) \equiv \left[ \frac{2 \sin (2\Gamma_0)}{p + \cos (2\Gamma_0)} \right]. \quad (10b) \]

Equation (10a) describes the fraction of electrons in each pixel attributed to the EO effect. We now consider how to use this information to optimize the system sensitivity.

Figure 69.32(a) presents a plot of Eq. (9), and Fig. 69.32(b) shows \( f(p, \Gamma_0) \) defined in Eq. (10b) for the nonideal case \( p = 1.05 \). From Fig. 69.32(b), we see that \( f(p, \Gamma_0) \) has two points for which the amplitude is a maximum. We wish to find \( \Gamma_0^{opt} \) — bias points for which this function is optimized. To do so, we take the derivative of \( f(p, \Gamma_0) \) with respect to \( \Gamma_0 \), equate to zero, and solve

\[ \Gamma_0^{opt}(p) = \frac{1}{2} \cos^{-1}(-p^{-1}). \quad (11) \]

Equation (11), plotted in Fig. 69.32(c), shows a distinct \( \Gamma_0 \) that maximizes \( q/Q \). Therefore, we wish to optically bias the interferometer at this point, about which the small EO signal is superimposed. We note that for an ideal interferometer \( p = 1 \), giving \( \Gamma_0^{opt} = \pi/2 \) where the derivative of Eq. (6) is zero. This conclusion is very different from wide-bandwidth detectors used in point sampling that achieve maximum sensitivity when \( \Gamma_0 = \pi/4 \), where the derivative of Eq. (6) is maximized, as explained in Ref. 2. In the general case of a nonideal interferometer, two solutions exist [as originally expected from Fig. 69.32(b)], one on either side of \( \pi/2 \).

Substituting Eq. (11) into Eq. (10b), we find

\[ f \left( p, \Gamma_0 \right) \bigg|_{\Gamma_0 = \Gamma_0^{opt}} = \frac{2}{p\sqrt{1-p^{-2}}} \equiv f^{opt}(p). \quad (12) \]

The factor \( f^{opt}(p) \) is also plotted in Fig. 69.32(c). It has the greatest value for an ideal interferometer and decreases as we depart from ideal.

Until now, we have ignored sources of optical phase-front distortions to the probe beam. Each optical component has a finite surface accuracy and refractive index inhomogeneities. These inaccuracies are stationary in time, and spatially random, so the cumulative error is the rms combination of all components. These errors will make it impossible to achieve optimum system sensitivity at every pixel simultaneously, but two observations can be made:

1. As the region-of-interest (ROI) is decreased (within diffraction limits), the magnitude of phase distortions will decrease, and

2. As a system, sensitivity will be maximized when the average optical bias point in the ROI corresponds to the optimum bias conditions.

---

Figure 69.32
(a) Parameter \( p(\alpha, b) = 1 \) for an ideal interferometer and increases as \( (\alpha, b) \) depart from ideal. (b) Sensitivity factor \( f(p, \Gamma_0) \) for an arbitrary nonideal interferometer \( (p = 1.05) \) has two peaks, corresponding to optimum operating bias points \( \Gamma_0^{opt} \). (c) Optimum optical bias points \( \Gamma_0^{opt} \) and sensitivity factor \( f^{opt}(p) \) can be determined knowing \( p \).
We have shown that there exists an optimum bias point about which we must modulate our signal. To determine this bias point, we must understand the origins of $\alpha$ and $b$ and estimate their magnitudes.

In an ideal interferometer, the beam splitter would be infinitely thin, so that reflections occur only at one surface. Pellicle beam splitters are thin but are subject to acoustic and mechanical vibrations, making them unsuitable for this application. A thick beam splitter is more stable, but reflections from the second surface must be eliminated. Coated optics are an option, but we chose to eliminate unwanted reflections by using a wedged window. The beam is incident at Brewster’s angle at the first surface such that reflectivity of $p$-polarized radiation is zero. The beam splitter then behaves ideally, i.e., $\alpha = 1.0$.

Background illumination, factor $b$ in Eq. (4), is radiation collected by the detector that does not contribute to the desired signal. Fresnel reflections occur at each dielectric interface (window or lens), as in Fig. 69.33(a). Each transmitted beam is the superposition of many reflections. Beams that experience multiple reflections will be delayed more than the duration of the probe pulse, so will not interfere. To estimate $b_{\text{lens}}$, we compare the intensity of transmitted light delayed by more than $n_1t$ to that delayed by exactly $n_1t$. For a system of $M$ windows and lenses,

$$b_{\text{lens}} = (1 - R^2)^{-M} - 1. \quad (13)$$

Since system sensitivity decreases with increasing $b$, it is advantageous to minimize the reflection coefficient $R$ at each optical element by using coated optics. A conservative estimate for the system shown in Fig. 69.31 (not all optics shown) having seven uncoated BK-7 windows ($R = 0.04$) gives $b_{\text{lens}} \approx 1.2\%$.

Fresnel reflections occur also at the surface of the crystal. Most EO materials used for sampling have a large refractive index, giving large reflections. The following expression for background contributions from the crystal, $b_{\text{EO}}$, is evident from Fig. 69.33(b):

$$b_{\text{EO}} = 1 - (1 - R_{\text{EO}})^{-2}. \quad (14)$$

Reflections from the top surface of the crystal are potentially the most detrimental to system performance. Uncoated LiTaO$_3$ has $R_{\text{EO}} \equiv 14\%$, making $b_{\text{EO}} \equiv 26\%$; anti-reflection (AR) coatings, which make $R_{\text{EO}} \equiv 0.03$, yield $b_{\text{EO}} \equiv 6\%$. $R_{\text{EO}}$ also effectively reduces $\alpha$ to $\alpha'$ by

$$\alpha' = \frac{I_{\text{DUT}}}{I_{\text{ref}}} \left(1 - R_{\text{EO}}\right)^2 = \alpha \left(1 - R_{\text{EO}}\right)^2. \quad (15)$$

since only a fraction of the incident pulse makes exactly one round-trip through the crystal.

Uncoated LiTaO$_3$ makes $\alpha' = 0.74 \alpha$, whereas coated LiTaO$_3$ produces $\alpha' = 0.94 \alpha$. To minimize these detrimental effects, the crystal requires a nearly perfect AR coating on the first surface ($R_{\text{EO}} = 0$) and a perfect HR coating ($R = 1$) on the second surface.

The final source of background is the light reflected by the DUT from the fiber-coupled beam used to trigger the photoconductive switch. A conservative estimate assumes that the fiber is positioned at the DUT and pointed directly toward the interferometer beam splitter [Fig. 69.33(c)]. The results of this analysis will be at least an order of magnitude too large because the estimate neglects the following facts:

1. the fiber is directed toward the DUT and will shadow reflected light;
2. the DUT will absorb incident photons;
3. the polarizing filter will attenuate reflected (scattered) light that is depolarized; and
4. the photoconductive switch may be located outside the image area.

From the above argument, the results of the following simplified analysis will be reduced by a factor of 10.

The divergence angle of the beam is determined by the fiber diameter and wavelength. A fraction of the light is reflected off the beam splitter toward the camera. The distance between the relay lens and DUT is determined by the desired magnification $m$ and lens focal length $f$. The lens has a finite aperture and collects only a fraction of the diverging beam from the fiber, $b_{\text{fiber}}$. Assuming a gaussian beam from the fiber tip, this simplified approach yields

$$b_{\text{fiber}} = \frac{I_{\text{ex}} R_{\text{ns}} \text{erf}\left(\frac{D}{D'}\right)}{I_{\text{ref}}}.$$

$$I_{\text{ex}} \quad \text{erf} \quad \left(\frac{D}{D'}\right). \quad (16a)$$
where

\[ \frac{D}{D'} = \frac{\lambda Dm}{2df(m+1)} \]  \hspace{1cm} (16b)

and where \( I_{\text{ex}} \) = intensity of the excitation pulse (≈1 mW), \( I_{\text{ref}} \approx 10 \mu\text{W} \) (for pixel saturation), \( R_{bs} \) = beam-splitter reflectivity, \( \text{erf}(\cdot) \) is the error function, \( D \) = lens-aperture diameter, \( D' = 1/e \) beam diameter at the lens, \( \lambda \) = wavelength, and \( d \) = fiber-core diameter.

Clearly, \( R_{bs} \) and \( m \) should be minimized, and \( f \) should be large. From Eqs. (16a) and (16b), typical operating conditions give \( b_{\text{fiber}} \equiv 13\% \), which we reduce to 1.3\%, as discussed above.

We have considered several factors that contribute to the nonideal terms \( \alpha \) and \( b \) in the interferometer transfer function. It is essential to use precision optics and minimize front-surface reflections from the EO crystal to prevent system degradation. Proper adjustment of the excitation beam intensity and fiber placement will limit background contributions from the excitation source. Finally, coated optics will reduce multiple reflections from other system optics. For a well-designed system having an AR-coated crystal, we obtain \( b = b_{\text{EO}} + b_{\text{fiber}} + b_{\text{lens}} \equiv 0.06 + 0.012 + 0.013 = 0.085 \), and \( \alpha = 0.94 \), thus making \( p \equiv 1.044 \). This value for \( p \) will be used in the remaining discussion.
System Linearity and Sensitivity

Linearity of the measurement system can be derived from the ratio of Eqs. (10a) and (8), where $\Gamma_0$ is replaced with $\Gamma_0^{\text{opt}}$, and $\Delta \Gamma_{\text{EO}}$ is a small-signal perturbation about $\Gamma_0^{\text{opt}}$. Evaluating linearity at $p = 1.044$, one can show that the measured response is linear within ±5% for $|\Delta \Gamma_{\text{EO}}| < 0.015$ rad; this is more than adequate for expected signals.

We have obtained an expression for the optimum sensitivity factor $f^{\text{opt}}(p)$ and numerical estimates of the parameter $p$. The next step is to determine the measurement resolution of the system given this information. First, we determine the system dynamic range (DR) and minimum resolvable phase change, then the voltage and $E$-field needed to produce this phase change.

From Eq. (10), we can determine $\text{DR}_{\text{signal}}$ if we assume that the pixel is nearly saturated so that $Q = Q_{\text{well}}$. The CCD has an electronic noise-equivalent signal $q_{\text{eq}} = 30$ electrons, shot noise $q_{\text{shot}} = 40$ electrons, and well capacity $Q_{\text{well}} = 80 \times 10^3$ electrons. Setting $q_{\text{noise}} = (q_{\text{eq}}^2 + q_{\text{shot}}^2)^{1/2} = 50$ electrons, we find

$$\text{DR}_{\text{signal}} = 20 \cdot \log \left( \frac{Q_{\text{well}} q}{q_{\text{noise}} Q} \right) q^{f_{\text{opt}}(p) \Delta \Gamma_{\text{EO}}}.$$  \hspace{1cm} (17)

For $\Delta \Gamma_{\text{EO}} = \pm 0.015$ rad (the limit of “linear” range) and $p = 1.044$, we find $f_{\text{opt}}(p) = 6.25$, and $\text{DR}_{\text{signal}} = 43$ dB.

The minimum detectable signal $\Delta \Gamma_{\text{EO}}^{\text{min}}$ is that which makes $q/Q = q_{\text{noise}}/Q_{\text{well}}$:

$$\Delta \Gamma_{\text{EO}}^{\text{min}} = \left( \frac{q_{\text{noise}}}{Q_{\text{well}} f_{\text{opt}}(p)} \right),$$ \hspace{1cm} (18)

which gives $\Delta \Gamma_{\text{EO}}^{\text{min}} = 100$ μrad, corresponding to $\lambda/6 \times 10^4$ resolution.

We relate $\Delta \Gamma_{\text{EO}}^{\text{min}}$ to the voltage necessary to produce it, using Eqs. (3c) and (3d):

$$\Delta \Gamma_{\text{EO}}^{\text{min}} \approx \pi \lambda n_2^3 r_{33} \left( \frac{\varepsilon_{\text{sub}}}{\varepsilon_{\text{EO}}} \right) (v_{\text{gap},\text{min}}).$$ \hspace{1cm} (19)

The minimum detectable voltage $v_{\text{gap},\text{min}}$ is constant for any (coplanar) gap geometry. $E_{\text{z},\text{surface},\text{min}}$ is the minimum field, which, if present at the surface of the crystal, could be resolved by the system:

$$E_{\text{z}} = \left( \frac{v_{\text{gap},\text{min}}}{g} \right).$$ \hspace{1cm} (20)

When testing a device fabricated on silicon ($\varepsilon_{\text{sub}} = 11.9$), using LiTaO$_3$ ($\varepsilon_{\text{EO}} = 43$, $r_{33} = 33$ pm/V, $n_2 = n_e = 2.180$), and $\lambda = 800$ nm, we find $\Delta \Gamma_{\text{EO}}^{\text{min}} = 3.7 \times 10^{-4} v_{\text{gap},\text{min}}$. By equating $\Delta \Gamma_{\text{EO}}^{\text{min}}$ to $100$ μrad, $v_{\text{gap},\text{min}} = 270$ mV, which corresponds to 27 kV/m on a 10-μm gap.

This sensitivity is well suited to measurement of microwave devices and complex transmission line structures. Several enhancements can be made to improve suitability for digital applications. A nonlinear organic salt known as DAST has $\varepsilon_{\text{EO}} = 7.0$, Pockels coefficient $r_{11} = 160$ pm/V, and $n = 2.460$. From Eq. (19), this would increase sensitivity by a factor of 43. Cooling the sensor reduces shot noise so that $q_{\text{noise}} \equiv q_{\text{eq}}$, thus by Eq. (18), increasing sensitivity by a factor of 1.6. In combination, these produce $v_{\text{gap},\text{min}} \equiv 4$ mV, and $E_{\text{z},\text{surface},\text{min}} \equiv 400$ V/m.

Modulation

Having discussed the attributes of an integrating detector, we now show how the signal is modulated about the desired operating bias point. We first discuss how the signal is modulated in each image and the timing required. We then discuss the characteristics of a frame transfer sensor and how to use these characteristics to our advantage.

Figure 69.34(a) is an expanded view of Eq. (6), about $\pi/2$. In the absence of an electric field, points A and B have equal and opposite phase change. A trigger pulse generated on the mutual rising edge of bias and actuator signals triggers the digitization of the data-acquisition system is synchronized to the camera’s pixel and field clocks and acquires images with the timing shown in Fig. 69.34(b). The electrical bias on the device’s photoconductive switch is synchronously modulated at the 30-Hz camera field clock frequency, thus decreasing 1/f noise (both laser and mechanical vibrations of the interferometer). The reference mirror position is modulated at 1/2 the bias frequency. A trigger pulse generated on the mutual rising edge of bias and actuator signals triggers the digitization of
four consecutive fields, corresponding to points C, A, D, B in Fig. 69.34(a).

The frame transfer CCD has two discrete sensor regions: an active-pixel site and a storage site of equal size. Each field is acquired over a 1/60-s integration period. An advantage of using a detector with a 1/60-s integration period is that 60-Hz electrical noise will average to zero. During integration, the active pixels integrate charge proportional to photon flux, while electrons in the storage site are clocked to the output amplifiers. During frame transfer, charges in the active pixels are transferred vertically via “bucket brigade” into the storage site. Charge transfer causes slight smearing due to transfer inefficiency, and distortion occurs for charge packets that are transferred through brightly illuminated pixels.

A high-speed modulator “gates” the laser “on” immediately before and after alternate frame transfer cycles, and “off” at all other times. This eliminates charge smearing during frame transfer and reduces the effective laser- and vibration-noise bandwidth significantly. The limiting speed for this modulation is governed by the frame transfer period (1.27 ms for our camera). If the laser is gated “on” for ~100 pulses, the effective modulation frequency would be ~750 Hz.

**Summary**

We have described and analyzed an ultrafast EO imaging system that uses an interferometer and CCD detector to map 2-D electric fields on an optoelectronic device. It is comparable to an ultrafast sampling oscilloscope having more than 180,000 channels. Limitations caused by using an integrating detector are reviewed, and optimum operating conditions are identified. Techniques are presented that allow modulation of the signals at 750 Hz, which will reduce sensitivity to laser and mechanical 1/f noise. System sensitivity in the absence of laser noise is estimated to be 270 mV, corresponding to 27 kV/m for a 10-µm coplanar structure. These values make the system well suited for testing microwave devices. Sensor cooling and the use of alternative EO materials should improve sensitivity by factors of 1.6 and 43, respectively, making the minimum resolvable voltage 4 mV. The system would then be easily capable of digital (e.g., CMOS) circuit evaluation.
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Nuclear Diagnostics for High-Density Implosions

The measurement of fuel compression, specifically the density-radius product ($\rho R$), is of fundamental importance in analyzing ICF implosions. To probe the large values of $\rho R$ anticipated for OMEGA (and NIF) experiments, nuclear diagnostics must be used.

Three $\rho R$ diagnostics are being developed for OMEGA. They rely on detecting the following nuclear particles: (1) energetic D and T ions (knock-ons) produced by colliding 14-MeV neutrons; (2) elastically scattered DT neutrons; and (3) tertiary DT neutrons. The starting point for generating each of these particles is the 14-MeV neutron produced in DT fusion, i.e.,

$$D + T \rightarrow \alpha + n(14.1 \text{ MeV}).$$

(1)

A small percentage of these neutrons (typically less than 0.01% for ICF conditions) will scatter elastically from D or T ions in the fuel (a prime indicates a scattered particle):

$$n + D(\text{or } T) \rightarrow n' + D'(\text{or } T'),$$

(2)

where $D'$ will be produced in a continuous spectrum from 0 to 12.5 MeV and $T'$ in the range of 0 to 10.6 MeV, with the remainder of the 14.1-MeV energy going to the scattered neutron. The number of such scattering events per DT-fusion neutron is directly proportional to the $\rho R$ of the fuel. This forms the basis for two of the nuclear diagnostics under development—knock-ons and elastically scattered neutrons: (1) the techniques for detecting the D and T knock-ons that were developed on the 24-beam OMEGA system will be extended to accommodate the higher values of $\rho R$ expected in future, near-term experiments (total target $\rho R \leq 200 \text{ mg/cm}^2$); and (2) techniques for detecting the elastically scattered neutrons and separating that signal from the expected neutron background will be investigated.

The third diagnostic involves reactions with the knock-on D and T ions. As these ions pass through the fuel, there is a small probability that they will undergo an in-flight fusion reaction with one of the thermal fuel ions:

$$D'(0 - 12.5 \text{ MeV}) + T(\text{thermal}) \rightarrow \alpha + n''(12 - 30 \text{ MeV}),$$

(3)

and similarly for the knock-on tritons, where $n''$ indicates a neutron scattered by an already scattered D. Because the D and T knock-ons are charged particles, they will be slowing down as they fuse. This can complicate the interpretation of the diagnostic signal, as the rate of slowing down depends on the temperature in the fuel as well as the density. The number of these high-energy neutrons from the tertiary reaction actually measures the product ($\rho R$ ($\rho R''$), where $R''$ is either the radius of the target or the range of the D or T knock-on ions, whichever is smaller. The first factor of $\rho R$ comes from the production of the knock-ons. Thus, for small $\rho R$ (OMEGA), the tertiary yield varies as ($\rho R$)$^2$; and for large $\rho R$ (NIF), it is proportional to $\rho R$.

This article presents more details about these three diagnostics, together with comments on where further development is necessary. Two other nuclear diagnostics are under consideration but will not be discussed here, because they involve the additional complication of adding He$^3$ to the target. These two diagnostics use the D-He$^3$ proton: the energy loss of the 14.7-MeV proton from thermal D-He$^3$ fusion can measure the target $\rho R$ up to several hundred mg/cm$^2$, and tertiary protons from in-flight D-He$^3$ fusion, using knock-on D or He$^3$ ions, can measure the $\rho R$ of the He$^3$ in the target. The detection of these protons from different directions can give information about gross asymmetries of the compressed core.

**Knock-Ons**

The knock-on diagnostic was developed at LLE for the 24-beam OMEGA laser and used to diagnose implosions with a fuel $\rho R$ up to ~30 mg/cm$^2$ and with a comparable $\rho \Delta R$ for the glass shell around the fuel. For values of fuel-plus-shell $\rho R$ in excess of 100 mg/cm$^2$, the knock-on spectrum becomes...
substantially distorted due to significant slowing down of the D and T ions as they pass through the target; this can introduce some uncertainty in interpretation of the diagnostic signal. It is important to spectrally resolve the high-energy portion of this charged-particle signal, to separate the knock-ons from other sources of energetic ions, and to determine how the knock-on spectrum has been modified by slowing down in the target. Gross spectral resolution was obtained on the 24-beam OMEGA laser using stacked track detectors. Higher resolution will be obtained in future OMEGA experiments using a charged-particle spectrometer. This will extend the applicability of the knock-on diagnostic to meet the needs of the OMEGA experimental program for the first few years of operation.

To illustrate how the diagnostic can be used, Fig. 69.35 shows the calculated spectrum of knock-on deuterons for the simple model of a hot DT core surrounded by a “cold” (0.5-keV), denser CH shell. A characteristic feature of the spectrum is a peak at high energies produced by the forward-peaked cross section for scattering with 14-MeV neutrons. (This peak contains ~16% of the deuteron knock-ons.) Figure 69.35 shows how the peak is shifted to lower energies due to increased slowing down as the $\rho \Delta R$ of the plastic shell increases. [The energy loss in the fuel is relatively small in this example because the fuel temperature is high and the $\rho R$ is small (40 mg/cm$^2$).] The peak changes position and shape but remains well defined. By spectrally resolving this peak, it is possible to obtain simultaneously two important pieces of information about the compressed core: the position of the peak determines the $\rho AR$ of the plastic shell, and the number of knock-on deuterons in the peak determines the $\rho R$ of the fuel. The fuel $\rho R$ is related to the number of deuterons in the peak ($N_D$) and the DT neutron yield ($Y$) by the following relation:

$$\rho R = 83 \frac{N_D}{Y} \text{ g/cm}^2$$  

for equimolar DT. A similar relation is available for knock-on tritons, but the more energetic deuterons can be used to diagnose higher values of $\rho R$.

To facilitate measurement of the knock-on spectrum, a charged-particle spectrometer is being developed at MIT for OMEGA experiments. The spectrometer uses a 7.5-kG magnet to momentum select the particles and deflect them from the straight-line path followed by neutrons and x rays. The charged-particle paths are determined from trajectory calculations. The magnet has recently been tested at MIT using protons with energies from 1 to 15 MeV. As depicted in Fig. 69.36, the particles are deflected and then impinge onto a detector plane where they are intercepted by a combination of charged-coupled devices (CCD’s) and CR-39 plastic track detectors. As demonstrated in recent experimental studies at MIT, the CCD’s act as high-resolution energy detectors. Through the combination of magnetic momentum selection and the energy determination of the detectors, either CCD or track, the energy and identity of each particle will be uniquely specified. From these data, the spectra of all charged particles will be constructed, and vital information about the core conditions and dynamics will be measured.

This spectrometer also forms the basis of a joint proposal between MIT, LLE, and LLNL for a NIF diagnostic that will measure both the implosion symmetry and the core $\rho R$. This makes use of very energetic tertiary protons (~31 MeV) that can easily penetrate all plasmas envisaged for the NIF. For example, the range of these protons is ~3 g/cm$^2$, whereas the $\rho R$ expected for a typical NIF capsule is ~1 g/cm$^2$. Even for some implosion scenarios simulated for OMEGA, situations have been encountered where these tertiary protons could prove particularly useful for determining core conditions, beyond the range of applicability of the knock-on diagnostic.
Elastically Scattered Neutrons

The second reaction product from \((n,D)\) and \((n,T)\) scattering, namely the elastically scattered neutron, could be used to diagnose all values of \(\rho R\) of interest to ICF. Like the charged-particle knock-ons, the number of these is directly proportional to the \(\rho R\) of the fuel but, since they are neutral, they do not slow down in the target, and therefore this diagnostic is not limited to small values of \(\rho R\).

To determine if the elastically scattered neutrons can be separated from other sources of neutrons produced in the target, Monte Carlo calculations have been performed to calculate the spectrum of all neutrons emerging from the target. The spectra for two values of \(\rho R\) are shown in Fig. 69.37. The peak at 14 MeV is, of course, the primary source from DT fusion. The neutrons above 14 MeV are from tertiary reactions, discussed in the next section. In the range of 8 to 10 MeV, there are contributions from many sources including \((n,2n)\) reactions with deuterium and \(T(T,2n)\alpha\) reactions; it is not possible to separate out the contribution from elastic scattering in this region. However, in the range of 10 to 13 MeV, elastically scattered neutrons completely dominate the spectrum. The number of neutrons in this range is large enough to provide a model-independent determination of \(\rho R\) for all experiments planned for OMEGA and NIF. (It should be noted that the two curves shown in Fig. 69.37 are distinguishable because they are both normalized to the primary yield.)

The main effort in neutron diagnostic development is to devise a method for shielding against the effects of the primary DT neutrons. These 14-MeV neutrons can lose energy as they scatter from structural material around the target chamber or within the diagnostic instrument itself, and they can enter the 10- to 13-MeV window that is being scanned for the elastically scattered neutrons from the target.

Tertiary Neutrons

A significant portion of the tertiary neutron spectrum lies above the 14-MeV primary source (Fig. 69.37). There are no other reactions that can produce neutrons in the range of \(~15\) to 30 MeV. However, because this is a tertiary reaction, the number of neutrons produced is several orders of magnitude lower than for elastic scattering. For the NIF, yields are sufficiently high that this should not be a problem. However, for OMEGA experiments, it might be difficult to collect a statistically useful number of tertiaries for targets with low neutron yields. Time-of-flight detectors with a solid angle of \(~10^{-5}\) should be adequate for the NIF. On OMEGA, it might be necessary to use carbon activation foils that could increase the detection solid angle by an order of magnitude. The carbon foils would detect all neutrons with energy above \(~18\) MeV, without spectral resolution. However, since there are no other sources of neutrons in this range, spectral separation is not necessary.

For OMEGA implosions, the “cold” part of the fuel will have temperatures below ~1 keV throughout the implosion. In this range, the slowing down of the high-energy knock-on deuterons is relatively temperature independent, for the intermediate step in tertiary-neutron production. Figure 69.38 shows the expected ratio of tertiary neutrons (detected by a carbon foil) to the primary DT fusion yield as a function of \(\rho R\), assuming temperatures of 0.5 keV and 1 keV. The neutron ratio determines \(\rho R\) to within \(\pm 5\%\) for these conditions. Superim-
posed on Fig. 69.38 are results from a full hydrodynamic simulation of an OMEGA implosion showing how the neutron ratio varies with the neutron-weighted $\rho R$ at different times during the implosion. The neutron ratio varies roughly as $(\rho R)^2$, as the range of the knock-on deuterons and tritons is larger than or comparable to the radius of the target.

For a burning NIF target, the temperatures will be considerably higher and the temperature dependence of the diagnostic will be much larger. Uncertainties of interpretation due to this temperature sensitivity can be reduced by a detailed analysis of the tertiary spectrum using a neutron time-of-flight detector.
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