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Joe Barone (left) and Larry Iwan, members of the Optics and
Imaging Sciences Group at LLE, examine a large-aperture pho-
tographic mask used to fabricate distributed phase plates (DPP’s)
for the OMEGA laser system. DPP’s play a key role in the
OMEGA experimental program. By modifying the spatial co-
herence of the individual UV beams, the DPP’s increase the
on-target irradiation uniformity and make possible other uni-
formity enhancements.
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In Brief

This volume of the LLE Review, covering the period October–December 1995, contains a description of
the generation and characterization of continuous, deep-surface-relief phase plates that are more efficient
and versatile than previous designs. The LLE program plan has scheduled a number of enhancements to
OMEGA’s performance and uniformity, the first of which is the implementation of these new distributed
phase plates. Other articles in this volume include the discussion of an x-ray diagnostic method to measure
shell-fuel mixing, the theoretical analysis of ablation-front stability, a description of a major subsystem
in the OMEGA control system software, a study of the population inversions in intensely pumped
Nd:YLF, and a description of a new ultrafast laser system and its uses.

Highlights of the research presented in this issue are

• New continuous phase plates have been manufactured and characterized for use on the OMEGA laser
system. These components have demonstrated the ability to couple up to 25% more energy to the target
than previous designs, and to operate over a wider range of target diameters.

• A method is proposed to diagnose shell-fuel mixing using x-ray spectroscopy. Emission and
absorption lines from dopant material, localized in the target shell, diagnose the extent that shell
material has mixed with the fuel of an imploded target.

• Analytic calculations of the stability of ablation fronts subjected to the Rayleigh-Taylor instability are
presented. This model assumes an arbitrary power-law dependence of the electron thermal conduction,
thus allowing application to both direct and indirect drive. Excellent agreement is demonstrated
between the model’s growth-rate formula and numerical results for a variety of conditions.

• One of the top-level subsystems in the new control system for the OMEGA laser is the Power
Conditioning Executive—the software that controls the power conditioning hardware. It provides
interface to the system operators and is responsible for the safe and reliable execution of laser shots.

• To simulate and investigate the intense pumping associated with diode-pumped lasers, a pump-probe
experiment has been performed. The results show that, at high population inversions, two-body energy
transfer upconversion (ETU) can be a significant loss mechanism for the 4F3/2 upper state of the
Nd:YLF laser.

• Using commercially available subsystems, a Ti:sapphire laser system has been configured to produce
ultrashort pulses that are tunable to a wide region. Using nonlinear optical conversion processes,
femtosecond pulses have been produced in the spectral range from the ultraviolet to the infrared,
including terahertz pulses. These pulses have been used to perform ultrafast measurements of solid-
state media used in optics, electro-optics, and electronics.

Thomas R. Boehly
Editor
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An essential requirement for both direct-drive and indirect-
drive laser fusion is the uniform irradiation of targets that are
located at the far field and quasi far field of the laser system.
Higher uniformity results in reduced Rayleigh-Taylor insta-
bilities and improved spherical convergence of fuel capsules
during high-density compression. For high-power, solid-state
laser drivers, a major contribution to irradiation nonunifor-
mity is the intensity distribution of the individual
frequency-tripled beams at the target plane. The irradiance
nonuniformities are caused primarily by spatial variations in
the near-field phase front that accumulate as the pulse propa-
gates through the air and laser optics. Optical phase conversion
at the end of a laser system, using distributed phase plates
(DPP’s),1 modifies the beam’s field coherence, thereby chang-
ing its focusing properties and shifting energy toward the
higher spatial frequencies that can be rapidly blurred using
temporal beam-smoothing techniques.

In the past, the price of this coherence control was a loss of
20%–25% of the laser energy. The primary goal in the design
of a new phase converter is to achieve lossless, wavefront-
insensitive, phase conversion. This has been recently achieved
with a new variety of DPP (continuous, deep-surface-relief
phase plates) that has been generated and characterized for use
in the 60-beam OMEGA laser system. The two-level binary
phase plates previously deployed on the 24-beam OMEGA
laser system provided coherence control but had significant
losses and operated over a narrow range in the focal direction.
These new continuous DPP’s perform nearly lossless phase
conversion of high-power laser beams,2,3 providing a cou-
pling efficiency to target of *95%. They also operate over the
full range of target diameters planned for the LLE experimen-
tal fusion-physics program.

OMEGA DPP Requirements
The requirements for this new generation of DPP’s are high

transmission to the target, a weak super-Gaussian irradiance
profile, and operation over a range of target sizes. They must
be significantly more efficient than the previous two-level
DPP’s whose overall coupling efficiency was limited to 78%.

High-Efficiency Distributed Phase Plate Generation
and Characterization

Of that lost energy (22%), 16% was due to diffraction rings
produced by the edges of the binary elements. The goal was to
retrieve all of this energy by implementing continuous features
on the phase plates, thereby eliminating the diffraction loss.
This would result in DPP’s that have to-target transmission
efficiencies of 94%–96%. The DPP design should provide an
intrinsic efficiency of 100%; however, some loss is allowed to
accommodate both alignment and manufacturing tolerances.
Of the remaining 4% to 6% energy loss, approximately 3.5%
must be allocated to beam-to-target alignment tolerances.
Therefore, additional energy losses associated with the manu-
facturing process, such as surface scatter and reflection, must
be limited to less than 2.5% of the incident energy.

The required irradiance envelope produced by the DPP’s is
mathematically represented by a rotationally symmetric
supergaussian of order between 2 and 3. (An order 2 produces
a Gaussian distribution.) It is also desired that the DPP provide
the relatively flat power spectrum characteristic of the previ-
ous two-level DPP’s. When these distributions are overlapped
on a target, the amplitudes of the low- to mid-range modes (λ
> 20 µm) should not exceed the extremes produced by random
statistics. High spatial frequencies (λ < 20 µm) are less detri-
mental because of their fast smoothing times in the presence of
temporal beam smoothing.

The DPP must also provide an irradiance distribution that
adequately integrates over the full aperture of the input pupil
so that the spectral modes, produced by spatial color cycling,
overlap at the target plane. DPP’s containing Fourier gratings
inherently meet this requirement when used at or near the focal
plane of a lens. Finally, the new DPP must provide the above
efficiency, irradiance, power spectrum, and temporal beam-
smoothing capability for target diameters ranging from 800 to
1000 µm. On OMEGA this necessitates operation in a range of
±4 mm along the optical axis of the lens.

Phase-Plate Concept
To achieve both high efficiency and the desired profile at

the target plane, the continuous DPP was designed with a
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specific combination of a Fourier grating phase plus a random
phase. Produced by the surface relief on such a DPP, the phase
consists of a random term combined with several spatially
periodic terms. These two terms are superposed on a single
surface but are shown in Fig. 65.1 on either side of a plate for
clarity only. The purpose of the spatially periodic terms, or
Fourier grating terms, is to diffract the collimated incident
beam into multiple orders or multiple beamlets.2 These orders
are collected by the lens to form an array of foci at the Fourier
plane of the lens. The lateral separation of these foci (d*) can
be expressed in terms of the wavelength λ of light used, the f
number (f#) of the focusing lens, and the number of grooves
or elements in the grating, N:

d Nf
Nf

D

f

d
* ,#= = =λ λ λ

(1)

where N is equal to the diameter of the grating (D) divided by
the groove spacing (d); N = D/d. The Fourier gratings separate
an incident laser beam into a two-dimensional angular spec-
trum of beamlets that focus at the focal plane of a lens. As a
result, the interference pattern produced by the coherent over-
lap of the beamlets depends primarily on the phase transfer
function of the distributed phase plate rather than the wavefront
of a typical laser beam.

In the simplest case, the surface-relief profile of a DPP can
be composed of several sinusoidal components together with
a random component. The phase retardation is distributed over
the DPP surface by introducing optical path differences

(OPD’s) in the form of a thin film of varying thickness t(x,y)
and material refractive index n. The exact amount of phase
retardation φ experienced by a transmitted wavefront depends
upon the wavelength (λ) of light and is given by

φ π
λ

π
λ

= ( ) = ( ) −( )[ ]2 2
1OPD t x y n, . (2)

Optical modeling shows that the energy coupled to a target
using the new continuous distributed phase plate is substan-
tially greater than that using a two-level binary phase plate as
shown in Fig. 65.2. To allow for small beam and target
misalignments, approximately 3.5% of the incident energy
misses the target. This energy is accessible with the penalty of
lower irradiation uniformity. Underfilling a spherical target
causes an increase in the amplitude of medium-order spherical
harmonic modes. Nevertheless, an increase in energy effi-
ciency from 78% to 96% represents a 20%–25% increase in
total energy delivered to the target. Simulations have shown
that phase conversion with our new continuous DPP’s meets
the design requirements over a sufficiently long depth of focus
to accommodate a wide range of target diameters.

DPP Generation
Optical lithography is an excellent means of generating

complex surface-relief structures that subsequently can be
replicated into polymers that are compatible with high-irradi-
ance UV laser light. Using a combination of photographic and
photolithographic techniques, both mask fabrication and pho-
toresist patterning have been successfully demonstrated at
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Figure 65.1
The surface of a continuous distributed phase
plate consists of a random term combined with
several periodic terms. These produce an irradi-
ance distribution at the focal plane of a lens that
efficiently couples laser light to targets in the
range of 800 to 1000 µm in diameter. The two
phase terms are shown on either side of the sub-
strate for clarity only.
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Figure 65.4
Fizeau interferometry is used to characterize the optical path differences that
are photolithographically generated in a photoresist coating using the calibra-
tion mask shown in Fig. 65.3. The interference fringes are computer analyzed
to examine linearity of the transfer from mask transmittance to photoresist
phase difference.

LLE, resulting in the fabrication of 310-mm-diam continuous
DPP’s suitable for use in OMEGA.

The photolithographic process begins with the calibration
of a Celco photographic-film writer, using, as a reference, the
interferometric measurement of a test phase plate made in
photoresist. The calibration mask used in this stage is a sheet
of photographic film containing both continuous and stepped
regions of varying density whose transmittance functions are
used to characterize the linearity of the photolithographic
process. An enlargement made from a computer-generated,
35-mm negative, shown in Fig. 65.3, is produced using stan-
dard silver-halide processing techniques. Following the
chemical processing of the photoresist, Fizeau interferometry
is used to characterize the optical path differences within the
photoresist phase plate. The interference fringes, shown in
Fig. 65.4, are computer analyzed to examine linearity of the
transfer from mask transmittance to phase difference in the
photoresist. These results are used to generate an end-to-end
process inversion curve.

The final inversion curve, shown in Fig. 65.5, relates the
Celco film writer’s code values to the range of phase differ-
ences required in the DPP design. The inversions contained in

Figure 65.2
The energy coupled to a target using a continuous distributed phase plate is
substantially greater than that using a two-level binary phase plate. Approxi-
mately 4% of the incident energy is distributed around the target to allow for
minor beam and target misalignments. An increase in energy efficiency from
78% to 96% represents a 20%–25% increase in total energy delivered to
the target.

Figure 65.3
The calibration mask is a sheet of photographic film containing both con-
tinuous and stepped regions of varying density whose corresponding
transmittance functions are used to characterize the linearity of the
photolithographic process. A 9-in. enlargement made from a computer-
generated, 35-mm negative is produced using standard silver-halide
processing techniques.
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Figure 65.5
The final inversion curve relates the code values for the Celco film writer to
the range of phase differences required in the DPP design. The multiple
inversions contained in this final curve include nonlinearities in the film
writer, recording film, enlargement film, and photoresist. Several iterations
were required to yield a sufficiently linear relationship between the desired
phase differences and the actual phase difference realized in the surface relief
of the photoresist.

this final curve include the nonlinearities in the film writer,
recording film, enlargement film, and photoresist. Several
iterations were required to yield a sufficiently linear relation-
ship between the desired phase differences and those produced
in the surface relief of the photoresist. The mask used to
generate the desired DPP surface relief is shown in Fig. 65.6.
It is a sheet of silver halide film containing the distribution of
densities that follow the range established by the previous
calibration process. The mask transmittance function times the
material removal function of the photoresist is linearly related
to the phase difference produced in the DPP design.

Interferometric analysis of the DPP master is performed
by positioning the edge of the master in a single-pass Mach-
Zehnder interferometer. Spatial synchronous phase detection
is used to analyze the high-frequency fringes that extend from
the region of thick photoresist to the region of thin photo-
resist. Low-frequency fringes are shown in Fig. 65.7(a) to
help the reader visualize the phase shifts. The peak-to-valley
optical path difference, shown in Fig. 65.7(b), corresponds to
the maximum phase difference contained in the photoresist
DPP master.

The final steps to generate DPP’s for the OMEGA laser
system involves the transfer, or replication, of the surface relief
into a suitable UV-compatible material. After extensive devel-
opment of release mechanisms, the replication of photoresist
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Figure 65.6
The mask used to generate the desired DPP
surface relief is a sheet of photographic silver
halide film containing a density distribution
whose transmittance function follows the range
established by the previous calibration iteration.
The mask transmittance function times the
material removal function of the photoresist is
linearly related to the phase difference required
in the DPP design.
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Figure 65.7
Interferometric analysis of the DPP master is performed by positioning the edge of the master within a single-pass Mach-Zehnder interferometer. Spatial
synchronous phase detection is used to analyze the high-frequency interference fringes that extend from the region of thick photoresist to the region of thin
photoresist. Low-frequency fringes are shown in (a) for clarity. The peak-to-valley optical path difference (b) measured here corresponds to the maximum phase
difference contained in the DPP phase distribution.

masters into a UV epoxy succeeded using an evaporative-
coating release-layer technology borrowed from the industrial
sector.4 The fabrication of DPP’s is performed in class 100 to
1000 clean-room conditions to limit contamination that can
cause losses due to surface-relief scattering, material scatter-
ing, and material absorption.

DPP Characterization
The on-target irradiation distribution from a single focused

laser beam is measured with equivalent-target-plane photo-
graphic cameras. Experimental results from these cameras are
shown in Fig. 65.8. Each element within the array represents
the same spatial image recorded at successively lower expo-
sures. Figure 65.8(a) shows a focal-spot distribution produced
by a two-level binary phase plate, while Fig. 65.8(b) shows the

more efficient pattern produced by the new continuous DPP.
Note that the diffraction lobes are absent from the spot pro-
duced by the continuous DPP.  These images were density-to-
irradiance converted using a calibration curve derived from the
known changes in exposure between images of each array. As
can be seen in Fig. 65.9, a dynamic range of 104 is then
obtained. This range is required to accurately measure the
high-contrast speckle produced by phase conversion of the
laser beam.

A photographic image generated with cw laser light
[Fig. 65.10(a)] is compared with that from a beamline of the
OMEGA laser system [Fig. 65.10(b)]. Although the wave-
length of the cw (364-nm) laser is different than the OMEGA
laser (351 nm), compensating diffractive and refractive effects

Two-level binary DPP
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(a)

(b)

E7852

OPD
= λ

(a) (b)

0

1

2

3

Distance (mm)

S
ur

fa
ce

 h
ei

gh
t (µ

m
)

0 1 2 3(λ = 633 nm)

Figure 65.8
The on-target irradiation distribution from a
single focused laser beam is measured with
an equivalent-target-plane photographic cam-
era. Each element within the array represents
the same spatial image recorded at succes-
sively lower exposures. Figure 65.8(a) shows
the lossy diffraction lobes produced by a two-
level binary phase plate, while Fig. 65.8(b)
shows the more efficient pattern produced by
the new continuous DPP.
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cause these results to be essentially equivalent. Orthogonal
scans through the center of an equivalent-target-plane image
show the irradiance modulation that is characteristic of laser
speckle. The dominant visual characteristic for these phase
plates is the random variation in irradiance, which obeys
negative exponential statistics. Figures 65.11(a) and 65.11(b)
show horizontal and vertical cross sections of the irradiance,
respectively, for the OMEGA beam shown in Fig. 65.10(b). An
individual cross section can contain a peak-to-average irradi-
ance ratio of several hundred percent; however, only a small
fraction of the total energy resides in these modulations. Fig-

ure 65.12 shows the total energy contained within a circle
surrounding the center of the beam as a function of the radius
of that circle. This is referred to as an encircled energy plot.
Curve A is an experimental cw result, curve B is an experimen-
tal pulsed result, curve C is the result of theoretical calculation,
and curve D is the desired encircled energy profile for the
irradiation for direct-drive targets. Good agreement between
these curves, near the 400-µm radius, indicates that a useful,
highly efficient DPP has been generated.

Extensive testing of the DPP far-field performance is per-
formed to ensure that accurate focusing can be accomplished
on the OMEGA laser system. In addition to the photographic
analysis described above, energy-transfer measurements are
made by translating target-sized apertures along the optical
axis. These measurements are used to determine both the
minimum spot size and the energy-transfer efficiency of the
DPP. Equation (3) shows the functional form of the relation-
ship between target diameter and focal shift for a given DPP-
specific minimum spot and a desired encircled energy on
target:

∆ ∆Z D
D

D
ZT m

T

m

N E
N E

p

c
c

= ( ) 



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−














+
( ) ( )

6 429 1

1

. , (3)

where Dm = minimum beam diameter containing Ec; DT =
target diameter (800 to 1000 µm); Ec = encircled energy on
target; N(Ec) = calculated order; and ∆Zp = power-induced
focal shift. The minimum spot size (Dm) is used in Eq. (3) to
provide the correct position of the focus lens given a desired
target diameter and a specific encircled energy. A limited
amount of defocus can be used to compensate for DPP

650 mmE7855 650 mm

(a) (b)

Figure 65.9
The photographic images generated by the equivalent-target-plane camera
are density-to-irradiance converted using a calibration curve derived from the
array of images. A dynamic range of 104 is obtained to accurately measure the
high-contrast speckle produced by phase conversion of the laser beam.
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Figure 65.10
(a) The photographic image generated with cw
laser light is compared with (b) that from a
beamline of the OMEGA laser system. Although
the wavelength of the cw (364-nm) laser is
different than the 351-nm OMEGA laser, com-
pensating diffractive and refractive effects
cause these results to be essentially equivalent.
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Figure 65.11
Orthogonal scans through the center of an equivalent-target-plane image show the irradiance modulation characteristic of laser speckle. Figures 65.11(a) and
65.11(b) show horizontal and vertical cross sections of the irradiance, respectively. An individual cross section can contain a peak-to-average irradiance ratio
of several hundred percent; however, only a small fraction of the total energy is contained in these peaks.

Figure 65.13
The radius of the contour containing 96.6% of the energy presented to the
focal plane is plotted as a function of the shift of the focus lens along the
optical axis. A range of target diameters between 800 and 1000 µm can be
irradiated with the new continuous DPP. The gradient of the curve in the
vicinity of an 800-µm target is approximately a change in diameter of 10 µm
per 100 µm of focal shift.

Figure 65.12
The total energy contained within a circle surrounding the center of the beam
is plotted as a function of the radius of the circle. Curve A is an experimental
cw result, curve B is an experimental pulsed result, curve C is the result of
theoretical calculation, and curve D is the desired encircled energy profile.
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The family of hyperbolic curves shown in Fig. 65.13
represent a specific case of Eq. (3). The radius of the contour
containing 96.6% of the energy is plotted as a function of the
focus lens position along the optical axis. Minimum spot sizes
of between 675 and 750 µm are represented here. The gradient

of the curve in the vicinity of an 800-µm target is approximately
a change in diameter of 10 µm per 100 µm of focal shift.
Additional families of hyperbolic curves can be generated to
allow flexibility in choosing an encircled energy on target; the
limits, however, are the amount of energy that misses the target
and the overall irradiation uniformity. A coupling efficiency
of 96.6% (incident light that irradiates the target) is a compro-
mise between these constraints.
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Conclusions
An extensive development program has produced signifi-

cantly improved DPP’s that are characterized as continuous,
deep-surface-relief phase plates. These DPP’s can perform
nearly lossless phase conversion of high-power UV laser
beams, thus delivering up to 25% more energy than previous
designs. These DPP’s also provide the desired irradiance
envelope and speckle distribution over the full 800- to
1000-µm range of target diameters envisioned for the near-
term experimental target physics program at LLE. In addition,
epoxy-replicated DPP’s exhibit high damage thresholds and
meet the design requirements for the upgraded OMEGA laser
system. It is anticipated that near-term target experiments will
be carried out on OMEGA to study the hydrodynamic benefits
of these new DPP’s with temporal beam smoothing and that
additional criteria will be established to design fully optimized
DPP’s for the future.5,6
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A major limitation on fusion target performance is the mixing
of shell material with the fuel during the final stage of the
implosion. This mixing is the result of hydrodynamic instabili-
ties that cause nonuniformities on the inner surface of the
shell to grow as the shell decelerates. The seeds for this growth
are nonuniformities that grow sufficiently during the accelera-
tion phase to feed through the shell. This acceleration-driven
growth is initially seeded by laser and target nonuniformities.
The open geometry of planar targets has been used extensively
to investigate growth during acceleration; however, to study
deceleration-driven growth and shell-core mixing, implosions
are required.1 Recent experiments used the image of x-ray
emission from the shell (enhanced by high-Z doping) to diag-
nose these effects experimentally.2 We have subsequently
shown theoretically3 that when backlighter imaging is used in
the experiment, additional information is obtained and the
ability to detect shell-core mixing is enhanced. We have also
shown3–5 that in such a backlighting experiment, monochro-
matic imaging (using, for example, a diffracting crystal) is
required because of the overwhelming self-emission from
the target.

We present here the analysis of a different diagnostic
method for detecting shell-core mixing that does not require
backlighting; in effect, the central core emission is used as a
backlighter for the surrounding shell. A particular target ex-
periment is simulated and the expected experimental signature
calculated and analyzed. This signature is the emerging x-ray
spectrum rather than the target image, as was the case in the
work cited above. The absorption spectrum produced when the
core radiation traverses an embedded signature layer in the
shell was reported earlier.6 In that work (conducted in collabo-
ration with LANL), we showed that when a KCl layer is
embedded in a CH shell that is imploded as an exploding
pusher, the continuum core radiation produces absorption lines
of K and Cl ions that provide information on the temperature
and ρ∆r of the imploded shell. Here we show that, in doped
targets that suffer shell-core mixing, emission lines of the
dopant ions can appear due to inward migration of doped
material. We show that for OMEGA experiments a small

Diagnosis of Shell-Core Mixing Using Absorption and Emission
Spectra of a Doped Layer

admixture of titanium dopant in a thin CH layer is sufficient
for the measurement of titanium lines, yet creates minimal
perturbation of the target behavior. We calculate the emerging
spectra of a particular target implosion on the OMEGA laser.
For this test case, LILAC results were used for the expected
temperature and density profiles of the unmixed target. A post-
processor code was developed4 to calculate the emission and
transport through the target. A simple procedure is used to
simulate the mixing, and the radiation transport equation is
then solved for unmixed as well as mixed targets.

The target is a polymer shell of 940-µm diameter and
30-µm thickness, filled with 80 atm DT gas. Within the CH
polymer shell is a layer doped with titanium; the doped-layer
thickness and position within the shell are varied. The concen-
tration of titanium atoms, 1% by atom number, is such that a
doped layer of a few-micron initial thickness would show
significant absorption at the wavelengths of titanium lines.
One-dimensional simulations by LILAC showed that the
addition of such a layer made little change in hydrodynamic
behavior. (This point is discussed further in the next section.)
The choice of titanium was dictated by the fact that, at peak
compression of the test target, radiation wavelengths shorter
than ~3 Å are needed to avoid severe continuum absorption by
the shell (as opposed to the much stronger line absorption). On
the other hand, too high a Z (and thus too short wavelengths)
would cause even the line absorption, essential to the method,
to be insignificant.

For all simulations, the laser pulse is trapezoidal, rising
linearly over 0.1 ns to 13.5 TW, then remaining constant for
2.2 ns, before dropping linearly over 0.1 ns. Figure 65.14
shows the density and electron-temperature profiles predicted
for this target at peak compression. The shell material has been
compressed to a mean radius of ~50 µm and a thickness of
~30 µm, with a density in the range of ~10 to 50 g/cm3,
corresponding to a ρ∆r value of ~90 mg/cm2. The electron
temperature in the shell ranges from ~80 to ~800 eV. Most of
the line absorption will occur within the colder, outer part of
this compressed shell.
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resulting fraction of, say, fuel material as part of the total
density is reasonably smooth and reaches the correct values at
the boundaries of the mixed region. Furthermore, the effect of
the mixing on the temperature and electron density distribu-
tions in the mixed region was also included. Finally, the model
allows for the mixing of specific doped layers; namely, the
dopant material follows the CH element in which it was
embedded initially, and the percentage of doping remains
the same.

To discern whether the discontinuity introduced by the
doping increases any existing instability and thus mixing, the
influence of doping on the growth rate of Rayleigh-Taylor
instability was investigated. We note that the linear growth rate
is proportional to A1/2, where A is the Atwood number, defined
as ρ ρ ρ ρh l h l−( ) +( )  in terms of the high and low mass densi-
ties on each side of the discontinuity. In our case the density
discontinuity caused by the doping is 2%, which by itself
would give rise to an Atwood number of A ~ ~ .∆ρ ρ2 0 01. In
typical target implosions, the Atwood number (determined by
the density gradients near the ablation surface) is in the range
of 0.5 to 1.0;7,8 it can therefore be estimated that the growth-
rate increase due to doping is less than 10%.

To simulate the emergent absorption and emission spectra,
multigroup opacity tables were generated using the OPLIB
opacity library.9 The radiation transport model developed
earlier4 was used to calculate the emergent spectra. That model
uses temperature and density profiles generated by LILAC and
the multigroup opacity tables to calculate radiation emission
and absorption. The use of the OPLIB opacity calculations
requires the assumption of LTE conditions, the applicability of
which is discussed in the following section.

Figures 65.15 and 65.16 show examples of OPLIB data for
two density and two temperature values, relevant to the condi-
tions of Fig. 65.14. The spectra consist of helium-like and
hydrogen-like lines, including satellite lines that appear on the
low-energy side of those lines. The major difference between
the spectra at T = 0.4 keV and T = 1 keV is the appearance of
the hydrogen-like (Lyman) lines; this is because, at the lower
temperature, the population of the hydrogen-like specie is
negligibly small. In going from a density of 0.4 to 12.8 g/cm3,
the plasma becomes less ionized, as indicated by a lower
relative intensity of the Lyman lines when comparing the two
T = 1 keV curves (the Lyman lines are absent from the lower
temperature curves). Also, a comparison of the satellite mani-
fold near the He-α line (especially for the two T = 0.4 keV
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The density and electron-temperature profiles predicted by the LILAC code
at peak compression for the case studied in this article. The vertical bar marks
the position of the shell-fuel interface.

Modeling of Target Mixing and Radiation Transport
The procedure for modeling shell-core mixing was de-

scribed in an earlier publication.3 This procedure is applied to
LILAC-calculated profiles of a particular implosion experi-
ment; it does not include self-consistent feedback, i.e., the
effect of mixing in one time step upon the hydrodynamics and
radiation physics in subsequent steps. The limitations resulting
from this simplification will be discussed. Briefly, mixing
occurs during the deceleration (or burn) phase of the implo-
sion. The model determines a radial region within which
mixing is assumed to occur, the width of which is characterized
by a parameter α. It is defined such that the deepest penetration
of shell material into the fuel region spans a fraction α of the
distance between the shell-core interface radius and the free-
fall line (defined as the constant-velocity trajectory at the shell
maximum velocity). As time progresses, this penetration in-
creases; however, for the α values considered here, the
penetration is not severe enough to reach the target center.
Simulations of Rayleigh-Taylor unstable implosions7 show
that, in the nonlinear regime of the instability, the shell pen-
etrates into the fuel in the form of spikes; between the spikes,
the fuel penetrates into the shell region in the form of bubbles
whose penetration is typically half that of the spikes (for an
Atwood number close to 1). Within the mixed region, the fuel
and shell material densities are assumed to decay linearly into
each other’s region. As explained in Ref. 3, this choice is
more realistic than a uniformly mixed region. In particular, the
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Examples of OPLIB opacity data for CH polymer containing 1% titanium (by number of atoms) for a density of 12.8 g/cm3, at two temperatures.

curves) shows an intensity distribution of the peaks that is
skewed more toward high energies for the lower-density case,
again indicating decreased ionization with increasing density.
This is the result of the increasing importance of three-body
recombination, which rises faster with density than other, two-
body processes. In the case for T = 0.4 keV and ρ = 12.8 g/cc,
the combined effect of the low temperature and high density
reduces the ionization to the point where even the He-α line is
hardly visible. In that case, the spectrum consists mostly of
satellite lines. Finally, we note that the absolute magnitude of
the opacity tends to increase with increasing density and to

decrease with increasing temperature, but these trends are
modified by the changes in line ratios discussed above.

Satellite lines appear on the low-energy side of the various
lines, such as the He-α line (at 4.7495 keV), the Lyman-α
line (at 4.9733 keV), the He-β line (at 5.5821 keV), and the
Lyman-β line (at 5.8915 keV). The satellite lines correspond
to transitions similar to that of the nearby resonance line, in
ion species that are progressively less ionized. For example,
the He-α line corresponds to the transition 1s2p 1P–1s2 1S,
whereas those of the nearby satellites correspond to transitions
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of the type 1s(2l)m–1s2(2l)m-1, where m changes from 2 (Li-
like specie) to 8 (F-like specie). Since the satellite lines
correspond to L-shell ions, they are excited in colder target
regions as compared with those of the K-shell ions. This is the
basis for the mixing diagnostics described next.

Target Design for Mixing Diagnostics
The diagnostic method for mixing relies on the sharp

temperature gradient at the shell-fuel interface within the
imploded shell (see Fig. 65.14). Near that interface, the tem-
perature is high enough (~0.5 to 1.0 keV) for the emission of
helium-like and hydrogen-like titanium K-shell lines. In this
method, the titanium layer is placed in the original target far
enough from the interface, such that in a stable target, it never
gets hot enough to significantly emit these lines. Then, mixing
causes migration of doped polymer into the high-temperature
regions closer to the fuel interface, thus causing emission of
these lines.

Having chosen the doping material and concentration, we
next determine the optimal location of the doped layer within
the fabricated target. Figure 65.17 shows the spectra calculated
using the OPLIB opacity tables and the radiation transport
model described above, using the target profiles of Fig. 65.14
(peak compression in an unmixed target). A signature layer at
different locations within the shell consists of 1% titanium
doping (by atom number) in the CH polymer. The boundaries
of the signature layer in the initial target, with respect to the

shell-core interface, are (a) 0 to 1.12 µm, (b) 0.9 to 1.12 µm,
(c) 0.92 to 1.12 µm, and (d) 0.94 to 1.12 µm. The continuous
spectrum emitted by an undoped target is also shown. The
curves represent the x-ray fluence per unit area along a line of
sight through the center of the target (with unit magnifica-
tion), normalized to a spectral intensity of 7.0 × 1020 keV/
(keV ns cm2 Ω).

Each spectrum shown in Fig. 65.17 contains two distinct
features: (a) the absorption-line manifold in the range ~4.5 to
4.7 keV, and (b) the higher-energy emission lines. Feature (a)
consists of satellite lines near the He-α line. These lines are
absorbed within the colder, outer part of the compressed shell,
as is evidenced by the fact that they are almost identical when
comparing the four spectra of Fig. 65.17. The ionization
energy of the Li-like to F-like species ranges from ~1.4 keV
down to ~0.8 keV. These species will predominate in regions
of temperatures lower than ~0.5 keV. Figure 65.14 shows that
the temperature of the outer half of the compressed shell is
indeed within this range; it is there that these satellite lines are
absorbed. It should be noted that these satellite lines usually
appear in absorption but not in emission. The temperature
where species with n = 2 bound electrons can exist is insuffi-
cient for exciting n = 1 electrons. Thus, the satellite lines can
be excited only by continuum radiation streaming from higher-
temperature regions, leading to absorption lines at energies
that are at resonance with satellite transitions. However, these
lines can appear in emission in flat-target experiments10 since
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through the center of the target (at the plane of the
target), normalized to a spectral intensity of 7.0 ×
1020 keV/(keV ns cm2 Ω).
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the exciting continuum is then moving into the target, and the
detector sees only the fluorescent lines emitted as a conse-
quence of the radiative excitation.

The spectral lines above ~4.7 keV (from helium-like and
hydrogen-like ions) are seen in Fig. 65.17 to be emitted only
close to the interface, where the temperature is sufficiently
high to excite these lines. One may wonder why these lines are
not seen to be absorbed far from the interface. The helium-like
and hydrogen-like lines could be absorbed in regions where
the temperature is sufficiently high to ionize all n = 2 electrons
but not high enough to excite these lines; evidently the region
of this intermediate temperature is too narrow for signifi-
cant absorption.

The various features in Fig. 65.17 offer the possibility of
diagnosing mixing: if the doped layer is placed as in the target
of Fig. 65.17(d), the spectrum in the absence of mixing will
show only the absorption lines in the range of ~4.5 to 4.7 keV.
However, mixing could cause some of the titanium material to
migrate to hotter regions, which will cause the appearance of
emission lines in the range above 4.7 keV [as in Fig. 65.17(a)].

The titanium concentration should be high enough to yield
substantial line absorption but low enough to minimize its
effect on the target behavior. Figure 65.17 shows significant
line absorption (attenuation by up to a factor of ~10) on the
lines in the range of 4.5 to 4.7 keV. The minimal effect on the
target behavior is evidenced by the negligible increase in
continuum emission with respect to the no-doping case. The
considerations for optimizing the doped-layer location within
the fabricated target are as follows: The inner radius of the
doped region should be far enough removed from the interface
to show no emission of lines in the absence of mixing, yet not
too far so as to require very severe mixing to yield a difference
in the spectrum. Figure 65.17(d) shows an optimal choice for
this distance. Finally, the outer radius of the doped layer should
extend far enough from the interface to give rise to significant
line absorption, otherwise the dopant concentration must be
increased. The extent of the layer must be limited to minimize
the effects on the stability of the ablating part of the target.

The applicability of the LTE assumption in using the
OPLIB opacity library will be discussed in this section, in view
of the spectra shown in Fig. 65.17. Generally speaking, the
LTE approximation becomes valid for high-density, low-tem-
perature, and low-nuclear-charge conditions. Note that the
two groups of lines in the titanium spectrum originate from
different ion species (see Fig. 65.17): absorption lines come

from lower ionizations (Li-like to O-like species) and emission
lines come from higher ionizations (He-like and H-like). We
examined the equilibrium conditions for these two line groups
separately (following Ref. 11) for the compressed-shell condi-
tions in Fig. 65.14. The condition for complete LTE [Eq. (6-60)
in Ref. 11] for a temperature of 300 eV and average excitation
energy of 1 keV is that ρ be greater than ~7 g/cm3. For the
L-shell species giving rise to the absorption lines (Fig. 65.17),
the condition is well satisfied for the compressed shell. It
should be emphasized that the assumption of LTE is not critical
when calculating the spectrum of absorption lines. Absorption
lines depend on the ground-state populations that are almost
equal to the total density of the pertinent ion specie, whereas,
emission lines depend on the excited-state populations that can
vary greatly between LTE and non-LTE model predictions.
Furthermore, the absorption manifold observed in the spec-
trum corresponds to a range of ion species of successive
ionizations. Therefore, small deviations from LTE would
merely redistribute some of the absorption among neighboring
ionic features, but the total amount of absorption will hardly
change. Turning to the emission lines, we find by comparison
with results obtained with the non-LTE code POPION12 that
the LTE model slightly overestimates the intensity of He-like
lines and greatly overestimates that of the H-like lines. Thus,
in comparing experimental spectra to theoretical results, em-
phasis should be placed on the helium-like lines.

Effect of Mixing on the Spectrum
We apply now the mixing model described earlier to the

target experiment under consideration (Fig. 65.14) and calcu-
late the emergent spectrum for various degrees of mixing. As
mentioned, the portion of the CH layer from 0.94 µm to
1.12 µm away from the interface was doped with titanium at a
concentration of 1% by atom number.

Figures 65.18 and 65.19 show the results of such calcula-
tions for two mixing severities: α = 0.2 and α = 0.4, respec-
tively. The curve marked “undoped” corresponds to an undoped
and unmixed target simulation that is shown as a reference. The
mixing in the case α = 0.2 (Fig. 65.18) is seen to be too weak
to be diagnosed using the emitted spectrum. The main effect of
mixing on the spectrum in Fig. 65.18 is a slight lowering of the
intensity in the emergent continuum. This occurs because
mixing causes the transfer of some titanium material to smaller
radii, thus increasing its areal density (ρ∆r) and increasing the
absorption of the core continuum by the titanium in the shell.

When the mixing level is increased to α = 0.4, the effect, as
seen in Fig. 65.19, is dramatic. For clarity, the curves for the
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Figure 65.19
Effect of mixing (b) on the spectrum (a) from Fig. 65.17(d), for a mixing
parameter α = 0.4. The curve marked “undoped” corresponds to an undoped
as well as unmixed target run.

case of mixing and for the case of no mixing are shown
separately, and on different scales, in Figs. 65.19(a) and
65.19(b). Mixing causes the level of the emitted continuum to
rise because some of the titanium migrates into the high-
temperature layer close to the interface. However, the main
mixing signature is the appearance of emission lines above
~4.7 keV. More quantitatively, mixing can be indicated by the
measured ratio of emission to absorption lines, for which only
relative line intensities need to be measured. As seen in
Fig. 65.19, the absorption-line manifold does not change
appreciably due to mixing. Since the absorption of these
titanium lines (relative to the continuum level) depends6,13

mainly on the ρ∆r of cold doped layer, this indicates that the
ρ∆r is not reduced appreciably due to the transfer of some cold
doped material into the hot interface region. The appearance of
this absorption manifold in the measured spectrum can thus
serve to determine how much of the cold shell remained intact
in spite of mixing.

The emission lines above 4.7 keV include helium-like and
hydrogen-like lines, as well as satellites near the Lyman-α line
and the He-β line. These latter satellites do not appear in
absorption, as do the satellites near the He-α line, for the
following reasons: The satellites near the Lyman-α line are
due to transitions of the type 2p2l–1s2l, so that the absorbing
level 1s2l is an excited state; thus, the density of ions that can
absorb these transitions is relatively small. On the other hand,
satellites near the helium-like lines are absorbed by ions in
ground configurations, 1s22l, whose relative density is high.
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The ρ∆r of the absorption region is apparently high enough to
absorb the satellite lines near the He-α line but not to absorb
the weaker satellite lines near the He-β line (the latter, how-
ever, have previously been observed in absorption in argon13).
In comparing the line absorption in Fig. 65.19(a) to that in
Fig. 65.19(b), one would have expected less absorption in the
latter case because the transfer of some titanium to the high-
temperature layer necessarily reduces the amount of cool,
absorbing titanium. However, the relative absorption in the
two cases is comparable because some titanium moves inward
but still remains within the absorbing layer, yielding a higher
areal density of absorbing material.

We compare this method with a similar mixing experiment
involving chlorine-doped, argon-filled targets.14 Both meth-
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ods are based on the observation of spectral lines of a shell
dopant that moves into higher-temperature regions due to
mixing. In the Cl/Ar method, the use of relative line intensities
from the two elements obviates the need for absolute intensity
measurement; here, a similar role is played by the comparison
of emission and absorption lines. Generally, the choice of
dopant has to be adjusted to the expected conditions: a higher-
Z dopant is required to probe higher temperatures and to es-
cape from higher-compression targets.

We finally consider an experiment based on the results
presented here. Since the determination of mixing relies on
comparison with code simulations, we have to allow for
uncertainties in the modeling. In particular, results such as in
Figs. 65.18 and 65.19 do not account for self-consistent hydro-
dynamic calculations. Thus, the core temperature can be
expected to rise less if the compression is unstable. This effect
would reduce the intensity of emitted titanium lines and
counter the intensity rise due to mixing. To address this
concern, the experiment should include a normalizing target,
where the doping extends up to the interface [as in
Fig. 65.17(a)]. We show in Fig. 65.20 the effect of mixing at a
level of α = 0.4 on such a doped target. As seen, the effect is
minor since the interface contains doped material even without
mixing. The line emission from this target is therefore depen-
dent mostly on the core temperature rather than on mixing and
can serve as a normalizing experiment. For example, if an
experiment using the target of Fig. 65.17(a) shows strong line
emission, but one using the target of Fig. 65.17(d) does not, we
can surmise that the mixing is smaller than α = 0.4 since the
interface is hot enough for the emission of titanium lines. This
assumes that the cooling effect of the instability on the two
targets is comparable. This is to be expected since, as shown
for the present level of doping, the effect on target energetics
is small. More quantitatively, we can calculate the intensity
ratio between emitted titanium lines in Fig. 65.19(b) and in
Fig. 65.20(b) as a function of α. This ratio depends strongly on
α since only the former case depends strongly on mixing; the
latter is seen to be almost independent of mixing [by compar-
ing Figs. 65.20(a) and 65.20(b)]. Self-consistent modeling
would cool the core about equally in the two cases since the
target energetics depend mostly on the mixing, not the doping.

The calculation results shown in Figs. 65.18 and 65.19
correspond to an axial view of the target at peak compression.
To realize these conditions in the experiment, a spatially
resolving slit should be placed in front of the spectrometer.
Since the diameter of the core at peak compression in
Fig. 65.14 is ~50 µm, the slit width need not be much nar-
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rower than that. To limit the measurement to the peak of the
compression, the spectrum should be detected with a streak or
framing camera; however, since most of the radiation from
imploding targets such as in Fig. 65.14 is emitted around peak
compression, a time-integrating instrument should also pro-
vide useful results.
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In inertial-confinement fusion (ICF), the ablation front of the
imploding capsules is hydrodynamically unstable.1,2 The
heavy material of the compressed pellet is accelerated by the
low-density ablating plasma, thus making the pellet interface
unstable to density perturbations (Rayleigh-Taylor instabil-
ity).3 The classical treatment3 of this instability occurring at
the interface of a heavy fluid with uniform density ρh, sup-
ported by a light fluid with uniform density ρl, yields the
growth rate γ cl TA kg= , where g is the acceleration and
AT h l h l= −( ) +( )ρ ρ ρ ρ  is the Atwood number. It is note-
worthy that, in the classical case, the growth rate monoton-
ically increases with the mode wave number k, and the At-
wood number is constant. However, in ICF, the convection of
ablated material through the interface leads to a reduction of
the growth rate with respect to the classical value γ γ cl <( )1
and, for sufficiently short wavelengths, the instability is sup-
pressed.4–20 Thus, only those modes with wave number
smaller than a critical value14–16 (k < kc, where kc is the cutoff
wave number) are unstable. In addition, the density profile of
ICF targets monotonically decreases in the ablation and blow-
off regions, thus complicating the definition of a light-fluid
density (ρl) to be used in the definition of the classical At-
wood number. For a monotonic density profile and mode
wavelength smaller than the density-gradient scale length,

kL L d dy>> = ( )−1 1, ,where ρ ρ

the growth rate of the classical Rayleigh-Taylor instability
(without ablative flow) is   γ cl g L. min , where Lmin is the
minimum density-gradient scale length. This result has led
several authors1,20 to approximate the Atwood number with
an asymptotic formula A kLT = +( )1 1 min  that reproduces the
classical results for long- and short-wavelength modes, and
for ρl << ρh. In this article, the Atwood number is derived for
equilibria with ablative flow, and it is shown that the classical
formula does not apply to ablation fronts. The ablative Atwood
number depends on the density-gradient scale length, the
mode wavelength, and the law of thermal conduction.

Self-Consistent Stability Analysis of Ablation Fronts
with Large Froude Numbers

A qualitative description of convective (or ablative) stabi-
lization can be obtained by using the incompressible sharp
boundary model7–10 consisting of two fluids of constant den-
sity separated by an interface of zero thickness with mass
flowing from the heavy to the light fluid. For subsonic ablation
flows, the perturbed velocity field is assumed to be incom-
pressible ∇ ⋅ =( )ṽ 0  through the interface. It is easily shown
that the assumption of divergence-free velocity perturbations
is not consistent with an accelerating equilibrium flow, i.e., the
equation describing the perturbation cannot be used  to deter-
mine the equilibrium profiles. Since the equilibrium is
one-dimensional, the incompressibility condition leads to a
uniform velocity profile (U = constant), in clear contradiction
with the mass conservation that requires a uniform mass flow
(ρU = constant) and a jump in the profiles. In addition, the
model requires a closure equation, as the number of unknowns
exceeds the number of equations. Several closure equations
have been proposed by different authors7–10 leading to dis-
crepancies in the final results. In Ref. 10, the sharp boundary
model is improved by a self-consistent calculation of the
density jump occuring at the ablation front. Nevertheless, an
additional closure equation [Eq. (5) of Ref. 9] is still needed
and the model is not self-consistent.

Monotonic equilibrium profiles of ablation fronts can only
be reproduced by retaining the effect of finite thermal conduc-
tivity in the energy equation. Thus, for consistency, the effect
of thermal conduction should be retained in the stability
analysis as well. Kull and Anisimov developed a model4 (the
isobaric model) that includes thermal conduction and neglects
other less important physical effects such as finite Mach
number. Their model is self-consistent because it can be solved
to determine the equilibrium profiles as well as to carry out
the stability analysis. However, in Ref. 4, Kull and Anisimov
analytically solve the isobaric model without determining the
self-consistent equilibrium. They assume instead that a sharp
boundary exists between the heavy and the light fluids. Al-
though their model is self-consistent, their solution is not.
Later, Kull5 numerically solves the self-consistent isobaric
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model and finds a large discrepancy with the sharp boundary
results. The numerical results of Kull5 also agree with the
results of Ref. 6. The latter can be fitted by the well-known
formula

γ α β= −T T akg kV , (1)

where Va is the ablation velocity and αT, βT are given later in
the section on Stability Analysis. This formula has been
derived by numerically solving the exact eigenvalue problem,
including electronic heat transport (κ ~ Tν, ν = 2.5), for large
Froude numbers (Fr = 5−9, see Table I of Ref. 5), where
Fr V gLa= 2

0  and L0 is the characteristic width of the ablation
front and will be specified in the next section. The numerical
results of Kull5 and Takabe6 have also been confirmed by
several two-dimensional simulations of accelerated targets
and capsule implosions.18,19

The great difficulties in the analytic solution of the self-
consistent problem had prevented the derivation of an analy-
tic growth-rate formula that reproduces the numerical results.
Only recently, some attempts have been made to close this
gap by solving the self-consistent problem using asymp-
totic techniques.

The first attempt is found in Ref. 12, where the Wentzel-
Kramers-Brillouin (WKB) approximation is used to determine
the cutoff wave number in the case of electronic heat conduc-
tion (ν = 2.5). Based on this analytic estimate, V. V. Bychkov,
S. M. Goldberg, and M. A. Liberman derive an approximate
growth-rate formula, similar to Eq. (1), with β = 2.5−3.2 and
α ρ ρ ρ ρ2

1 2 1 2= −( ) +( ), where ρ1 is the peak density and ρ2
is the critical density. In Ref. 16, the cutoff formula for long-
wavelength modes and Fr > 1 is derived self-consistently for
an arbitrary power law dependence of the thermal conduction
κ νν~ ,T >( )1  using boundary layer theory. The eigenvalue

equation is solved in the overdense, ablation, and blowoff
regions, and the solutions are asymptotically matched. For
ν = 2.5, this formula agrees with the analytic estimate of
Ref. 12 and reproduces the numerical results of Ref. 5 for
different values of ν.

A semi-analytical, self-consistent analysis is also carried
out in Ref. 13 by matching the analytical solution of the
ablation region with the numerical solution of the blowoff
region. The growth rate of Ref. 13 and the fully analytic
formula derived in this article are in agreement for ν = 2.5

and Fr > 10, but significant discrepancies exist for large ν’s. A
more detailed comparison between analytical, semi-anal-
ytical, and numerical results is presented in the Discus-
sion section.

In this article, the importance of a growth rate formula valid
over a large range of ν’s is emphasized. In fact, numerical
simulations show that direct- and indirect-drive ICF capsule
implosions have different instability growth rates. This could
be related to the different mechanism of energy transport—
indirect-drive ICF is dominated by radiation transport and
direct drive by electronic thermal conduction. In the diffusive
radiation model,21 the heat flux transported by radiation heat
conduction is proportional to the temperature gradient

q T= − ∇( )κ  and the effective radiation thermal conductivity
κ σ= ( )16 33T l T , where σ is the Stefan-Boltzmann con-
stant, and l(T) is the Rosseland mean free path. According to
Ref. 21, l(T) can be approximated by a power law with the
power index dependent on the material properties. For ex-
ample, in an optically thick, fully ionized homogeneous plasma,
l(T) ~ T3.5 and κ ~ T6 .5. The variance of the power index has
provided the motivation to carry out the stability analysis for
arbitrary values of ν (κ ~ Tν) and to determine a generalized
formula for the growth rate.

In this article, we present the analytical solution of the
eigenvalue problem derived from the linearized isobaric
model of Kull and Anisimov4 for long-wavelength perturba-
tions (kL << 1), closing the gap between theory and numerical
computations, and extending the validity of the growth-rate
formula to a large range of ν’s. The analysis is limited to ν > 1
and large values of the Froude number, thus restricting the
unstable spectrum to wavelengths longer than the width of the
ablation front. In fact, as shown in Ref. 16, the cutoff wave
number for large-Froude-number equilibria occurs at long
wavelengths: k L Frc 0 1 11~

ν
ν− << . Configurations with

Fr > 1 are typical for ablation fronts characterized by pure
electron heat conduction (such as those considered in Ref. 6),
some indirectly driven targets with large ablation velocities,
and some directly driven targets with a strong radiation emis-
sion [such as those containing poly-vinyl-chloride (PVC
or C2H3Cl)].

The growth rate is obtained by performing a boundary layer
analysis in the regions of different scale lengths for the pertur-
bation and subsequent asymptotic matching. The analytic
theory is compared with the numerical results of Kull5 and
Takabe6 for different values of Fr and ν.
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This article is organized as follows: First, the isobaric model
describing the evolution of accelerated ablation fronts is pre-
sented; next, the equilibrium profiles are derived, a stability
analysis is performed, and the growth-rate formulas are re-
ported. Finally, in the discussion section, the growth-rate
formulas are compared with the numerical results.

Isobaric Model
We consider an ablatively accelerated fluid in steady state.

In the ablation-front frame of reference, the evolution of the
mass density ρ, velocity v, and temperature T is described by
the following conservation equations:

∂ρ
∂

ρ
t

+ ∇ ⋅ =v 0 (2)

ρ ∂
∂

ρv
v v g

t
p+ ⋅ ∇





= −∇ + (3)

  
ρ ∂

∂
κc v vv

T

t
T p T+ ⋅ ∇





= − ∇ ⋅ + ∇ ⋅ ∇ , (4)

where g ey= <( )g g 0 , p T A= ρ  is the hydrodynamic pres-
sure,   c A hv = −( )−1 1γ  is the specific heat at constant volume,
and γh is the ratio of the specific heats. The constant

  A n n m Zi e i= +( ) +( )ρ . 1  represents the average particle
mass, where mi is the ion mass, Z is the atomic number,
and ni, ne are the ion and electron particle densities, respec-
tively. The thermal conductivity κ has a power law depen-
dence on the temperature, κ κ= ( )a a

v
T T , where Ta is the

ablation temperature.

For realistic ICF implosions, the energy equation can be
simplified by assuming that the sound speed Cs at the ablation
surface is much larger than the ablation velocity Va, i.e., a
negligible Mach number M M V Ca s= <<( )1 , and the den-
sity-gradient scale length L d dy= ( )[ ]−ρ ρ 1  is much smaller
than the stratification length C gs

2 . Following the work of
Kull and Anisimov,4 the simplified energy equation can be
rewritten in divergence-free form,

∇ ⋅ + ∇





=+v L Va v0 2 0
ξ

ξ
, (5)

where ξ ρ ρ= a  is the density normalized to its peak value ρa,
and L0 is the typical width of the ablation front,

L
A

V
h

h

a

a a
0

1≡ −γ
γ

κ
ρ

. (6)

For classical electron thermal conduction, ν = 5/2, and κa is
given by Spitzer,22

κ
πa

a

e

T

Z Ze m
=

( )
32

2

5 2

3 2 4Φ Λ
, (7)

where Λ is the Coulomb logarithm and

Φ Z Z Z( ) +( ) +( ). 4 16 0 24. . .

As will be shown later, the constant L0 is proportional to the
density-gradient scale length at the ablation front.

Equations (2), (3), and (5) represent a complete set of
four equations for the four variables ρ, νx, νy, and p that can be
used to study the equilibrium and stability of accelerated
ablation fronts.

Equilibrium Profiles
The equilibrium profiles can be derived from Eqs. (2), (3),

and (5) by setting ∂ ∂t = 0 . Although a detailed description of
such profiles is given by Kull in Ref. 5, we summarize herein
the main results. The density profile obeys the following first-
order differential equation obtained by combining Eqs. (2)
and (5):

d

dy L

ξ ξ ξ ξν= −( )+1

0

1
0 , (8)

where ξ0 is an integration constant. The appropriate boundary
conditions for ablation fronts require the density profile to be
flat at the peak value (′ =ξ 0  for ξ = 1, leading to ξ0 1= ) and
evanescent in the downstream or expansion region (ξ → 0  for
y → −∞). The steepness of the profile depends on the value of
L0 that is determined by the thermal conduction and the
ablation rate. Using Eq. (8), the density-gradient scale length
can be written as L L= −( )[ ]0 1ξ ξν  and its minimum value5

is proportional to L0, L Lmin = +( )[ ]+ν νν ν1 1
0 . As described

in Ref. 16, the length L0 can also be related to the distance Le
between the peak of the density and the 1/e point.

Although Eq. (8) cannot be solved in closed form, an
approximate solution can be found in proximity of the peak
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density (overdense region), where y > 0, ξ ≈ 1, and in the
blowoff region, where y < 0, ξ << 1:

ξ ξ
ν

ν

overdense blowoff≈ − ≈ −






−1 0 0
1

e
L

y
y L , . (9)

Equation (9) shows that the density profile is sharp near the
peak density, where L L. 0 , and becomes smooth in the
expansion region, where   L y. − ν  and − >>y L0 . The equilib-
rium velocity profile can easily be derived from the mass
conservation equation ∇ ( ) =[ ]⋅ ρU 0 . Since the ablated mate-
rial is flowing toward the light fluid, then U ey= U , U < 0,
and ρU = const. In the overdense region, the velocity U
approaches a constant value U y Va→ ∞( ) = − , and its mag-
nitude monotonically increases in the blowoff region
U y → −∞( ) → −∞[ ].

It is important to observe that the density-, velocity-, and
temperature-gradient scale lengths are determined by the
thermal-conductivity coefficient, the ablation rate, and the
power index ν. The profiles become smoother as κa or
ν increases.

Stability Analysis
The linear stability analysis proceeds in the standard man-

ner. Following Ref. 16, all perturbed quantities are written as
Q Q y ikx t1 = ( ) +( )˜ exp γ , and the linear equations can be com-
bined into a single fifth-order differential equation,

∂ ξ ∂ ∂ ξ ∂

ξ ∂ ξ

∂ ξ ∂ ∂ ξ

ξ

ν

ν

ν

ˆ ˆ ˆ ˆ

ˆ

ˆ ˆ ˆ

ˆ ˜ ˆ ˜

˜ ˆ ˜

ˆ ˜ ˜ ,

y a y y a y

a y

y a y y

L

Fr

Γ Γ

Γ Φ Φ

Γ Φ Φ

Φ Φ

+( ) − +( )[ ]
× ∈ +( ) + ∈∇[ ]
+ +( ) + ∈∇[ ]

+ ∈∇ +
∈

=+

2

2

2 21
0 (10)

where ̃ ˜Φ = ( )+ρ ρξν 1 , ŷ ky= , Γa akV= −γ , Fr V g La= 2
0

is the Froude number, ̂∇ = ∇−k 1 , ∈= kL0 , and L̂ L L= 0 .
Equation (10) is an eigenvalue equation for the growth rate
γ = −Γa akV . The eigenfunction must satisfy the boundary
conditions corresponding to a vanishing perturbation at infin-

ity, i.e., ṽ ±∞( ) = 0 , p̃ ±∞( ) = 0, and ρ̃ ±∞( ) = 0 . Because of
the complicated spatial dependence of the coefficients,
Eq. (10) cannot be solved in closed form. However, an approx-
imated solution can be found for large values of Fr and
long-wavelength modes (Fr >> 1, ∈ << 1). The presence of the
small parameter ∈ makes Eq. (10) solvable by asymptotic
methods such as boundary layer theory. First, the equation is
solved in regions of different scale lengths for the perturba-
tions. Then, the solutions are asymptotically matched at the
boundaries of each region. The asymptotic matching and the
boundary conditions lead to a unique value of the growth rate
γ. Using the shape of the density profile and the scale length
of the perturbations, three regions can be identified (see
Fig. 65.21): (1) the overdense region, where ŷ >> ∈, (2) the
ablation front, where ̂ ~y ∈, and (3) the blowoff region,
where − >> ∈ŷ .

TC3834

Overdense
region

Ablation
front

Blowoff
region

ρ

ρ

∂y ρ̃~
ρ̃
L

∂yṽ ~ ṽ
λ

∂y ρ̃~
ρ̃
λ

∂y ṽ ~
ṽ
λ∂y ṽ ~ ṽ

L

∂y ρ̃~
ρ̃
L

ρ~

Heavy fluid Light fluid

Figure 65.21
Density profile with regions of different scale lengths for the perturbations.
Here λ is the mode wavelength.

Region 1:  The Overdense Region
In ICF capsule implosions, the heavy-fluid region is the

overdense portion of the shell where ˆ ~y ky≡ 1 ,   ρ ρ. a ,
ξ ρ ρ≡ = − − ∈( ) + − ∈( )[ ]a y O y1 2exp ˆ exp ˆ , and L >> L0. In
this region and to lowest order in exp ˆ− ∈( )y , Eq. (10) reduces
to a constant-coefficient fifth-order differential equation,

∂ ∂ ∂ ∂ˆ ˆ ˆ ˆ
˜ exp ˆ ,y a y y y a

h y2 21 0−( ) +( ) ∈ − + − ∈( ) ∈( ) =Γ Γ Φ (11)

where Γa akV= −γ  and the superscript h denotes the heavy-
fluid region. The solution of Eq. (11) can be written in the
following form:
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Ψh h

h

z z b

b
z z

O

∈( ) = − ∈ − − ∈( ) + ∈[ ]
+ −( ) ∈ − ∈ + ∈( )









1 1 1

1
2 6

1

2
2

3
3

4

ˆ

,

β ν

(17a)

˜ , , ˜ , .χ χh
a

j
j a

jz z∈ ∈( ) = ∈( ) ∈
=

∞
∑Γ Γ

0
(17b)

It is important to observe that the parameter ∈Γa is small for
long-wavelength modes and large Froude numbers. Indeed,
∈ = ∈ ( ) < ∈ ( ) = ∈ <<Γa a cl akV k V Frγ γ 1. Thus, each
term of the series in Eq. (17b) can be further expanded in
powers of ∈Γa:

˜

,

χ0
2 2

3 3
2

4 4 3
2

5

2

6
2

24 2

5

2
5

h h
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h
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a
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B z b z
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z
z z
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z z

z z
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= ∈( ) + ∈( ) +
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
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
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+ ∈( ) + +




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





+ ∈( ) + + +




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





+ ∈( )[ ]

Γ Γ

Γ

Γ

Γ (18a)

˜ , ˜ .χ χ1 2

2 2
0 2

2
h h h

a ab z
z

O= = − ∈( ) +




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+ ∈( )[ ]










Γ Γ (18b)

The next step is to solve Eq. (10) in the ablation-front region
and asymptotically match that solution with Eq. (16).

Region 2:  The Ablation-Front Region
The ablation front is the region where the density, velocity,

and temperature profiles undergo sharp variations. In this
region, ˆ ~y ∈, L ~ L0, and ξ ~ 1. Since ξ ρ ρ≡ a ~ 1, Eq. (8)
cannot be analytically solved and an explicit expression for the
spatial dependence of the density profile cannot be found.
Thus, it is more convenient to use ξ as the independent variable
in Eq. (10). By denoting ̃Φa  as the solution in the ablation
region and after some straightforward manipulations, Eq. (10)
can be rewritten in the following operator form:

L L L L0 1
2

2
4

4 0+ ∈ + ∈ + ∈[ ] =˜ ,Φa (19)

˜

,

ˆ ˆ ˆ

ˆ ˆ ˆ

Φ

Γ

h h y h y h y

h y h y y

a e b e c e

d e q e ea

= + +(
+ + )

−

− − ∈

−

+

α

α (12)

where a b c d qh h h h h, , , ,  are integration constants and

α ± = ± + ∈ ∈−( )[ ] ∈1 1 4 2Γa . In order to satisfy the bound-
ary conditions of vanishing perturbations at +∞ ,
c d qh h h= = = 0 , and Eq. (12) reduces to the simple form

˜ .ˆ ˆ ˆΦh h y h y ya e b e e= +( )− − ∈−α (13)

It is important to observe that the incompressible theory

∇ =( )⋅ ṽ 0  yields only the sonic solution

˜ ~ exp ˆ ˆ .ρsonic − − ∈[ ]y y

Equation (13) shows that a new solution is introduced by the
finite thermal conductivity and, because of its diffusive char-
acter, we denote the second term in Eq. (13) as the diffusion or
entropy solution. The asymptotic matching conditions can be
greatly simplified by the following choice of the integration
constants:

a b b Bh h h h

a
= − = − ∈

1
1

, ˆ ,β
ν

Γ
(14)

where Bh, β̂  must be determined from asymptotic matching,
and the normalization condition a bh h+ = 1 has been used.
The heavy-fluid solution [Eq. (13)] can be rewritten using the
ablation-front variable z y= ∈ˆ  and expanding a− in powers
of ∈ and ∈Γa,

    
α − − ∈

∈
+ ∈ − ∈ + ∈( ) +









. Γ

Γ
Γ Γa

a
a a1 2 2

2
2 2

K . (15)

A short calculation yields

˜ ˆ ~ ˜ , , ,Φ Ψ Γh z h h
ay e z z∈( ) = ∈( ) + ∈ ∈( )[ ]− χ (16)

where Ψh z∈( ) and ˜ , ,χ h
a z∈ ∈( )Γ  can be written as an

∈-series
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where

  
L0 1= ∈ +( ) ∈ + +( ) +( )[ ]∂ ∂ ∂ ξ ∂ ξ ∂ν ν

z z z z zL LΓ Γ ˆ ˆ , (20a)

  
L1

2

2
2= ∈( )

+ξν

Γc
aΓ , (20b)

  

L2

2

= − ∈ +( ) − ∈ +( )
∈ +( ) +[ ] − ∈

∂ ∂ ∂ ∂

∂ ξ ∂ ∂ν

z z z z

z z z

L

L

Γ Γ

Γ Γ

ˆ

ˆ , (20c)

  L4 1= ∈ + −Γ ˆ ˆ ,L Lz∂ (20d)

∂ ξ ξ ∂ν
ξz = −( )+1 1 , L̂ = −( )−ξ ξν 1 , Γ = Γaξ , Γc k g≡ γ ,

and z y= ∈ˆ  is the ablation-front coordinate (z ~ 1 in the
ablation-front region). Furthermore, each operator Li can be
expanded in powers of ∈Γa, and the eigenfunction can be
expressed as a double power series,
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j

ij a
j

a

j
j
a j
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,
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˜ ˜ .

(21)

The next step is to solve Eq. (19) order by order. To lowest
order in ∈ and ∈Γa, Eq. (19) yields

˜ ,Φ Ψ Ψ Ψ Ψ Ψ00 0 1 2 3 4
a a a a a aA B C D E= + + + + (22)

where Aa, Ba, Ca, Da, and Ea are the integration constants. The
five solutions can be written in the following integral forms:

Ψ Ψ0 1
1 1= − = − ( )ξ

ξ
ξ

ξ
ξ, ,z (23a)
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Ψ4 0 1 2
1

1
= −

−( )( ) +∫
ξ

ξ
η

η ηξ
ξ

ν
d

, (23d)

z
dξ η

η ηξ
ξ

ν( ) =
−( )( ) +∫ 0 1 1

, (23e)

where T x x xα
α α( ) = + −( ) −1 1 1, and ξ(0) is the density at

z = 0. To determine the integration constants, the solution in
the ablation front must be asymptotically matched with the
solution in the heavy-fluid region. This can be accomplished
by taking the limit of ξ → → ∞( )1 z  in Eq. (22). According to
standard boundary layer theory, the asymptotic matching will
occur if a common region of validity of the two solutions
exists. Substituting 1 2− = + ( )− −ξ e O ez z  and matching the
lowest-order term of Eq. (22) with Eq. (16) yields Ba = Ca = Da

= Ea = 0, and Aa = 1. The first- and second-order matchings in
∈Γa yield Φ̃ Ψ01 1

a hB= , Φ̃ Ψ Ψ02 1 2
a hb= +( ) . The functions

Φ̃03
a  and Φ̃04

a  can also be derived from Eq. (19) and, because
of the lengthy expressions, they are reported in Appendix A.

The next step is to solve Eq. (19) to zeroth order in ∈Γa
and first/second order in ∈, i.e.,

  L00 10 0Φ̃a =   and  L L00 20 20 00
˜ ˜ .Φ Φa a= −

Matching the ∈ and ∈2 terms of the solutions with Eq. (16)
yields

˜ , ˜ ,Φ Ψ Φ Ψ10 1 1 20

2

2
1

2
a a a hB

z
b= − = − −ξ

ξ
(24)

where B ba h
1

11 1= − − ∈( ) + ∈β̂ ν . The functions ̃Φ12
a  and Φ̃21

a

are important to describe the eigenfunction Φ̃a  to the desired
accuracy; they are also reported in Appendix A.

Region 3:  The Blowoff Region
The blowoff or expansion region is located downstream

with respect to the ablation front. In this region, − ˆ ~y 1,
L L>> 0 , and   ξ ν ν

. −( ) <<L y0
1

1. The analysis can be sim-
plified by introducing the new variable
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ς νξ ξν= ∈ ( ) = − + ( )[ ]ˆ ,y O1

and rewriting Eq. (10) in the following form:

1
00 1

2
2ν

σ σM M Ml l l˜ ˜ ˜ ,Φ Φ Φ+ + = (25)

where σ νν ν
= ∈( )[ ]−

Γa

1
, and the superscript l denotes vari-

ables in the low-density fluid,

M
Fry y

a
0 1 1 2 1

1 1 1

1

1 1 1
1= −





 −

+
∈













+∂
ς

∂
ς ξ ν ζ ζν ν νν

ν
ˆ ˆ ,

Γ
(26a)

M y

y y y

y

1
2

1

1 1 1

2

1

1

1 1 1

1

1

= − ∇
−( )

− + −




 −











× + ∇






∂
νζ ξ

∂
ζ

∂
ζ

∂
ζ

ζ
ξ

∂
νζ

ν

ν ν ν

ˆ

ˆ ˆ ˆ

ˆ

ˆ

ˆ , (26b)

M y y y y2
4 3 2 21 1

1
1

1= + −






+ ∇
−

+ ∇




ν

∂ ∂
νζ

∂ ζ
ξ

∂
νζˆ ˆ ˆ ˆ

ˆ ˆ , (26c)

∂ ξ ∂ζŷ = − −( )1 , and ξ νζ ν= ∈( )1 . Focusing on the values
of ν > 1, Eq. (25) yields different solutions according to the
magnitude of σν: (1) σν << 1 and (2) σν >> 1.

Solution 1:  σνσνσνσνσν << 1
Since the growth rate of the long-wavelength modes (∈ <<

1) scales as the classical growth rate γ ~ kg( ) , the condition
σν << 1 can be rewritten in the following form:

∈ <<
− +ν
ν

ν
νν

2 2 2
1Fr . (27)

For large Froude numbers, Eq. (27) can be satisfied only for
density profiles with ν > 2 and wave numbers

∈<<




+

−1
2 2

2

ν
ν
ν

ν
ν

Fr
. (28)

Since σ and ∈1/ν are small, the differential operator and the
eigenfunction can be expanded in powers of σ and ∈1/ν,

M Mj jk
k

k

l
n
l n

n
n
l

ni
l i

i

= ∈

= = ∈

=

∞

=

∞

=

∞

∑

∑ ∑

ν

νσ

0

0 0

,

˜ ˜ , ˜ ˜ .Φ Φ Φ Φ

(29)

Each term of the series satisfies the boundary condition
Φ̃ni

l ζ → ∞( ) = 0 . Substituting Eq. (29) into Eq. (25) and col-
lecting terms corresponding to the lowest power of σ and
∈1 ν  leads to M l

00 00 0Φ̃ = , which results in

ζ∂
ν

∂ ζ
ν

ζζ ζ
ν2

2 00
11 1

0− − +
∈









 =−

Fr a

l

Γ
Φ̃ . (30)

The solution of Eq. (30) satisfying the boundary conditions at
infinity can be written in terms of the Kummers’ confluent
hypergeometric function U(a, b, x),

˜ , , ,

, .

Φ

Γ

00
1

2

2

1

2

1

2

1

l
l

a

C e U a b

a
Fr

b

= ( )

= −
∈

− = −

−ζ ζ

ν ν ν

ν ζ

(31)

The other terms of the series in Eq. (29) can be found from
Eq. (25) in a similar manner. Particularly useful for matching
is the term ̃Φ10

l  that satisfies M Ml l
00 10 10 00

˜ ˜Φ Φν = − . How-
ever, because of its complexity, we simplify such an equation
by assuming that, to lowest order in ∈, ∈1/ν, and ∈Γa, the
eigenvalue has the classical form γ 2 = k g . This assumption
is verified later by the matching conditions. First, observe that
for γ 2 = k g , Eq. (31) reduces to

˜ , ,Φ00
1 1 1 2l

lC e= +( )ζ ν ζν ζ Γ

where ΓΓΓΓΓ(a, x) is the incomplete gamma function. By rewriting
M10

2 2 1= −∇ ∇ −ˆ ˆζ ζ ν  and substituting ̃Φ00
l  into Eq. (25), the

equation for ̃Φ10
l  can be solved in closed form, yielding

˜ , , ,Φ10

1
12

2 2 1 2 2l lC
e= ( ) − +( )[ ]

µ
ζ ν

ν
ζ ν ζ ν ν ζΓ Γ (32)

where µ ν ν= −( )1 . To achieve matching with the solution in
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the ablation front, it is important to derive the asymptotic
behavior of the solution in the blowoff region for small ζ.
Combining Eqs. (31) and (32) leads to the following form of
the eigenfunction:

˜ ˜

,

Φ Φ00 10

1 1

1 2

1 2 1

2 1

1

l l

l l l l lC A a B b

+

= + +( ){ − ( ) + +( )

− + +( )}

+

σ

ζ ζ ζ ζ

σ ζ ζ

ν

ν ν

νK K

K (33)

where

A
al =
+[ ]

+ +[ ] − 





Γ
Γ

Γ
1 1

1 1

2 21ν
ν

σ
ν ν

µ
, (34a)

a
A a

a

bl
l

=
+[ ]

+ +[ ] −



 −









1 1 1

1 1
2 1

21Γ
Γ

ν
ν

σ
ν

µ
, (34b)

B
a

b
a

bl l=
+

−( )
[ ]

= + −ν
ν

ν
1

1
2

1
3

Γ
Γ

, . (34c)

Substituting ζ νξν= ∈ ( ), Eq. (33) can be rewritten as the sum
of three power series in ∈. It is important to observe that the
power series in Eq. (33) cannot be matched with the ∈ and
∈Γa power series of the ablation-front solution. This suggests
that a transition region exists between the ablation front and
the blowoff regions. The solution in such a region must match
the ablation front as well as the blowoff region solution.

By introducing the layer variable η ζ σ µ=  and the opera-
tor ∂ ξ ∂ηu = − −( )1 , Eq. (25) can be rewritten in the following
form:

W W W Wt t t t
0 1

2
2

4
4 0˜ ˜ ˜ ˜ ,Φ ∆ Φ ∆ Φ ∆ Φ+ + + = (35)

where ∆ = σµ, the superscript t denotes the transition region,
and

W u u

u u u u

0 1

1
2

2

1

1

1 1 1 1

= −






×
−

−






+








 + +













∂ ∂
η

∂ η
ξ

∂
η νη

∂
ν

∂
ν η

ν

ν , (36a)

W
Fr a

1 2 2
1 1

2=
∈ +ν η

ν
νΓ

, (36b)

W u

u u u

u u u

2 1

1
2

1

1

1 1

1

1

1 1

1

1

=

− −




 −

+ −
















− −




 −

ν
∂

η

∂
η

η
ξ

∂ ∂
η νη

∂ ∂
η

∂ η
ξ

ν

ν ν

ν , (36c)

W u4 1
1

1

1= −




 −

−∂
η

η
ξ νν , (36d)

and ξ νη ν= ∈( )∆ 1 . Observe that ∈ ∈( ) <<−( )∆ ~ Fr
ν
ν2 1 1 , and

the variable ξ ν~ ∈( ) <<∆ 1 1. Thus, each operator Wi can be
expanded in powers of ∈( )∆ 1 ν , and the eigenfunction Φ̃t  can
be expanded in powers of ∆ and ∈( )∆ 1 ν ,

W Wi in
n

n

t
n
t n

n
n
t

nj
t

j

j

= ∈





= = ∈





=

∞

=

∞

=

∞

∑

∑ ∑

0

0 0

∆

Φ Φ ∆ Φ Φ
∆

ν

ν

,

˜ ˜ , ˜ ˜ .

(37)

To lowest order in ∆ and ∈( )∆ 1 ν , Eq. (35) reduces to
W t

00 00 0Φ̃ = , where

W00 2 1

2 2
1

1 1

2
1

= − +






× − + + −






ν
∂ ∂

η

∂ ν η∂ ν∂ ν
η

ν
η

η η ν

η η η ν . (38)

This equation can be further simplified by introducing a new
function ˜ ˜χ η νt t= Φ 1  and by integrating three times with
respect to η. A straightforward manipulation leads to the
following second-order differential equation:

νη ∂ χ χ θ φ

θ

µ µ µ

µ

η
µθη µφθ

µθη

2 2
0 0

0

1 1 1

1

− −

−

− =

+ −

∫ ∫

∫

˜ ˜

,

t t t

t t

A d e d e

B d e C (39)

where At, Bt, Ct are the constants of integration. The solution
of Eq. (39) can be written as a linear combination of the
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homogeneous and particular solutions,

˜ ,χ χ χ χ χ χt t
A
P t

B
P t

C
P t

D
H t

E
HA B C D E= + + + + (40)

where χ χ χA
P

B
P

C
P, ,  are the particular solutions corresponding

to each term in the right-hand side of Eq. (39) and χ χD
H

E
H,  are

the homogeneous solutions (Dt and Et are integration con-
stants). Next, we observe that χC

P = 1  and we rewrite Eq. (39)
for the other four solutions by introducing the new variable
τ η µ= 1 . A short calculation yields

ντ∂ χ µ∂ χ µ χ µ ττ τ
2 2 2˜ ˜ ˜ ,t t t− − = ( )Π (41a)

where

Π τ µ θ θ φ φ

µ θ θ

τ µ ν µθ θ µ ν µφ

τ µ ν µθ

( ) = ( ) ( )
+ ( )

∫ ∫

∫

−

−

A d e d e

B d e

t

t

2
0 0

0
. (41b)

The homogeneous solutions can be easily calculated from
Eq. (41a), yielding

χ τ µ τ ν

χ τ µ τ ν

µ
µ

µ
µ

D
H

E
H

= ( )

= ( )

2

2

2

2

K

I

,

,

(42)

where Kµ x( )  and Iµ x( )  are the modified Bessel functions. To
determine the two particular solutions χ A

P and χ B
P, Eq. (41a)

is transformed in Laplace space,

d

ds s s
A F s B F s

t
t t

A
t

B
ˆ

ˆ .
χ ν µ

ν
µ
ν

χ+ + +








 = ( ) + ( )2 2

2 (43)

The Laplace transforms of χ A
P and χ B

P are the particular
solutions of Eq. (43):

ˆ

,

χ µ
ν

µ
µ

µ

µ ν

µ

µ ν

µ
ν

µ
ν

A
P

s

s

x

e

s

e

x
dx

dy y y

x

= − ( )
+( )

+( )

+

−∞

∫

∫

4

2 1

2
0

2
1

2
2

Γ

(44)

ˆ , ,χ µ µ
ν

µ
µ µ

ν
µµ

µ
ν

µ
ν

µ

B
P

s
e

s
s= − 





( ) − +









+

+( )Γ
Γ

2

1
1 1 (45)

where

F s
s s

d

F s
s s

A s

B

( ) = − ( )
+( )

+( )

( ) = − ( )
+( )

∞
∫

µ
ν

µ
µ

ω µ
ω

ω

µ
ν

µ
µ

µ

µ ν

µ

µ

4

3 2

3

3

2Γ

Γ

,

.

(46)

Here, ΓΓΓΓΓ(x) is the gamma function and µ ν
ν= −1 . The behavior

of the particular solutions for τ → ∞  and τ → 0  can be
determined by expanding Eqs. (44) and (45) in proximity of the
poles. A short calculation yields

  

χ τ φ τ µ
ν

τ

φ τ ν
ν

τ

µ

µ

A
P ≈( ) = +

−
+





+ −
−( )

+








+

0 1
2 1

1
2 3 2

1

2
2 1

L

L , (47a)

χ τ ν
ν

τ ν
ντ

µ
A
P → ∞( ) = −

+
+ + +





−
1

1
1

2
2 1 L , (47b)

  

χ τ θ τ µ
ν

τ

θ τ ν
ν

τ

µ

µ

B
P ≈( ) = +

−






+ −
−( )









+

0 1
2 1

1
2 3 2

1

2
1

L

L , (47c)

χ τ µ µ
µν

τµ ν µ µτ
B
P e→ ∞( ) = − ( ) −− − −Γ 1 2 , (47d)

where

φ
µ

ν
ν

ν
µ
ν ν

φ ν
ν ν

µ ν

1

2

2

1

1

1

2 3 1 2 1

= − ( )
−

+
−







∈





=
−( ) −( )

Γ
Γ , ,

,
(48a)

θ µ
ν

µ
ν

µ
ν

θ ν
ν ν

µ
µ ν

1

2 1 2 1

= −



 −





=
−( ) −( )

e Γ , ,

.
(48b)

Equations (47) and (48) determine the lowest-order solution
in the transition region. By inspection, one can immediately
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conclude that the exponentially growing solution χE
H  does not

match the solution in the light-fluid region, and the χD
H

generates an ∈Γa  series for η ν ξν= ∈ ∆  that cannot be
matched by the ablation layer solution. Thus, we set Dt =
Et = 0 in Eq. (40) and rewrite the transition region solution as

˜ ˜ ˜ ˜ ,Φ Φ Φ Φ00 00 00 00
t t C t A t BC A B= + +

where

˜ ,Φ00
1C = η ν   ˜ ,Φ00

1A
A
P= η χν   and  ˜ .Φ00

1B
B
P= η χν

Some higher-order terms in the ∆ and ξ ν~ ∈( )∆ 1  series are
also important; they are reported in Appendix B.

The growth rate of the instability can be found by matching
the solutions in the ablation front, the transition, and the
blowoff region. First, we combine the terms of the transition
region into a single function

  

˜ ˜ ˜ ˜

˜ ˜ ˜ .

Φ Φ ∆Φ ∆ Φ

Φ ∆Φ
∆

Φ

t t C C C

t A A A t
B
P

C

A B

= + + +( )
+ + + ∈



 +













+

0 1
2

20

00 10

1

01
1

L

L
ν

η χ
ν

ν (49)

Then, we rewrite the transition region solution near the abla-
tion region by substituting η ν ξν= ∈ ∆  into Eq. (49) and
taking the limit of ξ → 0 ,

˜ ,

,

Φ
∆

∆
∆

∆

t t

t t

t

C

kg

A O B
F

A
F

η ξ
ν

ξ ξ νγ ν ξ

φ ξ θ
ν

ξ
ξ

φ
ν

ξ
ξ

ν

ν ν

ν

ν

ν
ν

→ →( ) = ∈





× − ∈ + ∈ +




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+ + ( )[ ] +{ } ∈





( )

+ ∈





( )

+

+

0 0

1
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2

1

1

1

2

2

2 2

1 1
1

1

2

3
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3

1

L

++ +( )

+ ∈



 ( )

Q

B Ft

3

2
2

2 2

ξ

ν
θ
ξ

ξν

L

∆
. (50)

Equation (50) must match the ablation-front solution in the
limit of ξ → 0 . The asymptotic behavior of the ablation-front
solution near ξ = 0 can be obtained from the section covering
the Ablation-Front Region, leading to

˜

ˆ

ˆ

Φ

Γ Γ Γ

Γ

Γ

a

a

h
a

h

a

a

a
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R R

B b Q
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B
kg

F Q
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+

0 1
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1 1

2 2
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2

3 2
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1
2 3
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1

ξ ξ ν ξ
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ξ β
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ν
ξ

γ
β ξ ξ

ν ν

ν ν

ν

ν

L






Q4
3ξ ν , (51)

where

R z b B z

R B z b b

h
a

h

a h h

0 0 0

1 1 0

1 1

1
1

1

= − ∈ −( )+ ∈

= − ∈ −( )− ∈ +





Γ ,

,
ν

ν
ν

(52a)

Q
z

Q1
0

2
11

2 1 1= − = −( ) −( )[ ]−ν
ν

ν ν ν,    , (52b)

Q

Q

3

3 2

2

4
2 1

9 11 4

1 3 2

2 2 1 3 1

= − +
−( ) −( )

= −( ) −( )[ ]−

ν ν ν
ν ν

ν ν ν

,

,
(52c)

  

F a

a

1 1

2

2 2 1

1
2 1 1

2 1 2 1 3 2

ξ
ν ν ξ

ν ν ν ξ

ν

ν

( ) = − ∈
−( ) −( )

+
∈( )

−( ) −( ) −( )
+

−

−( )

Γ

Γ
 ,L (52d)

F a
2 11

2 3 2
ξ

ν ξν( ) = + ∈
−( )

+−
Γ

L . (52e)

Here, z nn
n0 0 0= ( ) −( )−

=
∞∑ ξ νν . Matching Eq. (50) with

Eq. (51) yields the following set of equations:

R C
kg R

R
t

0

1

2
1

0
= ∈



 − =

ν γ
νν

∆
, , (53a)

B
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Q B
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t t
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

+ ( )[ ] +

+ ∈( )ν
φ ξ θν

∆
∆

∆Γ Γ

1
1 1

1

1

1

,
, (53b)
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Bt a= + ∈





+
ν β

ν
ν ν

ν1 1
1∆ Γˆ , (53c)

− = − − ∈( ) +kg
b

Ah
t

aγ 2 3 21 1
∆ Γ

. (53d)

The next step is to match the solutions for the transition and
blowoff regions. Taking the limit of Eq. (48) for η → ∞  and
∆ → 0  yields
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Upon the substitution ζ η= ∆ , the terms of this equation must
match the powers of η in Eq. (33). A short calculation yields
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Equations (53) and (55) determine the order of magnitude of
the constants. It is easy to show that Bh

a~ ∆ Γ1 1ν << ,
B A At t t~ ~∆ ν ν ξ+( ) <<1 , and β̂ ~ 1. Equations (53) and
(55) can be used to determine the instability growth rate and
 the parameter ̂β . Retaining all terms up to order ∈ΓaBh and ∈,
the instability growth rate satisfies the following equation:

γ βk k A k g kVc T a<<( ) = − , (56)

where
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Equation (56) represents the growth rate of the instability for
ν > 2 and

k L Fr0
2 2 2

<< [ ]+( ) −( )
ν ν ν ν ν

.

Solution 2:  σνσνσνσνσν >> 1
For σν >> 1, the solution of Eq. (25) can be determined

by following the procedure described in Ref. 16. The differen-
tial operators and the eigenfunction are expanded in powers
of 1/ν:
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where i = 0,1,2. Substituting Eq. (58) into Eq. (25) and
collecting terms up to the first two orders in 1/ν yields the
following equations:
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where

δ ν ν= ∈( )1 ,  ς νξν= ∈ ( ) ,   and  ∂ ξ ∂ςˆ .y = − −( )1

The function ̃Φ0
l  can be written as a combination of the three

decaying homogeneous solutions of Eq. (59):
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The next step is to determine the coefficients Al, Bl, Cl by
matching the solution ̃Φ0

l  with the ablation-front solution Φ̃a .
Using the 1/ν expansion of the ablation-front solution,
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and matching the lowest power of 1/ν in Φ̃a  and Φ̃0
l  yields

Al = −( )1 δ δ , Bl = Cl = 0.

The first-order correction ̃Φ1
l  can be obtained by solving

Eq. (60),

˜ ln ˜ .ˆΦ Φ1 11l y l
C
le C= + −( )ς

δ
δ (63)

The constants Cl
1 , bh, and the dispersion relation are deter-

mined by matching ̃Φ0
l  and Φ̃1

l  with Eq. (62):
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Solving Eq. (65) yields the growth-rate formula:

γ = − ( ) − +( )A k g A k V V A kVT T a bo T a
0 0 2 2 0 01 , (66)

where
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Note the different coefficients of ∈1/ν in the Atwood numbers
defined by Eqs. (67) and (57). It is important to remember that
Eq. (66) has been derived using the 1/ν expansion and, to the
lowest order in 1/ν, µ ν ν

0
11= ( )  and A AT T

0 = . Furthermore,
replacing AT

0  with AT and Vbo
0  with Va µ ν

0
1∈( )  in Eq. (66)

would also reproduce the cutoff wave number obtained in
Ref. 16 by including the higher-order corrections in 1/ν. Thus,
we conclude that replacing ∈( )ν ν1  with µ ν

0
1∈  in Eq. (66)

improves the accuracy of the growth-rate formula up to the
first order in 1/ν:

γ = − − +( )A k g A k V V A kVT T a bo T a
2 2 1 , (68)

where

V
V

Abo
a

T=
∈

= − ∈
+ ∈µ

µ
µν

ν

ν
0

1
0

1

0
1

1

1
, . (69)

Although Eq. (68) is valid over a large range of ν’s > 1, a
significant degradation of its accuracy is expected to occur for
ν → 1, where the 1/ν expansion breaks down. This problem is
addressed in the next section, where the range of validity of the
growth-rate formulas is discussed.

Summary of the Growth-Rate Formulas for Fr  >> 1
For values of ν > 2, two different growth-rate formulas have

been derived according to the magnitude of the wave number:
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where AT, β, and Vbo are defined by Eqs. (57) and
(69), respectively.

For values of 1 < ν < 2, the analysis of the previous section
still applies. However, because corrections due to higher
orders of 1/ν are not included in the derivation, the growth-
rate formula [Eq. (68)] shows poor agreement with the numeri-
cal results for ν < 1.5. Figure 65.22(a) shows the unstable
spectrum obtained by Eq. (68) and the numerical results of
Ref. 5 for ν = 1.5, 1.2, and 1.15. Note the degradation in
accuracy of the analytic growth rate for ν < 1.5. The analytic
formula can be improved by observing that, for ν → 1, the
cutoff wave number is so small that the ∈1/ν corrections can be
neglected in the analysis and the eignevalue equation can be
numerically solved in the blowoff region. It is found that by
modifying µ0 to µ ν0

20 12+ . , the matching conditions are
satisfied over a large range of Froude numbers and ν → 1+, thus
leading to a general growth-rate formula valid for 1 < ν < 2:

γ = − ′ − +( )A k g A k V V A kVT T a bo T a
2 2 1 , (71a)

where

′ =
′ ∈

′ = +V
V
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a

µ
µ µ

νν
0

1 0 0 2
0 12

,
.

, (71b)

and AT is defined by Eq. (57). Figure 65.22(b) shows that for
values of ν close to unity, excellent agreement is obtained
between the numerical results of Ref. 5 and the modified
formula [Eq. (71)].

Discussion
The validity of the asymptotic formula has been tested by

comparing the growth rate obtained from Eqs. (70) and (71)
with the numerical results of Ref. 5, where the isobaric model

is numerically solved. Figure 65.23 shows plots of the normal-
ized growth rate γL Va0  calculated using Eq. (70) (solid
lines) and one numerically derived in Ref. 5 for ν = 2.5 for
different values of the Froude number (dots). Remarkable
agreement between numerical and analytical results is ob-
tained. In Fig. 65.24, the analytic growth rate is compared with
the numerical results of Ref. 5 for different values of ν and
fixed Froude number. The solid lines represent the result of the
analytic theory and the dots are the numerical results. The
analytic formula [Eq. (70)] is also compared with the self-
consistent growth rate derived in Ref. 13. A significant dis-
agreement between the results of Ref. 13 and Eq. (70) is found
for large values of ν. Figure 65.25 shows the plot of the
unstable spectrum for ν = 8 obtained from the numerical
computations of Kull4 (dashed line), Eq. (70) (solid line), and
the growth-rate formula of Ref. 13 with zero Mach number
(dotted line).

Next, Eq. (70) is compared with other growth-rate formulas
obtained by fitting numerical results. The most commonly
used formula has been derived by Takabe et al. in Ref. 6 for
spherical geometry, electronic heat conduction (ν = 2.5), and
large values of the Froude number. Following Ref. 6, the
numerically derived growth rate can be fitted by the following
formula:

γ α β= −T T akg kV , (72)
where
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Figure 65.22
Unstable spectrum (γ L Va0  versus kL0) cal-
culated using (a) Eq. (68) and (b) Eq. (71)
(solid lines) compared with the numerical
results of Ref. 5 (dots) for ν = 1.5, 1.2, and
1.15 and Fr = 5.
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Figure 65.24
Unstable spectrum (γ L Va0  versus kL0) calculated using Eqs. (70) and
(71) (solid lines) compared with the numerical results of Ref. 5 (dots) for
ν = 1.2, 2.5, 8 and Fr = 5.

and ρs, cs, and rs are the sonic density, sound speed, and
position of the sonic point, respectively. Since αT is almost
independent of the equilibrium parameters (αT . 0.9), we
focus our attention on βT. It is important to remember that,
while Eqs. (72) and (73) have been derived for spherical
geometry including finite Mach number, Eq. (70) is valid for
slab geometry, neglecting the Mach number. Since the only
isobaric dimensionless parameter is the Froude number, the
coefficient βT must be rewritten in terms of Fr. Using the
isobaric profiles [Eq. (9)], we define ys as the distance at which
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where ra is the radial location of the peak density. Table I of
Ref. 5 shows values of the relevant dimensionless parameters
for G = 2. According to these values, Takabe’s coefficients can
be rewritten in the following form:
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Observe that θ is very weakly dependent on the equilibrium
parameters, and its values are always close to unity θ . 1( ) .
Table 65.I shows the values of θ corresponding to the equili-

Figure 65.23
Unstable spectrum (γ L Va0  versus kL0) calculated using Eq. (70) (solid
lines) compared with the numerical results of Ref. 5 (dots) for ν = 2.5.
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Figure 65.25
Plot of the normalized growth rate versus ∈ for ν = 8 and Fr = 5. The solid
line represents Eq. (70), the dashed line is the numerical result of Ref. 5, and
the dotted line is Eq. (16) of Ref. 13.

Table 65.I: Equilibrium parameters of Refs. 5 and 6.

G = 2

Fr θ

0.899 5.88 25.0 0.26 0.99

0.903 7.14 50.0 0.30 1.00

0.904 8.70 98.0 0.34 1.01

r ra s ρ ρa s y rs s
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bria in Table I of Ref. 5. Since θ is approximately constant, the
coefficient β depends mainly on the Froude number. The next
step is to find the best fit (γfit ) for Eq. (70) based on a formula
similar to Takabe’s γ fit = −( )a kg bkVa . The fitting proce-
dure is straightforward. The error γ γ−( )fit

2  is minimized over
the portion of the unstable spectrum of interest to ICF (1 µm
< λ < 200 µm). Since the typical cutoff wavelength λc is of the
order of 1 µm, the minimization condition can be written in the
convenient form

∂ε
∂

∂ε
∂

ε γ γ λ
λ

λ

a b
d

c

c= = = −( )∫0 0
2200

, , .fit (76)

The two minimizing conditions yield the values of a and b that
are subsequently fit with a power law formula (a Fr a~ µ  and
b Fr b~ µ ). For the values of Fr reported in Table I of Ref. 5
(5 < Fr < 9), the described procedure leads to the following fit
of Eq. (70):

γ fit = −0 9 2 00 03 0 15. . .. .Fr kg Fr kVa (77)

The good agreement between Eqs. (77) and (72) confirms the
accuracy of the analytic derivation. Furthermore, the general
analytic formulas [Eqs. (70) and (71)] are valid for any ν > 1
and can be applied to configurations that are not described by
pure electron heat conduction.

Conclusions
The stability analysis of accelerated ablation fronts is car-

ried out self-consistently for an arbitrary power law dependence
of the thermal conductivity (κ ~ Tν with ν > 1) and large Froude
numbers (Fr > 1). The eigenvalue equation is solved in differ-
ent regions of the density profile (overdense, ablation, and
blow-off regions), and the solution is asymptotically matched.
The growth-rate formula is derived from the matching condi-
tions, and its validity has been tested against the numerical
results of Ref. 5. The excellent agreement between the growth-
rate formula and the numerical results shows the high level of
accuracy of the analytic derivation.
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Appendix A: Higher-Order Correction to Φ̃  in the
Ablation-Front Region

In this appendix, important higher-order corrections to the
eigenfunction in the ablation-front region are reported. Those
corrections are terms of Eq. (21), and they are derived by
solving Eq. (19) order by order. After a very lengthy calcula-
tion, these terms can be written in the following convenient
form:
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where Ta(x) is derived in the section on the Ablation-Front
Region and
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Note that these corrections are essential to the derivation of
Eqs. (51) and (62).

Appendix B: Higher-Order Correction to Φ̃  in the
Transition Region

In this appendix, the higher-order corrections to the
eigenfunction in the transition region are reported. Those
corrections are terms of Eq. (37), and they are derived by
solving Eq. (35) order by order. The ξ and ∆ corrections to ̃Φ00

C

and Φ̃00
A  can be written in the following form:
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where χE
H , χD

H , and Φ̃00
A  are defined in Solution 2: σνσνσνσνσν >> 1,
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Observe that Eqs. (B1) and (B2) include all the ξ-corrections
to Φ̃00

C  and Φ̃10
C . These terms are essential for the derivation

of Eqs. (49) and (50).
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A significant amount of hardware was added to OMEGA to
upgrade it to a 30-kJ, 60-beam laser. To control this hardware,
an entirely new control system was implemented. This article
describes one of the core subsystems of that control system—
the Power Conditioning Executive.1 Timing and control of the
electrical energy fed to OMEGA’s amplifiers are provided by
the power conditioning system comprising state-of-the-art,
high-power electrical switching components that are centrally
controlled by a workstation linked to distributed sets of 218
embedded processors, one per amplifier. In this article we
review this important subsystem of the OMEGA control
system, beginning with a “black box” view of its role in the
overall control system and proceeding with an in-depth review
of the subsystem itself and its major components.

Laser Control System Overview
The OMEGA laser control system is an entirely new de-

sign, based in part on the previous OMEGA system in terms of
overall requirements and system concepts. The new system
makes use of both centralized and distributed control con-
cepts. Central control is provided by a series of Sun SPARC
workstations, each running an individual “executive” process
that controls one aspect of the laser or diagnostic subsystems.

Design and Implementation of the
OMEGA Power Conditioning Executive

As shown in Fig. 65.26, the primary executives are Power
Conditioning, Alignment, Shot Supervisor, Facility Interlock,
Laser Drivers, and Experimental (target irradiation and fusion
diagnostics). Executive processes are interconnected via
Ethernet using TCP/IP.2 In the following sections, we will
describe the power conditioning subsystem (Fig. 65.27), while
a future article will review the entire control system design.
Additional design details are available in the OMEGA Control
System Design Document (CSDD)3 and the OMEGA System
Operations Manual.4

Power Conditioning Subsystem
As illustrated in Fig. 65.28, the power conditioning sub-

system is organized vertically into the following components:
executive [Graphical User Interface (GUI), state engine,
status display, timing interface, etc.], local operating network
(LON)/LON to Ethernet network adaptor (LON/LENA) in-
terface, power conditioning modules (PCM’s). The PCM’s are
the main control interface to the power conditioning units
(PCU’s), which contain the pulse-forming networks that sup-
ply electrical energy to the laser amplifiers. This article discusses
the control software for this portion of the system. For details
of the timing system, the PCU’s, or the PCM’s, consult the
CSDD and related design documents.5–7
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Figure 65.26
The laser control system is distributed over several
executives that are interconnected via Ethernet using
TCP/IP. Each executive performs or oversees one
aspect of the laser operation and interacts with its
associated devices.
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Figure 65.27
Power conditioning is one subsystem of the OMEGA laser control system. It operates as a unit to control individual power conditioning units (PCU’s) but also
interacts with the other OMEGA executives via Ethernet communication.
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Figure 65.28
The power conditioning subsystem is distrib-
uted vertically into executive, mid-level, and
low-level processors. This organization facili-
tates both modular code development and
reusability. The local operating network (LON)
is a proprietary network (hardware and proto-
col) that connects the Neuron™-based power
conditioning modules (PCM’s) to the execu-
tive via the mid-level processors (LENA’s
and SLTA’s). Each LENA/SLTA combina-
tion provides access to up to 40 PCM’s.
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1. Power Conditioning Executive (PCE)
In addition to providing the central control for power

conditioning, the Power Conditioning Executive (PCE) sub-
system also establishes and implements the “shot sequence”
for the entire laser system. As shown in Fig. 65.29, this
subsystem comprises several interconnected subprocesses
whose functions are to operate the laser in a safe and predict-
able manner.8 These subprocesses all run on a single
multiprocessor Sun SPARC workstation under the Solaris 2.4
operating system. The majority of the code was developed
using the C++ object-oriented programming language,9 though
some subprocesses and libraries were developed using ANSI
standard C10 for convenience in device interfacing or reusabil-
ity. In addition, the PCE has an X-based status display that
was developed using low-level X libraries for optimal dis-
play speed.

The Graphical User Interface is a separate process, written
in C, utilizing the UIM/X Graphical User Interface builder to
construct the X/Motif interface. It will be discussed in a
later section.

a.  State engine.  The heart of the PCE is a general-purpose
state engine that is programmed with the transition network
illustrated in Fig. 65.30. The transitions are caused by mes-
sages that can be received from the user interface, another
executive, or the PCE itself, in the case of automatic (self-
initiated) transitions.11 For speed and simplicity, the state and
transition lists are stored in fixed-size arrays rather than linked

lists. This state engine has been generalized for reuse in the
other executives.

b.  Message queue.  The messages that cause state transi-
tions in the PCE are generally queued in a first-in first-out
(FIFO) message queue that operates asynchronously with the
state engine. An exception is made for abort messages, which
cause all pending messages to be dequeued, thus placing the
abort at the head of the queue for immediate processing. The
message-queue subprocess has also been generalized into a
library for reuse in other executives. It includes both a simple
command line and a text-based interface for use with the
independent GUI process.

c. Status display.  Amplifier status information can be
displayed on one or two workstations using an X window to
show the charge status for 218 PCU’s, the interface states,
countdowns, system parameters, errors, and other information
regarding the current state of the power conditioning. This
display is maintained by a subprocess of the PCE and is
independent of the GUI used for operator control of the PCE.
The status display is illustrated in Fig. 65.31.

d.  Timing system interface.  Critical to the control of the
power conditioning system is its interface to the OMEGA
master timing system—the synchronization reference for the
laser system. This system provides essential timing signals
that are phase locked to the laser oscillator (an Antares™ cw
mode-locked laser) whose 78-MHz master timing clock is the
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The Power Conditioning Executive Subprocesses
exist within the executive computer and are com-
posed of both lightweight and normal processes.
For example, the Graphical User Interface (GUI) is
a separate (normal) process, while the state engine
and the message queue are examples of lightweight

processes within the PCE process.
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Figure 65.31
The Power Conditioning Executive status dis-
play shows the operator the current status of
each power conditioning unit (PCU), including
its current voltage and error status during charge,
as well as the countdown to the shot.
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reference for the entire system. This allows all events that
occur during the operation of the laser to be properly synchro-
nized to the occurrence of the ~1-ns laser pulse. Without this
precise synchronization, the laser system and its diagnostics
could not operate.

The interface to the timing system allows the Power Condi-
tioning Executive to synchronize itself to the timing system
and to initiate and control the shot sequence. The timing sys-
tem provides the PCE with a 0.1-Hz signal via the timing
interface hardware illustrated in Fig. 65.32. To execute a laser

Figure 65.30
The Power Conditioning Executive is fundamentally a
state engine with several states and transitions related to
the shot sequence of the laser system.
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shot, the PCE initiates and monitors the charging of the system
capacitors. Once all capacitors are charged, the PCE waits for
a 0.1-Hz signal and then enables the T minus 10 event; this
signals the preparation of many diagnostic subsystems for the
shot. On the next 0.1-Hz signal (which is T minus 10), the PCE
enables the T equals 0 event—the actual shot, which will occur
exactly 10 s later. Both the T minus 10 and T equals 0 events
are referenced by electrical signals that are fiber optically
coupled to numerous hardware devices, including the PCU’s
that initiate the firing of the amplifiers. These devices use
the enable signals from the PCE to discriminate which of the
0.1-Hz pulses is the actual shot.

e.  Database interface.  The PCE is interfaced to an Ingres
database that stores the post-shot data and maintains the
various shot counters. A Database Log Number (DBL#) is
incremented for all shots or aborts, and counters are used to
keep track of the various shot types. The database keeps a
precise record of the number of shots on each of the ~7000
flash lamps in the system, allowing for periodic maintenance
in a timely manner. The post-shot data logged to the database
can be used to review the amplifier performance on any shot,
or to perform statistical analysis of amplifier performance over
time. In addition, post-shot reports are generated from the
database using this information, as well as other diagnostic
data that are stored in the database after the shot.

An early version of the PCE used a separate process called
the Data Manager to communicate with the database. This
was necessary because of an incompatibility between the
multithreaded PCE and the database API. Recent updates to
the database system have allowed this functionality to be
merged directly into the PCE, resulting in a significant im-
provement in performance as well as simplicity and reliability.

The database API has been written in ANSI C for compatibility
with a variety of other applications.

f.  Broadcast.  To support inter-executive communication
(over Ethernet via TCP/IP), several libraries and subprocesses
have been developed. One important implementation is the
“broadcast” subprocess that allows any number of other execu-
tives or diagnostics to “listen” to messages from another
executive, in this case the PCE. The PCE broadcasts state
transitions, the shot countdown, and other shot-related infor-
mation such as the type of shot and the database log number. In
addition to these messages, the PCE transmits an empty mes-
sage every few seconds as a “heartbeat” to allow other pro-
cesses to verify that the PCE is still operating. This is per-
formed to insure constant control of the high-voltage
power-conditioning system.

g.  LENA interface.  Much of the lower-level functionality
of the power conditioning subsystem is performed by the
power conditioning units (PCU’s), each of which contains a
power conditioning module (PCM) that in turn contains a
Neuron™13 control device. These Neurons™ communicate
via a proprietary network protocol called LONTalk™.14 To
communicate with the Neuron™ devices, the PCE and other
executives make use of a process called the LON Ethernet
network adaptor (LENA). This process was developed as part
of the OMEGA Upgrade Project and can operate either on an
IBM PC or SPARC workstation. As suggested by its name, the
LENA acts as an interface between the proprietary network
protocol of the Neurons™ and the Ethernet protocol (TCP/IP),
which is used by the executives. (Six LENA’s are used by the
PCE to contact six distinct LONTalk networks among which
the 218 PCM’s are distributed.)
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The interface to the timing system allows the
Power Conditioning Executive to synchronize
itself with the timing system and to initiate and
control the shot sequence.
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The LENA is composed of several parts, as illustrated in
Fig. 65.33. The executive API (application programmer’s
interface) was developed in C++ and is directly accessed from
the executive (PCE). It communicates, via TCP/IP sockets,
with the LENA process, which may run on the same or another
computer. The LENA process has a master loop that watches
for either executive requests or asynchronous Neuron™ re-
sponses and relays these requests and responses to the
appropriate destination. The LENA communicates with the
LON via the manufacturer-supplied API, which was ported to
Solaris at LLE for use on OMEGA. The LENA process was
also developed using C++.

2. Power Conditioning Graphical User Interface (GUI)
One part of the message-queue system of the PCE is a

command-line interface that is used mainly for development.
In operation, the PCE is accessed via a Graphical User Inter-

face. This GUI acts as a “front end” to the PCE, so that for
operators, this is the only interface to the PCE. The GUI
(illustrated in Fig. 65.34) has buttons for selecting state tran-
sitions as well as displays of the current database log number,
the time, the elapsed time since the previous shot, the state of
the enable lines, and the countdown. In addition, a scrolling
window displays the text output from the PCE, and an option
button allows the operator to select various procedures that are
not part of the basic shot sequence.

This Graphical User Interface was developed using the
UIM/X Graphical User Interface Builder, which constructs the
X/Motif user interface. Call-back procedures for the various
buttons and windows were written in ANSI C.

The look and feel of this interface conforms with the
standards established for the OMEGA executive processes.
These standards were meant to create an aesthetic, functional,
and uniform interface that will allow system operators to move
comfortably to the various control executives, thus supporting
a cross-training philosophy basic to OMEGA operations.

The Power Conditioning Executive workstation is
equipped with two monitors so that both this GUI and the
previously described status display are presented simulta-
neously to the operator.

3. Power Conditioning Unit (PCU)
As mentioned, each amplifier is equipped with a power

conditioning unit (PCU) that is responsible for charging and
discharging the capacitors for the execution of a shot. On a
shot, the PCU first charges its associated capacitors to the
requested voltage and then holds that voltage until the com-
mand is given to discharge into the flash lamps. The charge
profile, holding parameters, various delay times, etc., are
preprogrammed into the PCU and are constantly monitored
during the shot sequence by the power conditioning module
(PCM) and its Neuron™ processor. Deviations from expected
performance are identified and acted on to insure safe, reliable
operation of the system.

a.  Power conditioning module (PCM).  Each PCM contains
one Neuron™ processor that is pre-programmed with the
PCM firmware and is controlled by the PCE. The firmware
performs all of the tasks outlined above and was written in a
variation of the C programming language called Neuron C™.
In addition to the normal C constructs, Neuron C includes
several features for handling event-driven processes. These
events are related to state changes in several hardware I/O lines
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The LON Ethernet network adaptor (LENA) is a critical mid-level com-
ponent in the control system, which connects the executives with the
Neuron™ networks.
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Figure 65.34
The Power Conditioning Graphical User Interface
provides access to the executive for the power
conditioning operator. This screen illustrates many
of the standard features of the OMEGA control
system’s GUI’s, including a clock, time since last
shot, and abort and help buttons.
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and interfaces, or are related to the state of the so-called
“network variables” that are used to communicate information
between the Neurons™ and the executive.

4. Shot Sequence
All of the hardware and software systems described thus far

have a single purpose—to fire the laser. A laser shot is a
carefully orchestrated sequence through system states that
charges and discharges the PCU’s, then propagates a laser
pulse. It requires precise and flawless operation of 218 ampli-
fiers. The entire sequence takes about 5 min and is repeated
every 30 to 60 min. A variety of shot types are possible, but all
shots (assuming there is no abort) follow the sequence illus-
trated in Fig. 65.35.

The normal intershot state is called “maintenance.”15 It
can be either “maintenance active,” meaning that the 750-kVA
power supply is turned on, or “maintenance inactive,” meaning
that the supply is off. The 750-kVA power is controlled by the
facility interlock executive (FIE), which provides most of the
top-level safety interlock control functions. The PCE uses the
broadcast system to communicate with the FIE to determine
the state of the 750-kVA power. The PCE can request 750-kVA
power be turned on but cannot progress to the shot sequence
until the FIE has turned on the 750 kVA.

a.  Pre-shot.  The shot sequence begins with the pre-shot
state during which the “shot template” is loaded. This template
contains a list of the amplifiers to be used and all of their
relevant shot parameters, including charge voltages, various
thresholds, and the required trigger delays.16 This informa-
tion is displayed in the scrolling window on the GUI and is
also available for individual amplifiers on the status display.
Selected amplifiers on the status display show black;
nonselected amplifiers are blue.

At this stage, if the operator or shot director notices some
problem with the shot, it is possible to terminate the shot
sequence without an abort. No data is logged to the database,
and the database log number is not incremented in such an
event. Once the template is accepted by the operator and shot
director, the sequence proceeds to the “prepare” state by
pressing the “prepare” button on the GUI.

b. Prepare.  In the prepare state, system configuration
information (from the template) is downloaded to the Neu-
ron™ modules (PCM’s) via the LENA’s. At completion of the
download, the status of each amplifier on the status display will
turn from black to green and then to white, indicating to the
operator that the selected amplifiers are ready to charge. In this
state, it is still possible to terminate the shot sequence without
an abort.
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Figure 65.35
A typical OMEGA shot sequence carries the
system from its dormant or maintenance state
through pre-shot, prepare, charge, fire, and
post-shot, and returns it to the maintenance
state. In each state, various conditions must
be met, and tasks performed, before proceed-
ing to the next state. Note that this is a typical

shot sequence. Many other transitions are
possible, particularly in an abort condition,
as illustrated in Fig. 65.30.

PCE is not running.

PCE is running; “heart beat” being broadcast, toggles between
active and inactive based on communication with Facility
Interlock Executive.

Template is read; sanity checking; template is reviewed by
operator and shot director using Graphical User Interface (GUI).

Communication with PCM’s and timing interface is established,
database log number is obtained; template is downloaded to
PCM’s; status of amplifiers is displayed.

PCU’s begin charging. Voltages are polled and displayed,
charging can take from a few seconds to several minutes,
depending on the voltages; automatic transition to fire when
all amplifiers are at voltage.

PCU’s are “armed” to fire; timing interface is controlled to
initiate shot.

Post-shot data is read from PCM’s; data is logged to database.

PCE returns to maintenance mode.

TC4117

Dormant

Maintenance

Pre-shot

Prepare

Charge

Fire

Post-shot

Maintenance

5. Error Handling
In addition to the normal sequencing of the PCE, a large

portion of the system is dedicated to proper handling of error
conditions. Great care has been taken to ensure that the PCE
will remain operational and function properly in the event of a
wide variety of possible error conditions.

a.  Abort.  The PCE is designed to accept and respond
immediately to any abort messages resulting from an unrecov-
erable error condition detected during the shot sequence. These
may come from the user interface, another executive, or one of
the subprocesses within the PCE itself. The PCE responds to
an abort by first disabling the timing interface, thus preventing
the shot from occurring. Next, the PCE sends an abort message
to each active PCM, ceasing the charging process and dumping
the charge through the emergency dump resistors. Once the
system is aborted, the PCE automatically proceeds to the
“post-shot” state and records much the same information that
is recorded on a normal shot.

b.  Casualty mode.  One field in the template that is loaded
at pre-shot is a “casualty mode” flag for each amplifier. If this
flag is on, it indicates that a detected error on this amplifier is
not to be treated as an abort condition. In this mode, the
amplifier is flagged as inactive and the status display will show
red, but the shot sequence will proceed for the remaining

c.  Charge.  When all selected amplifiers show “ready,” it is
then possible to progress to the “charge” state. The operator
selects “charge” from the GUI, and the amplifiers begin to
charge after waiting the requested individual charge-delay
times. This is the last transition in the shot sequence that is
operator initiated (aside from an abort). While the capacitors
charge, the PCE polls the voltages and displays a yellow bar on
the status display. Minimum and maximum voltages for each
amplifier stage are also displayed. When an amplifier reports
“at voltage,” the display bar turns green, and when all ampli-
fiers are fully charged, the PCE automatically proceeds to the
“fire” state.

d.  Fire.  In the “fire” state, the shot-timing sequence
described previously is initiated, and a countdown is displayed
on both displays. This countdown is also broadcast to any
processes that may require this synchronization.

e.  Post-shot.  After the shot, the PCE automatically pro-
ceeds to the “post-shot” state, during which the PCM’s are
polled for a variety of recorded information to be logged to the
database. In addition, the shot type, shot time, and other shot-
related data are logged. Once data logging is complete, the
PCE returns automatically to the “maintenance” state and is
ready for the next shot sequence to be initiated.
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amplifiers. This mode was added during the activation of the
laser system to allow amplifiers with noncritical defects to
be operated.

Future Directions
Although the PCE is used effectively for routine operation

of OMEGA, many aspects of the system could be improved.
Several of these areas are outlined in this section.

1. LON Throughput
Currently, the LON throughput is severely limited by vari-

ous aspects of the hardware and software. This affects the
ability to read certain diagnostic information from the power
conditioning modules and the receipt of notifications that
occur during critical shot-related events. Work is ongoing to
improve this throughput at several levels.

2. Templates
On each shot, the PCE is now configured by using a so-

called flat file that contains the voltage and timing parameters
for each amplifier. Ultimately, this information will be con-
tained in an overall System Template, a comprehensive
description of the entire laser system configuration for each
intended shot. It will be created and stored hierarchically in the
Ingres database system and will include an automatic valida-
tion scheme. Much work in the coming months will be dedi-
cated to the creation and deployment of this template system
for all of the OMEGA control systems.

In addition to the power conditioning parameters, a com-
plete description of the shot will eventually be logged at shot
time. In the present implementation, much of this information
is either not available to the computer or not directly available
to the PCE for logging. As the templates are developed, this
information will become available and will be logged at shot
time. The goal is to create an electronic database that contains
all pertinent information about a shot.

3. Graphical User Interfaces
Both the operator interface and the status display for the

system have features that have yet to be implemented. These
programs were developed using different tools and tech-
niques and are driven from different processes within the
executive. The appearance and operation of the system can be
improved by merging the two into a single process and stan-
dardizing their look and feel using the same technique to
implement them.

Conclusion
The power conditioning subsystem is central to the opera-

tion of the OMEGA laser system. The Power Conditioning
Executive (PCE) and Power Conditioning Graphical User
Interface (PCEGUI) are key software components that control
this subsystem. Together they provide the operator interface,
state engine, interprocess communication, and device control,
which are essential to the operation of the laser system. The
primary task of this subsystem is to perform a shot sequence,
which entails not only the charging and firing of the laser
amplifiers but also careful monitoring of the entire laser
system to ensure safe and controlled operation. It is also
responsible for logging shot data for later analysis.

Implemented in C/C++ and making use of X/Motif and
threads, these programs take best advantage of the state-of-
the-art software tools to provide an efficient and effective
interface to the power conditioning hardware. Graphical User
Interfaces (GUI’s) make the system easy to operate and present
the status of the system in an attractive and accessible format.

To perform its task, the PCE interacts continuously with a
central database system, a master timing interface, other ex-
ecutives, and the Neuron™-based power conditioning modules
(PCM’s). Judicial use of threads (or lightweight processes)
and interprocess communication allows these many tasks to
be performed in concert with one another.

The successful deployment of this subsystem, as part of the
entire OMEGA Upgrade Project, has been the work of many
individuals over several years. Many more years of work
remain to implement all of the desired aspects of this new
OMEGA laser control system.
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Intense diode pumping of active elements doped with Nd3+ is
a common approach to produce efficient, reliable, and compact
laser systems. The high quantum efficiency of diode pumping
can develop large population inversion densities in the 4F3/2
upper level that can be lased at either 1 µm or 1.3 µm.1,2 The
upper-state lifetime τ is an important parameter for engineer-
ing such lasers since it affects the achievable stored-energy
density for a given pumping scheme and ultimately determines
the output energy of the laser. The long 4F3/2 upper-state
lifetime of Nd:YLF (~520 µs for 1-at.% doping3,4) makes it
an attractive laser material.

Figure 65.36 depicts several energy-transfer mechanisms
active in Nd:YLF that can reduce the effective 4F3/2 upper-
state lifetime, including concentration quenching and
energy-transfer upconversion (ETU). Concentration quench-
ing, or self-quenching, of the upper-state lifetime5–7 is a
well-known cross-relaxation process that limits the benefits

Upconversion and Reduced 4F3/2 Upper-State Lifetime
in Intensely Pumped Nd:YLF

of increased dopant levels in Nd:YLF. Close-range multipole
or quantum mechanical exchange interactions between ions in
the 4F3/2 upper state and 4I9/2 ground state result in two
excitations at intermediate energy levels. The rate of additional
loss from the 4F3/2 upper state introduced by self-quenching
generally increases linearly with dopant concentration. It is
shown in this work that significant reductions in the effective
upper-state lifetime also result from ETU processes at high
population inversion in Nd:YLF. ETU, also known as nonlin-
ear self-quenching, is analogous to self-quenching except
interactions between two ions in the 4F3/2 upper state promote
one ion to a higher-lying energy level at the expense of
demoting the other ion to a lower level. In this case, the
additional loss rate from the upper state is proportional to the
square of the excited-state ion density.

In this work, high population inversions are achieved by
directly pumping from the ground state into the 4F3/2 upper
state with an intracavity-pumping arrangement in a tunable,
pulsed Cr:LiSAF laser shown in Fig. 65.37. The approxi-
mately 1.4-mm-thick, uncoated Nd:YLF sample is placed
inside the cavity at Brewster’s angle with the pump laser
polarization matching the stronger π-polarization absorption4

in the range of approximately 855 to 885 nm. TEM00 mode
operation is accomplished with an intracavity aperture in the
nearly hemispherical cavity. Typical Q-switched pulse lengths
were approximately 200 ns (FWHM).

Both a 1053-nm small-signal-gain probe beam and fluores-
cence, collected at both 1047 and 1053 nm, are used to monitor
the population dynamics of the pumped sample. The small-
signal-gain probe beam is focused to an approximately 50-µm
spot in the center of the pumped region and measured with an
amplified silicon diode (Thorlabs PDA150). A 1053±1 nm
(FWHM) interference filter and a 2-mm-thick piece of RG-
1000 filter glass, along with a small aperture, are used to pass
only the 1053-nm probe beam. The small-signal gain is used to
measure the absolute 4F3/2 upper-state population achieved,
given the effective stimulated emission cross section8 σ1053 =
1.9 × 10−19 cm2. The 1-µm fluorescence from the sample is

Figure 65.36
Energy-transfer processes introduce additional losses that reduce the effec-
tive 4F3/2 upper-state lifetime. (a) Concentration quenching rates depend on
ground state population densities, n0, which are equal to doping concentra-
tions under typical operating conditions. (b) Energy-transfer upconversion
(ETU) rates depend on the square of the excited-state population density, n1

2 .

E7828

(a)

(b)

|1>

|0>
Concentration

quenching

4F3/2

4I9/2

W ∝ n1n0

|1>

|0>
Energy-transfer

upconversion (ETU)

W ∝ n1
2

4F3/2



UPCONVERSION AND REDUCED 4F3/2 UPPER-STATE LIFETIME

LLE Review, Volume 65 45

collected and imaged onto a 400-µm pinhole to sample ap-
proximately the same volume as the small-signal-gain probe.
The fluorescence is measured using an S-1 photomultiplier
tube (Hamamatsu R5108), cooled to ~0°C, and fitted with a
1051±7.5 nm (FWHM) interference filter and a 2-mm-thick
piece of RG-1000 filter glass. Upconversion fluorescence is
collected and imaged onto the 250-µm entrance slit of a 1/4-m
Jarrel-Ash monochromator and measured using an uncooled,
multi-alkali photomultiplier tube (Hamamatsu R928). The
2.5× magnification of the imaging/collection optics effec-
tively samples a 100-µm width around the center of the
pumped region.

Figure 65.38 shows the time evolution of the 4F3/2 upper-
state population normalized to the doping concentration,
n N N= Nd , after intense pumping with an ~200-ns (FWHM)
Q-switched pulse. At early times when large population inver-
sions exist, there is a strong departure from the simple
exponential decay that ultimately occurs at long times and
lower inversions. Higher time-resolution measurements show
a rapid initial decay consuming approximately 10% of the
initial population for times shorter than approximately 10 µs.
The horizontal dashed line in Fig. 65.38, representing the
approximate maximum upper-state populations achieved in
typical flashlamp-pumped Nd:YLF lasers, illustrates that the
nonexponential decay associated with the two-body ETU
process is observed only at inversion densities typical of
intensely diode-pumped lasers.

An ETU loss channel from the 4F3/2 upper state is con-
firmed in the inset to Fig. 65.38, which illustrates upconver-

sion fluorescence measured at approximately 530 nm under
similar conditions. Visible fluorescence is also observed near
591 and 665 nm with similar decay dynamics. The long
duration and nonexponential nature of this upconversion fluo-
rescence are consistent with several predicted two-body ETU
processes9 that promote ions from the 4F3/2 upper-state popu-
lation to the higher-lying 4G7/2 and 2G9/2 manifolds. Since the
lifetimes of these latter states are very short (τ < 10␣ns), no

Figure 65.37
An intracavity pumping scheme achieves high popu-
lation inversions in Nd:YLF. Q/S–Pockels cell
Q-switch; HR–high-reflector mirrors; PMT–pho-
tomultiplier tube; G0–amplified silicon diode.

Figure 65.38
Measured population decay of the 4F3/2 upper state normalized to the dopant
ion concentration. Inset: Visible upconversion fluorescence decay measured
under similar experimental conditions.
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significant population accumulates in these levels and the
resulting fluorescence reflects the ETU rate. The rapid de-
crease in upconversion fluorescence at early times (t < 10 µs)
is interpreted as static ETU, while the longer, nonexponential
decay is associated with both migration-assisted ETU and the
underlying fluorescence decay of the 4F3/2 upper state.

Static and migration-assisted ETU can be differentiated by
analyzing the nonexponential decay of the 4F3/2 upper-state
population in coordinates specific to each regime. Following
the approach in Ref. 10, the observed decay n(t) is transformed
to n t n t0 1exp −( ) ( )[ ] −τ  to remove the underlying fluores-
cent lifetime τ and plotted in Fig. 65.39 versus the coordinates
for static and migration-assisted regimes, erf t τ( ) and
1 − −( )exp t τ , respectively. The linear relationship for the
migration-assisted coordinates is consistent with migration-
assisted nonlinear self-quenching of the 4F3/2 upper state
predicted from the energy-transfer microparameters calcu-
lated in Ref. 9. The departure from linearity near the origin in
Fig. 65.39 is attributed to the initial phase of static ETU.

The 4F3/2 upper-state decay dynamics in Fig. 65.38 can be
transformed into a more familiar “rate equation” form

dn

dt
n n= − − −τ α 2 K (1)

by plotting the time derivative dn/dt at each time of the decay
versus its corresponding population n. The linear term in
Eq. (1) represents the fluorescence lifetime of the 4F3/2 upper
state, including both radiative and nonradiative decay, and
concentration quenching, if present. Quadratic and higher-
order terms can be included to represent energy-transfer
upconversion processes that consume two or more units of
excitation per interaction. A two-body ETU process is in-
cluded in Eq. (1), as indicated by the quadratic dependence on
upper-state population. Normally, the quadratic term would
include a factor of 2 to account for the two excitations lost for
each ETU interaction; however, for Nd:YLF, ions promoted to
higher energy levels rapidly decay back to the 4F3/2 upper state
by nonradiative processes. Figure 65.40 graphically displays
the decay dynamics of Eq. (1) along with a quadratic curve fit
that best represents the transformed decay data. The τ = 523 µs
fluorescence lifetime derived from this curve fit matches very
well the published values3,4 for 1-at.% Nd:YLF, while the
quadratic coefficient α = 1.0 × 10−16 cm3/s yields the macro-
scopic, two-body energy-transfer upconversion coefficient.

The effect of ETU processes on energy storage in Nd:YLF
when operating at high population inversions can be estimated
by evaluating the “relative” quantum efficiency5 of the 4F3/2
upper state, defined as

Figure 65.40
Rate equation form for 4F3/2 upper-state population decay dynamics shows
the quadratic nature of the energy-transfer upconversion (ETU) process
active at high population inversions.

Figure 65.39
The linear dependence of the 4F3/2 upper-state decay plotted versus 1 − exp
(−t/τ) indicates migration-assisted ETU. Measurements are equally spaced
(∆t = 10 µs) with time increasing from left to right. An initial phase of static
ETU causes the measured plot to depart slightly from Eq. (3), which is also
plotted using measured values for α, τ, and n0.
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η
τrel = ( )∞

∫
1

00

n t

n
dt , (2)

where τ is the fluorescence lifetime. The relative quantum
efficiency compares the fluorescence yield of a sample with an
initial population n0 to that expected in the absence of energy
transfer. The analytic solution to Eq. (1),10

n t
n t

n t
( ) =

−( )
+ − −( )[ ]

0

01 1

exp

exp

τ
α τ τ

(3)

can be substituted into Eq. (2) and integrated to obtain an
analytic expression for the relative quantum efficiency

η
α τ
α τrel n

n

n0
0

0

1( ) =
+( )ln

, (4)

which is plotted in Fig. 65.41 using the experimental values for
α and τ. A large penalty due to the ETU losses is seen for
normalized 4F3/2 upper-state populations greater than a few
percent. For the experimental conditions in Fig. 65.39, these
losses would reduce the relative quantum efficiency to 72%. It
should be emphasized that this analysis underestimates the
effect of ETU losses since Eq. (1) does not represent well the
rapid initial decay due to static ETU or the likely onset of strong
three-body ETU processes at high 4F3/2 upper-state popula-
tions. On the other hand, the above analysis overestimates the
effect of the ETU losses on energy storage in real laser systems
since it compares the relative importance of ETU processes to
fluorescence over an infinite period. An analytical form for
storage efficiency1 appropriate for pumping pulsed lasers is
complicated by the nonlinear nature of the 4F3/2 upper-state
decay dynamics, requiring numerical calculations to evaluate
the fraction of pump energy stored in the upper state at the end
of a finite pumping period.

ETU losses also negatively impact cw laser performance in
active elements operated at high population inversion thresh-
old densities, nth. These losses must be accounted for in an
effective saturation intensity,

I h h nsat eff th= = × +( )ν στ ν σ τ α1 ,

which increases linearly with threshold inversion. Since thresh-
old power is proportional P Ith sat∝( ) and slope efficiency is
inversely proportional ηslope sat∝( )1 I  to the saturation
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Figure 65.41
Relative quantum efficiency of Nd:YLF under intense pumping calculated
using Eq. (4).

intensity, these important laser operating parameters are ad-
versely affected by increasing threshold densities. Using the
experimental values for α and τ in 1-at.% Nd:YLF, a frac-
tional threshold inversion of only 1% increases the effective
saturation intensity by more than 7% over its value with no
ETU losses.

Increased ETU rates should be observed as the doping
concentration increases for several reasons. First, the macro-
scopic, two-body ETU coefficient, α, increases with doping
concentration in the migration-assisted regime since more
dopant ions are present on which to migrate. Second, the higher
excited-state population densities achievable in higher doped
materials and the strong dependence of energy-transfer rates
on inter-ion separation lead to an increased contribution of
static ETU.

In conclusion, a nonlinear loss channel from the 4F3/2
upper state caused by two-body energy-transfer upconversion
has been observed in intensely pumped Nd:YLF samples. This
loss channel significantly degrades the energy storage capacity
and increases the threshold power of Nd:YLF lasers operating
at high population inversions.
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The availability of reliable, solid-state laser sources that pro-
duce femtosecond pulses with energies of about 1 mJ and
repetition rates of 1 kHz provides new prospects for ultrafast
laser spectroscopy. The Ti:sapphire oscillator/amplifier sys-
tem is such a source. Nonlinear optical conversion of its output
frequency using optical parametric generation/amplification
or sum and difference frequency mixing effectively extends
the spectral range available for femtosecond optical experi-
ments. At LLE/COI, several UR faculty members are working
to produce a multiuser laser system that will generate
femtosecond pulses tunable through the visible and a large
portion of the infrared. Such a system will be used for experi-
ments in materials research, nonlinear optics, atomic and
plasma physics, electronic devices, and circuits testing. In this
article we describe the layout of the system under develop-
ment, the main components and their characteristics, and the
applications of the system. We also present the first experimen-
tal results produced at this facility.

System Configuration
A Ti:sapphire oscillator/chirped-pulse-amplification sys-

tem—comprising an oscillator, stretcher, regenerative amplifier,
and compressor—is the source of sub-100-fs pulses in the

A New Ti:Sapphire Laser System: A Source of Femtosecond Pulses
Tunable from Ultraviolet to Infrar ed

800-nm spectral range with 1- to 5-kHz repetition rate. Fig-
ure 65.42 shows the layout of this system. The amplifier output
is used to pump three devices: a white-light continuum genera-
tor (WLC), an optical parametric amplifier (OPA), and a
terahertz (THz) radiation source. The continuum generator
produces femtosecond pulses in the visible and near-infrared.
Its output may serve as both a probe beam in ultrafast pump-
probe experiments and a seed for the optical parametric
amplifier. The output of the OPA lies in the near-infrared range
(λ = 1.2 to 2.4 µm). The signal and idler waves out of the OPA
are mixed in the difference frequency generator (DFG), pro-
ducing tunable femtosecond pulses in the mid-infrared range
(up to 12 µm and possibly longer wavelengths). The output of
Ti:sapphire oscillator also pumps the optical parametric oscil-
lator (OPO) that produces signal and idler waves covering the
range between 1.35 and 2.0 µm. The OPO output can also be
mixed in a difference frequency generator giving femtosecond
pulses in the mid-infrared range at a repetition rate of 82 MHz.

Ti:Sapphire Oscillator/Amplifier
The core of this system is a Ti:sapphire oscillator/amplifier

combination manufactured by Spectra Physics Lasers in col-
laboration with Positive Light. The oscillator is a regeneratively

Figure 65.42
General layout of the femtosecond Ti:sapphire-
based laser system. OPO—optical parametric
oscillator; OPA—optical parametric amplifier;
WLC—white-light continuum generator; DFG—
difference frequency generator; THz—terahertz
radiation generator.
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mode-locked Tsunami (model 3960),1 pumped by 8 to 12 W
from an Ar-ion laser, and produces pulses at 82-MHz repe-
tition rate. Typical pulse duration at the laser output is 70 to
80 fs, but, using an external prism compressor, pulses as short
as 45 fs can be obtained [Fig. 65.43(a)]. The spectral width
(FWHM) of the oscillator output is typically 15 to 17 nm
[Fig. 65.43(b)]. Currently, the Tsunami tuning range is 720 to
850 nm and the output power is about 1 W. To pump the opti-
cal parametric oscillator, which requires higher pump power
levels, the Ti:sapphire oscillator cavity is reconfigured to
deliver up to 2 W of average power and slightly longer pulses
(90 to 100 fs).

Part of the Ti:sapphire oscillator output is split off to seed
the amplifier—a Spitfire, from Spectra Physics Lasers and
Positive Light. The amplifier utilizes the chirped-pulse-ampli-
fication technique,2 where the seed pulses are first stretched to
about 150 ps in a diffraction-grating stretcher to reduce nonlin-
ear effects and avoid damage to the optical elements in the
amplifier and, at the same time, to allow efficient energy
extraction from the amplifier. These temporally expanded
pulses are switched into a regenerative amplifier cavity. The
Ti:sapphire amplifier is pumped by a Nd:YLF Q-switched
laser (Merlin, from Spectra Physics Lasers and Positive Light),
which is capable of producing up to 12 W of average power at
527 nm (200- to 300-ns pulses at 1␣kHz). After 15 to 20 round-
trips through the amplifier cavity, amplified pulses are switched
out and contain 1 to 1.5 mJ per pulse (the repetition rate is that
of the pump laser—1 kHz). Following this amplification, the
pulses are compressed to 75 to 140 fs in the diffraction-grating
compressor [Fig. 65.43(a)], depending on the seed pulses’
characteristics. The energy per pulse is up to 1 mJ at 1-kHz
repetition rate (i.e., 1-W average power) when operating near

800 nm with a pulse-to-pulse energy stability of ~2%. The
amplifier is also capable of higher repetition rates—up to
5 kHz, producing up to 1.5 W of average power.

White-Light Generator
To perform time-resolved spectroscopic measurements

(pump-probe experiments) in a broad spectral range, we utilize
the technique of femtosecond continuum (or supercontinuum)
generation. Femtosecond pulses out of the Ti:sapphire ampli-
fier are focused onto a plate of glass or crystalline material. For
pump intensities above a certain threshold, broadband radia-
tion spanning the entire visible and a portion of near-infrared
range is produced at the output of the plate. A number of
mechanisms are involved in continuum generation, the major
being spectral broadening of the pulses due to self-phase
modulation.3 The generation of femtosecond continuum re-
quires materials with a high nonlinear refractive index and
resistance to damage at very high intensities. We tested a
number of glass and crystalline materials and, based on a
compromise between efficient continuum generation in the
near-infrared and resistance to optical damage, we selected
BaF2 crystals. The threshold for continuum generation in a
BaF2 plate of 5-mm thickness was about 1 to 2 µJ per pulse
(the pump radiation was focused onto the crystal using
20-cm-focal-length lens). Using a Si or Ge photodiode for
detection, we observed continuum radiation spanning 400 nm
to 1500 nm. Femtosecond continuum was also generated using
the second harmonic (λ = 400 nm) of a Ti:sapphire system; the
output is in the visible-ultraviolet spectral range. For the pump-
probe measurements, portions of the continuum in the spectral
range of interest are selected using bandpass interference
filters. The duration of probe pulses produced in this manner is
nearly that of the pump pulses (~100 fs).

Figure 65.43
(a) Intensity autocorre-
lation functions and (b) spec-
tra of the Ti:sapphire oscil-
lator (thin line) and regen-
erative amplifier (thick line).
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Although it is easy to implement, femtosecond continuum
generation over a broad spectral range has certain limitations.
First, the intensity of the continuum drops rapidly when mov-
ing away from the pump wavelength. The useful spectral range
in the infrared is limited to 1.3 to 1.5 µm when pumped by
pulses centered at 800 nm. Second, the intensity of the con-
tinuum may be too low for many applications. To produce
intense, tunable femtosecond pulses in a broad spectral range,
we use the optical parametric amplification technique and
subsequent difference frequency mixing.

Optical Parametric Amplifier and Difference
Frequency Generator

To generate femtosecond pulses in the 1.2- to 2.5-µm range
we are developing a traveling-wave optical parametric ampli-
fier that is seeded by pulses from the white-light continuum
generator.4 Seeding the OPA with femtosecond continuum
pulses allows operation at lower pump levels (as compared to
the optical parametric generator/amplifier configuration, which
utilizes parametric fluorescence as the seed) and leads to more
reliable and stable operation. Our OPA is based on a BBO
crystal, which combines high second-order nonlinearity and
high damage threshold. In the first experiment, we used a
7-mm-thick BBO crystal cut for type-II phase matching to
reduce the bandwidth of the OPA output and to generate pulses
that are closer to the transform limit than in the case of type-I
phase matching. This also provides signal and idler waves of
orthogonal polarizations that are convenient for subsequent
difference frequency mixing. (Phase matching in a AgGaS2
difference frequency generator requires orthogonally polar-

ized input waves.) The layout of the two-pass, single-crystal
OPA is shown in Fig. 65.44. The output of the white-light
continuum generator and the pump radiation at 810 nm are
collinearly combined in the nonlinear crystal using a dichroic
mirror. The white-light seed is not spectrally filtered before the
OPA since the nonlinear crystal, with its limited wavelength
acceptance bandwidth, is a natural spectral filter. The central
wavelength is selected by angular tuning of the OPA crystal.
The first-pass OPA output is backreflected onto the crystal and
is again combined collinearly with a fresh portion of the
800-nm pump using a dichroic mirror. The temporal overlap
between the pump and seed (first pass), and the pump and the
signal wave (second pass) is adjusted by two optical delay
lines. When 100-µJ pulses were used to pump the first pass and
200 µJ for the second pass, the OPA output was more than
40 µJ per pulse (total output in signal and idler beams). Fig-
ure 65.45 is a demonstration of the tunability from degeneracy
down to 1.2 µm (signal wave) and up to 2.4 µm (idler). The
spectral width of the OPA output is about 25 nm FWHM
 (signal wave), which is enough to support pulses shorter than
100 fs. In the first experiments, the pump-pulse duration was
140 fs, and measurements of the cross correlation between the
OPA output and the pump pulses indicated an OPA output
pulse duration of about 200 fs. The excessive pulsewidth of the
OPA output is most likely a result of a group-velocity mis-
match between the interacting waves. For three-wave type-II
interaction in BBO the group-velocity mismatch is calculated,
using Sellmeier equations,5 to be about 80 fs/mm. The cry-
stal length in our OPA should, therefore, be reduced to opti-
mize performance.

DM

Optical delay line

BBO crystal

DM

Seed

WLC

Optical delay line

Pump (810) nm Pump 1

Z2103

Pump 1

Figure 65.44
Optical parametric amplifier layout. WLC—white-light
continuum generator; DM—dichroic mirror.
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The demonstrated performance of the OPA and DFG has
already allowed several interesting time-resolved experiments
to be performed in the near- and mid-infrared ranges. Work
continues on the optimization of conversion efficiency and
pulse durations.

Optical Parametric Oscillator
Femtosecond pulses in the near-infrared region at a high

repetition rate (82 MHz) can be produced using a synchro-
nously pumped optical parametric oscillator—OPAL,
manufactured by Spectra-Physics Lasers. The OPAL is based
on a temperature-tuned noncritically phase-matched LBO
crystal and is capable of delivering pulses of about 100-fs
duration in the spectral range of 1.35 to 1.6 µm (signal wave)
and 1.6 to 2.0 µm (idler wave). (The wavelength is determined
by the spectral characteristics of the OPAL cavity mirrors.)
When pumped by about 2 W of average power from a Ti:sap-
phire oscillator, the OPAL produces an output of more than
250 mW (signal) and about 150 mW (idler) at the maximum of
its tuning curve (signal wave at around 1.45 to 1.50 µm). A
typical spectrum and an autocorrelation function of the OPAL
output are shown in Fig. 65.47.

Mixing the signal and idler beams in the difference fre-
quency generator can produce mid-infrared femtosecond
pulses from 4 to 12 µm. Using a 1-mm-thick AgGaS2 crystal
for difference frequency mixing, up to 50 µW of average power
was generated in the 4- to 10-µm range. In this range, group-
velocity mismatch between interacting waves (signal, idler,
and difference) in AgGaAs2 does not exceed 200 fs/mm, so the
difference frequency pulses out of the 1-mm-thick crystal
should not be longer than 200 fs when the input signal and idler
pulses are 100 fs long.

THz Radiation Generator
Work is currently underway to produce ultrashort pulses of

terahertz radiation (the sub-millimeter range of the spectrum).
A high-power source of terahertz radiation, called a large-
aperture photoconducting antenna,6,7 consists of a 6-cm2

GaAs wafer that is biased using parallel electrodes spaced
2 cm apart. Semi-insulating GaAs is used to hold off a bias
voltage of 10 kV. When a high-energy Ti:sapphire pulse
uniformly illuminates the antenna, electrons are excited into
the conduction band and the antenna becomes conductive. The
sharp turn-on of surface current produces radiation that is
polarized along the bias-field direction. In the far field, the
radiated electric field is proportional to the rate of change of
the surface current, the bias field, and the energy of the optical

To generate femtosecond pulses in the mid-infrared range,
the signal and idler waves from the OPA are mixed in a
difference frequency generator (Fig. 65.46 shows the expected
tuning range of the DFG). A 1-mm-thick AgGaS2 crystal,
which is transparent up to 12 µm, was used for difference
frequency mixing. With 30 µJ per pulse input (signal and idler)
more than 300 nJ per pulse was obtained at 5-µm wave-
length. The spectral width of the mid-infrared pulses was about
200 nm—sufficient to produce pulses as short as 130 fs.

It is worth mentioning that the OPA output pulses are of
sufficient energy to generate femtosecond continuum in solid-
state media. This continuum can be a broadband source of
femtosecond pulses in the near- and mid-infrared that presents
new possibilities for ultrafast spectroscopy in this range.

Figure 65.46
Tuning range of a difference frequency generator pumped by the OPA output.
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The spectrum of the OPA output.

Z2105

1.0

1.5

2.0

2.5

2 4 6 8 10 12 14

S
ig

na
l a

nd
 id

le
r

w
av

el
en

gt
hs

(µ
m

)

Difference wavelength (nm)

Difference frequency generator range



A NEW TI:SAPPHIRE LASER SYSTEM

LLE Review, Volume 65 53

shorter than the time scale of the electrons evolution, interac-
tion between the THz pulse and an electron depends strongly
on the shape of the electron wave function and its velocity.
Furthermore, the large bandwidth of THz pulses enables elec-
tronic Rydberg states to be coherently coupled to neighboring
states. These features may allow the use the THz pulses to
excite and detect a three dimensionally localized Rydberg
wave packet, which follows a circular orbit.11

Initial Applications of the System
Using the pulses from the Ti:sapphire amplifier and the

femtosecond continuum generator, pump-probe transient-ab-
sorption measurements were performed to better understand
relaxation processes in silicon-based materials, low-tempera-
ture-grown A3B5 semiconductors, and polymers. Here the
results of these measurements are briefly described.

The first experiments were performed on porous silicon,
which has attracted significant attention since the 1990 discov-
ery of its efficient light emission.12 Normally, crystalline
silicon does not emit light since it is an indirect band-gap
material, but porous silicon, formed by electrochemical etch-
ing of crystalline silicon, luminesces effectively. Photolumi-
nescence in the blue through near infrared has been observed,
and light-emitting devices have been demonstrated.13 How-
ever, the energy structure of porous silicon and the origin of its
efficient luminescence are still under debate. Time-resolved
photoinduced absorption measurements (on a femtosecond
scale) can be useful in clarifying the energy structure, deter-
mining the carrier relaxation mechanisms, and identifying the
role of quantum confinement and defect states in porous
silicon. Toward this end, pump-probe measurements on porous
silicon, crystalline silicon (c-Si), and hydrogenated amor-
phous silicon (a-Si:H) samples have been conducted.

Figure 65.47
Spectrum and intensity
autocorrelation function of
the OPAL output pulses
(signal wave).

pulse. The large-aperture design permits the use of high bias
voltages and optical powers without damaging the antenna.

The THz radiation from this source is in the form of a beam
of subpicosecond pulses. A 100-fs, 400-mJ Ti:sapphire
pulse can produce a 450-fs, 0.8-mJ THz pulse.6 The unique
feature of these THz pulses is that the pulse duration is less than
the period of the electric field oscillation. Thus, it does not have
a carrier wave in the usual sense. For this reason the pulses are
sometimes referred to as dc pulses or half-cycle pulses.8

The short-term goal is to measure the spatial and temporal
characteristics of such THz pulses. Of particular interest are
the effects of diffraction and focusing on the pulse shape, and
improvement of the shot-to-shot noise when the antenna is
saturated. A variety of techniques will be used to do this.
Initially, the temporal profile of the pulses will be studied by
passing the THz beam through a time-gated mirror and mea-
suring the transmitted or reflected energy. The mirror consists
of a second GaAs wafer that is illuminated by a delayed
Ti:sapphire pulse.6,9 After absorption of the Ti:sapphire pulse,
the transmission of a GaAs wafer at THz frequencies can be
reduced by a factor of ten.6 Next, the power spectrum of the
pulse will be measured using interferometric autocorrelation.9

Finally, electro-optic sampling techniques10 can be extended
to freely propagating THz radiation to provide temporal and
spatial information about the beam.

Once the nature of the THz pulses is better understood, work
will begin on the long-term goal: the use of the THz pulses to
manipulate the valence electron of a hydrogen-like atom. This
type source has been used in atomic physics experiments to
probe the electronic motion of highly excited (Rydberg)
atoms.8 When the duration of a directional THz pulse is
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The porous Si sample was a 1-µm-thick mesoporous film
lifted off and attached to a sapphire window. The c-Si sample
was epitaxially grown on sapphire and was 530 nm thick. The
a-Si:H sample was deposited on a glass window by RF glow
discharge and was 320 nm thick. For these experiments,
amplified Ti:sapphire pulses were frequency doubled to
3.06 eV (405 nm) to allow excitation of carriers across the
band gap in the investigated samples. The probe was a portion
of the white-light continuum, selected by a bandpass filter, and
had a mean photon energy of 1.43 eV (870 nm).

Figure 65.48 shows the typical photoinduced absorption
changes in the three samples. The traces for the porous Si and
c-Si samples are similar to each other: both exhibit the increase
in absorption when excited by 405-nm pulses; a short-lived
(less than 1-ps decay constant) induced absorption peak de-
cays into a “plateau.” Longer time scans show that this plateau
decays in hundreds of picoseconds. The initial peak is consis-
tent with two-photon absorption—the simultaneous absorp-
tion of a pump and a probe photon across the direct band gap
of silicon. The plateau in the induced absorption results from
free-carrier absorption. That the dominant effect is induced
absorption (as opposed to bleaching) is an indication of the
indirect-band structure of porous silicon; in direct-gap semi-
conductors the dominant effect in the spectral range above the
band gap is bleaching related to the filling of states. Based on
our experimental results, we also estimated the free-carrier
absorption cross section for the three silicon-based materials.

The cross-section for porous Si (1.2 × 10−18 cm2) is close to
that of crystalline Si (2.2 × 10−18 cm2) and much smaller than
that of amorphous Si (8 × 10−17 cm2). This is evidence that
porous Si is made of an ordered lattice of Si atoms. By varying
the excitation intensity we observed changes in the induced
absorption decay rate. In porous silicon, the rapid decay (less
than 1.5-ps lifetime) of the photoinduced free-carrier absorp-
tion was observed. Its time constant, which is nearly pulsewidth
limited at low intensity, increases to about 1.5 ps as the pump
intensity is increased. In porous silicon, this fast component
probably originates from photoinjected carrier trapping by
dangling bonds at the surface of silicon crystallites. Reduction
of its decay rate is due to the saturation of the surface trapping
states. These measurements show that trap saturation takes
place at an injected carrier density of about 1018 cm−3. The
“slowly” decaying component of the induced absorption sig-
nal is due to carrier recombination through nonradiative Auger
processes. The Auger mechanism of recombination is evi-
denced by the characteristic speeding up of the final stage of
the absorption recovery when the pump intensity is increased.14

These initial photoinduced absorption experiments with
the Ti:sapphire laser system provided information about the
energy structure of porous silicon and carrier relaxation
mechanisms in that material.

Another set of measurements was performed with GaAs
grown by molecular-beam epitaxy at low substrate tempera-
tures. Low-temperature (LT)-grown A3B5 semiconductors
have recently attracted considerable interest due to their ex-
tremely rapid optical response times (several picoseconds).
Initially, this fast response was attributed to carrier recom-
bination. Pump-probe transient absorption experiments were
performed at or below the band edge of GaAs samples grown
at 195°C and 250°C to check the origin of this fast response
time. The pump beam wavelength was 810 nm (1.531 eV),
and the probe was varied from 870 nm (1.425 eV) to 1000 nm
(1.24 eV).

The 250°C sample, which behaves very much like a nor-
mally grown GaAs, exhibits bleaching in the investigated
spectral range. This bleaching may be attributed to the filling
of bandtail states associated with defects due to low-tempera-
ture growth. On the other hand, the 195°C sample shows initial
bleaching, which recovers quickly when the probe wavelength
is in the vicinity of the band edge. When the probe is tuned to
longer wavelengths (>900 nm), the signal changes to induced
absorption with a relative slow recovery. The slowly recover-
ing induced absorption shows that the carriers are trapped in

Figure 65.48
Time-resolved photoinduced absorption in porous, crystalline, and amor-
phous Si.
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states below the band gap within several picoseconds but stay
there for a long time until they recombine. This indicates that
the observed fast, above-the-band-gap photoresponse time is
due to carrier trapping, not recombination.

The same pump-probe technique with femtosecond con-
tinuum as a source of probe pulses was also applied to study the
excitation decay dynamics in PBZT—a conjugated rigid-rod
aromatic polymer with promising nonlinear optical and lumi-
nescent properties. The optical absorption in PBZT rises sharply
at 500 nm, so frequency-doubled pulses (405 nm) from a
Ti:sapphire amplifier were used to resonantly excite the PBZT
sample. Using the white-light continuum generator, the photo-
induced absorption was probed over a wide spectral range
(from 500 to 1000 nm) below the PBZT bandgap. A broad
photoinduced absorption band was observed: the signal ap-
peared promptly within the time resolution and decayed in
several picoseconds. The experimental results are explained
by a self-trapped exciton model: induced absorption is due to
the transition of self-trapped excitons to higher-lying con-
tinuum states. These results provide important information for
the potential nonlinear optical and light-emitting applications
of PBZT.

Test pump-probe experiments were performed in the mid-
infrared range using the output of the optical parametric
amplifier and difference frequency generator. In one set of
measurements, a semiconductor sample (InGaAs ternary com-
pound) was excited with the OPA output at 1.4 µm, and the
DFG output was used as a probe. Photoinduced absorption due
to free carriers was observed at a probe wavelength of 5 µm. In
another experiment, the mid-infrared output of the difference
frequency generator was utilized to monitor the intersubband-
hole relaxation in quantum wells (InGaAs/AlGaAs
heterostructure). These measurements were performed in the
degenerate pump-probe configuration at the 5-µm wavelength,
resonant with the intersubband (heavy-hole to light-hole)
transition. An increase of transmission (bleaching) following
photoexcitation was observed (Fig. 65.49). The bleaching
signal recovered with a time constant of about 0.6 ps, corre-
sponding to the excited state (light-hole subband) lifetime.

Conclusions
An ultrafast Ti:sapphire laser/amplifier system has been

developed and characterized. Its output has been used to
produce tunable femtosecond pulses in the near- and mid-
infrared range using white-light continuum generation, optical
parametric amplification, and difference frequency mixing.
Although further optimization of the nonlinear optical fre-

Figure 65.49
Pump-probe bleaching signal of a quantum well sample. The cross-correla-
tion of the pump and probe pulses is shown for comparison (thin line).

quency converters is needed, the system is already capable of
ultrafast optical experiments in the infrared range. Initial
ultrafast spectroscopic experiments have been performed on a
number of materials, important for both scientific and techno-
logical studies.
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