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In Brief 

This volume of the LLE Review, covering the period July-September 1995, includes a description of the 
first target experiments performed on the upgraded OMEGA laser system. These experiments, carried out 
to activate and test several diagnostics systems, have demonstrated successful functioning of the overall 
experimental system and have produced high neutron yields and high core temperatures. Other articles 
in this volume describe the diagnosis of core conditions using krypton line spectroscopy, a mix model for 
LILAC that can be applied to study the deceleration instability at the pusher-core interface, a simulated- 
annealing algorithm for improved phase-plate design, a simple method for characterizing the thickness 
and uniformity of transparent laser-fusion targets, and femtosecond pump-probe experiments on semi- 
conducting YBCO. 

Highlights of the research presented in this issue are as follows: 

A series of initial target implosion experiments has been carried out with the upgraded OMEGA 
laser system. Record neutron yields of l0I4 (corresponding to 1% of scientific breakeven) have 
been achieved, and high fuel electron and ion temperatures (4 and 13 keV, respectively) have 
been diagnosed. 

Improved calculations of krypton Stark profiles have been used to refine the diagnostic technique of 
doping the fuel with small amounts of krypton. Using different doping levels, krypton lines can be used 
to measure the electron and ion temperatures and the density-radius product of the compressed core. 

A new mix model has been added to the one-dimensional hydrocode LILAC. The model describes the 
evolution of the mixed region near the unstable fuel-pusher interface and is fully incorporated into the 
hydrodynamics simulation. Calculations using the model support the feasibility of diagnosing mix 
using thin x-ray-emitting additive layers placed in the pusher near the unstable interface. 

A new simulated-annealing algorithm has been used to design phase plates that generate the desired 

far-field profile while minimizing wide-angle scattering outside this profile. The flexibility of this 
algorithm should enable a wide range of phase plates to be designed for a variety of applications. 

A new technique is presented for the characterization of transparent laser-fusion targets. When 
irradiated with narrow-bandwidth, spatially incoherent light and viewed in a microscope, these shells 
display self-interference patterns that provide for a rapid assessment of wall thickness and uniformity. 

Femtosecond pump-probe experiments have been carried out to study the electronic structure 
of semiconducting YBCO. The bandwidth of the 0-2p band has been measured to be approxi- 
mately 1.9 eV. 

R. Stephen Craxton 
Editor 



Initial Target Experiments on the 
Upgraded OMEGA Laser System 

A major program to denionstrate the feasibility of direct-drive 
laser fusion is underway at LLE. The overall goal of this 
program is to develop an understanding of target physics at the 
30-kJ level that will allow the performance of direct-drive 
capsules designed for use with the National Ignition Facility 
(NIF) at the 1 - to 2-MJ level to be predicted with confidence. 
The majority of the experiments that will contribute to this goal 
will be performed with the 60 UV (351-nm) beams of the 
recently upgraded, 30-kJ OMEGA laser system. The key 
physics issues that will be examined, both experimentally and 
theoretically, include irradiation uniformity, laser energy cou- 
pling and transport, laser-plasma interaction physics, hydro- 
dynamic stability, and hot-spot and main-fuel-layer physics. 

In this article we summarize initial target experiments 
performed with the upgraded OMEGA laser system.' Targets 
consisted mainly of glass microballoons (GMB's) having high 
initial aspect ratios (RIM, where R is the target radius and M 
is the shell thickness) of -150 to 300, filled with either pure 
deuterium or an equimolar mixture of deuterium and tritium at 
pressures ranging from 5 to 20 atm. These low-mass shells 
were accelerated to high implosion velocities. The compressed 
fuel was predicted to have a high electron temperature (up to 
6 keV) and a density in the range of 0.2 to 2 g/cni3. Diagnosis 
of target performance during the acceleration phase of the 
implosion was obtained from time- and space-resolved mea- 
surements of the x-ray emission froni the laser-heated glass 
shells. Overall target performance was diagnosed by nuclear 
and particle instrumentation, from which estimates of the total 
thermonuclear yield and the fuel ion temperature were ob- 
tained. Neutron yields have been measured to be as high as 
l(3''' (DT) and 1.1 x 1012 (DD), and ion temperatures up to 
13 keV have been inferred from a neutron time-of-flight 
detector. High fuel electron temperatures of 3 to 4 keV have 
been inferred from spectroscopic measurements. 

The main objective of these initial experiments was the 
activation of several key diagnostic systems. An x-ray framing 
camera and a Kirkpatrick-Baez (KB) microscope were used to 

image the x-ray emission during the implosions. Copper and 
indium neutron activation counters were used to determine 
DT and DD neutron yields, and scintillator-photomultipliers 
were used to measure the neutron time-of-flight. Finally, a 
crystal spectrometer was fielded to measure the electron tem- 
perature from the continuum slope of the x-ray spectrum and 
from krypton K-shell spectroscopy. 

X-Ray Imaging 
1. X-Ray Framing Camera 

A series of experimental shots were devoted to the initial 
activation of one of the x-ray framing cameras. The camera is 
based on the high-speed gating of a 0.25-mm-thick micro- 
channel plate with achannel-pore aspect ratio (1ength:diameter) 
of 40: 1. The design and testing of the prototype for this camera 
are described in Ref. 2. The temporal resolution of the camera 
over a range of operating parameters was measured off-line 
using a short-pulse (300-fs) frequency-quintupled glass laser 
system. For the GMB's in this experimental series the camera 
was operated with an expected temporal resolution (gating 
time) of 35 to 40 ps. 

Figure 64.1 shows a series of images recorded froni shot 
5067, sensitive to x rays in the spectral range above 3 keV. The 
target was a 20-atm DD-filled glass rnicroballoon with an 
initial wall thickness of 2.3 pm and adiameter of 845 pm. The 
magnification was 6x  and the calculated spatial resolution was 
-10 pm in the target plane. The time delay between strips is 
250 ps, and the delay between images on a given strip is 50 ps. 
The fogging around the images in the third and fourth strips is 
caused by high-energy x rays produced during the implosion 
and transmitted through the 50-pm Ta pinhole substrate. The 
vignetting seen in the four corner images is caused by acircular 
aperture in the pinhole mount. The x-ray emission comes 
primarily from overdense glass plasma with an electron tem- 
perature ,800 eV. During much of the implosion, before the 
glass has expanded significantly beyond its initial thickness, 
the location of the peak x-ray emission thus provides a good 
indication of the shell's location. 
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Figure 64.1 
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Framing-camera images of OMEGA shot 5067. The target was a glass 

microballoon with an initial wall thickness of 2.3 p m  and a diameter of Figure 61.2 

845 pm.  The time delay between strips is 250 ps, and the delay between Radius of the peak x-ray emission contour for the target of Fig. 64.1 as a 
images on a given strip is 50 ps, time increasing from left to right. The function of time. The solid circles are azimuthal averages obtained from the 

magnification is 6x and the calculated spatial resolution is -10 pm. framing-camera images of Fig. 64.1, and the open circlea are predictions of 
- -- - - 

the one-dimensional code LILAC. 

To obtain a more quantitative understanding of the framing- 
camera images, the azimuthally averaged radius of the peak 
emission contour for each frame of Fig. 64.1 has been plotted 
in Fig. 64.2 as a function of time. Predictions based on the one- 
dimensional code LILAC are also plotted. LILAC uses a 
straight-line radiation transport algorithm to replicate the im- 
ages, with spatial smearing based on the resolution of the 
pinhole. The temporal response of the diagnostic is modeled as 
being Gaussian in shape, with a 40-ps FWHM. Since no 
absolute timing fiducial is currently available for the camera, 
the zero time reference between the two data sets was taken as 
being the one that gave the best fit between the two. The time 
z0 of the first frame of Fig. 64.1 is then -200 ps, where z = 0 
corresponds to the peak of the laser pulse. As can be seen, the 
predictions for the hydrodynamic motion of the shell are in 
good agreement with the experiment throughout the accelera- 
tion phase of the implosion ( z s  200 ps). However, during the 
subsequent coast phase of the implosion and at the onset of 
stagnation, the experiment deviates from the LILAC predic- 
tion. Emission from the glass comes from smaller radii than 
predicted, with the radius of peak emission continuing to 
decrease linearly with time until its stagnation at -350 ps. This 
departure from one-dimensional predictions may be due to the 
present level of laser-beam uniformity, in which case better 
results can be expected when beam smoothing is employed on 
the system. The successful deployment of this first x-ray 

framing camera and the data obtained from it will allow 
improvements in target drive to be assessed when beam- 
smoothing techniques are implemented. 

2. Kirkpatrick-Baez Microscope 
A Kirkpatrick-Baez (KB) microscope-one of a set of new 

microscopes that incorporate improvements over the design 
used previously at  has been used to obtain time- 
integrated x-ray images of the initial target implosions. The 
reflective optics are Ir coated, extending their useful band up 
to 8 keV. while the resolution at the center of the field of view 
is -5 The KB microscopes thereby provide high-reso- 
lution, relatively hard x-ray images of target emission. They 
have been designed with precision pointing and focusing and 
are being fully calibrated in the x-ray laboratory at LLE. 
Eventually, the microscopes will be used for space-resolved 
continuum spectroscopy of implosions by incorporating a 
diffraction grating,5 and for framed monochromatic imaging 
by attaching a crystal monochromator and a framing camera 
assembly.4 The monochromator/framing camera attachment 
is being built by the laser fusion group at the Los Alamos 
National ~ a b o r a t o r ~ . ~  

For the initial implosion experiments on OMEGA, a single 
KB microscope was deployed on the target chamber with a 
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simple arrangement of thin metallic filters. X-ray film (Kodak 
DEF) was used to record the images. Four images were 
obtained per shot through various filters. Since the targets used 
in these experiments were principally glass microballoons 
filled with either DD or DT, and since the glass contained a 
significant amount of a high-Z element (1%-2% Rb02  
molar), the shell emitted copious levels of relatively hard 
x rays (>4 keV). It was therefore necessary to filter the flux 
from the targets to limit the film exposure. Figure 64.3 shows 
the calculated response of the KB microscope versus energy 
for the Ir-coated mirrors and for a filtration of 203.2 pm of Be 
in combination with 101.6pm ofAl. The effective energy band 
is from 5 to 8 keV. 

Figure 64.4 shows a comparison of pinhole camera and KB 
microscope images obtained on shot 5039. The target was a 
DT-filled glass microballoon overcoated with a 2-pm layer of 
CH. The increased resolution evident in the KB microscope 
image illustrates the benefit of the higher resolution and 
increased sensitivity of the KB microscope. The x-ray pinhole 
camera and the KB microscope were positioned within 10" of 
each other on the target chamber, minimizing differences due 
to view direction. They were similarly filtered so as to be 
sensitive to x rays of >5-keV energy. The pinhole size was 
10 p m  and the magnification was 4.0. The microscope was 
operated at a magnification of 12.9. Both images were re- 
corded on Kodak DEF film. One benefit of the increased 
sensitivity of the microscope is the ability to operate at higher 
magnifications, thereby reducing film grain noise as a contri- 
bution to image blurring. Clearly the increased spatial resolution 
allows for the imaging of finer details in the stagnation core. 

0.020 - 2 
w . - 
0 

For purposes of comparison with the previously described 
0.015 - framing-camera results, Fig. 64.5(a) shows an image from shot 

a - a 5067. The stagnation core can again be seen in this image. In 
C 
0 0.010 - 
.4 Y 

this shot, as with many others not shown here, the right-hand 
0 

=i side of the shell is much brighter than the left-hand side. A 
0.005 - significant part of this effect is due to a systematic focus offset 

of the beams illuminating the left side of the target, a problem 
0.000 I I that has since been corrected. Using an intensity-converted 

0 2 4 6 8 lo  
horizontal lineout through the image [shown in Fig. 64.5(b)], 

E7799 Energy (keV) the diameter of the stagnated shell can be estimated to be 
192 pm, based on the locations of peak emission on either side 
of the center. (The intensity conversions were accomplished - 

Calculated response of the KB microscope versus energy for 0.70" Ir- using the semi-empirical formulas of Henke et and as- 
coated mirrors with a filtration of 203.2 pm of Be in combination with suming an energy of 6 kev  for the optical densities measured 
10 1.6 pm of Al. 

(a) Pinhole camera image (b) KB microscope image 

p~ -- 

Figure 64.4 
(a) Pinhole camera image and (b) KB microscope 

image of a 20-atm DT-filled glass microballoon of 
840-pm diameter and 2-pm wall thickness, coated 

with 2 pm of CH (shot 5039). The two images have 

the same spatial scale and are viewed from within 
10" of the same direction. The increased spatial 

resolution of the KB microscope is evident. 

E7740 
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in the DEF-recorded image.) LILAC predictions (Fig. 64.6) The activation systems include copper and sodium activa- 
indicate a somewhat larger stagnated shell diameter of tion for the detection of 14.1-MeV neutrons produced by DT 

C 
1 

275 pm. This disagreement is consistent with what was seen fuel mixtures, and indium activation for the measurement of 
with the framing-camera data above. 2.45-MeV neutrons produced by pure deuterium fuel. The 

activation \ystems have been calibrated by the associated 

0.20 particle technique in a collaborative effort with the State 
University of New York at Geneseo. Two of the activation 
samples are inserted near the target (copper sample at 40 cm, 

N̂  0.15 - - 
indium sample at 25 cm) by a pneumatically operated rapid . 

J, extractor. This system automatically transports the sample to 
2' 
2 0.10-  - the counting area, allowing rapid measurement while reducing 
X - . - the radiation exposure of personnel. On high-yield DT fuel 
V. 
C 
a, 

target shots, the copper activation sample is placed 6.6 m from 
Z 0.05 - 
3 the target chamber in a holder near the other diagnostics (see 

Fig. 64.7). The sodium activation system uses self-activationl 

0.00 I I I 
self-detection of sodium in a sodium-iodide gamma-ray detec- 

0 100 200 300 400 tor crystal, which is located 6.6 m from the target ~ h a m b e r . ~  

d =  1 9 2 p m  

TC107 I Radius (pm) 

x 0.5 - - - .- - 

! Figure 64.5 
.z 0.4 - - (a) KB microscope image of OMEGA shot 5067. The 
2 reflective optics are Ir coated, extending their useful ,' 0.3 - - 
cd band up to 8 keV, while the resolution at thecenter of the 
C .? 0.2 - - field of view is -5 pm. (b) An intensity-converted 

horizontal lineout of the image in (a). The diameter of .z 0.1 - - 
Y the stagnated shell is estimated to be -192 pm. 
cd - - - - ~- 

& 0.0 
-600 400-200  0 200 400 600 

Figure 64.6 

LIWC simulation of Fig. 64.5(b). The diameter of the stagnated shell, based 

on the location of peak emission, is predicted to be -275 pm. 

Fusion Experiments 
A set of diagnostics that provided measurements of the 

neutron yield and the fuel ion temperature was used for these 
initial experiments. The neutron yield was measured by activa- 
tion methods and scintillator-photomultiplier systems. Ion 
temperatures were measured using current-mode. quenched- 
scintillatorlfast-photomultiplier detectors, with signals recorded 
by wide-bandwidth transient digitizers. Several detectors for 
both yield and ion temperature were used for each experiment. 

A scintillator-photomultiplier system is also used to mea- 
sure yield. This instrument consists of several large scintil- 
lators mounted at 6.6 m from the target and used as neutron 
time-of-flight spectrometers. These "yield" scintillators have 
active volumes of 2,500 and 44,000 cm3. The primary purpose 
of these devices is to allow the measurement of low primary 
and secondary yields. In the present high-yield experiments, 
the gain of the photomultipliers was reduced to prevent satura- 
tion. The data-acquisition subsystem consists of both transient 
recorders and, optionally, gated charge integrators. The charge 
integrators are gated to record individually the 2.45-MeV 
and the 14.1 -MeV neutron signals for each detector. The . 
scintillator yield measurements are calibrated in situ by con>- 
parison with the activation systems for both 2.45-MeV and 
14.1-MeV neutrons. 
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(including the scintillator, photomultiplier. coaxial cable. and 
recording digitizer) for neutron time-of-flight measurements 
was determined by applying a short (100-ps) light pulse to the 
detector package. This systemresponse was deconvolved from 
the raw experimental signal (an example of which is shown in 
Fig. 64.8) to obtain the neutron-averaged ion temperatures 
quoted in Table 64.1. The one-dimensional LILAC predictions 
for yield, neutron-averaged ion temperature, and convergence 
ratio are also included in Table 64.1. The five shots corre- 
sponded to a wide range of targets. Shot 5241, which gave the 

7-in. scintillator highest ion temperature, used a thin (2.7-pm) bare glass shell, 
while the other shots included plastic shells (shots 5212 and 

E7699 
5221) and plastic-coated glass shells (shots 5049 and 5276). 

After the calibration series of shots, emphasis was placed on 
- - -- 

F~gure  64.7 maximizing the yield in both DT and DD implosion experi- 

Schemat~c of the target chamber and the locatton of some of the neutron ments. The design of these experiments focused mainly on 
d~agnos t~c  systems. 

Time-of-flight spectroscopy, using a GHz-bandwidth 
scintillator-photomultiplier-digitizer, currently provides 
ion-temperature measurements with low-temperature thresh- 
olds of 3.5 keV (for 14.1-MeV neutrons) and 0.2 keV (for 
2.45-MeV neutrons). These detectors, along with the other 
scintillation detectors, are housed 6.6 m beneath the target 
chamber in a bunker with 20-cm-thick concrete walls and a 
6-cm-thick lead faceplate to reduce the effects of prompt 
n-yradiation (see Fig. 64.7). An additional fast time-of-flight 
detector is being installed in the neutron diagnostic room at a 
distance of 18 m from the target chamber; this will provide 
the higher resolution required for low-temperature DT implo- 
sion experiments. 

I I I I I I I 

9 - - -2 - - 
n 
C 
bD . - 
m - 

Shot 5241 - 
NTOF-2 - 
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0 10 20 30 40 50 60 70 80 
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A series of experimental shots were designed to provide a Figure 64.8 

wide range of DT and DD yields to aid in the calibration ofthe Signal obtained from a scintillator-photomultiplier neutron time-of-flight 

activation counters and scintillators. Table 64.1 presents typi- detector placed at 6.6 m from the target. The Gausaian fit to the raw data 

corresponds to an ion temperature of 13.6 keV. 
cal neutron data from five target shots. The system response - ~~. - -  - 

Table 64.1: Summary of neutron yields and. 
l 

I - . . .  I _ _  . I I Convergence 
Calculated Ratio 

ion temperatures. 
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reducing the calculated convergence ratio of the pellet during 
the implosion. The calculated convergence ratio is defined as 
the ratio of the initial fuel-pusher interface radius to the 
calculated radius of this same interface at stagnation. It is well 
established on the basis of stability considerations that one is 
able to obtain an increasing fraction of the one-dimensionally 
calculated neutron yield as the calculated convergence ratio is 
d e c r e a ~ e d . ~ . ' ~  With the limited set of targets available, several 
options were investigated to reduce the calculated conver- 
gence ratio of the implosions while maximizing the 
one-dimensional yield. A solution was found in overcoating 
the bare glass ~nicroballoons with several microns of parylene 
and then targeting OMEGA at tighter-than-normal focusing. 

Results for the DT neutron yield as a function of UV energy 
on target are shown in Fig. 64.9. The maximum yield (1.0 x 
1014) is the highest recorded to date from any laser system. It 
must again be noted that precision energy balance, power 
balance, and beam smoothing have not yet been implemented 
on OMEGA. Consistent with the discussion of the x-ray 
images above, the symmetry of the implosions may well have 
suffered from high initial levels of on-target irradiation 
nonuniformity. For the shot producing 1014 neutrons, the 
calculated convergence ratio was 4.4 and the yield was a 
fraction 0.52 of the one-dimensional yield. The fusion energy 
released from this shot was equal to 1% of the laser energy 
delivered to the target (1 % of scientific breakeven). 

I 0  20 30 40 

E7778 UV energy on target (kJ) 

Figure 64.9 
Performance summary of initial high-yield implosionexperiments. The solid 

curve indicates the neutron yield corresponding to a fusion energy release 
equal to I %  of the UV energy on target (1% of scientific breakeven). 

X-Ray Spectroscopy 
It was predicted that high electron temperatures up to 5 keV 

could be achieved on OMEGA by using relatively thin shell 
targets. These temperatures would occur at modest conlpressed 
densities (- 1 to 5 g/cm3), and the ion temperatures would peak 
at above 10 keV at the center of the compressed core. New 
diagnostic techniques were thus developed for measuring 
these temperatures. using K-shell line and continuum spectros- 
copy of krypton-doped targets.11,12 (See also the next article 
in this issue.) A series of krypton-doped, deuterium-filled 
targets were shot on OMEGA to test these predictions. A 
strong K-shell Kr spectrum was indeed observed, and high 
electron temperatures were determined, in close agreement 
with code predictions. These targets were similar to those of 
Table 64.1 for which high ion temperatures were measured. 

The krypton lines observed in these shots have the highest 
energies, 13 to 16 keV, that have been observed in laser-fusion 
experiments. Previously, only the Kr+34 resonance line (at 
13.1 keV) had been observed, using a Von-Hamos focusing 
spectrometer on the 24-bean] OMEGA system operating in 
short-pulse mode ( 100 ps, 6 T W ) . ' ~  

Results from the present experiments are shown from two 
Kr-doped target shots for which the experimental parameters 
are listed in Table 64.11. In the first shot, a Si(l l1) diffracting 
crystal was used, tuned to detect the spectral range of 8 to 
13 keV, while in the second shot a LiF(200) crystal was used, 
tuned to the range of 12 to 20 keV. 

Figure 64.10 shows a comparison between the measured 
and simulated spectra from shot 4952. In Fig. 64.10(a), the raw 
experimental spectrum is shown in film density units. In 
Fig. 64.10(b). a time- and space-integrated LILAC simulation 
of the same spectrum is shown. This simulation was carried out 
using a non-LTE radiation transport postprocessor that in- 
cludes a time-dependent multispecies ionization and 
level-population model based on a simple screened-hydro- 
genic description of the principal atomic states. Figure 64.11 
shows a similar comparison between experiment and simula- 
tion for shot 5 110. In both cases the simulated spectrum is 
plotted on a linear scale, in line with the fact that film density 
and exposure are approximately linear for the photon energy 
range detected (see below). The He-a  line in Fig. 64.1 I has a 
film density higher than 5 and saturates the film. Instrumental 
broadening of the lines has been included in the simulation. In 
comparing the measured and simulated spectra, it should be 
noted that LILAC does not calculate the satellite-lines on the 
low-energy side of the He-aand He-Plines, nor the lines above 
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Table 64.11: Experimental parameters of two CH target  shots analyzed using krypton line and continuum spectroscopy. 
I I 

/ Shot 4952 
0 1 I I I I 

Kr He- a I 

E7h7i.7745 
Photon energy (keV) 

-- - 

Figure 64.10 
(a) Experimental spectrum from Kr-doped, DD-filled target shot 4942. 
(b) LILAC sirnulalion of the same spectrum. The continuum slope around 

12 keV in (b) implies T,  = 3.2 keV. Instrumental broadening of the calcu- 
lated lines has been included. The simulation does not include the satellite 

lines on the law-energy side of the He-a  line. 
- 

16 keV. Also, accounting for film and crystal calibration in- 
creases the experimental high-energy continuum and brings it 
into closer agreement with the simulated one. 

2.5 / (a) 1 ' ' ~ e - h  ' 
I  , 1 1 1  

I 13.11 keV Shot 5 110 

1 ' 1 ' 1 1  

He-0 
15.43 keV 

Krf34 + ,- 
continuum 

0.0 L----L I  I I I I I d  

12 1 4  16 18 20 

E7671.7674 Photon energy (keV) 

-- 

Figure 64. I !  
(a) Expcrimental spectrum from Kr-doped. UD-filled tarset shot 51 10. The 
He-al ine has a film dens~ty >5 and saturate\ the film. (b)  LILAC simulation 
of the same spectrum. The simulation doe, not include the satellite lines on 
the low-energy side of the He-/3 line or the lines above 16 keV. Instrurncntal 

hroadening of the calculated lines has been Included 
-- 

To analyze the spectra quantitatively. the responses of the the film constituents, we calculated the film response for 
film (Kodak DEF) and the crystals (LiF and Si) have to be photon energies below and above 10 keV. Figure 64.12 shows 
known. ~ e n k e ' ~  published a model for the response of DEF the results in the 1- to 30-keV range, for various film density 
film and normalized it to experimental values below 10 keV. values between L) = 0.5 and D = 3 (in increment? of 0.5), 
Using this model and updated x-ray absorption coefficients in assuming that the film density was measured w ~ t h  a numerical 
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10 4952 where fitting to the high-energy part of the continuum 
yields a temperature of 3.1 keV. For shot 5 I 10, the measured 
temperature was 4.0 keV. The simulated spectra show, in 

2 agreement with the experiment, that higher-energy portions of 
the continuum yield higher temperatures. This is because these 

-. portions are preferentially emitted at the higher-temperature z 1.0 
0 
C-) 

regions (and times). The experimental result for shot 4952 
0 
C a agrees with the simulated temperature of 3.2 keV, obtained 
V 

L- from the slope of the simulated spectrum in the same spectral 
range. The absolute magnitude of the continuum is lower than 

, ~ that of the siniulated spectrum by only about a factor of 1.5: 
0.1 Lb 

1 5 10 20 30 
comparison of the absolute magnitude of spectral lines is 

2 
complicated by such factors as detailed atomic physics model- 

EiXO I Photon energy (keV) ing and the spatial distribution of the emitting source. 

---- ~ 

Figure 61.12 1 0 ' ~  
Calculated DEF film response for various film-density values between D = 

0.5 and D = 3 (in increments of 0.5), asburning that the film density was c 
measured with a numerical aperture of 0.25. Jumps in response due to the K + 
edges of Br and Ag are marked. Henke's model was used, with updated % 
coefficients for x-ray absorption in the film constituents. & 

- - - -- -- Pp-p--pp- - 0 

2 10'6 
a, 

2 aperture of 0.25. Jumps in film response due to the Kedges of - 
n 

Br and Ag are marked. Figure 64.12 shows that for film 
6) densities below D - 2 and photon energies above -6 keV, a - < 

the film density is proportional to exposure. This is the reason 
for plotting the spectral fluence in Figs. 64.10 and 64.11 on a 1015 

7 8 9 10 11 12 13 14 
linear scale. 

E7802 Photon energy (keV) 
------ 

For the Si(l l1) crystal, published diffraction dataI5 were Figure 64.13 

used. For the LiF(200) crystal, published calibration data16 Experimental continuum spectrumof Fig. 61.10(a) after absolute calibration. 

were used as well, and they agree with previous data for The slope in the 10- to 13-keV range indicates an electron temperature of T ,  

LiF(200) crystals used at LLE . '~  It should be emphasized that = 3.1 keV. 
-- 

for the purpose of temperature determination only the changes 
with photon energy of the film and crystal responses are LILAC results show that the space-averaged temperatures 
required. Using the film exposure I(kevlcm2) and the inte- around peakcompression in these shots were 3 to 4 keV and the 
grated crystal reflectivity R, the spectral fluence per unit solid 
angle of the target can be determined. For example, the result- 
ing continuum fluence at a photon energy E(keV) is given by 
~(keV/keV)  = I(E)L' tan e B / ( ~ ~  cos a ) ,  whereLis the tar- 
get-film distance (along the ray), eB is the Bragg angle, and a 
is the angle of incidence on the film. 

Using the film and crystal calibrations as described above, 
the spectral data were converted to spectral fluence in absolute 
units. The continuum slopes in the ranges 8 to 13 keV for 
Fig. 64.10 (shot 4952) and 16.5 to 20.5 keV for Fig. 64.11 (shot 
5 1 10) were used to estimate the electron temperature by fitting 
exponential curves. Figure 64.13 shows the result for shot 

maximum temperatures were 5 to 6 keV. The ion temperatures 
in such thin-shell implosions are predicted to be significantly 
higher than the electron temperatures, consistent with the 
experimental results reported in Table 64.1. 

An additional method for estimating the electron tempera- 
ture involves the measured intensity ratio of the Lyman-a 
line of ~ r + ~ ~  to the helium-P line of ~ r + ~ ' .  AS described in 
Ref. 11, this ratio is highly sensitive to the temperature below 
-8 keV and changes very little with density. Also, the spectral 
lines chosen can have a relatively low opacity (unlike that of 
the He-a line); this is true for the krypton fill pressure and 
compression in these experiments. However, it was shownls 
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that a high opacity of the He-aline can indirectly increase the 
Lyman-a to helium-P ratio for the same temperature; this is 
because the He-a  opacity facilitates ionization of the helium- 
like state through n = 2 excited Kr+34 ions. Figure 64.14 shows 
curves of the calculated intensity ratio12 of these two lines, 
with and without a correction for the opacity of the He-a  line. 
The curve used here for the temperature determination corre- 
sponds to the opacity (z= 15) for shot 5 110, estimated on the 
basis of LILAC-predicted profiles. A complication arises be- 
cause the wavelength of the Kedge of Br (in the film grains) 
practically coincides with that of the Lyman-a line of ~ r + ~ ~ ,  
giving rise to a jump in the film response at that wavelength. 
The corresponding jump in the measured spectrum should be 
smaller than what is indicated in Fig. 64.12 because of the finite 
spectral resolution of the spectrometer (which blends the 
intensity around the jump). To account approximately for this 
effect, the continuum at energies above the K edge was ex- 
trapolated toward lower energies and the resulting jump in the 
continuum was subtracted from the measured peak at 13.5 keV. 
The resulting estimated temperature (see Fig. 64.14) is4.1 keV. 

L-shell lines can be used to determine the fuel pR and to study 
core-shell mixing. 

Summary 
Initial target experiments have been performed with the 

upgraded OMEGA laser, using glass and CH microballoons 
filled with either pure deuterium or DT. During these experi- 
ments several key diagnostic systems have been activated 
including an x-ray framing camera. a Kirkpatrick-Baez (KB) 
microscope, copper and indium neutron activation counters, 
scintillator-photomultipliers. and a crystal spectrometer. The 
framing camera has been used to diagnose the target implosion 
dynamics. which agree well with predictions up to the stagna- 
tion phase. Deviations from predictions, also seen using the 
KB microscope. are consistent with the present lack of beam 
smoothing on the laser. Neutron yields up to l0I4 (1% of 
scientific breakeven)-the highest recorded to date from any 
laser system-have been obtained from DT targets and fuel 
ion temperatures up to 13 keV have been measured. Spectro- 
scopic diagnostics based on the continuum slope and krypton 
line ratios have demonstrated electron temperatures from 3 to 
4.1 keV. Taken as a whole, these results demonstrate a success- 

0 .- [ ful integration of laser operations and target diagnostics into 
4-2 _ / - -  - 
2 1 0 0 ;  3 the OMEGA experimental system. 
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Figure 64.14 

Electron-temperature determination by the measured intensity ratio of the 

Lyman-ato helium-plines. The curves of calculated intensity ratio are taken 

from Ref. 12. This ratio depends weakly on the density, but it does depend 
significantly on the opacity of the He-a line. The curve used here for the 

temperature determination corresponds to the estimated opacity (7= 15) for 
shot 5 1 10. 

-- 

In the future, the ion temperature in similar experiments 
will be measured through the Doppler broadening of Kr lines, 
using a recently completed focusing x-ray spectrograph of 
high spectral resolution. Finally, the measurements will be 
extended to include L-shell Kr lines. It is shown in the follow- 
ing article that the simultaneous measurement of K- and 
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Diagnosis of High-Temperature Implosions Using Low- and 
High-Opacity Krypton Lines 

High-temperature laser target implosions can be achieved by 
using relatively thin-shell targets. Electron temperatures of up 
to 5 keV at modest compressed densities (-1 to 5 g/cm3) are 
predicted for such experiments and have been diagnosed in an 
initial series of implosion experiments on the upgraded OMEGA 
laser (see the previous article). The corresponding ion tem- 
peratures are predicted to be higher, peaking above I0 keV at 
the target center. The possibility of using krypton doping for 
diagnosing the core temperature of imploding targets was 
discussed in an earlier issue of the LLE ~ e v i e w . ~  In that work, 
a simplified analysis for the case of optically thick lines was 
performed, using approximate Stark profiles. In the present 
work, the use of detailed Kr Stark profile calculations by C. F. 
Hooper et al. from the University of Florida improves and 
extends the earlier analysis. The use of krypton doping is a 
powerful technique for diagnosing target implosions, as the 
implosion dynamics are to lowest order independent of doping 
and different levels of doping can be used to permit the 
measurement of different quantities. For example, low doping 
levels allow low-opacity lines to be used to measure the ion 
temperature via Doppler broadening, while higher doping 
levels allow the density-radius product (pR) of the compressed 
fuel to be measured from high-opacity lines. In high-density 
implosions, low-opacity lines can be used to diagnose the 
density through Stark broadening, and higher-opacity lines can 
be used to estimate the extent of mixing.l 

Calculations have been carried out using the LILAC code 
for a CH shell of 1-mm diameter and 10-pm thickness. filled 
with a 10-atm pressure of DT.' The laser energy was 30 kJ in 
a Gaussian pulse of 650-ps width. Results have shown that the 
core electron temperature and density are fairly uniform, at 
-5 keV and -4.5 g/cm3, respectively. On the other hand, the ion 
temperature ranges from -6 keV to - 12 keV and is centrally 
peaked. Code calculations have shown that the core tempera- 
tures are hardly changed by the addition of 0.01 atm of kryp- 
ton. By adding 0.1 atm of krypton, the peak electron tempera- 
ture drops a little to about 4 keV. The predicted spectra have 
been calculated by the LILAC code and a non-LTE post- 
processor, which includes transitions between actual atomic 

configurations, using Doppler and Stark profiles. The calcu- 
lated line intensities even for the 0.01-atm case are very 
substantial (of the order of 1017 keV/keV), and the contrast of 
line to continuum is better than a factor of 4 for the He-P line. 
Furthermore, the shape of the spectrum above - 10 keV at peak 
compression differs little from the time-integrated spectrum 
because most of the emission originates from peak compres- 
sion. Thus, a time-integrated measurement in this spectral 
range yields the conditions at peak compression with reason- 
able reliability.' 

Diagnosis of Density Using Low-Opacity Lines 
A recently developed multielectron line-profile formalism 

and code (MERL)~,? has been used to calculate Stark-broad- 
ened emission line profiles for the Kr K-shell lines. The 
analysis in this article relies in particular on the helium-P 
transition (3lp-l IS), and the profiles shown here pertain to this 
line. Broadening due to perturbing ions is treated in the quasi- 
static ion approximation, and the dynamic effect of electrons is 
calculated using a second-order relaxation theory. Ion- and 
electron-radiator interactions are computed in the dipole ap- 
proximation. Necessary atomic physics data (energy-level 
structure and reduced dipole matrix elements) were calculated 
using cowan's4 multiconfiguration atomic structure code, 
using the Hartree-Plus-Statistical-Exchange method for ap- 
proximating the potential energy function due to the electrons, 
and including relativistic corrections. 

Figure 64.15 shows examples of calculations carried out by 
the group at the University of Florida. The Stark profile of the 
helium-Pline of of0.8033-A wavelength, is calculated 
for two densities: (a) 1 x 1 024 cmP3 and (b) 5 x cmP3. It is 
assumed that the krypton constitutes a small fraction mixed 
into the fuel and that most of the perturbers are fuel ions. The 
effect of Doppler broadening is also calculated, at an assumed 
ion temperature of 10 keV. The shape of the Stark profile is 
significantly affected by relativistic effects in the atomic phys- 
ics due to the relatively high nuclear chargezof krypton. There 
are two dipole-allowed transitions from the Is31 upper-level 
manifold to the ground state. The unperturbed singlet-singlet 
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k . 3 6  15.42 15.48 15.54 

Pholon energy (keV) 
E7599&7600 

Figure 64.15 
Calculated Stark profile of the He-P line of Kr+j4 (solid line) and the 
comblned Stark and Doppler prolile corresponding to an ion temperature of 

10 keV (dashed line). Electron densities n, of (a) 1 x cm-3 and (b) 5 x 
cm-' were assumed. 

transition is located at 15,45 1 eV. and the triplet-singlet transi- 
tion is located at 15,426 eV. Additional peaks appear because 
of field mixing among the levels of the upper manifold. 

Comparison of Figs. 64.15(a) and 64.15(b) clearly shows 
the effect of increasing density on the profile. The lower 
density, 1 x 1 o * ~  cm-3 (-4.5 g/cm3), is at the upper end of the 
expected density range for the high-temperature target shots. 
The higher density, 5 x 10" cmp3 (-22.5 g/cm3), corresponds 
to future experiments where both high density and high tem- 
perature will be achieved. For the lower-density case the 
combined profile width is dominated by the Doppler broaden- 
ing and can thus yield the ion temperature. To measure this 
width, a spectral resolution B A A  greater than -1000 is re- 
quired. This is not easily achievable with a flat crystal 
spectrometer, unless employed at a very large distance from 

the target; however, a Rowland-clrcle focusing spectrograph 
can readily achieve this.5 In going from the lower density 

(1 x ~ m - ~ )  to the higher density (5 x cmP3) the line 
width more than doubles, reflecting the increasing effect of the 
Stark broadening. It should be noted, however, that this broad- 
ening is mostly the result of the increase in intensity of 
forbidden components. Only at much higher densities will the 
total width of the manifold be delerrnined by the Stark width 
rather than by the $eparation of the components. For the density 
range covered by Fig. 64.15, density signatures are provided 
by the width as well as the shape of the compound profile, 
which in turn is determined by the change in intensity and 
spectral position of thc various components. In particular, in 
going from the lower to the higher density, the peak intensity 
of the compound profile shifts to lower energies by about 10 eV 
(due to the so-called "level repulsion" in second-order pertur- 
bation theory). To measure this shift, a spectral resolution BAA 
greater than -2000 is required. 

Diagnosis of pR using High-Opacity Lines 
Optically thick spectral lines can be used to deduce the pR 

of the compressed core. The self-absorption of spectral lines 
(i.e., the absorption by the same transition as that of the 
emission line) affects both the emergent line intensity as well 
as its speclral shape. Self-absorption leads to broadening; for 
a spatially uniform temperature the spectral profile will tend to 
be flat-topped, whereas for a radially falling temperature the 
line profile may have a central minimum. In the past, the 
broadening due to self-absorption of the Lyman-a line of 
argon was employed to estimate the core p ~ . 6  As explained in 
Ref. 6, the density has to be known (by fitting Stark profiles to 
an optically thin line) to deduce the pR from an optically thick 
line. Alternatively, the width of several optically thick lines in 
the same line series must be measured.' These methods can be 
employed here as well. However, we pursue an alternative 
method, based on the intensity of the optically thick line rather 
than its profile. which does not require aprior knowledge of the 
density or the use of additional lines. 

The intensity of an optically thick line emerging from the 
plasma volume is related to the escape factor parameter, which 
has been the subject of numerous publications.8-'1 The escape 
factor G is defined by 

where 6E is the energy separation from thc unperturbed posi- 
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tion, P(6E) is the line profile at 6E in inverse energy units, and 
t o  = ~ ( 0 )  is the optical depth at 6E = 0. The line opacity z(6E) 
can be expressed as [see Eq. (8-14) in Ref. 121 

where M is the krypton ionic mass, m is the electron mass, e is 
the electron charge, h is Planck's constant, c is the speed of 
light, f is the absorption oscillator strength of the line, pR is 
the total areal density (mostly that of the fuel), €is the fraction 
of krypton in the fuel (by mass), and Q,, is the fraction of 
krypton ions in the absorbing level (i.e., the lower level of the 
transition). The spectral position 6E = 0, which is somewhat 
arbitrary, is taken to be 15,45 1 eV, the unperturbed position of 
the strongest line. 

The escape factor G(zo) in spherical geometry, as given by 
Eq. ( I ) ,  corresponds to a point source at the center of the 
sphere, with 70 the opacity integrated over the radius. For a 
source uniformly distributed over the sphere, Mancini et al. 
have shown that G(To) for Holtsnlarkian profiles and large 
opacities is about twice as large as for the point-source case. 
This indicates that knowing the temperature profile (or the 
spatial distribution of emitting and absorbing ions) is not 
critical when using the calculated escape factor for diagnos- 
tics. Thus, a two-temperature spatial profile (a hot spot 

surrounded by a cool absorbing layer) and a uniform tempera- 
ture profile give an escape factor that differs by only a factor of 
2 for any zo >> 1. To determine which geometry agrees better 
with the experiment we can examine two experimental signa- 
tures: (a) for a uniform source, the core image size at high 
photon energy will be about the same as that at low photon 
energy, whereas for a hot-spot source the former will be much 
smaller than the latter, and (b) for a uniform source the 
observed line profile will be flat-topped, whereas for a hot-spot 
source a self-reversal (or minimum) will be observed at the 
position of the profile peaks. Equation ( I )  applies to a two- 
temperature spatial profile but assumes that the line profile is 
the same in both the emission and absorption regions. This 
implies a uniform density since the density-dependent Stark 
broadening dominates the emergent profile for high opacities 
(see below).As an example, if the absorption line profile is half 
as wide as the emission profile (indicating a lower density by 
about a factor of 2.8), the escape factor can be shown to be 
larger by about 30%. 

To obtain the escape factor G(zo) from Eq. (1) for our case, 
we use profiles such as those in Fig. 64.15. Figure 64.16 shows 
the escape factor as a function of the opacity at line center 
(15,451 eV), with and without the Doppler profile contribu- 
tion. The curves are calculated for an ion temperature of 
10 keV. The escape factor G depends on the temperature only 
through the Doppler contribution. Figure 64.16 shows that we 

zn = Stark + Doppler z,., = Stark 

Figure 64.16 

Calculated escape factor of the He-P line of ~ r + 3 ~  for 
the two electron densities used in Fig. 64.15, as a 
function of the opacity at the line center (15,451 eV), 

-"""" I  " """I ' " " ' 7  - - 
IT without the Doppler colitribution (solid curves) and 

( 4  with the Doppler contribution (dashed curves). In (a) 
and (c )  the opacity .rg at 15,45 1 eV relates to the total 
Stark+Doppler profile, while in (b) and (d) the opacity 
z0.s at 15.451 eV relates to the Stark profile only. 

a, a 
10-2 

- '. 
9 n, = 5 x 1 o~~ cm- n, = 5 x I 024 cm-3 

1 1 1 1 1 1 1 1 # 1  1 1 , , ~ , , , 1  1 1 
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E7602 Optical depth, to Optical depth, zo,s 
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can almost eliminate this dependence by plotting G as a 
function of zo ,~ ,  the opacity at line center due to the Stark 

A similar situation will arise if we include ion-dynamic 
effects in the calculation of the Stark profiles. Effects on the 
Stark profile of the motion of perturbing ions (which are 
otherwise assumed stationary) will depend also on the ion 
temperature and will affect mostly the line centerrather than its 
wings. Thus, the opacity zo,s relates to the Stark profile with- 
out either the Doppler effect or the ion-dynamic effects. 

profile only. When changing from zo to z 0 , ~ ,  the curves of total 
profile shift to opacity values that are larger (since 7 0 , ~  > 20) 
by the ratio z o , s / ~ o  . The two curves thus plotted are almost 10-1 * 
coincident. The reason for this is simple: The Doppler profile 0 

2 
decays much faster, with increasing separation from line cen- a, 

ter, than the Stark profile. Thus, the far wings are relatively 3 
unaffected by Doppler broadening. However, the escape factor lop2 

for high opacity values depends only on the far wings [see 

Comparison of the profiles in Fig. 64.16 shows also the 
relative insensitivity of the escape factor to the density. As 
mentioned earlier, for a Holtsmarkian profile and high opaci- 
ties G(zo) depends only on zo and not on the density (or the 
line width). For easier comparison, Fig. 64.17 shows the 
escape-factor curves from Figs. 64.16(b) and 64.16(d), calcu- 
lated without the Doppler contribution, for the two densities 
1 x cm-3 and 5 x cmp3. As seen, the two profiles 
overlap to within a factor of -1.4. Similar agreement is ob- 
tained in comparing curves that do include the Doppler 
broadening. We can thus use Fig. 64.16 to find the quantity 
zos from a measured value of the escape factor, without a 
precise knowledge of the temperature or the density. The 
question before us now is what does the opacity zo,s depend 
on, i.e., what diagnostic information can be inferred from 
knowing z ~ , ~ ?  

Eq. (I)]. Therefore, the escape factor for high opacities will be 
relatively independent of the temperature. Since the profile on 

From Fig. 64.16, the escape factor for high opacity in the 
density range (1-5) x 1 o~~ cmp3 can be approximated by the 
relation 

- Kr He -P 
I I , 1 1 1 1 , 1 ~  I , 1 1 1 , 1 1 ~  I , 1 1 1 1 1 1  

Figure 64.17 
Calculated escape factor of the He-P line of ~ r + 3 ~  for two electron densities, 

as a function of the opacity at line center (15:451 eV): without the Doppler 

contribution. 

the far wings is essentially identical to the Stark profile, the I 0-3 
0.1 1 10 100 1000 

escape factor will depend only on the Stark opacity 20,s at 
E7601 Optical depth 

line center. 

Only at much higher densities, where level mixing of the n = 

3 manifold due to the plasma electric field becomes substan- 
tial, will this relation tend to that for the Holtsmarkian profile 
mentioned above. For that case it was shown earlier1 that the 
density dependence of 2 0 , ~  drops out but the determination 
of ~ 0 , ~  (through the measurement of the escape factor) can 
then yield information on possible mixing. For the density 
range discussed here, Eq. (3) does lead to a dependence of z o , ~  
on the density (or on the pR), thus providing a diagnostic for 
pR. A method for measuring the escape factor was described 
in Ref. 1. 

The diagnostic method for the fuel pR consists of measuring 
the escape factor as outlined in Ref. 1,  and then deducing zo,s 
from curves like those in Fig. 64.16. It follows from the 
definition of zo (Eq. 2) that if we substitute TO,, for zo, the 
profile P(6E = 0) appearing in Eq. (2) should refer to the pure 
Stark profile Ps(6E = 0). This profile can be read off the 
calculated Stark profiles such as those in Fig. 64.15 and is 
obviously a function of the density. In the range (1-5) x 
~ m - ~ ,  Ps(6E = 0) as a function of the density p can be 
approximated as 



In any practical case, the complete profile curves can be used to estimate possible mixing1 These higher densities will 
used rather than this approximate expression. Further, in an arise in future experiments where high temperatures and high 
imploding spherical target the following relationship holds: densities will be simultaneously achieved. 

113 213 PR = ( 3 ~ ~ 1 4 ~ )  p , 
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than the approximations given in Eqs. (3) and (4). 
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6. B. Yaakobi, S. Skupsky, R. L. McCrory, C. F. Hooper, H. Deckman, 

the helium-P and Balmer-a lines,' with a precision of f 2 0 % ,  P. Bourke, and J. M. Soures. ~ h y s .  Rev. Lett. 44, 1072 (1980). 
the intensity of each of the lines (in relative units) has to be 
measured with a precision of f ]  0%. A method for the relative '. N. D. Delameter et(ll .- Phys. Rev. A 31, 2460 

calibration of the two instruments measuring the two different 8, F, E, Irons, J ,  Quant, Spectrosc, Transfer 22, ( 1 9 ~ 9 ) .  
wavelengths was described in Ref. 1.  From Eq. (3), an error of 
+20% in C will result in an error o f f  22% in zO.~. Finally, from 9. J .  p. *pruzese. ibid. 34, 447 (I 985). 

Eq. (6), the precision in determining the compressed fuel PR c, Chenaia.Popovics ctl., ihid. 36, 355 (1986). 
will be better than a factor of 2 .  
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Summary Phys. 20, 2975 (1987). 

Insummary, the use of krypton dopin& for diagnosing high- 12. H, R, Griem. Plasma Specrroscopy (McGraw-Hill, New York, 1964). 
temperature, medium-density implosions has been discussed 
for two cases: low-opacity lines (achieved with low doping) 
and high-opacity lines. Using detailed Kr Stark profile calcu- 
lations, i t  is found that the profiles of low-opacity lines in the 
expected density range are dominated by Doppler broadening; 
they can thus provide a measurement of the ion temperature if 
spectrometers of spectral resolution A 2 1  2 1 0 0 0  are used. For 
high-opacity lines, obtained with a higher krypton fill pressure, 
the measurement of the escape factor can yield the pR of the 
compressed fuel. At higher densities, Stark broadening of 
low-opacity lines becomes important and can provide a mea- 
surement of the density, whereas lines of higher opacity can be 
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Simulations of Diagnostic Emission due to Fuel-Pusher Mixing 
in Laser-Driven Implosions 

It is important to develop diagnostics of the Rayleigh-Taylor 
instability that occurs during the deceleration phase of inertial- 
confinement-fusion capsule implosions because this instability 
is a crucial factor limiting the capsule performance.1 To simu- 
late the effects of this instability and to assess possible diagnostic 
techniques, a mix model has been added to the one-dimen- 
sional (1-D) hydrocode  LILAC.^ This model includes the 
effects of turbulent mixing on the hydrodynamic motion as 
well as on the temperature and material-concentration profiles 
within the plasma. In the work described here. this model is 
used to simulate time-resolved images of implosions of a gas- 
filled capsule that is representative of the kind proposed for 
near-term experiments on the 30-kJ, 60-beam OMEGA laser. 
In particular, the use of emission from thin chlorine-doped 
layers in the pusher is considered as ameans to track the growth 
of the mixed region near the fuel-pusher interface. It is shown 
how the onset of mix-induced emission varies over a series of 
polymer-shell targets that are identical, except that the additive 
layer is displaced by different amounts from the fuel-pusher 
interface in each target. It is also shown that the introduction of 
an additive layer sufficiently thick to produce adequate diag- 
nostic emission has a minor effect on the implosion performance, 
compared with the effects of mix itself. 

The Rayleigh-Taylor instability is the tendency of adjacent 
fluid layers to interpenetrate one another when the less dense 
of the two layers supports the denser layer under agravitational 
or inertial force.3 Under these circumstances, perturbations in 
their interface grow into buoyant bubbles of the lighter fluid 
that rise past sinking spikes of the heavier fluid.4 AS the depth 
of penetration becomes comparable to the lateral scale length 
of the bubble-spike structure, the interpenetration becomes 
more turbulent4 and the state of the two fluids approaches that 
of a mixture. 

This instability appears twice during a capsule implosion. 
The first occurrence, the acceleration-phase instability, starts 
at the very beginning of the implosion at the ablation front 
where the shell is being accelerated inward by the hot and 

relatively light plasma ablating from the capsule surface. This 
instability can be seeded by both initial surface imperfections 
in the shell and nonuniform laser irradiation. The second 
occurrence, the deceleration-phase instability, begins as the 
rising pressure in the fuel core decelerates the imploding shell. 
At this time, the inward radial acceleration reverses, and the 
instability moves to the inner side of the density peak in the 
pusher to the fuel-pusher interface, where the hot central fuel 
mass supports the cooler and denser pusher. Here, the unstable 
growth of the fuel-pusher interface is seeded by the accumu- 
lated distortion that feeds through from the ablation region. As 
pusher material mixes with the fuel, cooling by dilution causes 
the nuclear reaction rates to drop. In addition, the dispersal of 
the fuel into the pusher reduces the areal density of the fuel 
mass (the fuel-averaged density-radius product, pR), which is 
a key measure of how close to ignition the fuel has come. If the 
pusher contains a substance other than hydrogen, radiative 
losses will cool the fuel further. If this enhanced radiation loss 
can be observed either spectroscopically or with imaging, then 
it can be interpreted as evidence that mix has occurred. 

Such a diagnostic represents a logical extension of the 
technique of using plastic-coated glass targets5 and multilayer 
targets6 in thermal transport experiments to measure the ad- 
vance of the thermal front in the ablation region. Calculations 
of the growth of the mix region near the ablation front showed 
that mixing due to the acceleration-phase instability signifi- 
cantly augments thermal conduction in transporting the 
laser-driven heat front to the glass substrate layer, which 
accounted for emission from the glass appearing sooner than 
expected from simulations based on thermal transport a10ne.~ 

In adapting this technique to the deceleration-phase insta- 
bility of the fuel-pusher interface, we consider a series of 
targets where a thin additive layer is placed at various distances 
Ar from the inner surface of the pusher (see Fig. 64.18). The 
characteristic emission from the additive is delayed until the 
mixed region has grown through the underlying pure-CH 
polymer to include the additive layer. By measuring the delay 
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Figure 64.18 
Section of the representative spherical capsule that will serve as the example 
in the calculations to follow. The CxH7CI additive layer is 2-pni thick. It is 
to be imploded with a square 13.5-TW pulse of 2.3-ns duration. 

of the additive emission as a function of the initial position of 
the additive layer, the trajectory of the bubble surface, the outer 
boundary of the mixed region, can be inferred. 

This technique is also a refinement of a method used in 
expeririients on the Nova laser at the Lawrence Livermore 
National Laboratory where iodine was added to polymer shells 
toincreasethe eniissivity of thepusher.7 In o t h e r e ~ ~ e r i m e n t s , ~  
chlorine was used as a pusher additive and argon as a fuel 
additive. The overall degrcc of mixing was inferred from the 
intensity of chlorine emission, relative to the intensity of the 
argon emission, and an average temperature of the mixed 
additive was obtained from the line ratios of the spectra of the 
additives. The use of thin additive layers and time-resolved 
measurements allows the growth of the mix region to be 
followed in time by associating the arrival of the outer mix- 
region boundary at the additive-layer radius with the onset of 
the characteristic additive emission. The idealizations of a 
distinct mix-region boundary at the bubble front and an abrupt 
onset of the diagnostic emission are only approximations, but 
they are useful for understanding the results of the simulations 
and for anticipating the results of actual experiments. 

Mix Modeling in One Dimension 
In our spherically symmetric, purely I-D simulation, the 

multidimensional bubble-spike structure and the subsequent 
turbulent structure are not described explicitly, leaving instead 
a fluid that is completely mixed at the atomic level. The mix 
model used within the I-D hydrocode LILAC is formulated as 

a diffusive process that transports constituent concentrations 
and thermal energy within the boundaries of the mix region. 
These boundaries are the bubble and spike fronts obtained 
from perturbation mode amplitudes calculated from the I -D 
hydrodynamics using a multimode Rayleigh-Taylor model 
similar to that of ~ a a n . ~ ~ h e  diffusion coefficient is the product 
of a velocity derived from the expansion of the mix region and 
a scale length A,,,,, characteristic of the mixing motion. At this 
point in the development of the 1-D mix model, this scale 
length is a free parameter, but work is now in progress to allow 
its value to be derived at each time from other physical 
parameters of the systembeing simulated. The inclusion of this 
1-D mix model within LILAC allows for simulations that take 
into account the cooling effects of radiation and dllution and 
the associated reduction in the diagnostic emission and the 
neutron yield. These simulations also allow the hydrodynam- 
ics to respond to the moderated density and pressure profiles, 
as well as to the effects of the modified radiative properties of 
the mixed fluid. 

An important consequence of this 1 -D approximation is that 
the interpenetrating fluid elements share the same spherically 
averaged temperature profile. It is reasonable to expect that 
thermal conduction equilibrates temperatures rapidly over the 
short scalelengths of the interpenetrating fluid bubbles, spikes, 
fingers, and eddies. which will tend to evolve the temperature 
of the mixing region toward a spherically symmetric tempera- 
ture profile common to all the constituents. To the extent that 
this is true, the temperature in the neighborhood of a particular 
ion of additive material will depend more on its radial coordi- 
nate than on information lost by disregarding the nonspherical 
fluid structure. 

A difficulty with the I -D mix model can occur when the 
mixed region is optically thick. In reality, or in a multidimen- 
sional description, this region could have optically thin spots 
that would allow radiation to escape that otherwise would not 
escape. Even a relatively subtle effect of this kind would limit 
the usefulness of a I-D model for simulating quantitative line 
intensities, except when line-absorption effects are negligible 
or otherwise well understood. Also, emission that is particu- 
larly temperature sensitivecould be misrepresentedif spherical 
averaging were to smooth out some hot spots. However, the use 
of a local transport modcl in 1-D does preserve important 
elements of realism by evolving and distributing the constitu- 
ent concentrations in a physically plausible way. This is an 
improvement over global approximations such as forcing flat 
concentration profiles throughout the mix region8 or postulat- 
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ing analytical forms to interpolate the temperature, density, 
and concentration profiles between the boundaries of the 
mixed region. Modeling the mix of thermal energy along with 
the plasma constituents gives an effective enhancement of 
thermal transport consistent with the mix model. Also, by 
incorporating the mix model into the hydrodynamics, the mix- 
affected plasma profiles and pressure gradient remain consistent 
with the main hydrodynamic process that is the formation of 
the compressed core. 

Time-Dependent Pusher Emission 
The capsule chosen to illustrate the model is shown sche- 

matically in Fig. 64.18. It is a 30-pm-thick CH polymer shell 
(the pusher), 940 pm in diameter, filled with 40 atm of DT. It 
is driven by a simple, flat-top, 13.5-TW pulse, 2.3 ns in 
duration. A 2-pm-thick layer of C8H7CI is added to this basic 
design at a distance Ar from the initial pusherlfuel interface. 

For illustrative purposes it is useful to talk of the onset of 
chlorine emission from this additive layer as a signal of the 
arrival of the bubble surface at the additive layer. This simpli- 
fied interpretation is based on the assumption that the additive 
is heated to an emitting temperature immediately upon contact 
with the bubble front. However, the mix model used in the 
simulations makes no such assumption. It takes into account 
the delay required for the additive and the hot fuel to be 
transported into a common volume where a sufficient amount 
of additive can be brought to an emitting temperature so as to 
produce diagnosable radiation. Another simplification is to 
describe the mix region as having distinct boundaries. The mix 
model does employ such boundaries to delineate the mix 
region, but the actual modifications of the material content, 
temperature, and density profiles due to mix are obtained from 
a transport model. 

Accepting for now this view that additive emission signals 
the arrival of the bubble front at the additive layer, Fig. 64.19 
illustrates how the onset times of the additive emission can be 
used to track the trajectory of the bubble surface in a series of 
shots using capsules that are identical, except that the initial 
position Ar ofthe additive layer is varied. This figure shows the 
trajectories of the DTICH interface and Lagrangian markers at 
various Ar's, together with the bounds of the predicted mixing 
region for two different surface finishes, for the illustrative 
capsule. The bounds of the mixing region correspond to the 
bubble and spike trajectories and are obtained as described 
above from the multimode Rayleigh-Taylor perturbation model 
adapted from the work of ~ a a n . ~  Superimposed over the layer 
interface trajectories, they illustrate how the mixed region 
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Figure 64.19 

Calculated trajectories of the DTICH interface (heavy line) and Lagrangian 

markers in the CH at initial distances Arof 2 p m  and 6pmfrorn this interface. 
The curves labeled 500 1\ and 5000 A indicate the bounds of the predicted 
regions of DT-CH mixing for these initial rms surface finishes. The mix 

region includes both hot core material and relatively cool pusher material. 
Diagnostic emission from an additive layer in the pusher can occur when i t  is 

heated by contact with hot fuel in the mix region. 

grows to include both hot core material and additive at times 
that depend on the initial perturbation and on the initial 
location of the additive layer. In the calculations for Fig. 64.19, 
the mix diffusion step has been omitted from the hydrodynam- 
ics. The feedback of mix on the hydrodynamics has potentially 
important effects on the amount of additive emission, but its 
effect on the trajectories shown here is small. 

The heavy curve labeled 0 pm is the trajectory of the 
decelerating fuel-pusher interface. The zero of the time axis is 
the time of the start of the laser pulse. The curves labeled 2 pm 
and 6 ,um are trajectories that would have been taken by 
additive layers if they had been displaced initially by these 
distances from the inner surface of the shell. The pair of curves 
labeled 500 A are the mix-front trajectories calculated assum- 
ing an initial rms perturbation amplitude equal to this value 
whose modal decomposition is of the form I - ~ ' ~ ,  where 1 is the 
spherical mode index. The dashed curve shows the much larger 
mixed region resulting from a 5000-A surface perturbation. 
This rms perturbation amplitude should be comparable to an 
equivalent surface roughness. but a quantitative relationship 
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between surface roughness and the perturbation amplitude is 
not established at this time. Consequently, these results should 
be regarded as purely illustrative and not indicative of the 
performance of a capsule made to any given specification. 
Also, the relationship of this surface perturbation to an equiva- 
lent irradiation nonuniformity has not been determined. 

The amplitudes of the fuel-pusher perturbation modes are 
set at the beginning of the shell deceleration to values obtained 
from the corresponding ablation-region modc amplitudes by 
applying theattenuationfactor exp(-1 dr,/r ,)  ,modeby modc, 
where r, is the radius of the ablation surface and Ar, is the 
separation between the ablation surface and the fuel-pusher 
interface. This is the prescription suggested by ~ a a n ~  for 
initializing modc amplitudes at a surface whose unstable 
perturbations are seeded by the instability that has grown at 
another surface. The form of this coupling factor corresponds 
to the decaying exponential dependence of the amplitude of a 
surface-wave eigenfunction on the distance from the perturbed 
surface. This correspondence is well motivated, but approxi- 
mate, and requires further study. 

For the purposes of illustration, then, the crossing of the 
trajectory of the bubble front with the trajectory of the additive 
layer can be taken to give the time when the additive material 
enters the mixed region. Presumably. the amount of hot fuel in 
the mixed region at this time has raised the temperature to a 
level sufficient for the additive to emit. Figure 64.20, which 
gives the functional dependence of this estimated emission 
onset time on the additive layer displacement Ar for a series of 
capsules with identical initial perturbations, shows that this 
onset time is delayed with more deeply inset additive layers 
and with smaller initial perturbations, as might be expected. 
Each curve was obtained from the bubble-front trajectory 
resulting from the corresponding initial surface perturbation. 
The points are the times at which this trajectory contacts an 
additive layer at the indicated initial displacement. Emission- 
onset timing data from an actual series of shots can be plotted 
in the same way. This data might not be so complete, however, 
because the onset time can be expected to become less distinct 
for additive layers inset by more than a few microns. 

While Fig. 64.20 gives useful qualitative information. a mix 
transport model, such as the one described here, is required to 
provide more quantitative information. In particular, it can 
address the important questions of whether one obtains a 
coincidence of elevated temperature and additive concentra- 
tion over a large enough volume to produce a signal that is 
distinct against the background of the polymer emission. This 

TC4OS3 Layer displacement A r  (pm) 

Figure 64.20 
Tirne of onset of emission from the additive layer shown as a fur~ction of thc 
initial additive layer displacement 4r from the inside surface oT the polymcr 
shell, for various initial surface perturbat~ons. 

article concentrates on the detection of additive emission by 
imaging. It is found that distinct time-dependent additive 
emission is obtained in the cases simulated here, although not 
for as full a range of additive layer displacements as is shown 
in Figs. 64.19 and 64.20. 

Mix as a Diffusive Process 
Once the growth and extent of the mix region have been 

obtained, a diffusive transport model is used to simulate the 
redistribution of the plasma constituents and thermal energy 
within this region. A natural way to regard mix in 1-D is that 
each zone in the numerical mesh exchanges a small amount of 
material with its closest neighbors at each time step. Thefinite- 
difference equation that describes this has the form of a 
diffusion equation. The diffusion coefficient is chosen to be the 
product of a mix velocity, taken from the velocities of the mix- 
region boundaries relative to the fluid velocities, and a mixing 
length. In all but one of the simulations described below. the 
mixing length is a free parameter. Results are obtained either 
for a fixed value chosen in advauce or for a range of values to 
show how the outcome of the simulations can vary over the 
plausible limits of the model. "Flux limitation" is employed as 
well. The diffusive mass flux is forced to be less than a given 
multiple F of the free-streaming mass flux given by the product 
of the mass density and the mix velocity. This feature prevents 
unphysically large mass fluxes in the presence of large density 
gradients. The flux-limit parameter F is familiar from other 
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applications of diffusive transportLo and is the second free 
parameter of this model. It is set equal to 2.0 in the calculations 
presented in this article. Once these two parameters are set, the 
concentration profiles of the mixed constituents and the mix- 
transported thermal energy density are then calculated in 
detail, according to local conditions, rather than from simpler 
unphysical andlor acausal assumptions such as instantaneous 
homogeneity within the mix region. 

This model resembles the "k-E" model in its use of diffusive 
transport to model turbulent transport,ll but important differ- 
ences exist. In the model used here, the momentum and kinetic 
energy of each fluid zone are conserved exactly, but there is no 
accounting for energy contained in the turbulent motion, in 
contrast to the k-E model. Another difference is that this model 
contains a multimode instability calculation done in parallel 
with the mix transport, while the k - E  model includes no mode- 
spectral information. The mix-region model presented here 
offers the advantage of including the Haan multimode pertur- 
bation model with its phenomenology of the nonlinear growth 
of saturated modes. The spatial-spectral information kept by 
the multimode model is potentially important in the develop- 
ment of the mix-transport model beyond the version used to 
obtain the results shown below. For example, preliminary 
results have been obtained using a mixing scale length that is 
set equal to the rms perturbation wavelength averaged over the 
mode spectrum. This utilizes the spatial wavelength informa- 
tion in the perturbation mode spectrum, which is certainly a 
better strategy than using a fixed length chosen in advance. 
This derived scale length changes in time as the mode ampli- 
tudes themselves change and also as the transverse wavelengths 
of the individual modes decrease due to the mix region con- 
verging with the implosion. 

An illustration of the direct effect of mix in 1 -D simulations 
is provided by Fig. 64.21, which shows the spread of the 
concentration profile of the chlorine additive in the represen- 
tative capsule shown in Fig. 64.18 for two values of Ar. In both 
cases the surface mass perturbation is set to 2000 A with an 
z - ~ / ~  modal decomposition. Figure 64.21(a) shows the case 
where the initial additive layer is the innermost 2 pm of the 
pusher, and Fig. 64.21(b) shows the case where the additive 
layer is inset by 2 pm. The mixing length Lix is chosen to be 
100 pm. In each case the sequence of concentration profiles 
includes the deceleration phase up to just beyond peak com- 
pression. In both cases the additive layers remain substantially 
undisturbed until after 2.4 ns. The additive layer at the fuel- 
pusher interface shows a slight preliminary dispersal. The 
main difference between the two cases occurs just after 2.5 ns, 
where the additive layer at the fuel-pusher interface begins to 
disperse about 100 ps before the inset additive layer. By 2.8 ns, 
the additive profiles have become nearly identical. The differ- 
ence between the profiles between 2.5 and 2.7 ns suggests that 
the displacement of the additive layer by 2 p m  can result in an 
effect that can be seen with a temporal resolution around the 
100-ps level. 

Effects of Mix on Capsule Performance 
Simulating the emission from pusher additivesrequires mix 

modeling within hydrodynamic simulations to determine to 
what degree a given amount of additive perturbs the experi- 
ment, either by changing the hydrodynamic stability of the 
implosion or by quenching the diagnostic emission by dilution 
or by radiative cooling. The perturbative effect of a 2-pm 
additive layer at the inside surface of the shell can be evaluated 
from the results shown in Fig. 64.22 for implosions performed 
using a range of mixing scale lengths L i , .  These simulations 

Figure 64.2 1 

Sequences of chlorine concentration profiles for 

(a) Ar = 0 and (h) Ar = 2 pm. In each case the 
chlorine spreads as time increases, but the spread- 

ing is delayed, as expected, in the second case. 

These simulations were performed for an initial 
perturbation of 2000 A and with ,Imi, = 100 pm. 
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Figure 61.22 
Effect of the diagnostic layer (2 prn of CsH7CI) on (a) the neutron yield, (b) the peak electron and ion core temperatures, (c) the neutron-averaged ion temper- 
ature, and (d) the DT pR. Results are plotted as a function of the mix scale-length parameter ,Imi, for an initial surface perturbation of 2000 A. The presence 

of the diagnostic layer is seen to have only a minor effect on the capsule behavior in comparison with the mix. 

assume the same initial 2000-A mass perturbation and r5I4 
modal decomposition, which is severe enough to give a good 
indication of the worst-case effect of mix. The additive layer is 
placed at the fuel-pusher interface because this produces the 
maximum effect on the hydrodynamics. The mixing scale 
length is varied over the range from zero, which gives no mix 
at all, to 100 pm, where the net mixing rate is determined 
primarily by the flux limitation. In this case flux limitation 
restricts the speed of the mixing motion to no greater than 2.0 
times the divergence speed of the bubble and spike surfaces, 
over and above the divergence of the I -D fluid motion. Fig- 
ure 64.22 shows that mix has a far greater impact on capsule 
performance than does the additive layer. Figure 64.22(a) 
shows that mix reduces the neutron yield substantially, corre- 
sponding to a small reduction in the ion temperature [which is 
shown in Fig. 64.22(b)]. The additional radiative cooling due 
to theadditive is seen inFig. 64.22(b) as a very slight additional 
reduction in temperature. Due to the strong dependence of the 
neutron-production rate on temperature, the effect of the addi- 

tive on the total neutron yield is quantitatively significant, but 
it is clearly of secondary importance in comparison with the 
much greater effect of the much larger amount of pusher 
polymer that has been mixed in. 

Figures 64.22(c) and64.22(d) show the ion temperature and 
the peak value of ( P R ) ~ ~ ,  the radial integral of the DT mass 
density, both neutron averaged and thus relevant to nuclear 
diagnostics. The neutron-averaged ion temperature rises with 
mix due to the fact that quenching of neutron production within 
the mix region tends to shut off the yield from the cooler part 
of the core; this skews the neutron weighting of the tempera- 
ture average toward the center of the capsule, which is hotter. 
The neutron-averaged ion temperature is not as sensitive to the 
presence of the additive as the neutron yield in Fig. 64.22(a). 
Note that ( P R ) ~ ~  includes the DT mass only, wherever the 
mix might have taken it, and does not include the contribution 
of the pusher material. It is not the areal density of a distinct 
core. The neutron-averaged fuel areal density (PR), ,~ de- 
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creases with increasing mix, but the additive has an almost the model. This choice of mixing length also results in an 
negligible effect. abrupt onset of quenching. The total yield obtained is very 

close to that obtained from the larger mixing lengths that give 
Figure 64.23 shows the neutron-production rates plotted as very rapid mixing, but later in the deceleration phase the 

functions of time for a sequence of simulations with mixing neutron-production rate drops more slowly to values obtained 
lengths ranging from 0 to 100 pm. As above, this covers the at these later times with much shorter mixing lengths. This 
range of mixing lengths from one that would give no mix at all reflects the shortening of the average perturbation wavelength 
to one that is large enough for the homogenizing effect of mix due to the spherical convergence of the mixing region. which 
to be limited primarily by the flux limitation of the diffusion. in this case is a stronger effect than the tendency of the 
A 2000-A mass perturbation and Ar = 0 have been assumed in perturbation spectrum to evolve toward longer wavelengths as 
all cases. One striking aspect of the results shown in Fig. 64.23 the shorter-wavelength perturbation modes saturate and fall 
is that the curves remain close to each other up to 2.6 ns where behind the longer-wavelength modes. 
they abruptly diverge. Figure 64.21 (a) shows that this is near 
the time when the entire inner 2 p m  of pusher with the chlorine Effects of Mix on Images 
additive has just been drawn into the mix region, which is Under conditions expected in the fuel-pusher mix, chlorine 
indicated by the tails on both ends of the concentration profile. emission consists mostly of K-shell lines and bound-free 
By this time the mix region has expanded to include most of the continuum. Chlorine is distinctly more emissive than carbon 
fuel. This abrupt divergence of the neutron-production rates under these conditions since carbon is then almost complete1 y 
supports the interpretation that yield is effectively quenched by stripped and is seen mostly by its bound-free emission. Imag- 
the arrival of pusher material, as was suggested above in 
explaining the results of Fig. 64.22. 

ing implosions with emission in the 3- to 5-keV range isolates 
the chlorine continuum spectrally and enhances the contrast of 
emission from the hottest parts of the mixed region against the 
rest of the image. Chlorine is well suited as a pusher additive 
for the example described above because its K-shell lines occur 
just above the energies where the relatively cold pusher would 
attenuate emission from the center at times near peak compres- 
sion. Avoidance of this attenuation is obviously important for 
observing mix with time-resolved spectroscopy.12 The rela- 
tive emission strength of chlorine over carbon allows small 
amounts of additive to be used. The detectability of the chlo- 
rine emission is limited by how well it competes with the 
continuum emission from the carbon, which is the main ingre- 
dient of the pusher and thus much more abundant. This is of 
particular concern when observing line emission from embed- 

10 '" ded additive layers since the additive lines must be observed 

2.2 2.4 2.6 2.8 3.0 against the background of continuum from all the carbon in the 

Time (ns) overlying layer of pure polymer. 
TC3855 

Figure 64.23 
Neutron-production rate as a function of time for several values of the mix 

scale-length parameter A,,,. The initial surface perturbation is 2000 A. The 

dashed curve is obtained using a model where A,,,, is chosen to be equal to 
the time-dependent rms spherical wavelength of the perturbation mode 

spectrum. 

The dashed curve in Fig. 64.23 is obtained using a time- 

Simulations of framing-camera images are obtained from 
integrating the equation of radiative transfer along straight- 
line photon paths through time-dependent emissivity and 
opacity profiles, taken from the 1-D hydrodynamic simulation, 
and into a model of a framing camera. The camera forms 
pinhole images on a photocathode. The images are transferred 
to a phosphor screen through a multichannel plate, which is 
triggered by a short electrical pulse propagating along a stripline 

dependent mixing length chosen to be equal to therms spherical over the plate. The model includes the camera geometry, the 
wavelength of the perturbation mode spectrum. This repre- optics of finite pinholes. and a temporal response based on the 
sents an attempt to reduce the number of ad hoc parameters in calculated response of the multichannel plate to the electrical 
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provided. The gating time is 45 ps, which represents a 
near-term development goal for this instrument. The intensity 
units in the plotted images are arbitrary since the camera model 
does not include information from an absolute calibration, but 
the relative intensities from frame to frame are consistent in 
these units. The spectral response of the camera includes that 
of the camera itself and foil filters of 25 pm of beryllium and 
20 pm of titanium to center the net response within a window 
from about 3 to 5 keV. 

Figure 64.24 shows a sequence of five framing-camera 
images, taken 50 ps apart, of the previously chosen polymer 
capsule with mix seeded by a 2000-,& exterior mass perturba- 
tion. The results from six simulations are superposed. Each 
curve represents the azimuthally averaged image intensity 
plotted as a function of radius. A mixing length of 100 pm is 
assumed. The value of the numeral labeling curves 0, 1,2,  and 
4 is the initial displacement, in microns, of the additive layer 
outward from the inner surface of the pusher. The curve labeled 

(a) 2.39 ns (b) 2.44 ns (c) 2.49 ns 
0.15 I 

o.8 7 

Radius (pm) 

(d) 2.53 ns (e) 2.58 ns 
3.0 1 I I I 

Radius (pm) 

Figure 64.23 
Simulated framing-camera images in the 3- to 5-keV range at times 45 ps apart ranging from (a) 2.39 ns to (e) 2.58 ns. The curves labeled 0 to 4 are for 
additive layer displacements of 0 to 4 pm, respectively: the curves labeled CH are for a pure CH pusher (no additive layer), and the dashed curves are for the 
case of no mix. Except for the dashed curves, the initial surface perturbation is 2000 A and the mix scale-length parameter dmi, is 100 pm. Note the different 
intensity scales. 
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" C H  corresponds to a calculation with no additive layer, and capsules with additive layers. The pure polymer capsule does, 
the dashed curve is obtained from a simulation of the case "0," in fact, implode sooner than the additive-layer capsules and is 
where the additive layer is at the fuel-pusher interface and found to reach peak compression about 30 ps earlier. Conse- 
where no mix takes place. quently, if the images were all compared at identical degrees of 

convergence, rather than at identical points in time, the inten- 
At the time of the first frame [Fig. 64.24(a)], mixing has sity from the pure polymer capsule would be seen to be much 

already begun. The effect of this is seen in the brightness of more in line with those of the other images. 
image 0 relative to the dashed line, its unmixed counterpart. A 
comparison of image 0 with image CH, obtained with no Relaxing the flux limitation by increasing the flux-limit 
additive, shows that the additive results in a brighter image, as parameter allows a greater concentration of chlorine to reach 
is expected, but without limb brightening, in contrast to the the spike front from the bubble front, and greater limb bright- 
distinct limb brightening of the image CH. The intrinsic ening is obtained. This is what would most likely result from 
emissivities of both capsules are, in fact, peaked at their fuel- a mix model that instantaneously homogenized all the material 
pusher interfaces, but at this early time there remains enough within the mix region, which is unphysical, at least from the 
cool additive surrounding the fuel-pusher mix region of the point of view of the mix transport model used in this work. 
additive-layer capsule to form an attenuating layer that rounds 
off the image by a limb-absorption effect. This limb darkening Over the entire 200 ps spanned by these images, all the 
is particularly strong for images 1, 2, and 4, where the entire images brighten by nearly two orders of magnitude, except for 
additive layer is cold and absorbing. The conditions at the fuel- the unmixed case, which lags far behind. This shows that mix 
pusher interfaces of these three cases are essentially identical can be expected to have a strong brightening effect on images 
to those of the CH case where there is no additive, and the of polymer-shell implosions, regardless of how they are modi- 
differences between their images and that of the CH case are fied by additive layers. 
almost entirely due to this absorption. The nearly complete 
indistinguishability of the 1,2, and 4 curves is evidence that the Conclusions 
additive layer has no other effect on the implosion. In conclusion, experiments are proposed to diagnose pusher1 

fuel mixing in imploding gas-filled capsules using additive 
At later times curves 1, 2, and 4 brighten, in the expected layers of chlorinated plastic at various distances from the 

order, as fuel-pusher mixing overtakes the additive layers initial pusherlfuel interface. A mix model has been developed 
successively further from the fuel-pusher interface. For ex- to simulate these experiments. The model includes the self- 
ample, from frame (d) to frame (e), curve 2 brightens to consistent modifications to the capsule hydrodynamics that 
become comparable in intensity to curves 0 and 1. This result from a time-dependent diffusive treatment of the mix 
systematic effect of the additive-layer displacement on the region. These experiments appear promising, based on the 
time dependence of the additive emission would be worth present analysis. The proposed diagnostic technique is, of 
looking for in an actual experiment. These images tend to course, compatible with other diagnostics suggested else- 
become more limb brightened as the additive becomes more 
emissive than absorbing, but there is a competing effect favor- 
ing central emission as well, as is seen in frame (d). 

The five frames show that the fuel cores contract by a factor 
of about 2 for each calculation over the 200 ps shown. Never- 
theless, there are subtle differences in their dynamics that are 
caused by mix. These effects, in combination with rapidly 
increasing intensities, add a potentially significant bias to the 
comparison of the overall intensities of any two images at any 

where, such as detailed line-shape and line-ratio analysis, with 
or without a fuel additive. 
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Distributed-Phase-Plate Design Using Simulated 
Annealing Algorithms 

Methods of designing phase plates to achieve control of the far- 
field irradiance distribution for laser-induced plasma 
experiments have been under study for more than a decade. 
One important goal of phase-plate design is to generate the 
desired far-field spatial profile while minimizing wide-angle 
scattering outside this profile. This article reports a new algo- 
rithm that accomplishes this goal. 

Many phase-plate designs reported in the literature have 
used the phase-retrieval algorithm. These designs achieve a 
good match to the high-order super-Gaussian distribution that 
is presumed to approximate the ideal far-field spatial profile. 
However, the resulting phase plates exhibit wide-angle scatter- 
ing losses due to steep surface slopes near surface vortices and 
line d i~cont inui t ies .~ ,~  An article in a previous issue of the 
LLE ~ e v i e w ~  described an improved phase-retrieval proce- 
dure that reduces the number of pole discontinuities and thus 
the energy loss due to scatter. The present article reports a 
simulated-annealing algorithm that has resulted in a complete 
elimination of this source of loss. 

Using the classical method of phase retrieval, it is not 
possible to specify arbitrary constraints or to custom design a 
cost function for a particular application. To achieve lower 
scatter by using a strictly continuous phase-plate surface, we 
have investigated simulated annealing because it allows us to 
invoke specific constraints, to design with arbitrary cost func- 
tions, and, potentially, to find the globally optimum solution 
for a given set of  constraint^.^.^ Using simulated annealing we 
can specify separately the target far-field profile and the cost 
function. For example, we can design for specific speckle 
statistics given the constraint of a specified far-field profile. 
The cost function may be made sufficiently complex to com- 
bine with various weights a number of different factors of 
importance to a given application. 

Algorithm 
Our implementation of simulated annealing consists of a 

number of steps. Starting from an initially aberration-free 

pupil distribution. a smoothed random wavefront of weak 
magnitude is constructed and added to the pupil. The far-field 
irradiance is then calculated by diffraction propagation using 
fast Fourier transform algorithms, and its azimuthal average 
f(r) is compared with the desired far-field super-Gaussian 
irradiance envelope 

where M is the super-Gaussian order, r is the transverse radius 
in the far field, and ro is the characteristic radius of the far- 
field distribution. A simple cost function S is evaluated from 
f(r) and I(r) as 

rn 

S = 1 [ f ( r )  - 1(r)122mdr. 

Cost functions calculated in rectangular coordinates tend to 
over-constrain the design by reducing the speckle. Use of the 
azimuthal-average profile as in Eq. (2) provides noise averag- 
ing of the quasi-speckle pattern in the far field. Various 
perturbations of the phase plate are then tried, with the cost 
function reevaluated each time. If the cost function is lower, 
the perturbation is accepted and the modified phase plate 
becomes the basis of further trials. If the cost function is higher 
than that of the previous cycle, the trial perturbation will be 
accepted if a random numberX, which is uniformly distributed 
between 0 and 1, is less than the simulated annealing probabil- 
ity p. defined as 

where AS is the change in the cost function due to the pertur- 
bation and T is a parameter known as the simulated annealing 
temperature, the analog of the temperature of an annealing 
oven. Since the initial, aberration-free pupil matches the target 
profile quite poorly, the initial cost function is high and AS is 
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quite high also; i.e., relatively small perturbations of the phase 
plate result in relatively large changes in S. The temperature T 
is lowered over a number of iterations and serves to control the 
"cooling" rate of the process. A premise of the theory of 
simulated annealing is that if the process is cooled sufficiently 
slowly, local minima will be overcome, resulting in conver- 
gence to the global  timu mum.^,^ 

In our illustrative calculations. the diameter of the pupil was 
14 cm, and the desired far-field distribution was a super- 
Gaussian of eighth order and 700-ym diameter. For a laser 
wavelength of 0.351 1 ym there are about 150 speckles across 
this diameter. The far-field distribution was sampled using an 
array of 1024 x 1024 points. Although the beamlines of the 
OMEGA laser are 28 cm in diameter, the smaller 14-cm 
diameter was used to reduce computation time. 

To find a continuous-surface phase plate that best achieves 
the desired far-field irradiance envelope, the trial perturbation 
to the phase plate consists of smoothed random surfaces 
guaranteeing that the sum of the accepted perturbations will 
also be strictly continuous. Each cycle of the simulated anneal- 
ing process requires a unique surface perturbation. Smoothed 
random surface perturbations are constructed by taking a two- 
dimensional field of real random numbers and smoothing and 
scaling this distribution to obtain the desired variance and 
autocorrelation width. These surface perturbations are made 
unique by choosing a different random seed for each cycle. We 
have used an autocorrelation diameter of 0.8 cm, giving about 
17.5 autocorrelation diameters over the 14-cm pupil width 
and a wavefront error of standard deviation 0.03 waves. Once 
the perturbation wavefront is formed, it is applied to the 
complex amplitude distribution in the pupil. the far- 
field distribution is calculated, and the change in cost function 
is computed. 

Simulated annealing is well known to require extensive 
computational time. The difficulty of designing phase plates 
may be characterized by the size of a square computer array 
(represented as N x N) needed to represent the phase plate. The 
number of distinct optical modes scales approximately as N ~ ,  
and the time per calculation step also scales as N ~ .  The largest 
array reported in the literature that has been used for phase- 
plate design was 128 x 1 2 8 . ~  For the calculations described in 
this article, it was necessary to use arrays of 1024 x 1024, 
leading to an increase in calculation time of nearly four orders 
of magnitude when compared with studies with the array size 
128 x 128. 

The literature contains various prescriptions for cooling 
schedules to achieve optimum or near-optimum performance 
in a minimum In most cases the cooling schedules are, 
at least in part, determined heuristically by numerical experi- 
ments for the particular type of problem of interest to the 
respective authors. To determine the feasibility of the simu- 
lated-annealing technique for our application, which includes 
a very large number of optical modes, we started with a purely 
cooling or quenching phase (distinct from simulated anneal- 
ing) in which the temperature Twas set to zero; i.e., no reversal 
steps were allowed. Starting from an unaberrated pupil, we 
found the process converged in about 2.000 cycles. The mini- 
mized cost function resulting from this calculation (S,)  
established a benchmark with which to compare the subse- 
quent simulated annealing procedure. We then set the 
temperature T so that the cost function rose to approximately 
four to five times S1 and then cooled exponentially with a time 
constant of 1,500 cycles for the next 8.000 cycles. This second 
phase of the procedure is true simulated annealing since 
reversal steps are allowed, according to the temperature and 
current cost function. At the end of the simulated annealing 
phase. the cost function was reduced from its value S1 at the end 
of the quenching phase by about a factor of 3. Thiq calculation 
took about 120 h of CPU time on the Cray YMP-2 at LLE. 

Figures 64.25 and 64.26, respectively. show the azimuth- 
ally averaged far-field profile for phase plates designed by 
phase retrieval and simulated annealing. Both designs were 
done for the same super-Gaussian profile with M =  8. Although 
the simulated annealing design was restricted to a continuous 
phase-plate surface, it achieved a much better fit to the desired 
super-Gaussian shape. The phase-retrieval design was well 
converged in about ten cycles, while the simulated-annealing 
design required 10,000 cycles. It is possible that other cooling 
schedules would give faster convergence and lower asymp- 
totic cost functions. 

The continuous-surface design has the advantage that it is 
free of steep surface slopes and discontinuities, resulting in 
low wide-angle scattering-an advantage not built into the 
cost function. The effect of wide-angle scattering is seen in 
Fig. 64.25 by the very slow decay at large radii. in contrast to 
Fig. 64.26, which shows rapid decay toward zero irradiance at 
large radii. In practice, the phase-retrieval design would pro- 
duce more wide-angle scattering than shown in Fig. 64.25. 
This is because this design leads to steep surface slopes in the 
vicinity of surface vortices and 2 n  line discontinuities, which 
result in about. 5%-10% wide-angle scattering. The effect of 
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Figure 64.25 
Azimuthal average of the far-field irradiance [curve (a)] due to a phase plate 
designed by the phase-retrieval algorithm, using the parameters defined in 

the text. The smoothline [curve (b)] is the ideal eighth-order super-Gaussian 

profile. The azimuthal average provides considerable smoothing of the data, 

particularly at the larger values of radius. The phase-retrieval solution shows 
shoulder droop and a rather slow decay to zero at large radius because of 

wide-angle scattering from steep surface slopes. 

E7672 Radius ( ~ m )  

Figure 64.26 

Azimuthal average of the far-field irradiance [curve (a)] due to a phase plate 

designed by the simulated-annealing algorithm. The conditions are the same 
as for Fig. 64.25, with curve (b) again the ideal profile. The shoulder of curve 

(a) is considerably more square than for phase retrieval, and the decay to zero 

is more rapid, indicating little wide-angle scattering because there are no 
steep surface slopes. 

the line discontinuities does not appear in the calculation Overlapping Laser Beams 
because the width of the discontinuities is effectively zero, but Flat-foil Rayleigh-Taylor instability experiments require a 
some finite width will inevitably be present in the manufac- large number of overlapping laser beams to supply the desired 
tured phase plate. irradiance and uniformity. In particular, the lower-order modes 

of the irradiance pattern must be minimized to allow for 
Scans in two orthogonal directions of the target-plane uniform foil acceleration and a careful study of the instabilities 

irradiation profile from phase plates generated using the simu- associated with high-order modes. There are two primary 
lated-annealing algorithm are shown in Fig. 64.27. Unlike approaches to obtaining a uniform focal plane envelope from 
Figs. 64.25 and 64.26, no azimuthal averaging has taken place. a hexagonal set of six beams from the OMEGA system. The 
The large (100% rms) modulations seen are characteristic of first approach involves using the current OMEGA phase plates, 
far-field phase-plate profiles. The small amount of energy loss which produce weak super-Gaussian profiles, and offsetting 
outside a diameter of 800 pm is evident. the beams in the target plane by an amount chosen to optimize 

1 .o 

u 
0.8 

rj 3 Figure 64.27 
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.A  
Target-plane irradiance profiles resulting from the 

B simulated-annealing algorithm, (a) vertical and 

.N 0.4 - (b) horizontal. showing the high modulation speckle 

2 that is characteristic of phase converting a laser beam 

,g 0.2 to over 100 times its intrinsic diffraction limit. 
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the flatness of the envelope. This method represents a conlpro- 
mise between unwantedmodulation, energy loss, andenvelope 
uniformity. The second method involves phase converting the 
laser beams to produce super-Gaussian beam profiles. This 
method is preferred because it leads to greater energy effi- 
ciency and a larger spatial region of uniform irradiation. 

The two-dimensional irradiance pattern for six overlapping 
laser beams, each phase converted with a super-Gaussian 
phase plate designed by the simulated-annealing algorithm, is 
shown in Fig. 64.28. In this case the six beams have the same 
pointing, resulting in a smaller irradiated region than that 
produced by offsetting the beams radially from the center of the 
target. This plot shows the time-instantaneous speckle modu- 
lation, which is reduced from 100% to 40% due to the 
uncorrelated (intensity) addition of the six laser beams. The 
irradiated region is also seen to be circular, as desired. The 
encircled energy within an 800-pm spot is 97% for this design. 

The azimuthally averaged profile of this irradiance distribu- 
tion is shown as curve (a) in Fig. 64.29. Curve (b) is an 
eighth-order super-Gaussian profile, which is nearly the same 
as each individual beam envelope but a little wider because the 
beams irradiate the target at an angle of incidence of -20". 
Figure 64.30 shows vertical and horizontal cross sections of 
the six-beam irradiance on target, without azimuthal averag- 
ing. Comparing with Fig. 64.27, the modulation of the speckle 
is reduced from 100% to 40% due to the t 6  statistical 
dependence. A certain amount of energy is lost in the wings of 
the irradiance distribution. Given that the most useful portion 
of the irradiance distribution is the flat portion in the center, 
there is a premium on producing the flattest individual profiles 
possible. These profiles should remain flat under many realiza- 
tions of the laser-beam phase error. The needs of stability 
experiments thus provide an impetus for continued phase-plate 
design at LLE. 

Figure 64.28 
Target-plane irradiance pattern for six beams over- 

lapped and focused onto a flat target, each beam phase 

converted with a super-Gaussian phase plate. The six 

beams form a hexagonal subset of the 60 OMEGA 
beams. For flat target irradiation, the speckle modula- 
tion is decreased by the square root of the number of 

overlapped laser beams. 
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3 e Azimuthally averaged profile of the two-dimensional irradiation pattern of 

0.4 Fig. 64.28. It is found that 97% of the energy is contained within an 800-pm- 

E diametercircle. The 500-pm-diameterflat region can be extended by pointing 
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Figure 64.30 
Target-plane irradiance profiles. (a) vertical and 

(b) horizontal, showing a reduction in speckle modu- 
lation compared with Fig. 64.27. This is characteristic 
of ovcrlapping phase-converted laser beams. The con- 

trast of the modulation is reduced from 100% to40%, 

which is the expected & improvement in the tinre- 

instantaneous uniforniity. 
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Self-Interference Patterns and Their Application 
to Target Characterization 

The uniformity requirements of direct-drive targets are <trin- 
gent. The requirements on both sphericity and wall thickness 
uniformity are of the order of less than 1%. In the past, dual- 
beam interference microscopy has been used at LLE to 
characterize the wall thickness and uniformity of transparent 
targets.' With this technique, an interference pattern is formed 
between one beam that passes through the target and a second 
beam, split off from the first, that passes around the target. By 
comparison with computer-generated templates, these inter- 
ference patterns can yield the wall thickness and its uniformity 
to a high dcgrce of a c c u r a ~ y . ~  

This article describes an alternative interferometric tech- 
nique that is simpler to use and that provides a rapid 
characterization of both the wall thickness and the unifornlity 
of single-shell targets. These arc typically polystyrene (CH) 
shells, which are selected prior to being coated with layers of 
various materials andlor filled with D2, DT, or some other 
desired gas. These shells have the remarkable property that, -__- 

when irradiated with a s~atiallv incoherent. narrow-bandwidth Figure 64.31 

A compound-microscope image of a self-interference pattern produced by a light source and viewed using only a compound microscope, 
symmetric capsule when illuminated with narrow-b;indwidth light. The 

self-interference patterns such as the One polystyrene (CH) ha? an 85".pm diameter and a 7.pm thickness, 
shown in Fig. 64.31. These patterns are distinct concentric - -- --- - - 

fringes when the target is uniform, but faint. distorted, or 
discontinuous fringes form when the target is nonuniform. 
Previously, SIP'S have not been used because they are clearly 
observed only in targets of very high quality, with uniformity 
typically better than 1%. 

This technique is currently being used for the preliminary 
selection of polystyrene shells typically of 800- to 1000-pm 
diameter and 5-  to 12-pm wall thickness. Thc fringe locations 
have bcen modeledusing ray tracing and agree well with actual 
mearurements of well-characterized shells. Shells can be se- 
lected with the wall thickness known to T0.5 pm and with 
uniformity better than 0.05 pm. 

Origin of the Self-Interference Pattern 
SIP formation results from multiple reflections of rays 

within the shell walls. The three relevant beam paths are 

illustrated in Fig. 64.32. Beam 1 passes straight through the 
shell, beam 2 undergoes two reflections on the input side, and 
beam 3 undergoes two reflections on the output side. For a 
perfect shell, the emerging wavefronts of beams 2 and 3 are 
virtually identical, so they combine coherently and interfere 
with the wavefront of beam I to form the SIP. For an imperfect 
shell, in which the input and output thicknesses are different, 
a single SIP is not formed, but one observes a combination of 
two SIP'S, one corresponding to the input side, (beams 1 and 2 
interfering) and the other to the output side (beams 1 and 3). 

In Fig. 64.32, all rays are shown backprojected (with dashed 
lines) to the point on the object plane ( z  = 0 )  from which they 
appear to come. Exact ray-tracing calculations show that a ray 
incident at a height ri appears to come from a height r, in the 
object plane where the difference between ri and r, is negligi- 
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Figure 64.32 
Ray paths through the target of (a) beam I. (b) beam 2, and (c) beam 3. In each case the rays enter from the left, the emerging wavefront is drawn on the right, 

and the emerging rays are backprojected (dashed lines) to their apparent origin in the object plane ( z  = 0). For a perfect target, wavefronts 2 and 3 are virtually 
identical, add coherently, and form the self-interference pattern (SIP) through combination with wavefront 1. 

bly small (typically less than 0.1 pm except very close to the 
edge of the target) for each of the three beampaths. This is true 
only for the object plane z = 0. Since the source is spatially 
incoherent, two rays can interfere only if they originate from 
the same incident ray. Thus, the only object plane that permits 
the SIP formation is the midplane z = 0. In this sense the 
fringes can be described as being localized in this plane. In 
contrast, if the illumination was spatially coherent as in the 
dual-beam interferometry technique described in Ref. 2, inter- 
ference fringes could be obtained for any object plane. 

For a spherically symmetric target, the locations of the 
interference fringes may be calculated by plotting the optical 
path difference OPD2-OPD1 between beams 2 and 1 as a 
function of apparent radius r,  in the object plane (see 
Fig. 64.33). [OPDi is defined as the optical path difference (in 

centimeters) between a ray of beam i (i = 1-3) and a reference 
ray passing through vacuum, but in Fig. 64.33 it is plotted in 
waves.] In this example, six bright fringes will be seen with 
optical path differences ranging from 29 to 24 waves, and the 
loci of greatest intensity in an interferogram can be simply 
constructed by drawing circles at the corresponding radii. For 
targets with nonuniformities in the (x,y) plane, i.e., targets that 
are not rotationally symmetric about the z axis, interferograms 
can be formed by tracing a grid of rays through the target and 
drawing a contour plot of the optical path difference with the 
contour levels chosen to be integer numbers of waves.3 

In place of Fig. 64.33, the "universal curves" of Fig. 64.34 
can be used to predict the behavior of all perfectly uniform 
targets of interest. In this figure, the optical path differences 
OPDl and OPD2, and the difference OPD2-OPDI, are all 

Figure 64.33 
The optical path difference (OPD2-OPDl) between beam 2 and beam 1 for a 

representative CH target with an 850-pm outer diameter, a 5-pm thickness. and a 
refractive index at 546 nm of 1.59. The abscissa is the apparent radius r, in the 

object plane (see Fig. 63.32). which is almost identical to the incident radius r;. The 

solid points correspond to integer values of optical path difference and thus give the 
radii of the centers of the bright fringes. 

Radius ra (pm) 
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OPD2 - OPD 1 

Normalized radius (ri /R shell) 

plotted against the normalized radius rilRshell,  where Rsheli 
is the average of the inner and outer shell radii. (Similar results 
are obtained by normalizing to either the inner or the outer 
radius.) Graphs are superposed for CH targets with outer 
diameter cl = 250 to 1500 pm and thickness t = 2 to 20 pm; 
specifically, the four extreme combinations are included. All 
curves are virtually identical except for the low-aspect-ratio 
combination (d = 250 pm, t = 20 pm), which is not of current 
interest for experiments on OMEGA. 

The values of OPD for rays passing through the center of a 
perfect target with respect to parallel rays passing external to 
the target are given by 

For example, for n = 1.59 and a wavelength A =  546 nm. as 
used throughout this article, the differencein (OPD? - OPDl)/t 
between thecenter and the edge is A (OPD~ - O P D ~ ) / ~  = 0.62. 
(The edge is understood to correspond to 95% of the inner- 
shell radius, i.e., approaching the last ray that will be transmit- 
ted through the target.) Thus, if N bright fringes are counted, 
A ( O P D ~  - OPDI ) = N A and 

t = NAl0.62 = 0.88 N pm. (4) 

Figure 64.34 
Universal curves governing the formation of the self-interference pattern. By 
plotting the OPD divided by the shell thickness r on the vertical axis and the 
normalized radius (ri/Rshell) on the horizontal axis. the three quantities OPDl / t ,  
OPDz/ t ,  and OPD2 -OPDI / t  are virtually independent of shell diameter and 
thickness. The curves shown here are for four shells with outer diameters ranging 

from 250 to 1500 pm and thicknesses ranging from 2 to 20 pm.  The dashed curves 
correspond to a 250-pm diameter and a 20-pm thickness. 

The accuracy of Eq. (4) is limited by the accuracy with 
which A ( O P D ~  - OPD1) can beestimatedby countingfringes. 
The method will work as long as the time difference between 
interfering rays [ ( O P D ~  - O P D l ) / c ,  where c is the speed of 
light] is less than the coherence time of the source. For the low- 
pressure mercury vapor source4 used in the work reported 
here, this criterion is satisfied for wall thicknesses t I 15 pm. 

Ray trajectories have been calculated using both exact ray 
tracing and a paraxial approximation that includes third-order 
spherical aberration. The paraxial approximation does not 
accurately predict the wavefront near the edge of the target. 
where higher-order spherical aberration is present. How- 
ever, the error incurred is approximately equal in each of 
wavefronts 1, 2, and 3. Thus, A ( O P D ~ - O P D ~ )  and 
A ( O P D ~  - OPDI) are nearly identical for the paraxial and 
exact ray-tracing treatments, and results obtained by the two 
methods agree closely. 

One notable property of the SIP is its sensitivity to t. For 
n = 1.59, the quantity detected is OPD2 - OPDl = 3.2 t [from 
Eq. (3)] compared with OPD, = 1.2 t [from Eq. (I)] as would 
apply to conventional two-beam interferometry. This met- 
hod is thus roughly three times more sensitive to changes in 
target thickness. 

Another property of the SIP is that for very small differ- 
ences between tL and tR, the thicknesses on the left and right of 
the target in Fig. 64.32, respectively, a single interferogram is 
not formed. For a half-wave difference in the OPD along the 
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axis, enough to destroy the SIP, the necessary thickness differ- 
ence is given by 

corresponding to a 1.2% peak-to-valley thickness variation for 
a typical 7-pm shell. Targets displaying a distinct SIP have a 
much better uniformity than this. 

Some examples of calculated SIP'S are given in 
Figs. 64.35-64.37. Figure 64.35 shows interferograms of 
three targets with various wall thicknesses, from which Eq. (4) 
can be verified. Figure 64.35(b) matches the experimental 
interferogram of Fig. 64.31 very well. Figure 64.36 shows 
interferograms of three targets with slightly different wall 
thicknesses t, to show the sensitivity of the SIP to t as alluded 
to above. The OPD through the center changes by 0.29 waves 
for each 0.05-pm change in thickness. Each change is clearly 
distinguishable, especially if the location of the first or second 
clear fringe is measured. Finally, Fig. 64.37 shows a combina- 
tion of two SIP's with a 1 % nonuniformity. The nonuniformity 
is directed along the z direction [Fig. 64.37(a)], at 45" to the 
y and z directions [Fig. 64.37(b)], and along the y direction 
[Fig. 64.37(c)]. In each case the heavy and light lines indicate 

the two SIP's; in each of Fig. 64.37(a) and Fig. 64.37(b) a 
distinct SIP would not be seen in practice, so that the 
nonconcentricity would be easily detected. In Fig. 64.37(c), 
where the defect is aligned perpendicular to the viewing 
direction, an up-down shift can be observed in the calculated 
fringe pattern but would probably not be readily observed in 
practice. In Fig. 64.37(c) the two SIP's add coherently as the 
two thicknesses fL and fR are equal. 

Actual target imperfections rarely match the simplified 
imperfections shown in Fig. 64.37. An example of an imperfect 
target is shown in Fig. 64.38. The fringes on the bottom are not 
too different from those of Fig. 64.31, but extra fringes are 
observed near the top where, clearly, the target contains a 
region of excessive thickness. There also appears to be some 
moirC beating in this area between the two SIP'S, one of which 
is stronger because the microscope is focused closer to its plane 
of localization. 

It does not require a large deviation from spherical symme- 
try for the two SIP's to not combine coherently. When the 
apparent positions r, in the object plane of the two rays 
associated with beam 2 and beam 3 (see Fig. 64.32) differ by 
the spatial coherence length of the light source imaged onto 
this plane, coherence is lost. An alternative and more general 
approach is to consider every incident ray, including rays other 

Fizure 64.35 
Calculated SIP's for three perfectly symmerric polystyrene targets, a11 with an outer diameter of 850pm. but with thicknebsea r ranging from 5 to 9 p m .  The 
outer circles indicicte the edge of the target and the other circles are interference fringes. The SIP for t  = 5 pm corresponds to Fig. 64.33 and that fo r t  = 7 pni 
corresponds to Fig. 64.31. The target thickness in microns can be estimated by n~ultiplying the number of bright fringes by 0.88. 

--- ---- 
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-- - - 

Figure 64.36 

Calculated SIP'S for three polystyrene targets with slightly different wall thicknesses. Thickness differences as small as 0.05 pm can be detected if attention 
is paid to the location of the inner fringes. 

- - 

Figure 64.37 

Calculated SIP'S formed by interference between beams 1 and 2 (light lines) and between beams 1 and 3 (heavy lines) for a polystyrene target with a 1% thick- 

ness nonuniformity for three different orientations of the nonuniformity given by the unit vectors A. (The inner surface is spherical but shifted 0.05 pm in the 

direction of A,) In case (a) the two SIP'S are out of phase by a half-wave in the center, so that no distinct interference pattern would be seen in practice. Thus, 

the existence of a distinct SIP indicates a target with better than 0.05-pm thickness uniformity. 
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than the parallel set shown in Fig. 64.32, as independent due to 
the spatially incoherent nature of the source. For each incident 
ray there are three emerging rays, corresponding to beam paths 
1-3. Projecting their trajectories back, there will be a position 
where rays 1 and 2 cross for an ideal target, and a point of 
closest approach for a nonideal targct. There will be a separate 
point of closest approach for rays 1 and 3. Constructive 
interference will occur if the backprojected rays pass suffi- 
ciently close to each other. For an ideal target, rays with 
different angles of incidence will cross in rotated midplanes 
but may still be close enough to each other in the object plane 
to interfere. Viewed alternatively, each angle of incidence will 
result in an interference pattcrn that appears to be formed 
within the target with a certain localization depth along the 
propagation direction: the patterns for different angles then 
add in intensity. This property of the system makes it unneces- 
sary to illuminate the targets with collimated light andenhances 
the brightness of the images. It suffices to use a narrow- 
bandwidth extended source such as a low-pressure 
mercury-vapor lamp. 

From Fig. 64.32, it is evident that the SIPis largely indepen- 
dent of the gas inside the target, whatever its pressure. This is 
because the interfering rays have a small angle and lateral 

Then the amplitudes of transmitted waves 1-3 are given 
respectively by 

For a perfectly symmetric shell, waves 2 and 3 interfere 
constructively to produce a wave with amplitude 

Interference between these two wavcs and the purely trans- 
mitted wave 1 gives amplitudes 

Example of an interference pattern formed from a poor-quality shell. Two 
SIP'S are produced, as in Fig. 64.37. but they are not concentric. 
~ p p - - - - - ~ ~ - ~ ~ p p  ~ 

with f indicating constructive (destructive) interference. The 

displacement relative to cach other; thus, they traverse almost 
the same optical path through the gas. This allows the target's 
wall thickness to be measured, after it is pressurized with 
fusion fuel, without accurate knowledge of the fill pressure. 
This is not possible with dual-beam interferometry qince the 
optical path through the target is relative to an equivalent path 
in air. In this case, the difference between the refractive index 
of the fill gas and that of the surrounding air must be accounted 
for and subtracted from the total optical path length through the 
target to determine its wall thickness. 

Fringe Visibility 
Uniform shells possess a relatively high fringe visibility 

with respect to nonuniform shells since the reflected wave- 
fronts (beams 2 and 3) supcrpose both in space and phase, 
thereby interfering constructively to modify the amplitude of 
the transmitted wavefront (beam I). Assume electric-field 
amplitude transmission coefficients TI and T2 and a reflection 
coefficient R, respectively, at each interface. (TI and T2 apply 
to rays passing from air to shell and from shell to air, respec- 
tively. Similar coefficients R l  and R2 could be defined, but 
they are equal in magnitude.) In practice, T I ,  T2, and R will 
depend on the angle of incidence at each interface, but the 
assumption of single values for T I ,  T2, and R will be good near 
the target center. For n  = 1.59, R = ( n -  l)/(n + 1) = 0.228. 
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fringe visibility is then 

where I,,, and Imin denote maximum and minimum intensi- 
ties. Without waves 2 and 3 combining, Eq. (8) would be 
replaced by 

for interference between waves 1 and 2. with 

Thus. the visibility is greater by about afactorof 2 when waves 
2 and 3 constructively interfere. For example. for n = 1.59, 
R = (n - I)/(n + 1) = 0.228, V = 0.206, and V' = 0.104. 

Experimental Verification 
The wall thicknesses of several glass shells were measured 

using dual-beam interferometry with an uncertainty of 
f0.05 pm. Their outside diameters were also determined using 

a calibrated compound microscope to within f 3  pm. The 
refractive index of the glass shells was measured by fracturing 
shells from the same glass batch, immersing them in index- 
matching fluid, and varying the fluid temperature until the 
glass shards could not be differentiated from the fluid.5 This 
method utilizes the temperature dependence of the refractive 
index of the index-matching fluid and results in avery sensitive 
refractive-index measurement with an uncertainty as low as 
f0.0002. The shells were then imaged with the same com- 
pound microscope used to measure their outside diameter, but 
with a 10-nm-bandwidth interference filter centered on a 
546-nm wavelength placed between its diffuser and con- 
denser; this time the diameters of the SIPfringes were measured. 

A comparison between the measured SIP fringe diameters 
and the calculated ones for a specific shell of thickness 
2.89f0.05 pm is given in Table 64.111. Calculated fringe 
diameters are given for 2.89 p m  and 2.93 pm. The latter 
thickness, well within the uncertainty of the thickness mea- 
surement, gives the better agreement between the measured 
and calculated SIP fringe diameters. 

The SIP fringe diameters (when normalized to the shell 
diameter) are much less sensitive to small errors in the outside 
diameter than in the wall thickness because the universal 
curves of Fig. 64.34 depend primarily on the ratio ri/Rshell. As 
noted above, the SIP is more sensitive to wall thickness 
variations than the dual-beam interferogram of the same target. 
In particular, the positions of the SIP innermost fringes provide 
information not so readily available from dual-beam interfer- 
ometry because of the problem of establishing the piston, i.e.. 
the absolute value of the optical path through the target center. 

Table 64.111: A comparison between the calculated and measured SIP fringe diameters for a glass ( n  = 

1.4648M.003) shell with a 255+3-pm outside diameter illuminated with 546-nm light with a 
10-nm bandwidth. The measured wall thickness of 2.89k0.05 p m  was obtained using a 
Mach-Zehnder interference microscope. The SIP fringe diameters were measured with a 
calibrated eyepiece reticule while viewing the shell through a compound microscope. A wall 
thickness of 2.93 prn gave the best agreement between the calculated and measured SIP 
fringe diameters and is within the uncertainty of the wall thickness measurement. (The 
outermost predicted fringe was not observed in the measured SIP.) 
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Measured fringe 
diameters (pm) 

11225 
167f3 
206k3 

Calculated fringe diameters (pm) 

t = 2.89 pni 

94 
160 
202 
238 

t = 2.93 pm 

110 
168 
210 
242 
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Femtosecond Study of the Electronic Structure 
in Semiconducting Y-Ba-Cu-0 

We have carried out femtosecond pump-probe studies of the 
electronic structure of semiconducting YBa2Cu30x (YBCO). 
By separatingphotoinduced bleaching and free-carrier absorp- 
tion, we have measured the charge-transfer gap. The recovery 
after the photoexcitation follows a stretched exponential law 
with a temperature-independent dispersion factor and a tem- 
perature-dependent decay time. At probe energies below 1.9 eV, 
a drastic decrease in bleaching is observed as a consequence of 
induced free-carrier absorption within the 0-2p band, which 
leads us to the conclusion that the bandwidth of the 0-2p band 
is approximately 1.9 eV. 

Femtosecond spectroscopy has been a powerful tool in 
probing the properties of high-temperature superconductors 
(HTS). including the quasiparticle dynamics,'-3 coherent 
phonons$,5 the electron-phonon coupling and the 
position of the Fermi 1eve1.~- '~ In the normal state of oxygen- 
rich YBCO with r > 6.8, the Fermi smearing model has been 
widely applied in describing the transient optical response, 
especially the sign change of the differential reflectivity when 
the probe is tuned across the Fermi l e v e ~ . ~ - ' ~  However, there 
is no general agreement over the dependence of the signal sign 
on doping, pump intensity, and temperature. 

Recent femtosecond studies on insulating cuprates have 
observed both photobleaching and induced absorption. l 4  The 
initial subpicosecond decay of the bleaching was assigned to 
two-magnon emission; however, the origin of the induced 
absorption below 1.6 eV was not fully understood. It is well 
accepted that semiconducting YBCO (x < 6.3) is a Mott- 
Hubbard insulator with acharge-transfer (CT) gap between the 
Cu-3d upper Hubbard band (UHB) and the 0-2p band. Several 
corresponding band diagrams have been proposed based on 
Raman,15 photoconductivity,16andphotoluminescence17stud- 
ies. Moreover, transient photoconductivity investigation has 
shown a long lifetime (>I0 ns) for photoexcited carriers in 
insulating Y B C O . ~ ~  

In the present study, we explore the mechanisms of the 
nonequilibrium optical response in oxygen-poor semicon- 
ducting YBCO. We observe a stretched exponential recovery 
of the bleaching signals. We find that photoinduced, free- 
carrier absorption occurs at probe energles smaller than the 
bandwidth of the 0-2p band. The interplay of free-carrier 
absorption and bleaching results in a significant enhancement 
of the recovery rate of the signal near the band edge. By 
investigating the relative contributions of the induced absorp- 
tion and bleaching, we estimate that the bandwidth of the 0-2p 
band is approximately 1.9 eV. 

Experiments 
Our experiments were performed on 200-nm-thick epi- 

taxial semiconducting YBCO films, which were deposited on 
MgO substrates using RF magnetron sputtering. Oxygen de- 
pletion was achieved by in-situ annealing of as-deposited films 
in 100 mTorr of Ar. Cryogenic testing of their electronic 
transport showed a behavior typical for a variable-length 
hopping.19 The optical density was obtained using a Perkin- 
Elmer Lambda-9 spectrometer. The femtosecond response 
was investigated between room temperature and 12 K using a 
conventional pump-probe technique. Laser pulses of 120 fs In 
duration were generated by a colliding-pulse, mode-locked 
laser and further amplified by a copper vapor laser at an 
8.5-kHz repetition rate. While the pump energy was fixed at 
2 eV, variable probe cnergies were obtained from a white-light 
continuum. Pump and probe beams were cross polarized and 
focused on the 30-pm sample surface. With the pump energy 
of I0 nJperpulse, the injectedcarrier density is estimated to be 

~ m - ~ .  Lock-in and differential detection techniques 
were used to enhance the signal-to-noise ratio. Time-resolved 
transient changes in both reflection and transmission were 
measured simultaneously so that both the transient absorption 
(Act) and the unperturbed absorption coefficient (%) could 
be obtained by a numerical fitting that included Fabry-Perot 
 interference^.^^ The low-temperature measurements were 
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performed in a continuous-He-flow optical cryostat using 
2-eV pump and probe pulses. 

Results and Discussion 
Figure 64.39 shows the room-temperature linear absorption 

spectrum of an oxygen-depleted YBCO (I - 6.0) film. Two 
main absorption features near 1.78 and 2.8 eV are clearly 
resolved. These two peaks are related to the CT transition 
between the filled Cu-3d 1JHB and the empty 0-2p band (in 
the hole p i c t ~ r e ) . ~ ~ . ~ ~  In addition, a broad bandtail is observed 
below the fundamental absorption peak near 1.78 eV. Low- 
temperature photoconductivity studies have indicated that the 
lowest interband transition occurs at 1.5 ev.17 Therefore, it 
can be concluded that all the probe energies (>I .65 eV) used in 
the present study are greater than the CT gap, and thus hleach- 
ing is expected as a result of hand filling. Also shown in 
Fig. 64.39 are the values of q (solid dotsj obtained from the 
numerical fitting of the pump-probe data. The good agree- 
ment between % from pump-probe experiments and the 
linear absorption curve demonstrates the effectiveness of the 
fitting program and gives additional confidence in our experi- 
mental results. 

1.2 1.6 2.0 2.4 2.8 3.2 

2 1 ~ x 2  Photon energy (eV) 

Figure 64.39 
Absorption spectrum of semiconducting YBCO at room temperature. The 
solid dots are the values of l~near absorption obtained from the pump- 
probe data. 

Figure 64.40 displays the normalized transicnt absorption 
at probe energies from 1.65 eV (750 nm) to 2.1 eV (570 nm). 
As expected, bleaching ( A a <  0) is observed at all wavelengths 
immediately after the excitation. The pulse-width-limited rise 
of the bleaching is due to the efficient redistribution of 

photoexcited carriers by carrier-carrier (CC) scattering. As in 
the case of conventional semiconductors, such as G ~ A s , ? ~  CC 
scattering occurs on a sub- 100-fs time scale when the injected 
density is higher than 1019 cm-'. The redistributed carriers 
occupy the previously empty states and, hence, block the 
possible transitions across the CT gap. 

-- 

Figure 64.40 
Time-resolved differential abcorption (Aala) of semiconduclit~g YBCO at 
several probe wavelengths. The data are normalized and shifted vertically for 

clarity. The smooth lines are the fits &sing a stretched exponential. 

The excess energy of the excited carriers is then transferred 
to the lattice. Since the carrier lifetime (-10 ns) is much longer 
than our 10-ps sampling window, one would expect carrier 
accumulation near the band edge prior to recombination. As a 
consequence, for photon energies near the band edge, the 
recovery oS bleaching should become a slow process. In some 
cases, the bleaching could even increase with time as the 
carriers slowly cool down to near room temperature. We 
observe instead that the recovery is slowest around 1.9 eV 
(650 nm), rather than near the band edge (1.65 eV or 750 nm). 
Close to the band edge, the bleaching disappears in a few 
picoseconds, and the signal becomes positive after 5 ps 
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(Fig. 64.40), indicating induced absorption. The appearance 
of induced absorption at 1.65 eV suggests that the excited 
carriers can be further excited. 

The relaxation measured by the recovery of the bleaching 
follows a stretched exponential and not a simple exponential. 
The smooth solid lines in Fig. 64.40 are fitted by a normalized 
stretched exponential plus a constant term, i.e., 
-Aa 1 a = exp -(t/r) + CI.  While the first term models the [ 
relaxation of hot carriers, C1 represents the excess heat that 
escapes by the much slower process of heat diffusion (bolom- 
etric process). The fitting provides constant values for r = 

0.6 ps and f i  = 0.7 over the whole spectral range at room 
temperature. The stretched-exponential decay indicates the 
coexistence of multiple processes that cannot be represented 
by a unique time ~ o n s t a n t . ~ ~ , ~ ~  

In Fig. 64.41, the transient absorption spectra from 
Fig. 64.40 are plotted for different time delays. It takes 300 fs 
to reach the maximum bleaching, consistent with the pulse- 
width-limited rise time and fast CC scattering. Spectrally, the 
maximum bleaching is at 1.9 eV, an energy at which there is no 
peak in the linear absorption. There is also no observable 
spectral shift of the 1.9-eV peak with time over a 10-ps 
window. The decay in Fig. 64.41 shows that the slowest 
recovery occurs near 1.9 eV instead of at the band edge. In fact, 
at the band edge (1.65 eV) there is even a small increase in 

21984 Probe energy (eV) 
~p- 

Figure 64.41 
Differential absorption spectra at several delay times after the maxi- 
mum bleaching. 

absorption after 5 ps, which indicates that, in this case, induced 
absorption overcomes bleaching. Therefore, the increase of the 
recovery rate below 1.9 eV results from induced absorption 
that cancels the bleaching. From the injected density of about 
10~ 'cm-~  and the magnitude of the induced absorption (about 
300 cm-I), we deduce a transition cross section of -3 x 10-Is 
cm2. Due to the partial cancellation of the induced absorption 
by the bleaching, the real transition cross section for free- 
carrier absorption could be larger than this. Nevertheless, the 
value of -3 x 10-l8 cm2 is consistent with free-carrier absorp- 
tion involving extended states and is much smaller than 
dipole-allowed absorption by carriers trapped in localized 
states. Therefore, the most likely bleaching cancellation pro- 
cess is free-carrier absorption inside the 0-2p band. 

Free-carrier absorption inside the 0-2p band must depend 
strongly on the probe energy. At probe energies larger than the 
bandwidth of the 0-2p band, no intraband transition is possible 
and only bleaching exists. Below that threshold energy, how- 
ever, induced absorptionand bleachingcoexist andcompensate 
each other. The net result is an increase in the recovery rate of 
bleaching and eventually induced absorption. Consequently, 
the fact that the fastest absorption recovery occurs near I .9 eV 
corresponds to the threshold for free-carrier absorption and 
should be related to the bandwidth of the 0-2p band. For 
smaller probe energies, the induced absorption becomes pro- 
gressively stronger than bleaching because more occupied 
states are available for intraband transitions. As a result, the 
recovery rate of the differential signal increases drastically 
toward the lower energies (band edge) and starts to dominate 
at 1.65 eV (see Fig. 64.4 1). 

Figure 64.42 shows the dependence of the time-resolved 
differential transmission A TIT on temperature. We note that 
the recovery of A TIT is faster at lower temperatures. As in 
Fig. 64.40, the relaxation process can be accurately fitted by a 
stretched exponential law (the smooth solid lines in Fig. 64.42). 
Figure 64.43 plots the time constant rand the dispersion factor 
f i  used for the stretched exponential fitting in Fig. 64.42. 
Unlike in the case of trapping where fi  = TI% .22,23 our 
value of f i  is independent of temperature. Simultaneously, r 
shows a decrease with the temperature decrease: rather than an 
exponential increase. Therefore, our signals cannot be ex- 
plained by a distribution of trapping states. The increased 
decay rate at low temperatures may be related to the emission 
of acoustic phonons. 
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FEMTOSECOND STUDY OF THE ELEUKONIC STRUCTLIRE 

Z201h Delay (ps) 

Figure 64.42 
Time-resolved differential transmission (ATIT)  of semiconducting YBCO 
at different temperatures. As in Fig. 64.40, the fitting by a stretched exponen- 
tial is shown as smooth lines. 
---- 

Conclusions 
We have measured the transient optical response of semi- 

conducting YBCO by femtosecond spectroscopy. Using probe 
pulses of different wavelengths, we have measured the free- 
carrier absorption within the 0 - 2 p  band and bleaching across 
the CT gap. The hot carrier dynamics is described prccisely by 
a stretched-exponential law. The temperature-independent dis- 
persion factor (p)  excludes transitions involving the trapping 
states within theCTgap. For probe energies above 1.9 eV, only 
bleaching contributes to the transient signals. Below 1.9 eV, 
photoinduced absorption due to free-carrier absorplion inside 
the 0 - 2 p  band coexists with the bleaching and results in a 
drastic decrease in the recovery time. Hence, the peak position 
of the bleaching at 1.9 eV is considcrcd to be a measure of the 
bandwidth for the 0 - 2 p  band. 
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Stretched exponential parameters for transient transmission in Fig. 64.42 as 
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Laser Facility Report 

This report summarizes activities on the OMEGA laser 
system from the commissioning shot series of the Key Deci- 
sion 4 (KD4) campaign to the end of FY95. The KD4 series 
ended with the final system acceptance tests on 2 May 1995, 
which demonstrated that the system met and exceeded its 
performance goals. These results were reported in the previous 
issue of the LLE Review.' Following this campaign, thc 
facility priorities during the third quarter of FY95 shifted to 
characterization and optimization of the laser and to diagnos- 
tic deployment on the target chamber, tasks that supported the 
experimental campaigns planned for the fourth quarter. Laser 
characterization included campaigns to collect detailed energy 
transport data in the OMEGA beamlines, while, in the target 
bay, many diagnostic systems were activated and the first 
10-in.-manipulator (TIM) re-entrant diagnostic shuttle was 
installed. In addition, a facility improvement program was 
executed to address many issues that came up during the 
KD4 campaign. 

The fourth quarter of FY95 was the first full quartcr of 
operations on the upgraded OMEGA laser. The first implosion 
campaign (PP2) and flat-target campaign (S 1) were success- 
fully carried out. Results from the implosion campaign are 
reported in the first article of this issue. The laser system 
underwent significant improvements, with progress made in 
particular on the beam-timing, on-target pointing, and focus- 
ing systems. Ream-to-beam arrival time differences were 
measured with photodiodes and an oscilloscope. and all beams 
wcre adjusted to match a reference beam to <30 ps. The next- 
generation beam-timing instrument was tested and will be 
deployed during the next quartcr to reduce beam-timing varia- 
tions to less than 5 ps. Each target-shot day, pointing targets 

were shot with 60 beams to measure beam locations by com- 
paring x-ray pinhole-camera images with calculated beam 
positions.1 These shots were used to determine which beams 
needed to be realigned with the UV alignment system. A total 
of 35 of these pointing shots were taken. In addition, a number 
of pointing shots were taken for flat targets irradiated during 
the S I campaign and also for spherical targets not located at the 
center of the chamber. Typical pointing results indicated that 
the rms deviation from thc bcst calculated position was under 
20 pm. Two focus scans were executed this quarter to charac- 
terize the UV focus performance. The I'inal locus parameters 
for each beam were determined to an accuracy o f f  100 pm, 
with the results of this study to be published next quarter. 

Experimental campaigns this quarter resulted in a total of 
150 target shots. This is consistent with plans to deliver 1000 
target shots each year. In addition to the active shot campaigns, 
much work has been completed to prepare for the propagation 
of SSD laser pulses, separate backlighter sources, and timing- 
fiducial lasers. The SSD system and the backlighter source are 
scheduled for activation in the first quarter of FY96. 

The shot summary for OMEGA this quarter is as follows: 
Driver 187 
Beamline 234 
Target J.5J 
Total 571 
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NLUF News 

b 

Proposals for FY95 
Eight proposals were submitted for consideration for FY95, as  
summarized in Table 64.IV. Two of thcm (186 and 188) are 
from principal investigators who submitted proposals for the 
first time. The proposals listed in Table 64.IV include three for 
x-ray spectroscopy measurements and one each for calibration 
of nuclear detectors, x-ray microscopy of ICF targets, high- 
resolution imaging. polymer shell characterization, and 
characterization of the critical surface. 

These proposals were considered on 7 March 1995 by the 
voting members of the NLUF Steering Committee, listed in 
Table 64.V. The committee members include three from na- 
tional laboratories. two from universities, and one from industry. 

The approved FY95 proposal$ are listed in Table 64.VI. in 
order of technical merit as determined by the voting members 
of the Steering Committee. It is expected that the approved 
experiments will have OMEGA system time scheduled during 
calendar year 1996. 

Table 64.IV: Proposals submitted for FY95. 

- - - - - - - - 
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Proposal 
Number 

186 

187 

188 

189 

190 

19 1 

192 

193 

Principal 
Investigator 

Stephen Padalino 

Hans R. Griem 

Qichang Su 

Ping-chin Cheng 

John F. Seely 

Arnold Honig 

Katsuhiro Mizuno 

Charles F. Hooper. Jr. 

Institution 

State University of New York 
at Genesco 

University of Maryland 

Illinois State University 

State University of New York 
at Buffalo 

Naval Research Laboratory 

Syracuse University 

University of California, 
Davis 

University of Florida 

Title 

Neutron Calibration Studies for MEDUSA 

Spectroscopic Diagnostics on High-Density, 
Strongly Coupled ICF Plasmas 

Krypton Spectroscopy Diagnostics oP High - 
Temperature implosions 

Development of High-Resolution 
X-Ray Microtomographic System for 
Characterizing ICF Targets for the OMEGA 
Upgrade Experiments 

Monochromatic Two-Dimensional Imaging 
of Laser Targets 

New Techniques Applied to Cryogenic 
Polymer Shells: Emissivity and 
Accommodation Coefficients, Electron Spin 
Rcsonance for Temperature Determination 
and Levitation, and Nuclear Magnetic 
Resonance for Composition and Other 
Diagnostics of Deuterated Plasma Coatings 

The Ion Acoustic Dccay Instability in the 
OMEGA Upgrade Laser Plasma- 
Applications to a Critical Surface 
Diagnostic, and Instability at Quarter 
Critical Density 

Time-Resolved Plasrna Spectroscopy of 
Imploded Gas-Filled Microballoons: The 
Next Generation 



The first user experiment on the upgraded OMEGA laser 
system is the University of Maryland proposal (Number 187), 
which is expected to begin in January 1996. H. Griem and 
R. Elton from the University of Maryland have visited LLE to 
discuss this experiment. They will be mounting an XUV 
spectrometer on the OMEGAtarget chamber and are at present 
designing the mechanical mounts. LLE personnel are assisting 
them with preparations for this experiment. 

Proposals for FY96 
Nine proposals, summarized in Table 64.VI1, have been 

submitted for consideration for FY96. The proposals include 
four for x-ray spectroscopy experiments and one each for 
cryogenic target characterization, nuclear calibration, hohlraum 
diagnostic development, high-resolution low-energy x-ray 
imaging of laser irradiation imprinting, and optical imaging of 
the critical surface. These proposals are presently being re- 
viewed by the Steering Committee. 

Table 64.V: Voting members of the NLUF Steering Committee. 

] Dr. John Apruzese 1 Naval Research Laboratory I 
I Dr. Michael J. Bovle ] Bondtronix, 117~. 1 

Dr. Joseph D. Kilkcnny I Lawrence Livermore National Laboratory 

Prof. Chandrashekhar J. Joshi 
- 

University of California at Los Angeles 

Dr. Richard D. Petrasso 

Table 63.VI: Approved FY95 NLUF proposals. 

Massachusetts Institute of Technology 

Dr. Jeffrey P. Quintenz 
I 

Sandia National Laboratory 
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J 

Proposal Number 

192 

193 

188 - 
191 

187 

Principal Investigator 

Katsuhiro Mizuno 

Charles F. Hooper, Jr. 

Qichang Su 

Arnold Honig 

Hans R. Griem 

Institution 

Ur~iversity of California, Davis 

University of Florida 

Illinois State University 

Syracuse University 

University of Maryland 



Table 64.VI1: Pro~osals submitted for FY96. 

194 1 ~ a n s  R. Griem 1 University of Maryland 

Proposal 
Number Title Principal 

Investigator 

195 

Electric Field Measurenlents from Satellites 
to Forbidden Line Ratios in an OMEGA 

Institution 

Upgrade Laser-Produced Plasma 

Optical Imaging, Electron Spin Resonance, Arnold Honig 
and Nuclear Magnetic Resoriarlce Applicd to 
Cryogenic Polymer ICF Targets for Low- 
Temperature Emissivity and Accon~modation 

Syracuse University 

Coefficient. Levitation, and Quantitative 
Analysis or Fuel and Target Shell Material 

1 197 1 loseph I. MacFarlane University of Wisconsin, Madison I 
196 Stephen Padalino 

Eugene Clothgiaux 

Development of Soft X-Ray Tracer 
Diagnostics for Hohlraum Experiments 

Implementation of Novel X-Ray Polarization 
Diagnostics for OMEGA Upgrade at the 
National Laser Users Facility (NLUF) 

High-Resolution Imaging of Early-Time 
Imprinting Using Normal-Incidence 
Multilayer Mirrors 

Auburn University 

199 

Qichang Su 1 Illinois State University 

State University of New York at 
Geneseo 

Calibration of Neutron Diagnostics for 
OMEGA 

John F. Seely Naval Research Laboratory 

Katsuhiro Mizuno 

Diagnosis of Core-Shell Mixing with 

University of California, Davis 

Charles F. Hooper, Jr. 

Absorption and Emission Spectra of a 
Doped Layer 

The Ion Acoustic Decay Instability in the 
OMEGA Upgrade Laser Plasma- 

University of Florida 

Applications to Optical Micrograph Image 
Diagnostic, and Instability at the Quarter 
Critical Density 

Time-Resolvcd Plasma Spectroscopy of 
Imploded Gas-Filled hlicroballoons: 
Continuum Lowering and Pusher Dynamics 
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