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Semyon Papernov, a scientist in the Optical Technology Group, 
uses a Digital Instruments Nanoscope I11 atomic force micro- 
scope (AFM) operated in contact mode to  evaluate the 
morphology of 3 w laser-damage features on a multilayer, quar- 
ter-wave-stack OMEGA transport HR coating made from Hf02 
and Si02. Surface mapping of damaged and undamaged sites on 
production witness pieces by atomic force microscopy has shown 
that nodular growth defects, long considered to be the dominant 
laser-damage driver in dielectric thin films, can remain unaffected 
under 35 1-nm irradiation conditions, while other defect-driving 
mechanisms dominate damage crater formation in the immedi- 
ate vicinity of the nodules. 

This report was prepared as an account of work conducted by 
the Laboratory for Laser Energetics and sponsored by New York 
State Energy Research and Development Authority, the Univer- 
sity of Rochester, the U.S. Department of Energy, and other 
agencies. Neither the above named sponsors, nor any of their 
employees, makes any warranty, expressed or implied, or assumes 
any legal liability or responsibility for the accuracy, complete- 
ness, or usefulness of any information, apparatus, product, or 
process disclosed, or represents that its use would not infringe 
privately owned rights. Reference herein to any specific com- 
mercial product, process, or service by trade name, mark, 
manufacturer, or otherwise, does not necessarily constitute or 
imply its endorsement, recommendation, or favoring by the United 
States Government or any agency thereof or any other sponsor. 
Results reported in the LLE Review should not be taken as nec- 
essarily final results as they represent active research. The views 
and opinions of authors expressed herein do not necessarily state 
or reflect those of any of the above sponsoring entities. 

The work described in this volume includes current research 
at the Laboratory for Laser Energetics, which is supported by 
New York State Research and Development Authority, the Uni- 
versity of Rochester, the U.S. Department of Energy Office of 
Inertial Confinement Fusion under Cooperative Agreement No. 
DE-FC03-92SF19460, and other agencies. 
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For questions or comments, contact Kenneth L. Marshall, f 
Editor, Laboratory for Laser Energetics, 250 East River Road, 
Rochester, NY 14623- 1299, (7 16) 275-8247. 
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In Brief 

This volume of the LLE review, covering the period of January-March 1995, contains articles on the 
evaluation of the mechanism for laser damage in OMEGA UV multilayer coatings using a combination 
of conventional laser-damage characterization methods and atomic force microscopy; a dual-amplitude, 
fiber-coupled waveguide integrated-optic modulation device for generating temporally shaped optical 
pulses in OMEGA; a proposal for modifying the indirect-drive irradiation geometry of the National 
Ignition Facility (NJF) to provide the additional flexibility for performing direct-drive experiments; direct 
measurements of terminal-level lifetime in several different Nd:YLF laser media; an overview of the 
materials science issues, basic mechanisms. and potential device applications for light-emitting porous 
silicon; and a study of the time-dependent reflection and surface temperatures for laser-irradiated dental 
hard tissue at two C 0 2  laser wavelengths. 

Highlights of the research presented in this issue are 

Submicron, lateral-sized craters that develop independently of the presence of micron-scale growth 
nodules and whose number density follows the intensity profile of the full laser beam appear to be the 
dominant damage feature in UV high-reflector coatings. Coupled with the observation that the smallest 
measured craters allow for starting absorber sizes of < I0 nm, these results point toward randomly 
distributed nano-cluster absorbers as the sources involved in the energy transfer from the optical field 
to the porous film medium. 

An optical pulse-shaping system employing integrated-optic amplitude modulators operated in series 
and fabricated on a single, fiber-coupled LiNb03 waveguide has been designed. This system is capable 
of meeting f u t ~ ~ r e  pulse-shaping requirements for the OMEGA laser. In recent operational testing, this 
system has demonstrated the ability to produce shaped optical pulses with 50- to 100-ps structure over 
a pulse envelope of several nanoseconds. 

Highly uniform irradiation for direct-drive experiments can be produced by NTF if its design is 

modified to allow one-half of the beams to be redirected to new ports closer to the equator of the target 
chamber and if 2-D SSD with polarization dispersion is implemented. The tolerances for energy 
imbalance among the beams, beam mispointing, and errors in target positioning will depend on how much 
long-wavelength nonuniformity the target can accept without a serious degradation in performance. 

The terminal-level lifetimes for four different Nd:YLF samples as determined by small-signal-gain 
and transient excited state absorption measurements were found to be considerably longer than the 
pulse lengths encountered in mode-locked laser operation and amplification of up to nanosecond 
pulses. Because the terminal-level-laser lifetime in these media approaches the length of a common 
Q-switched laser pulse, simple analytical models are inadequate to account for terminal-level 
relaxation during amplification of such pulses, and numerical solutions will be required in order to 
calculate energy-extraction performance. 



Room-temperature photoluminescence with an efficiency between 0.1% and 10% has been demonstrated in porous 
silicon, and its lun~inescence spectrum, intensity, and lifetime have been shown to be highly sensitive to growth and 
processing parameters. The ability to vary the peak of the photoluminescence spectrum from the bluelviolet to 
wavelengths past 1.5 pm makes these materials of interest in the fabrication of light-emitting devices (LED'S) 
operating over the same wavelength range. 

The first experimental evidence of time-dependent reflection in dental hard tissue irradiated with a 9.6-pm, C02  laser 
has been observed and is related to the temperature dependence of the absorption coefficient using known 
relationships between surface reflection and high absorption coefficients. These results indicate that morphological 
surface modifications in dental hard tissue can be fine-tuned by making an appropriate choice of wavelength and pulse 
duration, which would allow optimization of the laser-irradiation conditions for the reduction of dental decay. 

Kenneth L. Marshall 
Editor 



An Intrinsic Laser-Damage Mechanism in Next-Generation 
OMEGA UV Multilayer Coatings 

Laser-induced damage has always been and remains as vexing 
as it is expensive. Despite a quarter century of work, the 
problem has not been eliminated or even fully defined-only 
the technical limits have been increased. Although dielectric 
thin films have improved over the last 25 years, they remain 
especially difficult subjects to deal with owing to the multipa- 
rameter nature of the nonequilibrium deposition methods used 
in their preparation. As new analytical methods and tools 
become available, however. better insight into the laser-dam- 
age enigma is gained. 

The importance of nodular film-growth defects in originat- 
ing laser damage was one such key insight that was recently 
offered through a series of pioneering papers by the Optical 
Coatings Group at Lawrence Livermore National Labora- 
tory. ' l ~ h e s e  results were achieved through a combination of 
(1) analytical modeling of laser-field effects in and around 
growth nodules; (2) mapping of these growth nodules under 
atomic-force microscopy; and (3) physical analysis of the 
nodules by focused-ion-beam cross sectioning and Auger 
spectroscopy. In conjunction with conventional laser-damage- 
threshold measurements, this approach yielded the broad 
conclusion that nodular growth defects are the dominant laser- 
damage drivers in thin films. From a systems design viewpoint, 
nodules became the coating affliction to be eradicated for 
laser-damage thresholds to improve. 

As result9 for the fundamental and second-harmonic-wave- 
length laser-damage characteristics of multilayercoatings were 
being disseminated, prototype development and actual pro- 
duction of OMEGA Upgrade transport coatings were 
proceeding at LLE. In this article we report our observations on 
laser damage in these 3w (351-nm) high reflectors (HR's), 
obtained by combining conventional 3w laser-damage inves- 
tigations with mapping of damaged and undamaged sites on 
production witness pieces by atomic force microscopy. These 
findings differ from the earlier ones for 1054-nm and 527-nm 
conditions in that the nodules are capable of surviving fluences 
that cause crater formation by other mechanisms. These mecha- 

nisms confine crater origination to the top two layers of the 
multilayer, high-reflector stack. 

Samples and Experimental Conditions 
Two types of oblique-incidence. 3w high reflectors were 

analyzed: (1) a 46" angle-of-incidence, 37 alternating quarter- 
wave stack HR made from Hf02 and Si02, with the first and 
third Hf02 layers replaced by Sc203 to make the coating 
strippable; and (2) a 50" angle-of-incidence, 53 alternating 
quarter-wave stack of Sc203 and Si02,  with 47 layers of exact 
quarter-wave optical thicknesses and the top six layers ad- 
justed in thickness for reduced electric-field intensity at the 
layer interfaces. Both coatings were deposited by conventional 
e-beam methods. One of the primary goals in the deposition 
process was to minimize the formation of growth nodules. 

Witness pieces from these production coatings were irradi- 
ated at the respective angles using frequency-tripled, 0.7-ns 
pulses from a Nd:glass slab laser. At optimized conversion 
efficiency and under weak focusing by a 10-m focal-length 
silica lens, fluences up to 14 J/cm2 within a 600-pm spot 
diameter were delivered to the test piece. Damage was identi- 
fied by dark-field microscopy (1  10-times magnification) as an 
agglomeration of very fine, low-light-level scattering sites 
(nebula). The damage thresholds in 1-on- 1 irradiation mode 
(p-polarization, scaled to 0" incidence for systems design 
engineering convenience) were 5.6f0.2 ~ / c m ~  in the case of 
the Hf02/Si02 system, and 5.4f0.1 J/cm2 for Sc203/Si02. 
Sites later mapped by atomic force microscopy experienced 
damage at -5% above threshold (defined as "weak" damage 
sites) and at 15%-20% above threshold fluences (defined as 
"moderate" damage sites). 

Analysis of both irradiated and unirradiated (control) sites 
was carried out using a Nanoscope 111 (Digital Instruments, 
Inc.) atomic force microscope (AFM) operated in contact 
mode. "Oxide-sharp" Si3N4 probes proved adequate for re- 
solving both nanometer-scale film morphology and any 
laser-modified structures. although rapid wear required fre- 
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quent probe replacement. Typical "stickiness" between the 
sample and probe of dielectric oxide films during scans was 
counteracted by making adjustments in scanning speeds and 
feedback lovp parameters. The contact force was routinely 
minimized to ensure an unmodified scan area during repeated 
scans. Adjacent, 5-pm x 5-pm sections were mapped with the 
goal of accumulating s~atistically significant numbers of vari- 
ous damage features, such as cracks, craters, or domes. For a 
given sample and irradiation condition, this number is of the 
order of 100 for each irradiated sik.  Each fcature observed was 
subsequently analyzed in high-resolution closeups. 

Results and Discussion 
1. Morphology of Unirradiated Films 

In both the Hf02/Si02 and Sc203/Si02 stacks, the termi- 
nating (top) layer is the respective high-refractive-index medium 
(i.e., Hf02 or So203). Figures 62.1 and 62.2 show the typical 
oxide-film columnar structures for these materials, with 25- to 
40-nm grain size and 3.3- to 3.6-nm vertical rms roughness. 
Taking into account an AFM probe tip radius Rlip - 10 nm 
(according to manufacturer specifications) and the I-ecently 
reported image-distortion c r i t e r i ~ n , ~  i.e., RgminlRtip < 2, we 
find our imaged grain size to be overestimated. The magnitude 
of this error, hornever, is not large, as we were able to resolve 
the 10-nm-scale granular structure of Ta205 monolayer films 
using the same probes.6 These features are lehs than half the 
scale length of the Hf02 and/or Sc203 characteristic grains. 

------------------------------ ---- 

Figure 62.2 
Columnar atructureof the SczOi top surface (700 x 700-pm scan) of a Scz03/ 

SiO: rnultilayer HR stack with reduced E-field design. 
------------------------------- --- 

2. Laser-Induced Morphology 
In both HFO2/SiO2 'and Sc203/Si02 coatings, craters on 

the scale of 200 nm to 700 nm across and up to 130 nm deep are 
the main laser-damage features (Figs. 62.3 and 62.4). Their 
spatial correlation with the incident beam-fluence profile re- 
corded in a sample equivalent plane by a CID earnera is weak 
or nearly nonexistent. Under weakly damaging conditions, 

Figure 62.1 

Columnar structure of the HfO2 top surface (700 x 700-pm scan) of a HfOr/ 
SiOz ~nultilaycr HR stack. 
- ---------------------------------- 

--------------------------------- - 

Figure 62.3 
Conventional laser-damage craters formed by 35 1 -nm radiation in thc HfOzl 

Si02 film. The area shown corresponds to the periphery of a rnodera~e- 

damage aite. 
.- 
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Figure 62.4 
Conventional laser-damage crater formed by 35 1-nm radiation in the Sc2031 

S i02  film. The crater is 38 nm deep and, on average, 300 nm in diameter. 

crater-to-crater average distances are 2.4 pm for Hf02/Si02 
and 2.7 ym for Sc203/Si02. In agreement with our earlier 
findings on 1054-nm laser-irradiated monolayer f i ~ r n s , ~  cuch 
craters develop independently of whether or not micron-scale 
growth nodules are present. Figure 62.5 demonstrates that 
growth nodules and inclusions can rcmain unaffected, even 
under 35 1-nm irradiation, while other defect-driving mecha- 

Figure 62.5 

(a )  Crater formed in the vicinity of an unaffected nodular growth defect in the 
saturating dome hcight (-200 nm) relativc to the only 15-nm peak-to-valley e, 

of the image in Fig. 62.5(a), highlighting the columnar structure and nodular 

nisms dominate crater formation in the nodules' immediate 
vicinity. Up to now, we have been unable to offer similar 
evidence for 1054-nm HR stacks. Within that constraint, the 
current evidence suggests that growth nodules urcl not alu,c~y,r 
the dominating cause of damage. We have, in fact. no AFM 
evidence or visible-light r~licroscopy record for any observable 
feature that could be used as a landmark for predicting the 
occurrence of these craters. 

Closer analysis of these craters offers some interesting 
conclusions regarding their potential source. In agreement 
with LLNL findings from 198 1 ,7 under near-threshoId condi- 
tions the majority of craters are very shallow. originating in 
either or both of the top tuo  layers: i.e., 29% of Hf02/ 
Si02 craters and 17% of Sc203/Si02 craters are less than 
20 nm deep. If a compact absorber is postulated as the damage 
originator, one can deduce immediately from this crater 
depth that such an absorber would have to be limited in 
extenl to -10 nm. 

Modern AFM tools now permit greater insight into crater 
cross-sectional features than were obscrved 14 years ago. We 
have found many instances in which a conventional, cone- 
edged crater is superimposed on a second, deeper crater (see 
Fig. 62.6). These complex craters occur mainly in Sc203/Si02 
with an abundance level of 37%. Conventional craters show 
conical walls that are normally smooth and without any grain 

Hf02ISi02 film. The columnar structure of the nodule aurface is maaked by the 

tcursions characteristic for the columnar structure. (b) High-pass filtered ~ e r s i o n  
nature of the defect. 
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AN INTKIWIC LA TER-DAM,\c;I- MI CIIANISM 

(a) (b) 

(a) Complex crater(5) in the Sc20i/Si02 film show the preserved columnar structure within the outer, larger-diameter cone. This indicates that melting remains 

localized within the inner cone volu~ne. i.s., the SiOz laycr. (b) Cross section through the complex crater in the Sc2O3/SiO2 film. The double-cone structure 

100 

is clearly pronounced here, as well as the 32.8-nm step formed by the outer cone. 
- - -- - - - - - -- - 

- 

structure with ridges elevated above the film surface average 
(Fig. 62.7). In complex craters, the inner, deeper cone also 
shows smooth, glassy walls, while the outer cone and the 
horizontal interface clearly preserve columnar structure. Al- 
though the horizontal step between the outer and inner cones 
occurs reproducibly at 32.8k0.3 nm from the nominal top 
surface average (36 craters were sampled for this value by 
AFM determination) and intuitively corresponds to the Sc203/ 
Si02 interface, the top-layer (Sc2O3) physical thickness deter- 
mined during evaporation by quartz-microbalance and 
optical-monitoring methods is supposed to be 25.4+3 nm. We 
ascribe this discrepancy to thc uncertainty in material-density 
and refractive-index values for evaporated thin films when 
extracting physical thickness data from mass deposition and 
interference numbers. 

F 
2 0 3 -  

-100 - 

0.00 0.25 0.50 0.75 1.00 pm 

Spectrum 

i 

Without detailed simulation, it remains unclear whether the 
observed double-cone damage is driven by starting events in 
the first or the second layer. In each scenario, the large differ- 
ence in melting temperature between S i02  (T,, = 1753°C) and 
Sc203 (T,,, -2400°C) is essential in explaining the observed 
morphology. As the Si02 crater walls yield no columnar- 
structure indicators, we can assume that melting has occurred 
in the Si02 layer. Conversely, the columnar spatial frequencies 
typical of the unirradiated fill11 are maintained around the 

Sc203 crater walls and ridges, which rules out large-scale 
melting in that layer [Fig. 62.6(a)]. Temperatures insufficient 
for melting in Sc203 are adequate to produce thermal expan- 
sion and possible buckling of the 25- to 32-nm top layer that, 
with or without further pressure from the underlying, melted 
Si02 layer, severed along grain boundaries and "popped out." 
In the event that the initiating absorber was lodged in the 
second (Si02) layer, the melting of that layer preceded the 
thermal distortion of the top layer. If the absorber was instead 
in the top layer, heat from that layer must first propagate across 
the layer boundary at a flow rate that supports melting of S i02  
columns before the top layer pops out. On the basis of post- 
mortem evidence alone, the dominant or most like1 y mechanism 
cannot be determined with any certainty. 

Superimposed, double-crater damage is absent in the Hf02/ 
Si02 system. Conventional craters become more numerous 
and, if sufficiently adjacent to one another, merge as the level 
of damage increases in this system (Fig. 62.8). In spite of 
earlier reports to the contrary8 that rank quarter-wave layers of 
Si02 at nearly a factor of 2 higher in 351 -nm thresholds than 
equivalent Hf02 layers of the same thickness, all merging 
craters in our samples originate in the Si02 layer after exposure 
to fluences above threshold. This issue will be discussed in 
detail in the next section. 
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Figure 62.7 

Cross section through the 46-nm-deep conventional crater in the Sc2031 

SiO-, film. Smooth, glassy walls offer evidence of melting as part of the 

damage process. 
~ - 

standing that for other bin sizes the crater-count distribution 
would vary. The arguments in the following sections are 
therefore not focused on exact depths, but rather on trends. 

a. Hf02/Si0,. The weak-damage results summarized in -- 

Fig. 62.9 show that craters originate in the first or second layer 
only, with the majority originating in the 46-nm-thick Hf02 
layer. The distribution peaks at a depth near 20 nm and shifts 
to greater depths with increasing fluence. At the periphery of 
moderate damage (Fig. 62. lo), two peaks appear in the distri- 
bution at 30 nm and 80 nm, respectively; in the center of 
moderate damage, craters appear only infrequently in the 
Hf02 layer, while the distribution peak centers around 75 nm 
(Fig. 62.11). In the latter case, a few damage events originate 
near the interface between the second and third layers. but 
none were observed protruding into the next Hf02 layer. 
Concurrent with this shift of craters to greater depths is an 
increase in both their density (more than an order of magnitude 
higher for moderate damage than for near-threshold damage) 
and their tendency to merge. 

Energy-balance considerations suggest that the amount of 
energy near threshold needed for removal of a cone volume 
(anticrater) is met predominantly by absorbers closer to the 
surface. We assume here that ( I  ) the crater bottom is either at 
or very near the location of the absorbing defect, and (2) the 
defect characteristics and depth do not vary significantly from 
one AFM mapping area to the next. At energy values further 
above threshold, deeply located defects absorb sufficient en- 
ergy to remove material and form a crater, while those closer 
to the surface not only cause material removal but also dissi- 

Figure 62.8 
Merging craters in the central portion of a moderate-damage event in the 

Hf02/Si02 film. 
~ - 

3. Crater-Depth Distribution 
For both material systems, crater-depth distributions were 

recorded for three irradiation conditions: ( I )  weak damage, 
attained at fluences -5% above the threshold average; 
(2) moderate damage at 15%-20% above threshold; and 
(3) the periphery condition of moderate damage, estimated to 
correspond to a fluence condition intermediate between (1) 
and (2). Damage-crater histograms were assembled using 
10-nm-wide bins as a matter of convenience. with the under- 

G376i Depth (nm) 
-- - - - - - - 

Figure 62.9 

Crater-depth distribution (histogram) for weak-damage conditions (-5% 
above threshold fluence) in the H f O ~ I S i O ~  system. The majority of craters 

originate within the top HfO2 layer. 
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0 50 100 
G376.1 Depth (nm) 

Figure 62.10 
Crater-depth distribution (histogram) for moderate-darnage (periphery! con- 

ditions in the Hf02lSi02 system. The second peak ut 80-nm depth may be 

attributed to the combined effects of cxcess energy (relative to weak-damage 

condilions) and hcat propagation from the higher-melting-point Hf02 layer 

to the lower-melting-point SiO? layer. 

- 
0 50 100 

G 1 7 h  Depth (nrn) 

Figure 62.1 1 
Crater-depth distribution at [tie central portion of a moderate-damage area 

(-20% above ~ h r e ~ h o l d  flucnce) in the Hf021Si02 system. The distribution is 

[low fully shifted into the SiO2 layer, indicative of the dominance of heat- 

propagation effects under the 20%-above-threshold tluence conditions. 

pate heat into the lower layer, extending the effective material 
modification to greater depths. This process is eased by the 
lower melting point of the second layer. 

Figures 62.9 and 62.10 show also the E~-optical-intensity 
dependence inside the first two stack layers, which peak 
exactly at the interface. Other local maxima are located at the 
interface between [he third and fourth layers. etc., with each 

deeper maximum dropping in value relative to the previous 
one. In good coatings, it is therefore not surprising to find that, 
at values near threshold, only the absorbers near the largest 
intensity maximum contribute to crater formation. 

It has long been suspected that, either for manufacturing 
reasons or owing to intrinsic physics, the discontinuities asso- 
ciated with interfacial areas are absorber locations themselves 
and, as such, are drivers for laser damage. The lack of any clear 
evidence for crater depths peaking at interfaces (the apparent 
interface peak in Fig. 62.9 is not nearly strong enough not to 
disappear after a small bin-size adjustment) suggest that, for 
state-of-the-art coatings, interface issues have ceased to be 
darnage-critical issues. 

b. Sc3O3/SiO2. In the Sc203/Si02 system the top Sc203 
layer is only 25.4 nm thick, and the peak of the  intensity 
distribution has been designed to not coincide with the layer 
interface. For this system, the intensity peaks at a depth of 
65 nm. Both factors bias the crater-depth distribution toward 
the Si02 layer, as seen in Figs. 62.12 and 62.13 for the cases 
of weak damage and peripheral moderate damage. As was true 
for HfO2/SiO2, no craters originate from beneath the second 
layer. However. the shift of the distribution peak in going from 
weak to moderate damage (-40 nm in Hf02/Si02) is more 
modest in this system. The 10-nm difference between distribu- 
tion peaks in Figs. 62.12 and 62.13 is too small to be consid- 
ered significant in light of the 10-nm bin width. 

The trailing edges of the distributions shown in Figs. 62.12 
and 62.13 drop faster with depth than the incident intensity, 

ti3766 Depth (nm) 

Figure 62.12 
Crater-depth distribution (histogram) tor weak damage in the Sc20j iSi02 
system. Owing to the relatively thin (25.4-nm) Sc203 layer, the E-field, i.e., 

intensity, peaks inside the SiO2 layer. 
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Figure 62.13 
Crater-depth distribution (histogram) for moderate-damage (periphery) con- 

ditions in the Sc2031Si02 system. The distribution is almost fully bracketed 

within the SiOz layer. 

which is not unexpected based on energy-balance grounds. If 
one simply assumes that for a conical crater to be formed the 
entire conical volume will be uniformly affected by heat, then 
the energy required for such heating will scale with the cone 
depth h as, at most, h3.  In reality, this dependence is probably 
less severe. The distribution's trailing edge already scales 
nearly as l//z3, indicating that the exponent must be signifi- 
cantly smaller in light of the monotonously declining intensity 
dependence over the same depth interval. 

Conclusions 
Mapping of pulsed-laser-induced damage morphologies in 

UV high-reflector coatings by AFM has shown the dominant 
damage feature to be submicron-lateral-sized craters that ap- 
pear to be independent of micron-scale film growth defects 
(nodules). The local number density of these defect craters 
follows the intensity profile over the full laser-beam profile 
(hundreds of microns) but appears random over scale lengths 
of a few microns. The 700°K to 1000°K difference in the 
melting point between the high- and low-index medium in 
these stacks results in peculiar crater formation in the Sc203/ 
S i02  system, where crater-wall structural evidence shows 
melting and glass forming in the S i02  layer, while the crater 
walls along the Sc203 layer maintain columnar structure. A 
preponderance of craters originating in the second (SO2)  layer 
points toward heat transfer across the interface and lower-layer 
melting by absorbers located in the top layer as the primary 
cause. Together with the observation that the smallest mea- 
sured craters allow for starting absorber sizes of <10 nm, this 
distribution points toward randomly distributed nano-cluster 

absorbers as the sources involved in the energy transfer from 
the optical field to the porous film medium. Whether these 
nano-clusters owe their absorptivity to unbound charges of 
metallic character or to charges localized in broken-stoichiom- 
etry states (point-defect states) remains to be resolved. The 
oxide deposition process certainly does not rule out bursts of 
impurity ornon-stoichiometric events during which suchnano- 
clusters could be dispersed into the coating stack. Similarly. at 
this time details of the damage kinetics are still speculative. 
The very low number density of nodules encountered leaves no 
doubt that few, if any, of these nano-clusters act as seeds for 
growth nodules, and that the nodules themselves may survive 
irradiation even though craters are formed within their imme- 
diate vicinity. 
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The OMEGA Laser Pulse-Shaping System 

Laser-fusion experiments require that high-energy, temporally 
shaped optical pulses be generated and applied to fusion 
targets. On the OMEGA laser, low-energy optical pulses will 
be shaped with amplitude modulators and injected into the 
laser system for amplification and delivery to the laser-fusion 
targets. A layout of the pulse-shaping system is shown in 
Fig. 62.14. The output of a single-mode Nd:YLF laser is sliced 
to produce a 10- to 15-11s square optical pulse. This pulse is sent 
through two integrated-optic amplitude modulators operated 
in series and fabricated on a single, fiber-coupled LiNbO, 
waveguide. Shaped electrical pulses, synchronized with the 
input optical square pulse, are applied to the modulators. This 
shaped optical pulse from the modulators is then preamplified 
in a regenerative amplifier (regen) and sent to the OMEGA 
amplifier chains. The shaped electrical pulses are produced 
using optically activated Si photoconductive (PC) switches 
and variable impedance microstrip lines. Activation of the Si 
PC switches is achieved using an optical pulse that has been 
steepened by the stimulated Brillouin scattering process. 

Given the desired optical pulse shape and energy on target, 
the required output optical pulse shape from the modulator is 
determined by modeling the temporal pulse distortions intro- 

Integrated optics 
e-o modulator 

Shaped 
electrical pulse 

I Si switches and I 
I shaped striplines I 

duced by the OMEGA laser system from all sources and then 
using this model as a transfer function to relate the input to 
output pulse shapes from the system. This model, available in 
the form of a computer code (RAINBOW), takes into account 
such factors as the effects of the frequency-tripling process and 
gain saturation in the amplifiers. Since the optical transfer 
function of a modulator is well known in terms of the voltage 
waveform applied to the modulator, a knowledge of the optical 
pulse shape required on target uniquely determines the re- 
quired voltage waveform that must be applied to the modulator. 

Optical Modulators 
A schematic of a typical dual-amplitude, fiber-coupled, 

waveguide integrated-optic modulator is shown in Fig. 62.15. 
The input and output fibers are single-mode polarization- 
preserving fiber with industry-standard FCIAPC connectors. 
Light launched into the input fiber is coupled into a waveguide 
in the LiNb0, electro-optic crystal. AY-branch is used to split 
the signal and form two arms of a Mach-Zehnder interferom- 
eter. Electrodes are placed around the interferometer arms so 
that a voltage applied to the RF port produces a phase shift in 
each arm of the interferometer. The polarity of these electrodes 
is arranged such that the device operates in apush-pull fashion, 

 hab bed 
optical pulse 

Figure 62.14 
A block diagram of the OMEGA optical-pulse-shaping 

system. The electrical-pulse-generation portion of the 

system uses Si photoconductive switches that are acti- 
vated with an SBS-steepened optical pulse. 

SBS I 
steepened pulse 

I I 

cw-mode-locked 
master laser 
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I 

i e., the phase shift in the two arms is cum;lative. A second Y- - 100-nsFWHM) using conventionalPockels celIs.Themodula- 

branch is used to coherently combine the two beams and send tors are designed for 1054-nm-wavelength operation a~ldhave 
the shaped pulse to the next stage, while the unwanted radiation traveling wave electrodes to provide an 8-GHz bandwidth. 

1 

4 

is sent to an appropriate beam dump. The device incorporates 
two identical modulators in series. The output optical pulse Electrical Waveform Generation 
intensity from a modulator is given by To produce shaped optical pulses from the modulators, 

DC 1 DC2 

FC/ APC 
---- -- --- 

Figure 62.15 
The dual-amplitude, Mach-Zehnder. waveguide 

integrated-optic modulator used for pulse shaping. 
Shaped voltage waveforms are applied to the R F  
input ports, andeach modulator has a D C  input port 

temporally shaped voltage waveforms [V(t) in Eq. (l)] must be 
applied to the modulators. (The modulator is dc biased so that 

I ( t )  = l0 ( t )  cos2 - - + * , [ 7; 1 (1) @ = n/2 .) The electrical-pulse-generation system that shapes 
the voltage waveforms applied to the modulators is modeled 
after a design developed at Lawrence Livermore National 

where Io(t) is the input optical pulse intensity to the modula- Laboratory(LL~L).' The systemconsistsof two SiPC switches, 

for setting the dc offset. I -- 
i 

\ 

! €7466 RF I RF2 

tor, V(t) is the applied voltage, V,is the half-wave voltage [the 
voltage required to drive the modulator from its maximum to 
its minimum transmission (<I0 V)], and $is an overall phase 
that can be controlled by an applied 0- to 10-V dc bias 
(provided by a computer with an AID board). In our case, the 
input optical pulse lo the modulator is a square optical pulse 
(-10-ns FWHM) obtained by "slicing out" the center of a 
single-longitudinal-mode Nd:YLF laser pulse (pulsewidth 

a microstrip charge line, and a variable impedance rnicrostrip 
line as shown in Fig. 62.16. The microstrip charge line is 
placed between two PC switches and is charged to approxi- 
mately 80 V. The opposite side of one PC switch is connected 
lo llle modulator, while the opposite side of the other PC switch 
is connected to the terminated variable-impedance microstrip 
line. When the PC switch near the variable-impedance 
microstrip lineis activated (closed), asquarepulse is sent to the 

steepened 
pulse Bonding pads 

4' 
J@?' RT/duroid 

Copper 1 
E7467 - 

Figure 62.16 
A detailed view of the clectricnl-pulse-generation rystem 

consisting of two optically activated Si PC switches, a 
microstrip charge line, and a terminated variable-imped- 
ance microstrip linc. 
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variable-impedance microstrip line. A voltage waveform is 
then reflected from the variable-impedance line with a specific 
shape depending on the impedance mismatches along the 
length of the line. This shaped voltage waveform propagates 
back through the PC switch and charge line toward the modu- 
lator. Just before the waveform reaches the modulator PC 
switch, this switch is activated, allowing the voltage waveform 
to be applied to the RF input port of the modulator. The exact 
shape of the voltage waveform can be controlled by the 
judicious placement of impedance variations along the length 
of the variable-impedance microstrip line. 

The system of microstrip lines and switches is designed to 
be impedance matched to the 50-!2 input impedance of the 
modulators and test equipment used. Microstrip lines were 
chosen instead of strip lines to minimize the impedance mis- 
match at the Si switches.Thechargeline andvariable-impedance 
microstrip lines are fabricated in 0.79-mm-thick RTJduroid 
5880 microwave laminate having 36-pm-thick Cu on both 
sides. An impedance variation along the line is obtained by 
adjusting the widthof the top Cu electrode. The exact geometry 
is easily calculated knowing the required voltage waveform 
that must be produced. The reflection coefficient along the line 
can be calculated using a layer-peeling technique.2   he impe- 
dance as a function of position along the line is then obtained 
from the reflection coefficient along the line. Finally the width 
of the electrode along the line is calculated using simple 
relationships between the material parameters and the imped- 
ance  variation^.^ To fabricate the microstrip line, the Cu 
material on one side is machined with a precision program- 
mable milling machine to produce the desired width as a 
function of length. The charge line is a constant 50-R micro- 
strip line (Cu width = 2.38 mm) with a 2-mni gap at both ends 
to facilitate Si switch mounting. The Si switches, 2 mmlong by 
2.38 mm wide (to match the width of the 50-R charge line) by 
0.5 mm thick, have bonding pads with 1 -mm separation. The 
switches are low temperature soldered across each gap in the 
charge line with the bonding pads facing the Cu of the micro- 
strip line, as shown in Fig. 62.16. The switches are illuminated 
from the back (opposite side from the contact pads) using 
1053-nm laser radiation with -0.5 mJ of energy per pulse. The 
laser radiation is absorbed throughout the entire volume of the 
0.5-mm-thick Si switch, which results in switch activation. 
When illuminated with a laser pulse, the switch resistance 
changes from its dark value of approximately 600 kR to its 
activated resistance of less than 1 R as the absorbed photons 
generate electron hole pairs in the Si and reduce the resistivity 
of the material. 

The square pulse sent to the variable-impedance microstrip 
line must contain frequency components highenough to reflect 
the pulse shapes of interest. Photoconductive switches can be 
activated (closed) in a time comparable to the rise time of the 
activating optical pulse (<I00 ps). which in this case is a pulse 
that has its leading edge steepened by the stimulated Brillouin 
scattering (SBS) process. A typical square pulse produced by 
activating one switch only is shown in Fig. 62.17. The rising 
edge of the electrical pulse is approximately 80ps, as measured 
with a Tektronix 7250 oscilloscope (- 10-GHz bandwidth). 
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Figure 62.17 i 

A square electrical pulse generaled by  he charge line and a Si PC switch. The I 

I 
pulse has a rise lime of approximately 80 ps. 
---- 

High bandwidth must be maintained throughout the entire 
system. High-bandwidth SMA end launchers and cables are 
used to transfer the electrical pulses from the microstrip line to 
the modulator or test equipment being used. Care is taken to 
minimize the impedance mismatch in the charge line at the 
point where the charging voltage is applied; this is done by 
charging through three board-mounted chip resistors (- 10 kR 
each) stacked in series, as shown in Fig. 62.16. Less than 0.6% 
reflection at 10 GHz is produced by this process, as determined 
from time-domain reflectometer (TDR) measurements. A 
TDR of the complete microstrip line can be taken by soldering 
copper strips across the gaps in place of the Si switches. 
Figure 62.18 shows (1) the TDR measurement of a variable 
impedance microstrip line (taken with a 20-GHz-bandwidth 
HP 5420B TDR oscilloscope) with Si switches removed, 

1 

compared to the design shape, and (2) the shaped electrical 
pulse transferred into the Tektronix 7250 oscilloscope after 
passing through the two Si switches that have been activated as 
described above. From Fig. 62.18 we see that, although the 1 

i 



THE OMEGA LASER PULSE-SHAPING SYSTLM 

present Si switches clearly degrade the inherent frequency Brillouin-Stokes signal. The gain coefficient depends on the 
response of the system. high-bandwidth shaped electrical laser intensity and the response time of the Brillouin medium 
pulses can ultimately be achieved with this pulse-generating (less than 1 ns for cc14).'The low intensity at the beginning of 
system. Research is continuing in this area to improve the the laser pulse is transmitted through the cell, with little energy 
overall system performance. converted to the Brillouin signal. As the laser intensity in the 

cell increases during the laser pulse, the cell begins to generate 

1 .o Brillouin Stokes energy very rapidly due to the nonlinear 
buildup of the acoustic wave. The process quickly saturates, 
after which the laser scatters into the Stokes wave with high 

4 a 
r: efficiency. The backscattered Brillouin pulse from the SBS cell 
M . - 
LC has a fast-rising edge (<loo-ps measurement limited) due to 
-0 
Q, this Brillouin pulse steepening, while the back of the pulse 
N 0.5 . - - approximates that of the laser. The reflected Brillouin pulse is 
? sent back through the preamplifier and switched out using 

1 - - - Shaped electrical pulse polarization optics and a Faraday rotator (FR). The SBS pulse 

including two Si switches is then split and used to activate both PC switches by introduc- 
ing an appropriate timing delay between the Lwo pulses. 

0.0 
0 1 2 3 4 

E7330 Time (ns) 

Figure 62.18 
Time-domain reflectometer (TDR) measurement of a variable impedance 
microstrip line (dotted line) compared to the design goal (solid line). The 

dashed line is the measured shaped electrical pulse after propagation through 
two Si PC switches. 

PC Switch Activation 
To produce fast closing times the PC switches must be 

activated by illuminating them with optical energy in as short 
a time as possible. Once the switches are closed, they must stay 
closed for a long time in comparison to the desired electrical 
pulse shapes of interest (-10 ns). Silicon PC switches were 
chosen for this application because of their long recombination 
tirnes (100 to 200 ys). The switches are activated with fast-rise- 
time, high-contrast optical pulses generated by the SBS 
process.4-5 The experimental setup is shown in Fig. 62.14. 

A 1054-nm, 1 -  to 3-ns FWHM pulse (controlled by intra- 
cavity etalons6) from a Nd:YLF regen is amplified to 3 to 5 mJ 
and focused into a liquid cell containing carbon tetrachloride 
(CC14). A Brillouin-Stokes pulse is generated in the backward 
direction from this cell due to the SBS process. The SBS 

Typical SBS reflected pulses for different incident laser 
energies are shown in Fig. 62.19. As the incident laser energy 
is varied, the location in time of the fast-rising edge of the SBS 
pulse changes. As seen in Fig. 62.19, as we increase (decrease) 
the laser energy, the SBS process turns on earlier (later). 
Hence, amplitude fluctuations in the laser may result in timing 
jitter of the electrical-pulse-generation system. To obtain elec- 
trical waveforms from the pulse-generation system that are 

0 2 4 6 8 10 

117022 Tirne (ns) 
process is an intensity-dependent, nonlinear process where the 
incident laser Bragg-scatters in the backward direction from a Figure 62.19 

driven acoustic wave in the medium. ~h~ process can be Fast-rise-time optical pulses produced by SBS pulse steepening with varying 

modeled as a pure gain process whereby a backward-traveling laser input energy. As the incident laser energy is increased (decreased). the 

SBS pulse turns on earlier (later). The reflected SBS pulse has a rise time of 
Brillouin noise signal experiences exponential-type gain 

less than 
throughout the focal region of the laser and grows into the 
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THE OMEGA LASER PULSE-SHAPING SYSTEM 

accurately synchronized to a master timing reference, the laser 
1 .0 

that activates the PC switches must be amplitude stable. The 
X 
4- laser amplitude in our setup is actively stabilized to within 3% ., 
V) 

using anoptical feedback system thatcontrols thecavity losses 
during the pulsc build-up phase. A shaped optical pulse from .z 

a a the pulse-shaping system (including thc Si PC switches, vari- .- N 
w 
cj able-impedance microstrip line, optical modulator, and regen E preamplifier) was produced, and the shot-to-shot timing jitter z" 

between the shaped optical pulse and the master cw-mode- 
locked laser pulse injected into the regen that activates the PC 0.0 
switches was measured. An absolute timing jitter of less than 
30 ps was measured using the Tektronix 7250 oscilloscope 0 1 2 3 4 

E7167 
(- 10-GHz bandwidth) and fast detectors (-3.5-GHz bandwidth). Time (ns) 

The SBS process has an additional advantage when using Si 
PC switches. The SBS process is nonlinear, and for low 
incident laser energy into the SBS cell, essentially no Brillouin 
energy is reflected; hence, all laser prepulse noise is elimi- 
nated, resulting in a very-high onloff contrast ratio. This is 
important for Si switch applications bccause the recombina- 
tion times are long (100 to 200 ps) and the switch will inte- 
grate the incident energy during this recombination time. 
Elimination of all prepulsc optical noise ensures proper 
switch performance. 

System Performance 
Optical pulses have been produced with the pulse-shaping 

system described above. Figure 62.20 shows an optical pulse 
shape produced by the systenl (solid line). To produce this 
shape. a square optical pulse (-10-ns FWHM) is used as input 
to the modulator. This pulse is obtained by slicing out thecenter 
of a single-longitudinal-mode Nd:YLF laser pulse (pulse width 
- 100-ns FWHM) using conventional Pockels cells, as was 
mentioned previously. The square pulsc is then transferred to 
the modulator through optical fibers. Synchronized with this 
optical pulse is the electrical pulse (Fig. 62.18) that was 
produced by the electrical pulsc generator described above. 
Figure 62.20 also shows the optical pulse shape expccted from 
the modulator (dashed line) if the design goal of Fig. 62.18 is 
substituted into the n~odulator transfer function [Eq. (I)].  and 
the optical pulse shape expected from thc modulator (dotted 
line) if the measured shaped electrical pulse of Fig. 62.18 is 
substituted into the modulator transfer function [Eq. (I)]. 

The optical pulse in Fig. 62.20 was measured at thc output 
of the modulator with a 25-GHz bandwidth detector (New 
Focus 1414). The cncrgy at this point in the pulse-shaping 
system is approximately 10 nJ per pulse and is too low to make 
temporal measurements of a single pulse. The measurement 

- 

Figure 62.20 
A comparison of expected and observed optical pulse shapes from the 
OMEGA laser's pulse-shaping system. Actual measured optical pulse shape 

from the modulator (solid line): optical pulse shape expected from the 
modulator if the design goal of Fig. 62.18 is substituted into the modulator 
transfer function [Eq. ( I ) ]  (dashed line); optical pulse shape expected from 
the modulator if the measured shaped electrical pulsc of Fig. 62.18 is 

substituted into the modulator transfer function [Eq. (I)] (dottcd line). 

was taken with a high-bandwidth sampling oscilloscope 
(HP 5420B) and includes averaging over many pulses. The 
optical pulse shape in Fig. 62.20 appears to deviate from the 
expected pulse shape. We believe that the deviations are 
largely due to the detector response. In fact, our measurements 
show that large discrepancies occur between high-bandwidth 
detectors when measuring the same optical pulse. These detec- 
tors are designed to measure short pulses with fast rise times 
but have varying responses when trying to measure long pulses 
with fast rising structure. Work is continuing in this area to 
make accurate measurements of these shaped pulses. A streak 
camera will be used to measure these pulses and is expccted to 
provide more accurate results. 

In summary, an optical-pulse-shaping system has been 
designed that is capable of meeting the future pulse-shaping 
requirements for the OMEGA laser. The systenl has been 
tested and is capable of producing shaped optical pulses 
with 50- to 100-ps structure over a several-nanosecond I 

pulse envelope. 
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Direct-Drive Irradiation Uniformity for the NIF 

The National Ignition Facility (NIF) can have the flexibility to 
perform direct-drive experiments: in addition to indirect drive, 
il'two key elements are included in its design: ( I )  The facility 
must be able to I-edirect 24 of the beam clusters to new beam 
ports near the "equator" of the target chamber, and (2) two- 
dimensional smoothing by spectral dispersion1 (2-D SSD) 
must he implemented. 

In this article, we first address how the indirect-drive 
irradiation geometry must be modified to accommodate direct 
drive. Emphasis is placed on finding an acceptable direct-drive 
geometry that minimizes the amount of reconfiguration. Toler- 
ances for energy imbalance, beam mispointing, and 
target-positioning errors are discussed for the proposed irra- 
diation geometry. The beam uniformity that can be achieved 
using 2-D SSD is alsoexarnined. One related laser design issue 
that affects the level of uniformity is pinhole size. The pinholes 
determine the maximum amount of angular spectral dispersion 
that can be used with SSD. The dependence of uniformity on 
pinhole size is discussed. Finally, the SSD-smoothed beam 
profile is combined with the direct-drive bearn geometry to 
calculate the irradiation unil'orniity on a spherical target with 
multiple overlapping beams. 

Bcam Placement 
Because the NIF will have only a single target chamber 

(designed primarily for indirect drive), a direct-drive compo- 
nent must be integrated into the system without major 
modifications. The current design for beam placernent at thc 
N1F target chamber. given in Table 62.1. has 48 beams in eight 
latitudinal rings clustered near the poles. Each beam consists 
of a cluster of four beamlets, separated in wavelength by about 
5 A. Such an irradiation scheme, taken as a whole, does not 
lend itself to direct drive. However, a portion of the beam 
positions would be suitable if additional bean1 ports were 
added near the equator. Such configurations have been consid- 
ered by   ark,^ who pointed out that direct-drive beams need 
not be unifornlly disposed but could be placed i n  rings at polar 
angles given by the zeros of a Legendre polynomial. However, 
in general, the beams from different rings rnust have different 

energies. correspondingto the weights of Gaussian quadrature. 
One such configuration, whichclosely meshes with the current 
NIF design. is based on rings of beams at the zeros of the Ph 
Legendre polynomial, with polar angles given by @= 21.17". 
48.60": 76.19", 103.8 1 ", 131.4OC, and 158.83". Examination of 
the beam-port positions in Table 62.1 shows that four of the 
rings in that design correspond very well to four of these 
angles, namely the ports at 23.49", 48.27", 131.73". and 
156.73". For half of the beam ports, no modification would be 
required (except possibly for a small pointing correction so 
that the beam axes pass through the target surface, closer to the 
required latitudes). The remaining 24 beam clusters would 
have to be redirected into new beam ports positioned at 76.19" 
and 103.80" (Table 62.11). 

The number of beam clusters in each ring for this direct- 
drive configuration is 4, 8, and 12 for the upper hemisphere. 
and similarly for the lower. The laser energies coming from 
each of these rings must be in the proportion of 1 to 2.105 to 
2.731. Distributing this energy among the beams in each ring, 
we find that the relative energies for beanis fronldiffcrent rings 
are 0.95. 1.00, and 0.86, which implies that beams from the 
polar and equatorial rings must be reduced in energy relative to 
beams from the ring at 0=48". The net result is that -8% of the 
available laser energy cannot be used for target irradiation, 
which represents arelatively snlallenergy penalty for the flexibil- 
ity of adding a direct-drive option to the current NIF design. 

The irradiation uniformity for this 48-cluster configuration 
is shown in Fig. 62.21. The rms nonuniformity is plotted as a 
function of how much the beam overfills the target, for a 
smooth eighth-order supergaussiarl beam profilc. (The edge of 
the beam was defined as the 5% intensity contour.) The 
nonuniformity is entirely long-wavelength structure, charac- 
terized by how well the 48 overlapping clusters of beams can 
cover a sphere. (The effect of short-wavelength nonuniformity 
from structure on the individual beams is examined in the next 
section.) For conditions at the onset ol' irradiation, the beam- 
to-target ratio should be chosen to be about I .  I .  As the target 
implodes. this ratio becomes larger, and the long-wavelength 
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Table 62.1: NIF beamport assig nments - indirect drive 
- - 

Port # 

nonuniformity degrades slightly. The solid line in Fig. 62.21 is 
the result of pointing the polar ring of beams to the correct 
latitude on the target surface; the dashed line is without this 
correction. The effect of the beam-pointing correction is to 
reduce this contribution to nonuniformity by 30% to 50%. 

The effect on uniformity produced by energy imbalance 
among the beams is shown in Fig. 62.22. (The energy fluctua- 
tions among beams within acluster were assumed uncorrelated.) 
Conditions with the same rms variation in energy can produce 
a relatively large spread in nonuniformity, as indicated by the 
bars in the figure, but it is all very-long-wavelength structure, 

corresponding to spherical harmonic modes 1 through 4. 
Similar results were obtained for cluster pointing errors 
(Fig. 62.23). Target positioning errors, shown in Fig. 62.24, 
predominantly affect only the mode C = 1. Generally, the 
combined contributions from these factors will add harmoni- 
cally. These factors will make less than a 1% contribution to 
nonuniformity if the energy imbalance is less than -5%, clucter 
pointing is better than 5% of the target radius, and target 
positioning errors are less than about 2% of the target radius. 

The 8% reduction in laser energy can be avoided if the 
beamports for indirect drive can be shifted by a few degrees 
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Figure 62.21 

The rms nonuniformity for the 48-beam configuration as a function of the 
ratio of beam size to target size. An eighth-order supergaussian beam profile 

was used. (The effect of structure on the beams is shown in Fig. 62.29.) The 
solid line is the result of pointing the polar ring of beams to the optimal 

position on the target surface. The dashed line is without this correction. 

Random beam ~nispoint in~ 
TC3787 (maximum fraction of target radius) 

0.0 I-- 
0 4 8 12 

TC7786 rrns beam energy imbalance (%) 

Figure 62.22 
The rms irradiation nonuniformity as a function of the rms energy imbalance 

among the beams. The bars show the spread in irradiation nonuniformity that 
can occur for a given energy imbalance. Energy fluctuations among beams in 

a cluster were assumed to be uncorrelated. 

TC1788 Target shift (% of target radius) 

Figure 62.23 -- - 

The rms irradiation nonuniformity as a function of cluster pointing error. All Figure 62.24 
beams within a cluster were assumed to be pointed in the same direction. The rms irradiation nonuniformity as a function of target positioning error. 
p - ~ ~ ~ ~ ~ ~ ~ ~  ~ ~ ~ ~ - - ~ p - ~ - -  
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The three sets o f  parameters that determine the single-beam 
uniformity achievable by SSD are those related to the phase 
plate, the polarization rotator (or shifter), and the spectrally 
dispersed bandwidth. The first two parameter sets will be 
mentioned only briefly as any adjustable parameters associ- 
ated with them will a f f ec t  mainly long-wavelength 
nonuniformities. The third parameter set will be discussed in 
more detail since this provides the primary smoothing mecha- 
nism for short-wavelength structure in the beam and a large 
number o f  options are available. 

1 .  Phase Plate 
The calculations presented here use a binary phase plate 

with an array o f  250 x 250 square elements, which produces a 
sinc2 intensity envelope in the target plane. Superimposed 
upon this envelope is highly modulated speckle from the 
interference between rays from different phase-plate elements. 
Most o f  this structure is smoothed out by SSD. The distance D 
between the first zeros o f  the envelope is equal to 250 times the 
beam's diffraction limit ( for  the phase plate considered), i.e., 

For an.f-number (F#)  o f  17.5 and A = 0.35 mm, we have D = 
3 mm, which should correspond to the diameter o f  the target. 
Current direct-drive designs for the NIF use targets about 30% 
larger, which would require a larger number o f  phase-plate 
elements (i.e., -350 x 350 for the above example). More 
phase-plate elements ( o f  smaller size) would produce a small 
shift in nonuniformity to shorter wavelengths relative to the 

target size. but the shift would not be large enough to signifi- 
cantly affect the results presented in the next section. 

Current phase-plate strategies involve the use o f  continu- 
ously varying phases5 and kinoforms6 to avoid the energy loss 
around the target associated with the sharp variations in binary 
phase plates. These will also provide greater control over the 
shape o f  the intensity envelope in the target plane. It remains 
to be determined what effect these new phase plates will have 
on short-wavelength nonuniformities. They can significantly 
affect long-wavelength structures (spherical harmonic modes 
f < 20) through the envelope shape. (It should be emphasized 
that any phase-plate envelope shape will be slightly modified 
by SSD and polarization dispersion.) As target designs and 
phase-plate strategies develop, their characteristic features can 
be incorporated into the uniformity calculations to determine 
their effects. 

2. Polarization Dispersion 
A birefringent wedge placed at the end o f  each beamline 

will cause the speckle pattern from one polarization to shift 
relative to the other.' I f  the shift is more than about 112 o f  a 
speckle width (which is roughly the coherencelength), then the 
effect is similar to adding two different random-intensity 
patterns.8 The rms nonuniformity will be reduced instanta- 
neously by a factor o f  &. This effect was demonstrated at 
LLE using a liquid crystal (LC)  wedge,7 but any other bire- 
fringent material, such as KDP, could be used. Figure 62.25 
shows the experimental results o f  how the speckle modulation 
from a phase plate has been reduced using the LC wedge. An 
analysis ofthe intensity fluctuations around a smooth envelope 

Far-field detection 

Laser Polarization Phase Lens Camera 
(A = 35 1 nm) rotator plate 

Phase Plate with 
Phase Plate Polarization Rotator 

1 .o 
X 

1 .o - ~ - -- . - 
VJ Figure 62.25 
5 
C) Experimentally observed reduction in nonuniformity from a 
c 

.A  

CI 
phase plate using a biret'ringent wedge to spatially separate the 

> .- 
Y 

two polarization components. 
a - -  - 
2 

0.0 0.0 
0 380 0 380 

Distance ( m m )  Distance (mm)  
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I 
I showed that the rms variation was reduced by roughly a J 2 ,  

as predicted. This superposition of shifted speckle patterns is 
similar to the smoothing mechanism produced by SSD, which 
shifts the speckle patterns for different spectral modes of the 
bandwidth. Optimized smoothing is achieved when the polariza- 
tion and spectral shifts are complementary, as discussed below. 

3. SSD Considerations 
As the baseline configuration for 2-D SSD, we adopt the 

parameters described by Eimerl (Fig. 62.26). The one depar- 
ture from that design, examined here, is the option for increased 
angular dispersion in one of the directions. It remains to be 
determined what effect such increased dispersion would have 
on laser performance and whether the amount of improved 
laser uniformity is large enough to justify a possible degrada- 
tion in energy output. 

One strategy for combining two-dimensional spectral dis- 
persion of the bandwidth with polarization dispersion from a 
birefringent wedge is illustrated in Fig. 62.27, which shows the 
modal positions in the target plane. The minimum separation 
between modes should not be closer than -112 the diffraction 
limit of the beam (i.e., 112 a speckle size) for good smoothing. 
The symbols "x" and "0" represent orthogonal components of 
polarization. This configuration allows for the smallest amount 
of angular dispersion through the laser but requires the maxi- 
mum polarization dispersion. To keep the beam nearly circular, 
either twice as many modes must be used in the direction 
perpendicular to polarization dispersion (i.e., twice the angular 
spread) or the beam envelope must be adjusted using the phase 
plate to compensate for unequal angular dispersion.' 

varied. The 1-A IR bandwidth from the 3-GHz modulator 
produces about 31 spectral lines upon frequency tripling. 
These lines were spectrally dispersed to a separation of 112 a 
speckle distance in the target plane, i.e., a total angular spread 
of 15 times the beam's diffraction limit (to be denoted by 15 x 
DL). This was chosen to be the direction of polarization 
dispersion, which was also 15 x DL, corresponding to the 
horizontal direction in Fig. 62.27. The total angular deflection 
in this direction is now 30 x DL. 

For spectral lines from the first modulator in Fig. 62.26, the 
modes were also dispersed to a separation of 112 DL in the 
target plane, but the number of modes (i.e., the total angular 
spread) was allowed to vary while keeping the bandwidth 
constant. The bandwidth was maintained at a value near 4 A 
(IR) by varying the modulation frequency vl inversely with the 
number of spectral lines. (This bandwidth is about 10% lower 
than the value used by Eimerl.) A secondary constraint-that 
the frequencies from the two modulators should be incommen- 
surate-could have been imposed. However, to simplify the 
calculation, it was only required that vl  should be an odd 
multiple of 0.5 GHz. This approach assured that when its 
modes were combined with those from the 3-GHz modulator. 
the resultant modes would have equally spaced frequencies 
separated by 6v=0.5 GHz. (The resultant modes have frequen- 
cies composed of a harmonic from one modulator plus a 
harmonic from the second.) Beam smoothing will then occur 
for averaging times up to 2 ns (1/6v), which is the time 
required to smooth nearest-neighbor modes. If longer smooth- 
ing times are applicable, then vl can be chosen so that the 
resultant modes are more closely spaced in frequency. 

To examine the effect of increasing the angular dispersion Figure 62.28 shows the effect of increasing the angular 
in one direction, we considered the example where the param- dispersion in one direction. Therms nonuniformity for a single 
eterr associated with the 3-GHz modulator (Fig. 62.26) were beam versus averaging time is plotted. Here. the rms 
kept constant and parameters of the other modulator were nonuniformity isdefinedastheintensity fluctuationaroundthe 

/ \ ciea for the two modulators, and 61 and 6. are the 

vl = 11.2 GHz 
6, = 17 

High-dispersion v2 = 11.2 G--- 
grating in / / or spectral moat 

6, = 17 - 

- 

modulation indices. corresponding to 112 the number . . 
I S .  
- - - -- -- -- 

- - - - -- - -- -- - 

y-direction L Low-dispersion 

Figure 62.26 
grating in 

Configuration for 2-D SSD proposed for the NTF laser 
);-direction 

(Ref. 4). Here vl and v2 are the modulation frequen- 

/ grating in 

T C ~ X ~ X  x-direction 
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I dispersion 1 

--- 

Spectral 

x x x 0 0 0  

-- - - - -- - -- - -- ----- - 

Figure 62.27 

Strategy for combining 2-D SSD with polarization dispersion. Thr "x" and 

"o" positions rzpreqent the locations of the dispersed spectral modes for the 
two polarization components. The components should be separated by at 
least 112 of a speckle distance. 

diffraction-limited envelope that would be produced if inter- 
ference betwcen all phase-plate elements were absent. The 
rms value was evaluated at the center of the beam. over a 
square region given by fO.l times the target radius in each 
direction. This gives a good sampling of the short-wavelength 
structure. (Long-wavelength nonuniformity is more appropri- 
ately discussed in conjunction with theeffects of multiple-beam 
overlap.) The three curves in Fig. 62.28 are labeled by the 
angular deflection (in tcrms of the beam's UV diffraction limit) 
in each direction. 

The single-beam results in Fig. 62.28 show that if we arc 
interested only in averaging times less than -500ps, then there 
is little advantage to increasing the angular dispersion. How- 
ever, if averaging times of -1 ns or larger are relevant, then 
substantial improve~nents in uniformity can be achieved from 
increased dispersion. The maiority of the effect is achieved at 
30 x DL: For a 2-ns averaging time, the rms nonuniformity is 
reduced by 40%, compared with the 15 x DL result. (For 60 x 
DL, the reduction is increased to 65%.) The improved unifor- 
mity is probably the result of smoothing some of the 
longer-wavelength nonuniformities that become accessible 
with increased angular dispersion. (All three cases in 
Fig. 62.28 use the same bandwidth.) Table 62.111 summarizes 
some of the SSD parameters and results. 

~ ~ 3 7 9 0  Averaging time (ns) 

Figure 62.28 
Improved irradiation nonunifor~nity with increased pinhole size. The num- 

bers in parentheses indicatc the angular disperbion for the two perpendicular 
directions, in terms of the beam's U V  diffraction limit. 
- - - ------ - - -- - - - - 

The uniformity results for spherical illumination, using 
multiple beam overlap, are shown in Fig. 62.29, which uses the 
configuration of 48 clusters of 4 beams from Table 62.11 with 
the pointing correction for the polar ring of beams. The axes of 
the beams in each cluster were also shifted by 20% of the target 
radius (using wedges) to produce an intensity envelope for the 
cluster that was less center-peaked than for the individual 
beams. (This could also be accomplished by using the phase 
plate to shape the envelope.) The beams were mapped directly 
onto the target surface, and the nonuniformity was expressed 
in terms of spherical harmonics for modes up to 512. No 
refractive smoothing or thermal smoothing in a plasma atmo- 
sphere was used, except indirectly by neglecting the very- 
short-wavelength structure with spherical harmonic modes 
greater than 512. Inlcrference betwecn the beams was not 
included in the calculation. This is justified for the interference 
between beams within a cluster and between beams from 
different clusters with different frequencies, as this structure 
will smooth within -5 ps. Interference between beams (of the 
same frequency) from different clusters was not considered 
because this nonuniformity has spatial wavelengths that are 
much shorter than the minirnurr~ considered herc. Such very- 
short-wavelength nonuniformity would be smoothed by 
thermal conduction within the target, over distances of only a 
few microns. 
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Table 62.111: Parameters related to the large-bandwidth modulator and the resultant 
single-beam rms nonuniformity. 

I I Total Angular Disperson8 DL) I 

I Modulation frequency (GHz) 1 13.50 1 6.5 1 3.5 1 

I Single-beam nonuniformity I I I I 
Bandwidth (A. IR) 

TC3791 Average time (ps) 

decomposition for an averaging time of 2 ns. The nonuni- 
formity clearly extends even above 5 12. The largest mode 
number that should be present can be estimated as follows: The 
largest mode P,,, is related to the wavelength of the smallest 
structure 62~ and to the target diameter by 

I I I 

4.05 

The smallest wavelength should correspond roughly to the 
beam's diffraction limit (i.e., one speckle). Since D is 250 
times larger for this calculation, we have !,,, - 800. It remains 
to be determined what effect the very-short-wavelength struc- 
ture has on target performance. 

3.9 

Figure 62.29 

4.2 

Irradiation nonuniformity for spherical irradiation as a function of averaging - 0.50 I ~ I I I I I I I  

time. The 1' values indicate the spherical harmonic modes for the two curves 5 - 
shown. L o (! = 1-20) = 0.26% 

-' .- 
The nonuniformity for spherical irradiation (Fig. 62.29) E i. 

has been separated into a long-wavelength component, with 2 ' 5  

I S I ~  and is obtained from the superposition of different random TC3792 Spherical harmonic modes 

E 

spherical harmonic modes ! 5 20, and a shorter-wavelength 3 

component with 21 5 ! 5 5 12. The long-wavelength modes are 0.25 
C 

relatively static and are dominated by the shape of the cluster o . - * 
intensity envelope and the number of clusters. It is possible that 03 

speckle patterns. 

Figure 62.30 

- 

- - 

- 

- 

Finally, it should be pointed out that there is still additional Spherical harmonic decomposition of the nonuniformity from Fig. 62.29 for 

this component of nonuniformity could be further reduced by 3 . - - 
modifying the envelope shape as part of the phase-plate 
design. The shorter-wavelength modes (21-5 12) decrease with 

2 
0.00 

averaging time t roughly as t-lI2. This is the same scaling as 0 250 500 

nonuniformity present, with ! > 512, from structure in the 2 -n~ave rag ing  time. 

individual beams. As an example, Fig. 62.30 shows the modal 
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Summary 
The NIF can produce highly uniform irradiation for direct- 

drive experiments if one-half of the beams are redirected to 
new ports closer to the "equator" of the target chamber and if 
2-D SSD is implemented with polarization dispersion. The 
tolerances for energy imbalance among the beams, beam 
mispointing, and errors in target positioning depend on how 
much long-wavelength nonuniformity (spherical harmonic 
modes 1 4 )  the target can accept without serious degradation 
in performance. Using I % for the maximum nonuniformity In 
these modes, we have the following constraints: (1) cncrgy 
imbalance among the beams should be less than -5%; 
( 2 )  cluster mispointing should not exceed -5% of the target 
radius; and (3) the target positioning error should be less than 
-2% of the target radius. 

The optimal pinhole size for SSD is another issue that 
depends on the target design. If intensity-averaging times 
greater than -1 ns are of interest, then there is a definite 
advantage for the pinhole to be able to accommodate a diver- 
gence of 30 x DL in onc direction and 15 x DL in the other for 
UV irradiation. It would be useful to determine what effect 
this would have on laser performance. If these divergences are 
available, it might be possible to optimize target designs to 
take advantage of the resultant higher uniformity for longer 
smoothing times. 

REFERENCES 

I. S. Skupsky, K. W. Short, T. Kessler. R. S. Craxton, S. Letzring, and 
J.  M. Soures, J. Appl. Phys. 66, 3456 (1989). 

2 .  J .  W.-K. Mark, Phys. Lett. 114A, 458 (1986) 

3. D. Eimerl (private communication). 

4. D. Eimerl. presented at the 5th Meeting of the Inertial Confinement 
Fusion Advisory Committee/Defense Programs (ICF,AC/DP), Univer- 
sity of Rochester, Rochester, NY. 18-20 May 1994. 

5 .  T. J. Kessler, Y. Lin, J. J.  Armstrong, and B .  Velazquez, in Laser 
Coherence Conrrol: Technology and Applications, edited by H .  T. 
Powell and T. J .  Kessler (SPIE, Bellingham, WA, 1993), Vol. 1870. 
pp. 95-104. 

6 .  S. N. Dixit 6.t ul.. Opt. Lett. 19,417 (1994) 

7. Laboratory for Lascr Energetics LLE Review 45. NTTS document 
No. DOE/DP40200-149. 1990 (unpublished), p. 1. 

8. S. N. Dixit (private communication); also J. W. Goodman in La,ser 
Speckle and Related Phenomenu, Topics in Applied Physics, Vol. 9. 
edited by J .  C.  Dainty (Springer-Verlag. Berlin. 1984). Chap. 2, 
pp. 9-75. 

9. R H Lehmberg. A. J. Schmitt, and S. E. Bodner, J .  Appl. Phya. 62, 
2680 (1987). 

ACKNOWLEDGMENT 
This work was supported by the U.S. Department of Energy Office of 

Inertial Confinement Fusion under Cooperative Agreement No. DE-FC03- 
92SF19460, the University of Rochester, and the New York State Energy 
Research and Development Authority. The support of DOE does not co~lsti- 

lute an endorsement by DOE of the views exprersed in this article. 

LLE Review, Volume 62 



Direct Measurements of Terminal-Level Lifetime in Nd:YLF 

The terminal-level lifetime of a four-level laser fundamentally 
affects its gain saturation performance since slow relaxation 
rates from this level can form a "bottleneck" when the saturat- 
ing pulses are significantly shorter than the terminal-level 
lifetime. As aresult, the terminal-level lifetime is an important 
design parameter in achieving maximum energy extraction 
from high-peak-power laser amplifiers and Q-switchcd oscil- 
lator systems. 

Terminal-level lifetimes reported in the literature for even 
the most common laser mediasuch as Nd:YAG differ by as much 
as several orders of magnit~de; '~references for N ~ : Y L F ~ - ~  are 
less common and subject to thc same uncertainty. 

For most solid-state laser materials, the terminal-level life- 
time is dominated by nonradiative relaxation processes 
involving the emission or absorption of host material phonons. 
Closely spaced energy levels within a Stark manifold thermal- 
ize extremely rapidly (< I O ~ S ) ~ ~ ~  through nonradiative processes 
involving single phonons, while relaxation between different 
Stark manifolds proceeds at significantly slower rates since 
multiple phonons are required to bridge the typically larger 
intermanifold energy gaps. When the tolal multiphonon, 
nonradiative relaxation out of the terminal laser level manifold 
is much slower than the intramanifold thermalization, the 
distribution of population within the manifold can be treated as 
a system in quasi-thermal equilibrium and described by a 
Boltzmann distribution. For laser systems in which the termi- 
nal laser level contains a significant proportion of its thermal- 
ized manifold population, gain saturation properties are deter- 
mined by both the relaxation rate of the entire manifold and the 
quasi-thermal occupation factor in the terminal laser level. The 
manifold relaxation rate, often characterized by its lifetime, 
determines whether any "bottlenecking" occurs, and the ther- 
mal occupation factor determines the degree to which 
accumulation of population in the terminal-level manifold 
reduces population inversion during lasing. 

Measured lifetimes for other energy levels can yield rel- 
evant information since multiphonon nonradiative relaxation 

ratcs generally follow a phenomenological that de- 
pends only on temperature, energy gap to the next lower energy 
level, and a single phonon frequency. Measured relaxation 
rates for high-order phonon processes (n > 3) substantially 
support this m o d e ~ ; ~ . l ~  however, it is generally invalid for low- 
order processes ( r z  5 3). Anomalies have also been observed in 
some materials8 due to selection rules or when a high degree of 
resonance exists between an intermanifold energy gap and a 
sum of phonon energies corresponding to peaks in the host 
material's phonon spectrum. In addition, significantly differ- 
ent lifetimes for nonradiative transitions covering nearly 
identical energy gaps have been reported for N ~ : Y A G ~ . '  ' that 
suggest either a breakdown in the model or a dependence on the 
measurement technique. 

Direct measurement of the '1' terminal-level relaxation 
is performed ideally under prototypical energy extraction 
conditions toensure meaningful results. Sensitive andaccurate 
measurement of the relaxation rate demands operating in a 
regime that clearly isolates the multiphonon nonradiative 
decay process from radiative processes. Saturating pulses 
substantially shorter than the terminal-level lifetime can yield 
a true impulse response that is easily analyzed without the need 
for deconvolving input beam pulse shapes or applying compli- 
cated modelsof the population dynamics. Any practical method 
should by design also minimize the amount of sample required 
and avoid nonlinear optical processes, such as self-focusing or 
self-phase modulation, that might damage the sample or other- 
wise introduce unquantifiable effects into the measurement. l 2  

Theory 
Figure 62.3 1 represents the energy levels in Nd:YLF impor- 

13 tant to laser action. The 1475-cm-' energy gap between the 

4 ~ 1  terminal-level manifold and the 4~9,2 ground-state mani- 
fold is less than three times the phonon cutoff energy of 
566 cm-' in Y L F , ' ~  which places this nonradiative decay 
process near the limit of validity for the single-frequency model. 

In this work, the4~312initial-laser-leve1 nianifoldis pumped 
directly from the 4fy12 ground-state manifold. Laser action at 
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Figure 62.3 1 
Energy-le\:el diagram for lasing in Nd:YLF. The qIgl2 ground state and 
4l11l? terminal laser s t ~ t e  are separated by a 1475-cml energy gap that is less 

than three times the maxi~num phonon energy in YLF'q (-566 cm-I). The 

thick upward (downwardj arrow represents the pump (saturating pulse) laser 
transitionb. The thin downward (upward) arrow represents the small-signal- 

gain (excited-state absorptionj probe transitions. 
~ ~ ~ ~ ~ ~ p p ~ - ~ -  

the 1053-nm laser transition occurs between the lowest sub- 
level in the 4 ~ 3 1 2  manifold and the second lowest level in the 

4 ~ 1  manifold. Since both the initial and terminal laser levels 
are strongly coupled to their re\pective Stark manifolds and 
each contains a substantial portion of its manifold's popula- 
tion. the relevant populat~on dynamics are best described by 
rate equations for the total populations N3 and N2 of the initial 
( 4 ~ 3 , 2 )  and terminal (411112) laser-level manifolds, respec- 
tlvely. 

dm3 ( r ,  t )  
dt 

= Wpunlp ( t )  . N I  (73 t )  - Wsat pulse ( t )  
( la)  

X [ f 3 ~ 3 ( ~ . t )  - f 2 ~ 7 ( 7 . t ) ]  - 

dN2 (7 ,  t )  - 

dt - Wsat pulse ( t )  

(lb) 
x [ h ~ 3 ( r , t ) - t i ~ 2 ( r , t ) ] -  

where Wpump and Wsat pulse are the radiative transition rates 
associated with the pump and saturating pulses, respectively, 
given by W ( t )  = I ( t ) .  o l h v ,  where I ( t )  is the intensity, o is 
the corresponding pump absorption or laser-stimulated emis- 
sion cross section, and h v  is the photon energy; z3 and z7 are 
the lifetimes of the initial and terminal-laser-level manifolds, 
respectively; and the thermal occupation factors of the actual 
Stark sublevels of the laser transition, f3 and,f2, are given by 
ji = c - E l . ' k T / ~ i  , where Ei is the energy of the sublevel within 
the manifold and Z; is the partition function for the manifold. 
Given that no other energy levels accumulate significant popu- 
lations, all relevant population dynamics are described by 
Eq. ( 1 )  plus the closure condition No = N1 + N2 + N 3 ,  where 
No is the doping concentration of the crystal and N I  is the total 
population of the 4 ~ 9 1 2  ground-state manifold. 

The rapid thermalization of the initial and terminal laser 
levels within their respective Stark manifolds can also be 
addressed in analytic solutions for laser-energy extraction 
performance15 when saturating pulse lengths are short com- 
pared to the lifetime of the entire terminal-level manifold but 
long compared to the intramanifold thermalization processes. 
In a manner analogous to applying level degeneracy factors,16 
the expression for saturation fluence can be modified to in- 
clude the thermal occupation factors &,, = hv/(.fi + , f 2 ) o s e ,  
where ose is the spectroscopic stimulated emission cross- 
section. This expression reduces to the well-known value of 

= hv/ose for an ideal four-level system (,f3 = 1: f2 = 0):  
and F,,, = hv/20se for a three-level system ( f 3  = 1, , f2 = I ) .  
Simple analytical models are inadequate for the intermediate 
case where laser pulse lengths are comparable to the terminal- 
laser-level manifold lifetime. 

Figure 62.31 also shows small-signal-gain and excited- 
state absorption probes used in measuring the terminal-level 
lifetime. The small-signal-gain probe measures the population 
inversion AN = ,f3 N3 - f2 N 2 ,  while the excited-state absorp- 
tion probe monitors directly the population of the terminal 
r n a n i f ~ l d . ' ~ . ~ ~  Assuming a plane-wave interaction, the time 
dependence of small-signal probe beams propagating in the x 
direction are determined by the population dynamics of the 
initial and terminal laser levels according to simple exponen- 
tial growth and absorption laws 
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where o,, and oEsA are the stimulated emission and excited- 
state absorption cross sections, rcspcctively, and L is the 
sample thickness. The exponential arguments are integrated 
along the path traveled in the sample by the probe beams since 
the populations may vary spatially. Zero population in the 
4 ~ 5 1 2  upper level of the excited-state absorption transition is 
assumed in Eq. (2b) for small probe signals. 

After the initial-laser-level pumping has stopped and after 
an impulse-like saturating pulse has extracted stored energy at 
time to, Eqs. ( la)  and (Ib) become uncoupled differential 
equations with simple exponential solutions 

and 

where N3 (x ,  t o )  and N2(x .  t o )  are the population densities ot 
the initial and terminal laser manifolds, respcctivcly, left by 
the saturating pulse at to. 

Substituting into Eq. (2) gives 

where 

and 

represent the effective excited-state absorption coefficients for 
the small-signal probes at time to. Since the 4 ~ 3 1 2  initial laser- 
level lifetime is cxtrcmely long compared to the lower-level 
~ i f e t i m e , ~ , ' ~  the upper-laser-level population can be taken as 
constant with a value N g ( t )  - N3(tO) .  The final small-signal 
gain after relaxation of the terminal laser level is given by 

Experimental Setup 
Figure 62.32 illustrates the experimental setup. Thin Nd:YLF 

samples approximately 1 and 2 mm thick with nominal 
I-at.-% doping concentrations are intracavity pumped directly 
into the 4 ~ 3 / 2  initial-laaer-level manifold by a free-running, 
tunable Cr:LiSAF pulsed laser. The pump laser is tuned to the 
weak Nd:YLF absorption band at -860 nmusing a birefringent 
tuning filter made from four crystalline quartz plates posi- 
tioned at Brewster's angle. Horizontal polarization is further 
enforced by orienting the stronger n-polarization emission of 
the Cr:l,iSAF rod to match the low-loss horizontal polariza- 
tion of the Brewster tuning plates. The crystalline axis of the 
Nd:YLF sarilple is also horizontal to match the horizontal 
pump polarization with the stronger n-polarization absorption 
for N ~ : Y L F ' ~  (a,,, = 0.3 em-'). Operation in the 'l.EMia 
mode is accomplished with an intracavity aperture in the nearly 
hemispherical resonator. Pump pulses with overall durations 
of approximately 70 p s  and numerous relaxation oscillations 
were obtained typically, as shown in Fig. 62.33. Uniform 
pumping is expected since the sample is optically thin at this 
wavelength. Furthermore, multiple-longitudinal-mode opera- 
tion of the pump laser should smooth out any spatial hole 
burning that might occur early during the pump pulse. The 
diameter of the Nd:YI,F sample's pumped region is approxi- 
mately 1 mm in the vertical direction and elongated in the 
horizontal direction since it is also positioned at Brcwster's 
angle inside the pump laser cavity to minimize reflection losses 
from the uncoated sample. 

L 

a s e ( t 0 )  = f/L I f 2 ~ 2  (x. to) 0sed.t A saturating pulse is generated from an -70-ps (FWHM) 
s=o 

pulse picked from the output of a cw mode-locked Nd:YLF 
laser operating at 1053 nm and amplified to the millijoule 
regime in an unstable. regenerative ring a n ~ ~ l i f i e r . ' ~  The 
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Figure 62.33 
The time evolution of the Cr:LiSAF pump laser and the single-pass. small- 

signal gain through a pumped, I-mm sample. Strong saturation of the pump 
absorption is observed after the first relaxation oscillation. The small-signal 

gain decays after termination of the pump pulse according to a double 

exponential characterized by an early time constant T= 30 ys  and a long time 

constant T =  200 ys. 
- - -- -- -- -- -- - 

saturating pulse is cavity dumped from the regenerative ampli- 
fier and focused to -400-pm diameter in the center of the 
sample's pumped region to achieve high saturation fluences. 
The polarization of the saturating pulse at the sample is vertical 
to align it with the 1053-nm (0-polarization) axis of the 
Nd:YLF sample. 

The small-signal-gain recovery of the Nd:YLF sample is 
measured using the fiber-coupled output of a (2-switched, 

Figure 62.32 

Experimental setup for measurement of terminal- 

level lifetimes; L1. L2, andL3=focusing lenses; D l ,  

Dz, and D3 = fast silicon photodiodes; BTF = 

hirefringent tuning filter; HR = high reflector mir- 
rors; BB = beam block; BS = beam splitter; PP = 

pulse picker; PS = pulse slicer; SLM = single- 
longitudinal-mode laser; A = mode-controlling 
aperture; KG-3 = glass filter. 
- -- - -- - 

monomode Nd:YLF oscillator operating at either 1047 or 
1053 nm. The approximately 200-11s FWHM, bell-shaped 
pulses are split into signal and reference beams that were 
measured by fast silicon photodiodes (- 150-ps rise time) using 
an HP 54720A fast digitizing oscilloscope (4 Gsamples/s, 
1 -GHz bandwidth). The signal-to-reference beam ratios were 
calculated for each shot to monitor the evolution of the single- 
pass, small-signal gain and then averaged over a number of 
shots. The small-signal-gain probe beam is focused to approxi- 
mately a 20-pm spot to spatially sample only the center of the 
saturated gain region. When using the 1053-nm probe beam, 
this spot was image relayed through a spatial filter to minimize 
light scattered from the saturating pulse into the solid angle of 
the signal-detector collection optics. For measurements with 
the 1047-nm probe beam, the probe beam polarization was 
orthogonal to the saturating pulse, and a thin-film polarizer 
was used to reject the scattered light. The actual single-pass. 
small-signal gain was obtained by removing passive effects, 
such as Fresnel reflections, and scattering in the sample mea- 
sured by the signal beam when the sample was unpumped. 

The transient excited-state absorption from the 4 ~ 1 1 , 2  

terminal level was measured with a cw dye laser using DCM 
Special Dye (Lambda Physik LC 6501). The dye laser was 
pumped by a 5-W cw argon ion laser, and the output was tuned 
to 660.4 nm using a three-plate. quartz. birefringent tuning 
filter. A mechanical shutter was used to gate I-ms square 
pulses, both to reduce the average power incident on the fast 
silicon photodiode and to preserve its fast response time 
(-150-ps rise time). A 2-mm-thick KG-3 Schott Glass filter 
was used toeliminate 1053-nm light scatteredfrom the saturat- 
ing pulse while passing the 660-nm probe beam. The 
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time-resolved measurements of optical transmission were av- 
eraged over a number of shots. 

Results and Discussion 
Figure 62.33 illustrates a typical evolution of the single- 

puss, small-signal gain at 1053 nm achieved in a I-mm-thick 
sample by the pump laser. Peak single-pass, small-signal gains 
greater than 2.5 were achieved in I-mm-thick samples, and 
gains in excess of 4.0 in a2-mm sample. The small-signal gain 
exhibits a double-exponential decay with lifetimes ( z =  30 p s  
and z= 200 ps) substantially shorter than published values for 
the fluorescence lifetime6.I8 for these low-doped crystals; 
however, even the fast component of this decay is still ex- 
tremely long compared to the terminal-level lifetime. The 
reduced fluorescence lifetime appears to be related to the 
extremely high population inversion densities and visible 
fluorescence observed from the samples. which is likely the 
result of up-conversion processes promoted by the intense 
pumping. Background small-signal gain and excited-state ab- 
sorption measurements taken without the saturating pulse 
present revealed no effect on laser-level population dynamics 
related to the intense pumping or the observed up-conversion 
processes on the time scale of the terminal-level lifetime. 

Figure 62.34 illustrates a typical small-signal-gain (G,,) 
recovery measurement using the 1047-nm probe beam. The 
small-signal gain measured for a single pass of the probe 
beam through the pumped sample drops rapidly as the saturat- 

Sample #4 (2 mm) 1 
3.4 1 1 50 shots averaged 4 

~ 7 4 4 9  Time (ns) 
-- -- - -- 

Figure 62.34 

A typical small-signal-gain recovery measurement using the 1047-nm probe 

beam. The small-signal gain of a saturated sample (#4) recovers after passage 

of a short saturating pulse al t = 0. (Note the split vertical scale.) Curve fits 

using Eq. (321) for t > 0 for different samples are given in Table 62.IV. 
-- 

ing pulse extracts stored energy at time t = 0. The small dip 
observed at t = -10 ns is caused by a prepulse leaked one 
roundtrip before the regenerative amplifier is cavity dumped. 
The smooth recovery after t = 0 to an asymptotic value caused 
by relaxation of the terminal laser level can clearly be seen 
along with a nonlinear exponential best fit to Eq. (33). 
Table 62.1V presents average curve-fit values for the terminal- 
level lifetime of three different samples using both the 
1047- and 1053-nm probe beams, as well as the standard 
deviation of the curve-fit values. No variations were observed 
for different positions in the samples measured, and excellent 
agreement is found from sample to sample. 

Figure 62.35 displays a typical transient excited-state- 
absorption (ESA) measurement using anotherNd:YLF sample. 
Larger transient ESA measurements were observed for n- 
polarized probe beams. The transmission through the pumped 
region of the sample is unity until the saturating pulse rapidly 
populates the terminal laser level at time t = 0. The observed 
transmission of the sample decreases rapidly and then returns 
to its equilibrium value on a time scale governed by the 
terminal-level lifetime. A nonlinear best fit to Eq. (3b) is also 
plotted. Again, evidence of aprepulse is observedat t =-lo  11s. 
Table 62.IV also includes curve-fit values for the terminal- 
level lifetime obtained from transient ESA measurements on 
several samples that are in excellent agreement with the values 
obtained from the small-signal-gain recovery measurements. 

A.A--"-. -- 

0.99 1 / Curve fit 

~ 7 4 5 0  Time (ns) 

-- -- -- pp - - - 

Figure 62.35 
A typical ESA measurement in a different Nd:YLF sample (#3). Transient 

excited-state absorption from the terminal level occurs afterpassage of ashort 

saturating pulse at t = 0. Curve fits using Eq. (3b) for I > 0 for different 
samples are given in Table 62.1V. 

- - -- - 
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Table 62.IV: Measured values for the terminal-level lifetime of four different Nd:YLF samples using 
small-signal-gain (Gss) recovcry and transient excited-state absorption (ESA) methods are 
consistent within experimental accuracy. 

1 1 1 21.8 1 M.2 1 transient ESA 1 

Sample 

1 

2 

Conclusions 
The terminal-level lifctime for Nd:YLF measured in this 

work is long compared to the pulse lengths encountered for 
mode-locked laser operation and amplification of up to nano- 

second pulses. In these cases, Nd:YLF must be treated as a 
three-level system amenable to standard Frantz-Nodvik gain 
saturation analysis with a modified expression for the satura- 
tion fluence that accounts for rapid thermalization of the initial 

and terminal laser levels within their respective Stark mani- 
folds. Since common Q-switched laser pulse lengths are 
comparable to the terminal-laser-level lifetime measured in 

this work, simple analytical models are inadequate to account 
for terminal-level relaxation during amplification of such 
pulses, and numerical solutions are required to calculate en- 

ergy-extraction performance. 

Thickness (mm) 
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Light-Emitting Porous Silicon: Materials Science, Properties, 
and Device Applications 

Silicon-based. light-emitting devices (LED's) should find nu- 
merous uses in optoelectronics. For example, the integration of 
silicon LED's with silicon microelectronics could lead to 
reliable and inexpensive optical displays and optical intercon- 
nects. Until recently, however, it had not been possible to 
obtain efficient room-temperature luminescence from silicon. 
The demonstration in 1990 that a form of silicon called 
"porous" can emit bright photoluminescence in the red region 
of the spectrum triggered worldwide research efforts aimed at 
establishing the mechanisms for the unexpected luminescence 
and at fabricating efficient and durable LED's. In less than five 
years, significant progress has been achieved on both fronts. 
LED's emitting throughout the visible spectrum have been 
demonstrated. and the best measured external electrolumines- 
cence efficiency has risen from lop5% to better than 0.01% 
at room temperature. The photoluminescence efficiency of the 
best samples is near 10% at room temperature, and light- 
emitting porous silicon (LEPSi) that luminesces from the blue 
part of the spectrum to the infrared beyond 1.5 pm has been 
produced. In this article, we first review why silicon is a poor 
light emitter and then define porous silicon and its main 
properties. We then focus on the properties of the three lumi- 
nescence bands ("red," "blue," and "infrared") and present the 
results of femtosecond time-resolved optical measurements. 
Next, we report progress toward the fabrication of LED's 
and discuss some specific device structures. Finally, we 
outline what is necessary for commercial LEPSi LED's to 
become a reality and report on experimental results that sug- 
gest the possible integration of LEPSi with standard 
microelectronic devices. 

Porous Silicon 
1. Silicon Light Emission 

Radiative recombination of an electron with a hole across 
the bandgap of semiconductors produces luminescence. The 
emitted photons have an energy equal to the bandgap energy 
(e.g., 1.4 to 1.5 eV in GaAs) and negligible momentum. Thus. 
the electron and the hole must be located at the same point in 
the Brillouin zone, which is the case in direct-gap semiconduc- 
tors such as GaAs. Under these conditions, the radiative 

recombination rate is large, which means that the radiative 
lifetime is short (typically of the order of a few nanoseconds). 
To obtain a large luminescence efficiency, the nonradiative 
recombination rate must be lower than the radiative recombi- 
nation rate. The efficiency is defined as 

where 71 is the quantum efficiency, zrad is the radiative life- 
time, and z,,,,,,,~ is the nonradiative lifetime. Nonradiative 
recombination occurs both at the surface and in the bulk. To 
minimize it, the surface should be well passivated leading to a 
low surface recombination velocity S. and the bulk must be 
free of defects that act as radiation killers. The efficiency of 
good-quality, direct-gap 111-V semiconductors exceeds 1% at 
room temperature and 10% at cryogenic temperature. 

Because silicon is an indirect-gap semiconductor, electrons 
and holes are found at different locations in the Brillouin zone 
and recombination by emission of a photon alone is not 
possible. Photon emission is possible only if another particle 
capable of carrying a large momentum, such as a phonon, is 
involved. In this case, both energy and momentum can be 
conserved in the radiative transition. The participation of a 
third particle in addition to the electron and the hole makes the 
rate of the process substantially lower and the radiative life- 
time typically in the millisecond regime. Thus, the efficiency 
drops by several orders of magnitude, even in the case of high- 
purity materials and good surface passivation. At room 
temperature, the typical efficiency of crystalline silicon is of 
the order of which makes it unsuitable for LED'S.' 
Several attempts have been made to improve the luminescence 
efficiency of silicon and silicon-based alloys, including the use 
of silicon-germanium alloys and ~ u ~ e r l a t t i c e s , ~  isoelectronic 
impurities3 in a manner similar to nitrogen in Gap, and erbium 
d o p i n g 4 ~ h e  strategy in these attempts can be divided into two 
classes: increasing the radiative rate or decreasing the 
nonradiative rate. The former can be achieved by "bandgap 
engineering" or "defect engineering," which essentially con- 
sists of "convincing" the electron and the hole that they do not 
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require a phonon to recombine radiatively. This process can be until quantum confinement produces a barrier against hole 
accomplished through zone folding in thin superlattices or transport into the columns. Although there are attractive com- 
with isoelectronic impurities %hose energy level extends peting models,1° which for example rely on electrostatic 
throughout thc Brillouin zone. The latter consists of confining effects near the pore's tip, this model has received partial 
the electron and the hole to a small volume where the probabil- experimental confirmation." It must be noted that neither 
ity of finding anonradiative center is equal to zero.This can be Canham's model for the luminescence nor Lehmann and 
accomplished in the Ge-rich regions of SiGe and is realized to Gosele's model for pore formation is universally accepted, and 
some extent with isoelectronic impurities. Such approaches other models have been proposed.12-16 Note also that the 
have led to very good photoluminescence efficiencies (up to nanostructure of porous silicon is quite complicated. Even 
10% in some cases) and good electroluminescence efficiency though columnar crystalline structures are present in some 
in some structures (approaching I%), but only at cryogenic samples, the shape. thickness, and orientation of thesc col- 
temperatures. At room temperature, these numbers drop to the umns or wires are not uniform. In other samples, no wires are 
range of lop4% to and it is not clear how they can be detected, and the crystalline objects appear to be more or less 
increased to the 0.1 % to 1 % level. spherical ("dots"). In all cases, however, light emission ap- 

pears to be well correlated with the presence of crystalline 
2. Porous Silicon structures smaller than 5 

Porous cilicon is a material that has been known for nearly 
1 0  has found limited use in micr~electronics,~ espe- Figure 62.36 shows the schematic arrangement for a typi- 
cially in the silicon-on-insulator (SOI) technology, as porous cal electrochemical cell used to produce porous silicon. The 
silicon becomes a goodinsulator after oxidation. In the 1980's, arrangement is very simple and inexpensive. The wafer (an- 
several studies of the optical properties of porous silicon were ode) and the mctal cathode are immersed in an aqueous 
published, and photolurninescence in the deep redlnear infra- solution containing HE Typically, the HF concentration is 
red was detected at cryogenic temperatures.7 In 1990, Can- kept around 25% by weight, and ethanol or methanol is added 
ham8 reported that when porous silicon is further etched in to improve the penetration of the solution into the pores and to 
concentrated aqueous HF for 6 h after preparation, it emits minimize hydrogen bubble formation. Maintaining a constant 
bright red light when illuminated with blue or UV light. Longer current density of 1 to 100 m,4/crn2 for sekeral minutes results 
etching in HF was demonstrated to lead to brighter in the formation of a porous silicon film with a thickness 
photoluminescence at shorter wavelengths, which was as- ranging from - 1 pm to tens of microns. Both the thickness and 
cribed to quantum confinement. Jmnger etching increases the the photoluminescence spectrum of the porous layer depend 
porosity, which produces, on the merage. smaller nano- 
crystalline columnar structures. When thc dimension of the 
columns decreases below 5 nm, the bandgap widens by quan- 
tum confinement in the conduction and valence bands and thus 
smaller columns produce larger bandgaps. In Canham's origi- 
nal modcl, the luminescence was attributed to band-to-band 
recombination across the bandgap. He also suggested that 
porous silicon might have a direct bandgap. which would 
explain the increase in efficiency by several orders of magni- 
tude. Interestingly. at the same time as Canham was publishing 
his seminal paper, Lehmann and Goseley independently showed 
that the bandgap of porous silicon is larger than that of 
crystalline silicon and attributed this increase to quantum 
confinement as well. 

Lehmann and Gosele's proposal allowed them to provide a 
new and elegant explanation for the mechanism of pore forma- 
tion. Injection of hole$ from the substrate to the surface is 
requil-ed for ctching in HF. In their model, the thinning of the 
silicon columns fornied when the pores are created continues 

Figure 62.36 
Schematic of the electrochemic;ll cell used for the production of porous 

silicon. The HF solution circulates i n  TeflonTM tubing and through a 

Teflon1.M pump. 
------ 
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strongly on many parameters, such as doping level and sign, 
current density, solution concentration and pH, and duration 
of the anodization. However, it should be stressed that light- 
emitting porous silicon can be produced over a wide range of 
most of these parameters. For example, holes. which play a 
critical role in the formation of porous silicon, cannot be 
injected from the bulk to the surface of an n-type wafer. This 
shortcorning can be eliminated by illuminating the wafer 
during anodization, as holes are photogenerated near the sur- 
face. Even if the porous layer is not of the luminescent type, 
further etching in HF in the open circuit configuration or by 
anodic oxidation in water can produce bright luminescence. 

Figure 62.37 shows a LEPSi luminescence spectrum and 
its time evolution after pulsed excitation at 3.5 eV. The peak 
photoluminescence wavelength is typical, but it can easily be 
tuned between 850 nm and 550 nm, as discussed later. Thefull- 
width at half-maximum (FWHM) of the spectrum is between 
150 meV and 500 meV. The most widely accepted explanation 
for this very large width is that the spectrum is "inhomo- 
geneous," i.e., corresponds to bandgap or near-bandgap 
emission coming from nanocrystallites with a distribution of 
sizes. The decay of the photoluminescence following excita- 
tion takes place on amicrosecond time scale at room temperature 
and increases to the millisecond regime at cryogenic tempera- 
tures. l 8  Furthermore, the short-wavelength components usually 
decay faster than the long-wavelength components, a fact that 

450 525 600 675 750 
21799 Wavelength (nm) 

Figure 62.37 

Time-rcsolved photoluminescence spectra measured at different times fol- 
lowing excitation with a picosecond laserpulse at 3.5 eV. The overall decay 
at room temperature ia in the microsecond time domain, but the decay is not 
exponential and is faster at ahorter wavelengths. 

---- -------- ~ 

also supports the hypothesis that a distribution of crystallite 
sizes produces the wide spectrum. This spectral diffusion with 
time varies from sample to sample. The decay of the full band 
or that of any individual wavelength component does not 
follow a simple law andcan be fitted very well using astretched 
exponential function.19 Stretched exponentials may result 
from the random walk of carriers on a finite distribution of 
discrete sites in real space, as is known to occur in amorphous 
silicon. Regardless of the details of the physical mechanisms, 
there are well-known procedures to define the average or most 
probable lifetime; this lifetime value is usually quoted in the 
literature. After removing a possible fast decay component in 
the nanosecond time domain (to be discussed later), the lifetime 
of the red luminescence is in the microsecond time domain. 

The Three Luminescence Bands 
I .  The Red Band 

As mentionedearlier. the "red" lu~ninescence band actually 
extends from the near infrared to the orangelgreen regions. 
Tuning can be achieved by changing any one of many param- 
e t e r ~ . ~ ~  Here, we focus on results obtained by changing the 
anodization time under light assistance and by annealing in air. 
The LEPSi samples were prepared fromp-type Si substrates in 
the dark (DA) or from y -  and n-type Si substrates with light 
assistance (LA). The substrates were (100) oriented with a 
resistivity in the 1- to IO-D-cm range. Anodization with LA 
was performed using a 300-W, white-light halogen lamp. 

The photoluminescence (PL) spectra from DA and LA 
samples are rather different.21 The DA LEPSi has a broad peak 
centered near 740 nm, which is typical of samples prepared in 
the dark. In contrast, the PL spectra of the LA samples can be 
easily tuned from the infrared to the yellowlorange by increas- 
ing the anodization time. For a given solution and a constant 
current density, a longer anodization time produces a thicker 
LEPSi layer and shifts the PL peak toward shorter wave- 
lengths. Figure 62.38 shows the relation between PL intensity, 
PL peak wavelength, and anodization time forn-type Si wafers 
prepared in an aqueous solution (no alcohol) with LA using a 
current density j of 10 r n ~ l c m ~ . ~ ~  Under these conditions, the 
maximum PL intensity corresponds to a peak wavelength near 
700 nm. A proper choice of solutions and current density 
allows us to obtain homogeneous LEPSi samples that have 
good PL efficiency. Using blue excitation, the highest quan- 
tum efficiency we have measured on a red LBPSi sample at 
room temperature is approximately 5%. After optirnization of 
the growth conditions, the PL of LEPSi samples is comparable 
to that emitted at room temperature by direct-gap III-V semi- 
conductor compounds. 
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Figure 62.38 
Photoluminescence intensity and peak wavelength as a function of the 

anodization time. The current density is 10 mAIcm2, the substrate is a 
10-Q-cm n-type Si wafer, and light assistance is employed. 

The PI, peak wavelength has also been tuned by thermal 
annealing in a tube furnace in ambient air for 5 min at various 
temperatures.23 In this case, the LEPSi layers were formed by 
anodization in the dark of 10-SZ-cmy-type Si wafers in a 1:1:2 
solution of HF, H20, and methanol. Figure 62.39 summarizes 
results obtained with a variety of samples, either freshly 
prepared, annealed in air, or oxidized in HN03. The PL peak 
wavelength shifts to shorter values as the ratio of S i -0  bonds 
to Si-H bonds increases. The ratio of the concentration of Si- 
H and Si-0  bonds present on the surface of the nanocrystallites 
as shown in Fig. 62.39 is not the absolute ratio, since the cross 
section for infrared absorption of Si -0  bonds is stronger than 
that for the Si-H bonds. Thus, the horizontal scale in Fig. 62.39 
is a relative scale only. These results demonstrate a clear 
correlation between surface chemistry and PL peak wave- 
length. Freshly anodized samples that contain a very small but 
detectable amount of S i -0  bonds and chemically oxidized 
samples that have almost no remaining Si-H bonds fit nicely at 
the two extremes of the data. Furthermore, annealing offreshly 
prepared samples at moderate temperature leads to data points 
that coincide with the data points obtained with aged samples. 

The results of Fig. 62.39 are more easily understood if we 
assume that the PL is related to recombination involving 
surface states2%ather than if it is strictly due to confinement8 
since the low-temperature treatments reported here have no 
effect on the particle size. For a particular surface coverage of 
the nanocrystallites present in LEPSi, we expect to find a 
specific set of surface states. When the coverage is changed, 
the nature and the energetic position of the surface states within 
the bandgap should change; thus, the PL spectrum is expected 

to change as well. It may be reasonable to model the wide PL 
spectrum as due to several bands associated with recombina- 
tion involving different surface species. 

It is worth noting that the origin of the "red" luminescence 
remains highly controversial. Many models have been pro- 
posed. ranging from those involving specific defects and 
molecular compounds to those involving quantum confine- 
ment.'2-'6,25 Of all these models, two have received strong 
experimental support. The "pure" quantum confinement origi- 
nally proposed by  anh ham,^ which is consistent with many 
observations, has recently received support from resonant 
photoluminescence e ~ ~ e r i m e n t s . ~ ~ . ~ '  In these experiments 
the low-temperature luminescence was not excited by a short- 
wavelength laser but by a laser tuned inside the broad PL 
spectrum to provide size-selective excitation. Under these 
conditions, the PL spectrum shows discrete steps that coincide 
with the zone-edge phonons of crystalline silicon that are 
known to be involved in the bandgap absorption and emission 
in crystalline silicon. These results not only indicate that 
silicon is the absorbing and luminescing species in LEPSi but 
also strongly suggest that luminescence occurs at the silicon 
crystallite bandgap. Other experiments, however, suggest that 
the luminescence occurs well below the bandgap and is af- 
fected by more than quantum confinement. Some examples 
include the results shown in Fig. 62.39 and the difference 
between the measured PL peaks and the measured or calcu- 
lated bandgap,2g,29 which can be as large as -1 eV. 

H-rich, annealed 

A Freshly anodized, annealed 

Figure 62.39 
Relationship brtween the peak of the photoluminescence spectrum and the 
surface coverage, as measured by the ratio of Si-0 bonds over Si-H bonds 
obtained by infrared absorption measurements. This ratio does not take into 

account the difference in the infrared absorption cross sections between 
Si-H and Si-0 bonds. 
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Since the PL intensity and spectrum depend strongly on the nieasurements were performed at cryogenic temperatures. The 
surface coverage, one can expect some problems with long- observed nonexponential decay may indicate a distribution of 
term stability of the PL. For hydrogen-covered surfaces, the carrier lifetimes, with the most probable lifetime being close to 

surface can become depassivated by hydrogen loss through 1 ns. The estimatedquantum efficiency of the blue PL is greater 
heating30 or exposure to short-wavelength light.31 A solution than 0.1 %, roughly one order of magnitude below the effi- 
to this problem is passivation with silicon dioxide instead of ciency of a good red sample. 
hydrogen. Such samples are much more resilient2' but they 
also tend to luminesce in the blue. n ! I ! '  

2. The Blue Band n 2 Ci . - 
Recenl lilerature contains several reports of strong blue PL 3 

in LEPSi after rapid thermal oxidation (RTO) at high temp- 
erature (T,, 2 1 0 0 0 " ~ ) , ~ ~ . ~ ~  as well as several reports of 5 

weaker blue PLin various samples. We conducted a systematic - 
investigation of the properties of blue samples and have 

,- 

evaluated methods for obtaining them. The LEPSi layers were 
C) - 

formed by anodization of 5-Q-cm p-type silicon wafers in a 
1:1:2 solution of HF, H20, and methanol. To change the 
sample's properties we varied the current density from 1 mA/ 
cm2 to 30 m ~ / c m ~ .  Anodization was performed either in the 
dark or with light assistance. Oxidation of the LEPSi layers 
was achieved in a tube furnace with a dry oxygen atmosphere. 
Samples of LEPSi first anodized in the dark at acurrent density 
j = 10 m ~ / c m ~  and then oxidized for 2 min at 11 00°C in dry 
oxygen34 display the reported blue PL band (Fig. 62.40). 
Infrared absorption nieasurements show a strong line at 
1080 cm-' related to the asymmetric stretching vibrational 
mode of the Si-0-Si oxygen bridgc (Fig. 62.40, inset). Other 
LEPSi samples anodized at a smaller current density 
(1 m ~ / c m ~ )  with light assistance and subjected to no further 
treatments have only one strong peak at 1070 cm-' in the 
infrared spectrum. which corresponds to Si-0-Si bridges in a 
configuration close to stoichiometry. Thus, the infrared spectra 
show no significant difference in the chemical composition 
between these two types of samples. Although we refer to lhese 
samples as "fully oxidized" in the following discussion since 
no Si-H bonds remain, this does not imply that there are no 
silicon nanocrystallites left in these samples. 

The time-resolved PL spectra of bolh saniples show a broad 
PL band (FWHM > 0.5 eV) with a peak near 2.6 eV that decays 
on a nanosecond time scale. The PL spectra have not been 
corrected for the spectral sensitivity of our detection system 
and are likely to extend to shorter wavelengths. The decay is 
nonexponential as for the red band, but in contrast to the red 
band, no significant wavelength dependence of the blue PL 
decay has been observed when the detection wavelength was 
changed from 440 nm to 650 nm, unlike what is seen in the red 
PL. The decay dynamics did not change appreciably when the 
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Figure 62.40 
Time-resolved photoluminescence spectra of oxidized LEPSi after exci- 

tation wilh a picosecond lascr pulsc at 3.5 eV.  The infrared absorption 

spectrum of the same sample shown in the inset indicates that the sample 

conrair~a no Si-H bonds and only Sib0 bonds. 

The blue PL is also observed in samples that are oxidized 
chemically by ir~lmersion in 1 0 8  HN03 for 2 min or in freshly 
anodized samples after handling in air.34 Measurements of the 
blue PL dynamics in the chemically oxidized sample also show 
a nonexponential decay with a characteristic time close to 
those of the fully oxidized samples. The time-resolved PL 
spectra of the frcshly anodized samples measured right after 
excitation again show a weak but clearly observable blue PL 
band whose spectrum is similar to that of the "fully oxidized" 
samples. The presence of a very small amount of Si-0 bonds 
is apparent in the infrared spectra of freshly anodized samples. 
Due to the low intensity of this blue band we were not able to 
analyze the decay in detail, but the characteristic decay time is 
much less than 15 ns. 

Our results suggest two possibilities for the origin of the 
blue PL. Silicon dioxide is known to luminesce efficiently in 
the visible under appropriate  condition^,^^ and it has been 
shown that blue PL with a nanosecond decay time can be 
excited by 4-eV photons in high-purity, wet synthetic silica.36 
Thus, the blue PL in oxidized LEPSi could originate not from 
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the silicon crystallites themselves. but from the oxide sur- 
rounding them. The second possibility is that special Si-0 
configurations produce the luminescence. These special con- 
figurations could be present at the Si nanocrystallsilicon diox- 
ide interface, or in Si-rich regions produced in the oxide after 
nearly complete oxidation of the crystallites. It appears that we 
can exclude the hypothesis that the blue PL would originate 
from the interior of sub-3-nm Si crystallites. If this were the 
case, subjecting the oxidized crystallites to chemical agents 
should not affect the lurninescence. We have exposed blue- 
emittingoxidizedporous silicon to liquid methanol andobserved 
a quenching of the blue P L . ~ ~  This quenching is consistent 
with luminescent centers near the oxide surface. Specific 
chemical configurations such as s i l an01~~ have been proposed, 
but there remains considerable uncertainty as to the exact 
origin of the blue P L . ~ ~  Note finally that the stability of the blue 
samples in air is much improved compared to that of the red 
samples.21 This improvement can be traced to the presence of 
sllicon dioxide, which is much less fragile than the Si-H bonds 
that passivate the surface of freshly prepared LEPSi. 

3. Thc Infrared Band 
Very few reports of infrared PI, have appeared in the 

l i t e r a t u r ~ . ~ . ~ ~ . ~ ~ ~ ~  Some of these measurements were inter- 
preted as bandgap or near-bandgap PI.from crystalline silicon. 
Another explanation has been proposed for this 1R PL, in 
which emission is associated with mid-gap dangling bonds on 
the surface of the n a n ~ c r ~ s t a l l i t e s . ~ ~  We have performed a 
careful lneasuremcnt of the IRPL in several I.EPSi samples!' 
In our experiments, the samples were placed in  an ultrahigh 
vacuum (UHV) chambcr where they were annealed irlsitu. The 
422-nm line of a EIcCd laser excites the PL, which in turn is 
detected by a Ge detector with a cutoff of -0.7 eV. In the results 

! reported below, the PL spectrum was recorded at room tern- 

I perature, followi~lg vacuum annealing at temperatures as high 
I as -500°C for 5 ruin. 

Figure 62.41 shows the room-temperature PL spectra for 
one sample before annealing and after annealing at two tem- 
peratures. The broad IR PL peak of the as-prepared sample is 
small but measurable at room temperature. As the annealing 
temperature is increased, its relative intensity increases until it 
dominates the spectrum. The IR PLappcars to be most intense 
after annealing at a temperature where thc red PL disappears, 
i.e., when most of the hydrogen that passivates the LEPSi 
surface has been desorbed, since heat treatment at such a 
temperature produces many dangling bonds. It is thus tempting 
to interpret the IR PL as due to recombination involving 
carriers in mid-gap dangling bonda. We also prepared samples 

in which the 1R PL peak energy was -0.7 eV. After annealing 
around 350°C, the integrated PL intensity measured at room 
temperature was comparable to the integrated intensity of the 
initial red PL peak. Prelin~inary results obtained with a lumi- 
nescence detection system that is sensitive to wavelengths up 
to 5 pm indicate that these san~ples lumincsce well past 2 pm. 
The conditions required for obtaining such samples are as of 
yet not well understood. 

22005 Energy (eV) 
---------- ------------- ~ 

Figure 62.41 
Normalized room-temperature PL spectra for LEPSi held in ultrahigh 
vacuum. before and after annealing for 5 min at two temperatureb. 

Time-resolved PL m e a s u r e m e n t ~ ~ ~ . ~ ~  indicate a decay in 
the range from tens of nanoseconds to -1 0 ps at 77 K: which 
is faster than the red PLdecay in the same range of temperature. 
This decay may be consistent with calculations of the radiative 
recombination in the infrared due to dangling bonds present at 
nanocrystallite surfaces.44 Finally, the long-term stability of 
the infrared band has not been established. If it is related to the 
presence of dangling bonds, it is reasonable to expect poor 
stability since the concentration and nature of dangling bonds 
on the surface can be modified by many factors. Our prelimi- 
nary results so far support this hypothesis. 

Femtosecond Photoinduced Absorption 
I .  Experimental Techniques and Sample Preparation 

The femtosecond time-resolved experiments have been 
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performed with the standard pumptprobe arrangement. The 
pump beam excites electrons and holes across the bandgap, 
while the probe beam monitors the changes in transmission 
(and reflection) induced in the sample by photoinjection of 
carriers by the pump beam. The pump and probe beams are 
synchronized since they are produced by the same laser pulse. 
Thus, the time evolution of the changes in transmission (and 
reflection) is monitored by increasing the beam path of the 
probe, which produces a time delay between the pump and 
probe beams. These experiments, which we routinely perform 
in s e m i c o n d u c t ~ r s . ~ ~ - ~ ~  have a time resolution limited by the 
pulse duration (in the present case, 100 fs). Once the results 
have been recorded, the changes in optical properties are 
related to the dynamics of the photoinjected carriers, which 
may include thermalization, cooling, trapping, andrecombina- 
tion. In cases where nonradiative recombination occurs 
rapidly across the bandgap,47,48 it is also possible to record 
the dynamics of the temperature increase of the sample due to 
the production of a large number of phonons. 

Femtosecond photoinduced measurements were per- 
formed using two different laser systems. In the first type of 
experiments," the laser source was a colliding-pulsc, mode- 
locked dye laser, amplified at 8.5 kHz using a copper vapor 
laser. The pulses are <I00 fs long at 620 nm (2 eV). Aportion 
of these pulses is used to generate a white light continuum from 
which 100-fs-long pulses tunable from the green to -900 nm 
were selected. In the second type of experiments,50 the laser 
source was a titanium sapphire laser producing 90-fs-long 
pulses tunable between 800 and 900 nm (1.55 to 1.38 eV) with 
a repetition rate of 85 MHz. Pulses at half the wavelength 
(twice the photon energy) were obtained by frequency dou- 
bling in a BBO nonlinear crystal. 

To perform the transmission measurements. the samples 
must first be removed from their silicon substrates, as the 
substrates would absorb all the light at wavelengths shorter 
than 1 pm. In the present work, we used both oxidized 
rricsoporous films49 and vcry-high-quality films deposited on 
sapphire.50,s1 These latter films were produced using a current 
density of 14 m ~ t c t n ~  passing through a circular area of 
1.76 cm2 from 25 s to 30 min depending on the desired 
thickness. The anodization occurred in the dark and the (100) 
polished c-Si wafers were either moderately or highly dopcd. 
To remove the porous silicon film from the substrate, 
electropolishing was employed in which the silicon atoms 
were rcmoved layer by layer and the porous silicon film was 
separated from the wafer (lifted off). The process was con- 
verted from porous silicon formation to electropolishing by 

diluting the HF while increasing thecurrent density to approxi- 
mately 100 m~tcrn' .  The freestanding LEPSi films were kept 
wet in ethanol to protect them from breaking during drying, 
and layers thinner than -5 pm were deposited wet on sapphire 
windows and allowed to dry in air. Afterward. the LEPSi films 
remained attached to the windows by van der Waals or electro- 
static forccs, similar to a technique used to mount ultrathin 
111-V se~niconductor films.45 We chose sapphire windows 
because of their optical tlatness. high heat conductivity, and 
high transparency from the 1R to the UV. Figure 62.42 sum- 
marizes some of theproperties of a typical high-quality ultrathin 
LEPSi film. 

2. Experimental Results 
Figure 62.13 shows results obtained with the pump at 2 eV 

(which ic well above the PL peak of I .65 eV) and various 
probes at photon energies ranging from above to below the PL 
peak energy.49 Qualitatively similar results have been obtained 
on all films, irrespective of whether they were pumped at 2 or 
3 eV, in the entire probe wavelength range. These traces have 
several interesting features: 

At all probe wavelengths, the absorption increases in- 
stantly, then recovers in part very promptly to a 
photoinduced absorption "plateau." 

When the induced absorption is measured on a much 
longer time scale. this "plateau" corresponds in fact to a 
slow recovery of the photoinduced absorption. 

The recovery is nonexponential and depends on the 
photoinjected carrier density: at low injected carrier 
density, the prompt recovery is extremely fast and the 
slower recovery takes tens of picoseconds. whereas at 
high injected carrier density. the prompt recovery slows 
down and the slower recovery speeds up. 

The challenge is to interpret these results 

Our results indicate that porous silicon is not a direct-gap 
semiconductor. In direct-gap semiconductors, bleaching is 
observed after femtosecond e x c i t a t i ~ n . ~ ~ ~ ~ ~ ~ ~ ~  This bleaching 
results from the partial occupation of the final and initial states 
by the photoinjected electrons and holes respectively, which 
decreases the absorption at all probe wavelengths and espe- 
cially near the pump wavelength immediately after excitation. 
In the present experiments, we inctead observe photoinduced 
absorption, which occurs either in indirect-gap semiconduc- 
t o r ~ ~ ~ * ~ ~  or in amorphous s c m i c o n d u c t o r ~ , 4 ~ ~ ~ ~  and is indicative 
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Figure 62.42 
Atomic-force-micrograph, thickness measurement. and optical transmission spectrum of a thin, porous film that has been lifted off the c-Si substrate and 

deposited on a sapphire substrate. 

of Drude absorption by free carriers. This observation con- 
firms recent t h e o r e t i c a ~ ~ ~  and experimental26." work, which 
also suggested that red-emitting porous silicon remains an 
indirect bandgap semiconductor. Figure 62.44 compares 
femtosecond time-resolved data obtained under similar condi- 
tions with GaAs (a direct-gap semiconductor), a-Si:H (an 
amorphous semiconductor), c-Si (an indirect-gap semicon- 
ductor), and porous silicon. Clearly, porous silicon and c-Si 
have a very similar response, which in turn is quite distinct 
from that of GaAs and a-Si:H. 

The dynamics of the photoinduced absorption recovery are 
consistent with the following model. The prompt recovery is 
due to carrier trapping. presumably at the nanocrystallite 
surfaces. The fact that trapping occurs on a - 100-fs time scale 
should not be surprising since aclassical electron moving at the 
thermal velocity will "hit'' the surface every 30 fs. However, 
not all nanocrystals have a "fast" trap. and the ratio of the 

amplitude of the slowerrecovery to that of the prompt recovery 
is a measure of the ratio of the number of nanocrystals without 
a fast trap to that of nanocrystals with a fast trap. In those 
nanocrystals that have no fast trap, the photoinjected carriers 
can only recombine or be trapped in "slow" traps. Assuming 
that the slower recovery is due to recombination, we can 
explain the intensity dependence. When the number of elec- 
tron-hole pairs injected per nanocrystallite is less than 1, 
recombination is probably radiative and relatively slow; when 
the number of pairs injected exceeds 1 per nanocrystal, Auger 
recombination becomes possible. In this process, one electron 
recombines with one hole, and the excess energy is given to 
another electron (or hole). This process is relatively efficient at 
large carrier densities in bulkcrystalline silicon and is expected 
to be very efficient in nanometer-size crystallites, where the 
overlap between the wave functions of the carriers is strong 
and the momentum conservation rules that limit the Auger 
rate in bulk silicon are somewhat relaxed. Furthermore, the 
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Figure 62.43 

Induced absorption measured with a probe pulse at different wavelengths 
following carrier injection with a 100-fs-long, 2-eV pump pulse in a sample 
that luminesces near 1.65 eV. The traces lire similar at all wavelengths. 

-- -- - 

relative amplitude of the prompt recovery is expected to 
decrease since in nanocrystallites with one trap the second 
photoinjected pair can no longer undergo fast trapping. 

We thus attribute the initial recovery to trapping of the 
photoexcited carriers from extended states into surface states. 
The intensity dependence of the fast recovery is consistent with 
trap saturation. These traps are most likely not responsible for 
the luminescence because trapping tends to become more 
efficient when the luminescence efficiency decreases after 
exposure to high-intensity UV light. However, the changes in 
the ultrafast optical response remain small even after the lumi- 
nescence efficiency drops by at least one order of magnitude. 

Electroluminescent Devices 
Electrolurninescence (El,) was observed in LEPSi shortly 

after the discovery of its strong photoluminescence.57-61 It 
was first detected during anodic oxidation in the electrochemi- 

- 1 0 1 2 3 

22007 Time (ps) 

Figure 62.44 
Room-temperature photoinduced absorption measurements performed in 
the pump-probe geometry at 2 eV in GaAs. crystalline silicon (c-Si). porous 
silicon (LEPSi), and amorphous hydrogenated silicon (a-Si:H). 

cal cell.h1 This EL and electrolyte electroluminescence were 
shown to have a spectrum similar to the PL spectrum, with an 
efficiency larger than 0.1%. Bsiesy et ~ 1 . ~ ~  reported on tuning 
the electrolyte EL throughout the broad PL spectrum by simply 
changing the applied voltage from 0.8 V to 1.5 v . ~ ~  Cath- 
odoluminescence has also been reported.63,64 In this section, 
we focus on solid-state electroluminescent devices. In these 
light-emitting devices (LED'S), electrons and/or holes are 
injected into the porous layer where radiative recombi- 
nation occurs. 

The first LED made of porous silicon was demonstrated in 
1 9 9 1 . ~ ~  It consisted of a metallporous silicon/crystalline sill- 
con structure similar to a Schottky barrier or more accurately 
to a metal1 insulator1semiconductor (MIS) structure. Although 
the device did electroluminesce, its efficiency measured at 
room temperature was of the order of to The 
threshold voltage for observable EL was at first very high 
(>> 10 V) but has since been reduced to less than 5 V. In our 
recent work. we have been able to detect EL for applied 
voltages below 1 eV in more complicated  structure^.^^ Such 
LEPSi MIS devices are very easy to fabricate since after 
fabrication of the porous layer, the only additional step is the 
evaporation of a thin metal film. Variations on this device 
structure have since been published by many groups. The PL 
and EL spectra are usually similar to each other, although in 
some cases not i d e n t i c a ~ ~ ~ . ~ ~  for reasons that are not clear. The 
efficiency of these devices has remained low, although effi- 
ciencies in the range of lop2% and even higher have been 
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quoted.68,6c, Some of the most obbious rcasons for the poor 
efficiency are ( 1) the mechanism of carrier injection is not clear 
and possibly inefficient; (2) the semitransparent metal contacts 
absorb part of the luminescence; and (3)  it is extremely 
difficult to make a good contact over the large microscopic 
surface area of porous silicon using line-of-sight deposition 
techniques. In other 1,ED.s indium tin oxide (ITO) is used as 
the top electrodej8 instead of a metal. This approach has 
several advantages, including potentially better contacts and 
less light absorption by the 1TO. We have Sound in our devices 
that the efficiency of LED's using I T 0  is consistently higher 
than that of LED's using metals such as Au or Ag. Contacts 
made of conducting polymers have also been d e m o n ~ t r a t e d ~ ~ '  
but the efficiency remained low. 

The best published efficiency for porous silicon LED's was 
achieved using a somewhat mor-e complicated device struc- 
t ~ r e . ~ ~  ~ i g u r e  62.45 shows the proposed hand structure and the 
current-voltage (I-V) relationship for a similar d e ~ i c c . ~ ~ , ~ ~  
The porous silicon p-n junction LED's wcre fabricated in p- 

type substrates with a resistivity of 5 to 10 !2 cm. A high-dose 
phosphorus implant was followed by a period of thermal 
annealing to yield junction depths 5 I pm. Because holes are 
requiredin the anodi~ationprocess, light assistance is essential 
to create n-type LEPSi. The IRPSi layers were thus formed by 
clcctrochemical etching in a 1 : 1 :2 solution of HF, H20.  and 
ethanol, using a constant currcnt density of 15 m ~ / c m ~  for 5 
to 30  min. This anodization process produces LEPSi at a ratc 
of approximately I pmlmin. To improve the homogeneity of 
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F~gurc 62.45 
Current-voltage rela~ionahip of u light-emitting porous silicon p-rr junction 
LED. The inyet shows the proposed band diagram. 
- 

the LEPSi layer, the backside of the wafers was heavily doped 
with boron. and a sintered Al film was used to create an 
intimate backside ohmic contact. Following LEPSi layer for- 
mation, a semitransparent, 100-A gold film was deposited to 
form patterned 0.2-cm2 contacts. Using similar structures, 
electroluminescence has been achieved from the near infrared 
to the blue with nearly constant efficiencies (e.g., 0.005% in 
the blue using indium contacts72). 

The band diagram proposed in Fig. 62.45 is based on an 
analysis of thc 1-V curve, its temperature dependence, and the 
C-V data.71 The Fermi level for rz-  and y-type LEPSi is taken 
to be -0.2 eV above and below the midgap respectively. 
Thus, a small amount of band-bending is created within the 
LEPSi layer. The presence of a p-tz junction in the LEPSi 
layer affects carrier transport, resulting in a rectifying I-V 
relationship that is nearly exponential in forward bias 
[i.c.. I = ~ ~ ( e ~ ~ ~ " ~ ~  - 1) 1. The extracted ideality factor n was 
found to be 2.1 at applied forward bias voltages of less than 
0.5 V and at room temperature. At higher voltages there is a 
largc deviation from this behavior.71 

Frequency ~nodulation measurements were performed on 
LEPSi L E D ' s . ~ ~  In this experiment, a peak-to-peak ac signal 
of 10 V was applied to the device under a forward dc bias of 
30  V. The modulated EL signal, detected and amplified with a 
lock-in amplifier, is shown in Fig. 62.46. The output power of 
an LED is related to the modulation frcquency w by 
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Figure 62.46 
Frequency modulation rerponse of the electroluminescence oTporous silicon 
p-TZ junction LED'S with (0 )  0.2-urn junction depth and 5-,urn LEPSi layer: 
( 0 )  Ipm junction depth arid 10-,urn LEPSi layer. The 3-dB bandwidth can 

exceed 100 kHz. 
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% = ~ l + ( m , w o y ~ '  (2) 1 
3 I@ where P(0) is the dc power, P(w) is the power at frequency w, .- 

m ' 
u .I 

and q-, is the cutofffrequency. Table 62.V shows the relation- 2 • . . 
ship between the cutoff frequency of different device structures 8 103 
and the corresponding PL lifetime 7~1, .  The fact that 27r104 is . . - - 

comparable to z p ~  suggests that the EL response is controlled 
by the carrier lifetime; thus, it appears that the maximum speed 
of the red p-n junction LEPSi LED'S is - 1 MHz. 

Table 62.V: Comparison of the EL time constant 
and the PL lifetime 

Sample Description 

AuLEPSi, 30-min etching 

p-11, 1 pm. 10-min etching 

I pri. 0.2pm. 5-min etching ( 0.86 1 0.7 I 
When we prepare LEPSi MIS structures, not only is the 

efficiency lower but the I-V curve indicates that the transport 
mechanism is different and the maximum modulation speed is 
lower. Figure 62.47 shows that the current-voltage curve in 
forward bias follows a power law I - Vn, with n > 2 in devices 
where EL is d e t e ~ t e d . ~ ~ . ~ ~  Such a behavior is typical of a space- 
charge-limited current.74 If the LEPSi layer can be modeled as 
a perfect insulator, then 

where E is the dielectric function of LEPSi. % = 8.854 10-l2 
Flm, p is the drift mobility in LEPSi. and d is the thickness of 
the LEPSi layer. If deep traps or interface traps are present, the 
current may increase faster than v 2 ,  and if the mobility is 
electric field dependent, the current is no longer proportional 
to v2.  When frequency-dependent EL measurements are per- 
formed, we find as expected that the drift time across theLEPSi 
layer limits the device speed to at most I0  K H Z . ~ ~  Using these 
results. we have deduced a drift mobility of -lop5 cm2m-s in 
LEPSi layers prepared from 5- to 10-Q-cm p-type substrates 
under light a~sis tance.~ '  Finally, we note that when the LEPSi 
layers were prepared so that the surface passivation involved 
Si-0  bonds and no Si-H bonds, the LED'S did not degrade even 
after 100 h of continuous  erati ti on.^^,^^ 
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Figure 62.47 

Current-voltage relationship of two metallporous-siliconlcrystalline-silicon 

light-emitting devices. 
p~ -- p~ 

Prospects for Commercial Devices 
Light-emitting porous silicon has given a new impetus to 

silicon-based optoelectronics. Since the first report of efficient 
photoluminescence in the redlorange part of spectrum, much 
progress has been achieved. Efficient luminescence has been 
observed from the bluelnear UV to past 1.5 pm, as shown in 
Fig. 62.48. The quantum efficiency of LEPSi LED's has 
improved by at least four orders of magnitude since the first 
solid-state EL device was demonstrated. Nevertheless, much 
remains to be done before commercial applications of these 
materials becomes a reality.75 Research should focus on im- 
proving either the efficiency or the speed of LED'S. Better 
efficiencies are required for optical display applications. In 
addition, to be cost competitive, displays must be made using 
silicon thin films, and not bulk wafers. Optical interconnect 
applications, in contrast, do not require extremely high effi- 
ciencies but do require data-transfer rates in excess of 1 Mbitls. 
Thus, for interconnects, the best hope seems to be the blue 
luminescence. In this section, we briefly discuss four points of 
relevance for technological applications. These are ( I )  ion 
implantation and oxidation of LEPSi; ( 3 )  uniformity of LEPSi; 
(3) mechanical stability of LEPSi; and (4) manufacture of 
micron-size LEPSi structures. 

The major advantage of LEPSi LED's is that they could be 
made on the same chip as Si electronic devices or integrated 
circuits, which raises the important issue of their compatibility 
with various microelectronic processing steps. We have per- 
formed several ~ t u d i e s ~ ~ - ~ O  that have yielded encouraging 
results. Ion implantation, a technique that is widely used in 
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Fipure 62.48 

Normalized room-temperature photoluminescence spectra of various porous 
silicon samples, as prepared ("red" region). after oxidation ("blue" region), 

and after vacuum annealing ("infrared" region). The cutoff near 1 .S pm is due 

to the Ge photodetector. 

semiconductor technology, consists of bombarding the wafer 
with donor or acceptor ions to produce the desired doping 
profile. We have d e m ~ n s t r a t e d ~ ~ , ~ '  that LEPSi can retain its 
strong photoluminescence after ion implantation with phos- 
phorus and boron. provided that the dose does not exceed 
- 1 0 ' ~  ~ m - ~ .  Another important processing step is oxidation. 
As was discussed previously, oxidation at elevated tempera- 
tures (To, 2 1000°C) produces LEPSi that emits in the blue. If 
the oxidation is performed at very low temperatures (T,, 5 

600°C), the red luminescence At these tem- 
peratures, all the hydrogen that passivated the surface of the 
as-grown LEPSi has been desorbed, and the oxide that is 
formed is of extremely poor quality. The surface is thus 
covered by dangling bonds,82 which act preferentially as 
nonradiative recombination centers. However, as To, is raised 
from 600°C to -lOOO°C, the quality of the thermal oxide 
improves, the density of dangling bonds decreases, and the PL 
intensity recovers. Near 1000°C, the PL intensity of high- 
efficiency LEPSi samples recovers to within a factor of 3 of 
the initial intensity. The peak PL wavelength is also blue 
shifted after oxidation above 600°C, in agreement with the 
expected decrease of the silicon crystallite size after oxidation 
of several silicon mono layer^.^^ 

For device applications, it is highly desirable that the porous 
layers have good cross-sectional and lateral uniformity. Previ- 
ously publisheds3.84 studies of depth uniformity lead us to 
conclude that most samples are not uniform as a function of 
depth. with the possible exception of thin LEPSi layers pre- 
pared in the dark using p-type substrates. Spatially resolved 

photoluminescence and Raman measurements have shown 
that the first few microns usually possess a different 
nanostructure from that of the deeper layers. As a result, both 
the PL spectrum and its intensity change as a function of depth. 
However, we have shown50~51 that manufacturing of LEPSi 
layers thicker than 10 pm with homogeneous cross-sectional 
PL properties is possible under specific conditions. More work 
must be done in this area to identify the conditions that lead to 
uniform LEPSi layers with good luminescence efficiency. 
Another issue is lateral uniformity, where we distinguish three 
length scales. Uniformity over large areas (>>I cm2) can be 
maintained if the electrochemical cell is designed carefully. On 
a scale of 1 to 100 pm, however, uniformity is more difficult to 
maintain. High-porosity layers tend to crack when they are 
removed from the solution and dried, which leads to a surface 
with a morphology reminiscent of a dry lake bed.83 Spatially 
resolved photoluminescence (SRPL) maps of such surfaces 
taken with 1-pm spatial resolution show large differences in 
the local PL intensity, with regions that appear dark (no PL) 
and bright (visible PL). Even layers that show no evidence of 
cracking are often not homogeneous on a micron scale. Using 
SRPL maps, we have showns3 that the surface of apparently 
uniform samples is in fact made of a very large number of small 
(-I-pm) regions that emit very bright PL and are separated by 
21 pm. With the knowledge that longer anodization times 
generally produce less homogeneous surfaces, we have been 
able to produce LEPSi layers that appear homogeneous on a 
I -pm scale by properly choosing the anodization param- 
e t e r ~ . ~ ~  Perfect uniformity on a scale of 10 to 100 nm is 
almost impossible to achieve since the crystallite sizes are in 
the nanometer range, although the results of Fig. 62.42 show 
that, at least under specific conditions, the surface can be of 
optical quality. 

As mentioned previously, high-porosity samples have a 
tendency to crack when dried. In addition, all LEPSi samples, 
with the exception of those that have been oxidized at elevated 
temperatures, have poor mechanical properties. A method that 
improves the mechanical properties and allows the production 
of high-porosity (295%) films without cracking and degrada- 
tion of the crystallinity has been d e m o n ~ t r a t e d . ~ ~  In this 
technique, the as-prepared layers are supercritically dried in 
C 0 2  for aperiod of several hours. This "gentle" drying, which 
maintains the structural integrity of highly porous materials, 
has been previously used in sol-gel technology. Supercritical 
drying of porous silicon appears promising. Further work will 
help determine whether it is a necessary step for the develop- 
ment of LEPSi LED'S. 
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Finally, if LEPSi LED's are to be integrated with silicon 
microelectronic circuits for optical interconnects or other 
applications, at least two developments are necessary: 

the size of the LED's must decrease from - I  mm2 to a 
few pm2; and 

the regions of the wafer where porous silicon is not 
produced should be protected during anodization. 

Very few studies have addressed these important is- 
s u e ~ . ~ ~ . ~ ~ . ~ ~  We have developed several processes that allow 
us to make LEPSi lines narrower than 0.5 p m  and to protect 
the adjacent silicon material (see Fig. 62.49). Although we 
have yet to demonstrate a practical device employing this 
feature, the ability to produce such ultranarrow lines suggests 
that integration of miniature porous silicon LED'S with con- 
ventional VLST is indeed possible. 

(a) 

Conclusions 
Porous silicon, a promising new material for silicon opto- 

electronics, has been demonstrated to photoluminesce at 
room temperature with an efficiency between 0.1% and 10%. 
Its luminescence spectrum, intensity, and lifetime are highly 
sensitive to the growth and processing parameters. Light- 
emitting devices (LED's) made of porous silicon have already 
been demonstrated throughout the visible range. Since the 
peak of the photoluminescence spectrum of porous silicon can 
be changed from the bluelviolet to wavelengths past 1.5 pm, 
it is conceivable that LED's will be made over the same range 
of wavelengths. Despite some impressive progress, much 
work still remains to be done before commercial LED's can 
be envisioned, even in the visible range. Nevertheless, because 
of its compatibility with silicon microelectronics, porous sili- 
con is a material worthy of further scientific and techno- 
logical investigations. 
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Time-Dependent Reflection and Surface Temperatures during CO, 
Laser Irradiation of Dental Hard Tissues with 100-p Pulses 

Lasers, including C 0 2  lasers operating around A =  10 pm, are 
being used frequently in dental soft tissue surgery and some 
dental hard tissue applications. In addition, pulsed C 0 2  laser 
irradiation has been applied successfully for in vitro caries 
(dental decay) prevention or retardati0n.l For this application 
the laser is used for very localized surface heat treatment with 
or without inducing visible changes in the surface morphology. 

For all laser applications to dental hard tissue the tempera- 
ture increase in the pulpal region must be kept below -4°C 
lest the pulp be damaged. If thermally induced modifications 
at or near the (enamel) surface are desirable while avoiding 
excessive subsurface thermal assault, it is advantageous to use 
a laser wavelength whose absorption length is very small, i.e., 
whose absorption coefficient is very large. For C 0 2  laser 
radiation around 10 p m  the absorption coefficients are very 
large2 (see Fig. 62.50), ranging from -5,000 cm-I at 10.6 pm 
to 31,000 cm-' at 9.6 pm, with corresponding absorption 

C 0 2  laser lines 

E7129 Wavelength (pm) 
~ 

Figure 62.50 
Absorption spectrum of dental enamel around the four major C02  laser lines. 

The absorption band in this region is due to vibrational bands in the phos- 

phate bonds. 
~ -- 

depths between 2 and 0.3 pm. These high absorption coeffi- 
cients are due to intrinsic molecular vibrations of the phosphate 
ions (P-0 stretching modes) of the mineral constituent (car- 
bonated hydroxyapatite) of the dental hard tissue. Past research 
has found this region of the spectrum to be of particular interest 
for caries retardation.' 

Pulses of appropriately short duration, in addition to short 
absorption lengths, are essential to avoid excessive subsurface 
heating. To avoid excessive heating at depths Ax > 10 pm, one 
must choose pulse durations of the order of, or less than, the 
relaxation time ( z = h2/41C = 60ps,  ic = 4 x cm2/s = 

thermal diffusivity) associated with this distance. While only 
approximate, these numbers are useful guides. Longer pulses 
or smaller absorption coefficients will heat thicker layers. 

Very high absorption coefficients typically occur near reso- 
nances. All resonance transitions are typically temperature 
sensitive. For electronic transitions the peak absorption de- 
creases with temperature while its width increases, but the 
resonance frequency remains constant. For vibrational reso- 
nances, S. S. ~ i t r a ~  shows the temperature dependence of 
vibrational resonances in nonmetallic solids (e.g., MgO). The 
peak absorption coefficient drops rapidly between room tem- 
perature and -60OoC, and the absorption band broadens and 
shifts toward longer wavelengths. The frequency shifts are at 
least partly due to the lengthening of the bond distances. The 
resonances are typically asymmetric, and their shapes and 
values depend on the particular material. 

Basic optics theory relates the absorption coefficient and 
index of refraction through the Kramers-Kronig re~at ions .~  
The textbook index of refraction typically has a maximum on 
the long-wavelength side of the resonance and a minimum on 
its short-wavelength side. For vibrational transitions the be- 
havior is qualitatively similar, though generally more complex. 
Nevertheless, as the temperature increases and the absorption 
decreases and shifts toward longer wavelengths, the index of 
refraction exhibits similar behavior, i.e., its peak values drop 
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and the resonance broadens and shifts toward lower frequen- 
cies (longer wavelengths). We note that a similar temperature 
dependence of the strong absorption coefficient for water near 
k = 3 pm has been reported in the 

Associated with the index of refraction, n, is the well- 
known Fresnel reflection given by R = (1 - n12/(1 + n12 . 
When the absorption coefficient is very strong (as it is typically 
near a resonance transition), the index of refraction becomes 
complex and can be written as n = n, + ik, where n, is the real 
part of the index of refraction, i = J-1, and k is the extinction 
coefficient. The extinction coefficient is related to the absorp- 
tion coefficient by a = 4nk/k. Under these conditions the 
above Fresnel-reflection formula is rewritten as 

We note that for either n, or k (or both) >> 1, the reflection 
coefficient approaches LOO%! In fact, for enamel at k =  9.6 pm 
we findR= 50%. while fork= 10.6pm wefindR= 13%.These 
measurements were first reported by ~ u ~ l a i n ~  for bovine 
enamel and have been verified in our laboratory for both 
bovine enamel and human enamel. Thus. if either k and/or n,. 
decreases due to their temperature dependence, the corre- 
sponding surface reflection decreases. While this observation 
certainly holds in the immediate vicinity of aresonance, farther 
away the reflection losses could actually increase with tem- 
perature due to the temperature dependence of the complex 
index of r e f ra~ t ion .~  The most dramatic changes in both n, 
and k occur at rather modest temperatures below 600°C to 
900°C with changes by factors of 22  being quite plausible.3 

Since the surface temperatures during C 0 2  laser irradiation 
can easily reach 1000°C or more, we can expect significant 
changes in the reflection coefficient during the laser pulse. 
Concomitant with a reduced reflection is increased energy 
coupling to the irradiated substrate; thus, the apparently para- 
doxical situation can arise where the absorption coefficient 
decreases while the absorbed energy increases, albeit over a 
greater volume. 

In this article we report on time-dependent reflection and 
surface temperature measurements for laser-irradiated dental 
hard tissue at two of the four major C 0 2  laser wavelengths 
(9.6 and 10.6 pm). These wavelength. were chosen for their 
potential usefulness in caries retardation if appropriate irradia- 
tion conditions are chosen.' 

Method 
Time-resolved reflection and surface temperature measure- 

ments were carried out using the experimental setup illustrated 
in Fig. 62.5 1. The light collector for the surface temperature 
measurements is an elliptical, rhodium-coated mirror (left side 
in Fig. 62.51) with an entrance hole at the top for the C 0 2  laser 
beam. All thermal radiation emitted into the upper hemisphere 
was collected and imaged onto the HgCdZnTe detector, 
which has a time response of -1 ps. The broadband filter 
shields the detector against scattered laser radiation and passes 
the thermal radiation between 5 and 9 pm. The signal from the 
detector was acquired by a digital oscilloscope (TEK2440) 
and recorded by a personal computer. 

The time-resolved reflection measurements were made 
using a gold-coated integrating sphere as a light collector (right 
side in Fig. 62.51) with a broadband filter in front of the 
detector. The filter passes the laser light and adjusts the light 
level at the detector for optimum detection. 

The recorded pyrometric signals were converted to surface 
temperatures using a calibration procedure described by Fried 
et ~ 1 . ~  Synthetic carbonated hydroxyapatite (CAP) heated in a 
furnace at a known temperature of up to -1000°C was em- 
ployed as a calibration standard. A known area of the sample 
was imaged onto the detector using the same broadband filters 
as in the actual experiment. The results indicate that the 
emissivity is close to unity, i.e.. the thermal emission from our 
samples is close to blackbody emission. However, we have no 
independent measurement of the absorption depths in the 
region between 5 and 9 pm. For the moment we assume that 
this absorption depth is small compared to the depths over 
which a given temperature is measured. This assumption is 
tenuous and must always be kept in mind when interpreting 
temperature measurements. 

The strong temperature dependence of the total blackbody 
emission (A&, A = emitting area. o = Stefan-Boltzmann 
constant, and T = absolute temperature) renders such a mea- 
surement insensitive to the exact value of A .  Likewise, this 
strong temperature dependence strongly biases the measure- 
ment toward the peak temperature. Our actual measurements 
are carried out, however, in a fixed and limited wavelength 
interval (5 to 9 pm) causing the measured signal to follow a 
lower-power law (smaller exponent in T), which furthermore 
changes with temperature. While the calibration procedure 
takes this effect into account, the temperatures deduced from 
these measurements are more sensitive to the exact value of A 
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Rhodium-coated 
elli~soidal mirror C 0 7  laser 

and less strongly biased to the maximum temperature in the 
area measured. As a consequence, assigning error bars to 
these measurements is rather difficult. 

The tooth samples are unerupted, human third molars with 
a polished (1-pm grit size) enamel or dentin surface. The 
polished teeth are sonicated to remove the smear layer and 
polishing debris; the efficacy of this procedure is verifiedusing 
scanning electron microscopy. 

Our wavelength-tunable C 0 2  laser (Pulsed Systems, Los 
Alamos, NM) is capable of delivering up to 200 mJ in pulses 
of 50 ps to 1 ms and is tunable from 9.3 to 9.6. 10.3, and 

(a) 

Figure 62.5 1 

Experimental arrangement for measuring the 
time-dependent surface reflection (right side) 
and surface temperature (left side) of laser- 
irradiated dental hard tissue. 

10.6 pm. At present we believe that the 100-ps pulse duration 
is the most suitable for caries retardation applications. 

Results and Discussion 
1.  Time-Resolved Retlection in Dental Enamel 

Typical time-resolved reflection measurements of human 
dental enamel are shown in Fig. 62.52 for A= 10.6 and 9.6 pm. 
These wavelengths have the largest difference in absorption 
coefficient (see above) and therefore are expected to exhibit 
the largest difference in thermal behavior. For both wave- 
lengths the reference pulse shown represents the reflection 
from an enamel surface irradiated at low fluence (-1 J/cm2) 
scaled to 6 ~ / c m ?  (i.e., six times the reflec~ed signal at 1 J/cm2). 

E744I Time (ps) Time (ps) 

- -- 

Figure 62.52 
Time-resolved reflection frorn polishcd human dental enamel for two C02 laser wavelengths at low (-I-JIcm2) and high (-6-J/cm2) fluence. (a) a=  10.6 pm. 

(b) A =  9.6 pm.  The reference (low-fluence reflection) is linearly scaled to that expected at high fluence and mirrors the incident pulse shape. The overall low- 
fluence reflections are -13% and -50% at 10.6 p m  and 9.6 pm, respectively. 
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This reference is identical in shape to the incident laser pulse, 
implying no change in reflectivity during the pulse at that 
fluence. For the 10.6-pm reflection data [Fig. 62.52(a)] 
there is essentially no change in reflectivity as the fluence is 
raised from 1 J/cm2 to 6 J/cm2. In contrast, for A = 9.6 pm 
[Fig. 62.52(b)] there is a very marked difference between the 
reflection signals registered for the two fluence levels. While 
the overall reflection loss at low fluence is -50%, the reflection 
losses drop to -30% at 6 J/cm2; thus the amount of energy 
actually absorbed by the enamel increases at the higher 
fluence. These observations are consistent with the tempera- 
ture-dependent absorption and reflection coefficients that are 

? ineat expected to decrease for the most highly absorbing COL 1' 
26 J/cm2, while remaining quite unaffected at 10.6 pm. At 
10.6 pm the absorption is low and relatively far from the main 
vibrational resonances (cee Fig. 62.50). On the basis of quali- 
tative similarities with MgO we would expect no significant 
changes in either the absorption or reflection coefficient this 
far from the main r e~onance .~  

2. Time-Resolved Temperatures in Dental Enamel 
Time-resolved temperature measurements show a great 

variety of behavior depending on whether enamel or dentin is 
irradiated and whether one looks at the first, second, tenth. or 
subsequent pulses.9 At present we believe that these initial 
pulse-to-pulse changes in the temperature measurements re- 
late to burnoff (blowoff) of the organic constituents of the 
dental hard tissue as well as some surface melting and recrys- 
tallization of the mineral substrate. After approximately ten 
pulses, the surface typically stabilizes, and temporal tempera- 
tures like those shown in Fig. 62.53 are obtained reproducibly. 
We note that for 9.6- and 10.6-,um irradiation with single, 
6-J/cm2, 100-ps pulses, the peak surface temperatures are 
quite similar for the two wavelengths with the peak surface 
temperature at 9.6pm being slightly higher. The energy coupled 
into the sample is smaller by -25% at 9.6 ,um due to reflection 
losses (see preceding section). The deposited energy density 
near the surface is still larger, however, at 9.6 p m  due to the 
higher absorption coefficient (shorter absorption depth)- 
even after allowing for the temperature dependence of the 
absorption coefficient and heat conduction into the interior of 
the target. The crossover of the two curves retlects the fact that 
at 9.6 pm less energy is deposited in the sample over a shorter 
distance than at 10.6 pm. This leads to higher surface tempera- 
tures at early times, while at later times, when thermal diffusion 
has heated a larger part of the sample, the detailed laser-energy 
deposition is unimportant and the measured surface tempera- 
tures reflect only the total energy deposited. We also note that 
at lower tluences (such as 3 J/cm2) the temperature profiles for 

~- -- ~p 

Figure 62.53 

Time-resolved temperatures for enamel irradiated with 100-ps CO, laser 

pulses at 9.6 and 10.6 pm and a tluence of -6 J/cm2. The peak surface 

temperature for 9.6-pm irradiation is slightly larger than at 10.6 p m  due to 
the higher absorption coefficient and in spite of the hipher surface-reflection 

losses at this wavelength. 
-- 

Enamel, 100 ps, 
6 JIcm2 incident - 

- 

9.6- and 10.6-pm irradiation of dental enamel are quite differ- 
ent, with 9.6 p m  giving a markedly higher peak temperature.9 

200 

3. Time-Resolved Reflection in Dentin 
The time-resolved, high-fluence (>6-J/cm2) reflection from 

- -  - 

dentin surfaces exhibits a similar wavelength dependence to 
enamel. Here, too, we plot the time-resolved reflection after a 
number of pulses have stabilized the dentin surface. The 

810 015 I :O 1)5 210 2)5 310 3.5 

F7Jl  I Time (ms) 

reflection curves for prior shots are clearly affected by the 
blowoff of the organic constituents and water. After -20 shots, 
scanning electron microscope (SEM) images at 6 0 , 0 0 0 ~  
magnification reveal a melted and recrystallized mineral sur- 
face devoid of organic material and quite like that obtained 
with enamel. All subsequent shots cause no further material 
blowoff from the surface as judged either optically or acousti- 
cally. Lower-magnification SEM images show differences 
between multiply irradiated dentin and enamel samples with, 
e.g., the dentinal tubules remaining open. The differences 
between the reference profile and the 6-J/cm2 reflection pro- 
file at 9.6 p m  [Fig. 62.54(bj] appear noticeably smaller than 
for enamel [Fig. 62.52(b)]. These differences largely dis- 
appear when one takes into account that the low-fluence 
reflectivity of irradiated dentin increases9 from R = 17% to 
R = 22% after the dentin surface has been recrystallized by 
multiple irradiation at 6 ~ / c m ? .  We therefore surmise that the 
basic absorption process is the same for irradiated enamel and 
dentin but the density of dentin near the surface is still some- 
what lower than that of enamel. Under these conditions the 
overall absorption and reflection coefficients would be re- 
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E7462 Time (ps) Time (ps) 
pp -- -- -- ---- -- p~ - 

Figure 62.54 
Time-resolved reflection from dentin irradiated at (a) 10.6 ym and (b) 9.6 ym. The reference pulse is the reflection a1 1 JIc1n2 scaled to 6 ~ I c m ~  and is identical 

to the incident pulse hhape. The strong wavelength dependence of the reflection at 9.6 ym is cclnnected with the temperature-dependent absorption coefficient 
as in Fig. 62.52. 
-- - - -- -- - - - - - - -- -- -- -- - - -- - 

duced. but the relative change in reflection due to the tempera- ACKNOWLEDGMENT 
ture-dependent absorption coefficient would remain unchanged, This work WA\ \upported by NIHINIDR Grmt DE 09958. 

consistent with our observations. 

Conclusions 
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